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W
e are at the beginning of the “fourth industrial 

revolution,” with unprecedented capabilities 

to acquire, process, and communicate data. As 

with all revolutions, it holds great promise as 

well as dangers. Outrage at large-scale privacy 

breaches demonstrates the perils of taking 

protection of personal data lightly and re-

minds us that technological progress challenges policies, 

values, and approaches to ethics. The European Union 

(EU) General Data Protection Regulation (GDPR) that 

takes effect on 25 May offers 

never-before-seen protections 

and control by individuals of 

their personal data, including 

many provisions for research. 

Although this should increase 

public trust and therefore pro-

pensity to share data, many 

implementation details and 

safeguards have yet to be 

established. It is clear, how-

ever, that interoperability of 

policies will be essential to 

promote data sharing across 

research communities within 

the EU and globally. 

The GDPR promulgates 

“privacy by design,” improves 

data custodianship, estab-

lishes rights of data erasure 

and portability, and specifies 

that consent to collect and use 

data must be given by clear af-

firmative action. It establishes 

that EU protection follows EU 

individuals’ data even if the 

data leave the EU. The GDPR includes provisions that en-

sure personal data protection without undue impact on 

research and innovation. For example, personal data may 

be used for research purposes that are not identical with 

those at the time of their initial collection; under certain 

conditions, personal data may be processed for research 

without prior consent, and the rights of an individual to 

object to processing or request erasure may be overrid-

den. Provisions are made for sensitive data, such as ge-

netic, biometric, and health data, or data revealing racial 

or ethnic origin and political or religious beliefs.

The GDPR sets basic rules and conditions for per-

sonal data in research, but provides flexibility for EU 

member states to legislate many safeguards and condi-

tions. EU states thus must be vigilant that discretion 

given to them by the GDPR does not undermine in-

teroperability. Legislation is already adopted or in prep-

aration in some EU states, such as the German Data 

Protection Amendment Act or the UK Data Protection 

Bill. Interoperability is equally important at the global 

level; rules for personal data in research in one country 

may affect use of data from another.

A basic aspect of interoperability is the ability to trans-

fer data. The European Commission has already deemed 

some non-EU countries’ protections adequate under 

GDPR, including Argentina, 

Israel, New Zealand, and the 

United States (limited to Pri-

vacy Shield Framework partic-

ipants), meaning that personal 

data may be transferred from 

the EU without authorization 

or further safeguards.

The research community 

has a strong interest in pro-

moting consistent regulatory 

approaches to facilitate ac-

cess and legal interoperabil-

ity, including when data are 

federated in cloud comput-

ing environments and access 

is provided from anywhere 

in the world. The GDPR has 

modernized the EU regula-

tory framework, but interna-

tional coordination is needed 

to seek legal interoperability 

across countries and regions. 

This must link to efforts 

resolving technical and or-

ganizational barriers to in-

teroperability and to data initiatives like the European 

Open Science Cloud or the Helix Nebula project. Coor-

dination may be effected in global forums such as the 

Research Data Alliance, which with the Committee on 

Data for Science and Technology and the National In-

formation Standards Organization has been looking at 

legal interoperability, and in community-led initiatives, 

such as the Innovative Medicines Initiative, which has 

already launched key projects in this area.

GDPR is a landmark, but sharing of personal data for 

research across borders on a global scale will remain a 

technical, legal, and governance challenge—and opportu-

nity—for the global science community.
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“…interoperability of 
policies will be essential to 

promote data sharing…”
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Regular antibiotics save children
PUBLIC HEALTH |  Giving children in sub-

Saharan Africa prophylactic antibiotics 

could save tens of thousands of lives, a 

study has found. Researchers gave azithro-

mycin, a broad-spectrum antibiotic, or a 

placebo twice a year for 2 years to nearly 

200,000 infants and toddlers from Malawi, 

Niger, and Tanzania. Overall, the anti-

biotics slashed death rates by nearly 14%; 

for 1- to 5-month-olds, mortality rates 

plummeted 25%, researchers reported in 

the 26 April issue of The New England 

Journal of Medicine. Although they did not 

assess how the azithromycin doses saved 

lives, the antibiotic likely reduced cases 

of diarrhea and pneumonia, both major 

causes of death for newborns. Now, the 

World Health Organization will begin a 

review process to decide whether to advise 

routinely giving antibiotics prophylacti-

cally and under what circumstances. Some 

experts are concerned about the emergence 

of antibiotic-resistant bacteria. “Giving 

antibiotics to healthy children is, at best, 

a stopgap measure to use only in areas 

with extremely high childhood mortality 

rates,” said Ramanan Laxminarayan, direc-

tor of the Center for Disease Dynamics, 

Economics & Policy in Washington, D.C.

EU expands pesticide ban
AGRICULTURE |  The European Union has 

expanded a controversial ban of neonic-

otinoid pesticides, long under scrutiny for 

potentially harming pollinators. They may 

still be used in permanent greenhouses. In 

2013, the European Commission forbade the 

use of the three neonicotinoids in flowering 

crops, such as oilseed rape, that appeal to 

honey bees and other pollinating insects. 

Last year, the commission proposed extend-

ing the ban to all field crops because of 

growing evidence that the pesticides can 

harm domesticated honey bees—impairing 

memory and navigation, for example—

and wild pollinators. Representatives of 

16 member states voted for the ban on 

27 April, after struggling for several months 

to achieve a majority; five countries opposed 

the ban, and 13 abstained. Some farming 

groups warned that neonicotinoids will be 

replaced with sprays that are more harmful 

U
.S. and U.K. science agencies announced last week a joint, 

$50 million plan to study the Thwaites glacier in West 

Antarctica, the continent’s ice sheet most at risk of near-term 

melting. Thwaites covers 182,000 square kilometers on the 

Amundsen Sea and acts as a plug, blocking the rest of the West 

Antarctic Ice Sheet from flowing into the ocean. If the entire 

ice sheet collapses, it could raise sea levels by several meters over cen-

turies or millennia. To get a better handle on what might happen, 

the International Thwaites Glacier Collaboration will deploy 100 sci-

entists in six teams to the remote area, 1600 kilometers from the near-

est research station. Working mostly during the Antarctic summers 

of 2019–20 and 2020–21, they will apply a variety of research tools, 

including seismographs and instrument-carrying seals. Scientists will 

drill holes through the ice to measure warm ocean water intruding 

below and to examine whether the glacier has retreated in the past. 

Seismic surveys will probe the composition of the bedrock and the gla-

cier’s bonds to neighboring ice sheets. Underwater robots will explore 

the grounding line, the point where ice meets the sea floor. Two other 

teams will channel these data into global models, with hopes of better 

understanding just how long Thwaites might remain intact.

NEWS
I N  B R I E F

“
What if [a site] was called Police Genealogy? 

People wouldn’t do it.

”Geneticist Yaniv Erlich, who predicted in a 2014 journal article that 

police could use genealogy databases to identify suspects, as 

they did with the alleged Golden State Killer last week, raising privacy concerns.

Edited by Jeffrey Brainard

CLIMATE SCIENCE

Plans laid to study imperiled glacier

Collapse of the Thwaites glacier could trigger dramatic sea-level rise.
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to pollinators. Pollinator experts cautioned 

that the ban doesn’t include other kinds 

of systemic pesticides, which, like the neo-

nicotinoids, spread through entire plants. 

They also say more action is needed to pro-

tect pollinators from other threats, including 

introduced parasitic mites, the loss of 

diverse flowers to feed on, and destruction 

of nesting habitat.

Scientists dive into podcasting
SCIENCE MEDIA |  Scientists have hosted 

about two-thirds of the nearly 1000 

English-language podcasts about science 

produced since 2004. That data point 

comes from a study of 952 shows by Lewis 

MacKenzie of Durham University in the 

United Kingdom, in an 11 April preprint on 

bioRxiv. About half of those shows are still 

active. Most shows (76%) had no apparent 

revenue source. A majority were framed for 

nonspecialist audiences; formats included 

chats, dramas, even comedy. Most did not 

post episodes on a regular schedule, and 

a third featured 10 or fewer episodes. Who 

listens? MacKenzie says data about podcast 

listeners weren’t available, but he thinks 

the topic deserves follow-up study.

Precision medicine study launches
BIOMEDICINE | The U.S. National Institutes 

of Health detailed its plans to open 

national enrollment for a massive study 

of personalized medicine on 6 May, 

with a goal of enlist-

ing 1 million people. 

Proposed in 2015 by 

then-President Barack 

Obama, the All of Us 

project will explore 

links between genes, 

lifestyle, and disease by 

following participants’ 

health for 10 years. 

After enrolling 26,000 

people in a pilot effort, 

the study will now 

ramp up the recruiting 

of more volunteers, 

18 years or older, through 17 health 

provider organizations and a website: 

joinallofus.org. Participants will be asked 

to share their electronic medical records, 

and some will be invited to give blood and 

urine samples and wear a Fitbit-like device 

that gathers health data. The study aims 

to ensure that 70% to 75% of participants 

are from groups traditionally under-

represented in medical research.

Revamped collider starts up
PARTICLE PHYSICS |  It took about 5 years 

longer than once hoped, but physicists 

in Japan have started up their revamped 

particle collider, SuperKEKB, at KEK, 

the High Energy Accelerator Research 

Organization, in Tsukuba. An upgrade of 

the KEKB collider, which ran from 1999 to 

2010, the new accelerator began smash-

ing electrons into positrons last week, lab 

officials announced. Like its predecessor, 

SuperKEKB will produce particles called 

B mesons. KEKB helped show that B mesons 

and their antimatter counterparts decay 

in slightly different ways, as predicted. 

Over the next 10 years, SuperKEKB will 

produce 50 times more data than KEKB, 

which may reveal additional differences 

in B meson decays—potential clues to 

explain why the universe contains more 

matter than antimatter.

Removing trees—

through fire or 

deliberate thinning—

reduces demands on 

groundwater.

General science 319

Physics and astronomy 169

Biology 125

Ecology/zoology/conservation 91

Oceanography/marine biology 56

Psychology and neuroscience 36

Chemistry 30

Geology/earth science/meteorology 28

Climate change/global warming 21

Mathematics 18

952 total 

podcasts 

About half 

were still 

produced as 

of February 

2018.

CONSERVATION

From forest fires, a paradoxical bounty of water

F
orest fires could help relieve water shortages in the western 

United States, a new study shows.  When trees are lost to fires, 

water stays in their watersheds rather than evaporating 

from leaves to the atmosphere. Between 1990 and 2008, 

more than 76 billion liters were saved this way across 

two river basins in California totaling almost 10,000 square kilo-

meters, researchers reported last week in Ecohydrology. 

Hydrologist Roger Bales from the University of California, Merced, 

and his colleagues studied evaporation rates before and after natu-

ral wildfires, using a combination of satellite data and towers that 

measure water evaporating from trees in forests. Because manag-

ers have worked for a century to suppress forest fires, western 

forests are dense and susceptible to uncontrollable wildfires, Bales 

says. Thinning forests by cutting down smaller trees or using 

controlled burns would reduce wildfire risk and, by increasing 

water yield from these areas, help  pay for itself, he notes.

Top 10 podcast topics, 2004–2018
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Institutions for Seismology wrote in a 

26 April letter to NSF. Otherwise, they say, 

scientists may be forced to tag along on 

survey ships used by oil and gas compa-

nies, which could slant research toward 

questions of interest to industry.

A bid to make virus-proof cells
BIOTECHNOLOGY |  The synthetic biology 

initiative known as Genome Project–write 

(GP-write) announced plans this week to 

rally its international group of scientists, 

ethicists, and policymakers around a 

“community-wide project”—engineering 

virus-resistant cells. The goal, described by 

GP-write’s leadership at a 1 May meeting 

in Boston, is more narrowly focused than 

the project’s original ambition—to design 

and assemble from scratch a full human 

genome. But the work, which project 

organizers hope to complete within 

10 years, could be useful in drug manufac-

turing, where cells producing therapeutic 

proteins sometimes get contaminated 

with viruses. GP-write organizers are also 

considering other “ultrasafe” cell features, 

such as resistance to cancerous mutations 

and the effects of radiation and freezing. 

Its leaders hope the safer cells effort will 

encourage researchers to develop new 

tools for redesigning entire genomes. For 

now, though, GP-write isn’t offering its 

participants any funding. 

Estimated autism rate rises
PUBLIC HEALTH |  The U.S. Centers for 

Disease Control and Prevention (CDC) 

last week revised upward its estimated 

rate of autism among children, saying 

the rise was caused in part by increased 

awareness of the condition and more 

diagnoses, especially among black and 

Latino children who were under-

represented in previous federal counts. 

Based on school and medical records of 

8-year-olds in 11 states, CDC found that 

one in 59 fit the criteria for an autism 

spectrum disorder in 2014, up from one in 

68 in 2012. As in past studies, boys were 

about four times more likely than girls to 

be diagnosed. CDC says the biennial study 

is not nationally representative because of 

limitations in its design, but that varia-

tions in estimated rates across states and 

among racial and ethnic groups can help 

guide public awareness campaigns.

Plant palace to reopen
BOTANY |  When Kew Gardens’ 

Temperate House opened in Richmond, 

U.K., in 1863, it was the largest green-

house in the world, an innovative 

architectural showpiece designed to help 

attract crowds from nearby London and 

introduce them to the growing impor-

tance of plant science. On 5 May, the 

iconic structure is scheduled to reopen 

after a 5-year, £41 million overhaul. 

Workers replaced most of the 16,000 

panes of glass. Exhibits include about 

1000 rare and threatened plants grown 

by conservation biologists at Kew’s 

Millennium Seed Bank from its vast 

collections. These will also be available 

for study and sampling; Kew’s Plant and 

Fungal Trees of Life project is already 

sequencing the genomes of some species 

to clarify evolutionary relationships.

Researchers think the killings may have been a ritualistic plea to stop extreme weather.

SCIENCEMAG.ORG/NEWS

Read more news from Science online.

Seismic ship to be sold
GEOPHYSICS |  Marine seismologists are 

decrying a move by the U.S. National 

Science Foundation (NSF) to sell its 

only ship capable of imaging geological 

structures below the sea floor, such as the 

boundaries between colliding tectonic 

plates that drive large earthquakes. For the 

past few years, NSF has sought a new busi-

ness model for the R/V Marcus G. Langseth 

to close an annual $3.5 million funding 

gap. No palatable fix has been found, the 

agency said in April, which means it 

will sell the ship and scientists will have to 

arrange their own survey trips aboard 

private-sector vessels. The sale amounts 

to a “loss of trust” and should be delayed 

until NSF finds a long-term solution, 

the leaders of the Incorporated Research 
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ARCHAEOLOGY

Largest mass child sacrifice found in Peru

A
round the year 1450 C.E., at least 140 children and 200 baby llamas were killed in 

Peru, the largest mass child sacrifice discovered to date, archaeologists say. The 

site is on the country’s northern coast, near the city of Chan Chan, the capital 

of the Chimú empire, which ruled the region from about 1000 C.E. to 1470 C.E. 

“I see [child sacrifice] as a particularly important, valuable sacrifice,” says John 

Verano, an archaeologist at Tulane University in New Orleans, Louisiana, who helped 

excavate the site. He and his colleagues hypothesize that the sacrifice could have been 

a plea to the gods to stop extreme weather. The graves were dug into a thick layer of 

mud, a likely sign of a flash flood brought on by a strong El Niño event, Verano says. All 

the human and animal victims were killed with a horizontal cut across the sternum, 

which was used to open the chest and remove the heart, evidence of an intentional 

ritualistic sacrifice. Most of the children were between the ages of 8 and 12. The 

excavations were funded by the National Geographic Society, which exclusively 

reported the discovery on 26 April (see https://scim.ag/NatGeoPeru). 
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W
hen Scott Pruitt, administrator of 

the U.S. Environmental Protec-

tion Agency (EPA) in Washington, 

D.C., announced last week that 

the agency plans to bar regula-

tors from considering studies that 

have not made their underlying data public, 

he said it was to ensure the quality of the re-

search used to shape new rules. “The era of 

secret science at EPA is coming to an end,” 

Pruitt said at a 24 April event (which was 

closed to the press) unveiling the proposed 

“transparency” rule.

But longtime observers of EPA, including 

former senior agency officials, see a more 

troubling and targeted goal: undermining 

key studies that have helped justify stricter 

limits on air pollution. In particular, they 

say, the new policy is aimed at blocking EPA 

consideration of large epidemiological stud-

ies that have highlighted the health dangers 

of tiny particles of soot and other chemicals 

less than 2.5 microns in diameter. Those 

studies, which rest in part on confidential 

health information that is difficult to make 

public, have been under attack for decades 

from some industry groups and Republican 

lawmakers in Congress, who argue that the 

confidentiality masks flaws in the studies. 

The same interests lobbied heavily for the 

new EPA rule, and critics of the policy say it 

is just new clothing for an old—and largely 

discredited—argument.

“It just keeps coming back in different 

forms. … It’s like malaria. Or maybe herpes 

would be a better analogy,” says toxicologist 

Dan Costa of Chapel Hill, North Carolina, 

who recently retired after leading EPA’s air 

research program for 14 years.

At the heart of the fight is a type of pol-

lution scientists believe is particularly le-

thal, but relatively costly to control: tiny  

particles of soot and other chemicals pro-

duced by burning oil, coal, gasoline, wood, 

and other fuels, which can lodge deep in 

the lungs. In the mid-1990s, two major 

epidemiological studies—known as the 

Harvard Six Cities and American Cancer 

Society (ACS) studies—tracked the medical 

histories of thousands of people exposed to 

different levels of air pollution. The stud-

ies found that exposure to even relatively 

low particulate levels increased premature 

deaths. Further studies have linked the pol-

lution to other problems including asthma, 

heart disease, and heart attacks.

In response, EPA began tightening clean 

air regulations—and affected industries 

began to attack the findings. Industry rep-

resentatives also urged Congress to pass 

legislation that would bar EPA from using 

nonpublic data in crafting regulations. In 

recent years that legislation, championed by 

Representative Lamar Smith (R–TX), head 

of the House of Representatives’s science 

committee, failed to gain approval. But af-

ter the election of President Donald Trump, 

Smith and his allies found a receptive au-

dience in Pruitt, who agreed to implement 

similar policies as an EPA rule.

In the meantime, an array of studies, in-

cluding a government-sponsored reanalysis 

of the original particulate data, has generally 

validated the findings (see sidebar, p. 473). 

“The bottom line is the results don’t go away. 

They’re real,” says C. Arden Pope III, one of 

the lead researchers on the Six Cities and 

ACS studies and now an epidemiologist at 

Brigham Young University in Provo, Utah.

In 2013, that scientific consensus 

prompted EPA to reduce allowable particu-

late levels to 12 micrograms per cubic me-

ter of air, down from an earlier standard of 

15 micrograms. At the same time, the agency 

calculated that the benefits of even tighter 

I N  D E P T H

“It just keeps coming back 
in different forms. … It’s like 
malaria. Or maybe herpes 
would be a better analogy.”
Dan Costa, former Environmental 

Protection Agency official

By Warren Cornwall

U.S. REGULATORY POLICY

Critics see hidden goal in EPA data access rule
They say new policy aims to weaken air pollution regulations by barring key studies
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standards would outweigh the costs. Low-

ering the standard to 11 micrograms would 

increase pollution-control costs by as much 

as $1.35 billion in 2020, analysts estimated, 

but the health gains and lives saved would 

be worth as much as $20 billion a year.

That cost-benefit ratio is “an inconve-

nient fact if you’re someone who doesn’t 

like air pollution regulations,” says Gretchen 

Goldman, an analyst and former pollution 

scientist in the Washington, D.C., office of 

the Union of Concerned Scientists, which 

opposes the new EPA rule.

The timing of the rule—which observers 

expect EPA to adopt once a public comment 

period closes—is no coincidence, Goldman 

and others believe. The agency is about to 

embark on a periodic review of key air pol-

lution limits, including those governing par-

ticulates. Even seemingly modest changes in 

how the agency evaluates the science could 

lead to lower estimates of the health benefits 

of tighter standards. 

“If stakeholders can change the ground 

rules so that the EPA can’t look at that 

[health] data, that kind of takes away the 

foundation on which to quantify the ad-

verse effects of exposure,” says environmen-

tal engineer Chris Frey of North Carolina 

State University in Raleigh. Frey previously 

chaired EPA’s Clean Air Scientific Advisory 

Committee (CASAC) and now serves on an 

agency panel that reviews particulate pollu-

tion science.

The current head of EPA’s CASAC, however, 

says the agency will still have good science to 

draw on. Anthony Cox, a statistician and risk 

analyst based in Denver, whom Pruitt ap-

pointed to lead the panel last year, says there 

are ways to analyze confidential health data 

without disclosing identities. He’s confident 

that the agency and his committee will “act 

with integrity and intelligence in using the 

best available science” when reviewing air 

pollution standards. (EPA did not respond to 

a request for comment.) 

A first test could come later this year, 

when EPA researchers expect to finalize a 

report on the latest particulate science. Cox’s 

committee would then review the report, 

which would underpin any agency decision 

about where to set new pollution thresholds.

In the meantime, Frey questions whether 

the new rule, which would apply only to “sig-

nificant” regulations judged to cost $100 mil-

lion or more, will survive an expected court 

challenge. In particular, he wonders how 

EPA will meet its legal obligation, spelled out 

by Congress, to base regulations on the “best 

available science” if it tries to disregard a 

large body of accepted research. “I don’t 

see how,” he says, “EPA could defend that 

in court.” j

4 MAY 2018 • VOL 360 ISSUE 6388    473SCIENCE   sciencemag.org

Critics say a new Environmental Protection Agency 

policy will make it harder to cut fine particles, such 

as those in smog blanketing Los Angeles, California.

C
ritics of the Environmental Protec-

tion Agency’s (EPA’s) move last week 

to limit the agency’s use of nonpublic 

data say it is a thinly veiled effort to 

prevent regulators from drawing on 

public health studies that have proved 

pivotal to justifying tougher air pollution 

limits (see main story, p. 472).

Recently, however, one research team 

has demonstrated what could be a way 

around the policy. They used publicly 

available data to produce high-quality 

findings on the ills of pollution that EPA’s 

new policy might not be able to quash.

“This is a very highly contentious politi-

cal climate, and we are taking the extra 

step to be as transparent as we can be,” 

says biostatistician Francesca Dominici 

of the Harvard T. H. Chan School of Public 

Health in Boston, who led the studies. 

In one, published in The New England 

Journal of Medicine in June 2017, she and 

her colleagues used publicly accessible 

air pollution data and records compiled 

by the federal government’s Medicare 

health insurance program to show that 

even modest pollution reductions could 

save more than 10,000 lives per year. In 

another, published in JAMA last Decem-

ber, they linked short-term exposure to 

air pollution levels below current limits to 

premature death among the elderly.

Previous studies suggesting that 

current levels of U.S. air pollution cause 

avoidable health problems and deaths 

typically relied on private health infor-

mation painstakingly collected from a 

relatively limited group of participants. 

In contrast, Dominici’s team tapped 

anonymized Medicare data on 60 million 

enrollees over 12 years. It revealed where 

people lived, their age, race, hospital 

visits, and when they died. The research-

ers also collected weather, pollution, 

census information, and other public 

records from EPA and other agencies. 

They then divided the United States into 

a 1-kilometer-by-1-kilometer grid and 

used a computer model to see how levels 

of pollution compared with the health tra-

jectories of the Medicare enrollees, taking 

into account confounding factors such as 

poverty and smoking. 

The result is one of the largest and 

most statistically sophisticated stud-

ies of dirty air’s health impacts, says air 

pollution specialist C. Arden Pope III of 

Brigham Young University in Provo, Utah. 

Pope helped lead earlier landmark air 

pollution studies relying on confidential 

data. Dominici’s team, he says, “is taking 

a brand new cohort, and a huge one at 

that, and replicating the results” of previ-

ous studies. And anyone can download 

the same data and reanalyze the results, 

Dominici says—the exact goal EPA says it 

wants to achieve.

Public data can’t be used to answer ev-

ery important question about how pollu-

tion affects people, Dominici emphasizes. 

“I cannot look at pulmonary function 

or the thickness of your artery,” she 

says. “Very well designed cohort studies 

are extremely important to scientific 

advancement, and when you’re looking 

at the history of individuals, you have to 

maintain their confidentiality.”

Still, EPA could soon be giving her 

team’s studies a close look, because the 

agency is undertaking a periodic review 

of key air quality standards. Supporters 

of EPA’s new data access policy have said 

they want to rid the regulatory process of 

potentially flawed “secret science.” Now, 

the question is whether they will also ob-

ject to EPA considering analyses of public 

data that, like previous studies, suggest 

tightening the standards would benefit 

public health. 

 

Susan Cosier is a journalist based in 

Chicago, Illinois.

Clever use of public data could sidestep new rule

NEWS  

By Susan Cosier
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T
he world’s growing collection of cli-
mate models has a high-profile new 
entry. Last week, after nearly 4 years 
of work, the U.S. Department of En-
ergy (DOE) released computer code 
and initial results from an ambitious 

effort to simulate the Earth system. The new 
model is tailored to run on future super-
computers and designed to forecast not just 
how climate will change, but also how those 
changes might stress energy infrastructure.

Results from an upcoming comparison of 
global models may show how well the new 
entrant works. But so far it is getting a mixed 
reception, with some questioning the need 
for another model and others saying the 
$80 million effort has yet to improve predic-
tions of the future climate. Even the project’s 
chief scientist, Ruby Leung of the Pacific 
Northwest National Laboratory (PNNL) in 
Richland, Washington, acknowledges that 
the model is not yet a leader. “We really 
don’t expect that our model will be wowing 

DOE unveils 
climate model 
in advance 
of global test
Model made for exascale 
computers is focused 
on energy infrastructure

CLIMATE SCIENCE

By Gabriel Popkin

Europe moves to compete 
in global AI arms race
With ¤1.5 billion for artificial intelligence, 
European Commission pins hopes on ethics

SCIENCE POLICY

E
urope is trying to catch up to the United 
States and China in an artificial intel-
ligence (AI) arms race. The European 
Commission announced last week that 
it would devote €1.5 billion to AI re-
search funding through 2020. It also 

said it would present ethical guidelines for 
AI development by the end of the year, sug-
gesting that Europe could become a precau-
tionary counterweight to its global rivals as 
fears are raised about a lack of fairness and 
transparency in the quickly advancing field.

Both the United States and China prac-
tice “permissionless innova-
tion: Break things as you go 
and go fast,” says Eleonore 
Pauwels, an ethics researcher 
at United Nations University 
in New York City. In con-
trast, Europeans “are betting 
on being the good guy,” she 
says. This could mean, for 
instance, developing AI sys-
tems that require smaller data sets, enhance 
privacy and trust, and are more transparent 
than their competitors’, Pauwels says. But 
it remains to be seen whether Europe can 
make this noble vision a reality, she adds.

The commission says it will fund basic re-
search as well as research that could be spun 
off into the market, and it intends to help 
member states set up joint research centers 
across Europe. It also plans to update rules to 
ease the reuse of public sector information—
including available research data. Large data 
sets are critical for training AIs.

Jeffrey Ding, who studies AI governance 
at the University of Oxford in the United 
Kingdom and monitors the AI potential of 
different countries, says Europe has strong 
AI research, but a weak AI industry, in part 
because its AI startups attract far less ven-
ture capital funding than those in the United 
States and China do. Ding also rates the 
United States as a tougher competitor than 
China, which he says trails the United States 
in every factor except access to data.

Stéphan Eloïse Gras, a French digital 
humanities researcher at New York Uni-
versity (NYU) in New York City, adds that 

Europe’s ambitions are hindered by out-
dated industrial policies that provide too 
much support to big, risk-averse firms and 
not enough for risky startups. Astronomi-
cal industry salaries have also lured away 
talent from European universities, says 
Jean Ponce, an artificial vision researcher 
at France’s École Normale Supérieure, 
who spent 22 years working in the United 
States and is now working on a French-U.S. 
AI agreement at NYU.

The funding push and the forthcoming 
ethical guidelines could help nurture what 
Bernhard Schölkopf, a machine learning 
researcher at the Max Planck Institute for 

Intelligent Systems in Tübin-
gen, Germany, calls a “Euro-
pean angle on AI” that values 
privacy, transparency, and 
fairness. “However, it would 
be short-sighted for Europe 
to only focus on potential 
problems and let others push 
the boundaries of knowl-
edge,” Schölkopf adds. “We 

do not yet understand well how to make 
[AI] systems robust, or how to predict the 
effect of interventions.”

The commission says it will now work 
with member states to take concrete steps to 
realize the continent’s AI ambitions. The Eu-
ropean measures come 1 month after France 
presented its own AI intentions, and a week 
after a U.K. Parliament report urged the gov-
ernment to help the country become an AI 
leader. On 10 April, 25 European countries 
signed a statement of principles, in which 
governments agreed to work together on AI 
and to consider AI research funding “as a 
matter of priority.”

On 24 April, a group of nine prominent 
AI researchers, including Schölkopf, took 
matters into their own hands in an open let-
ter urging governments to set up an inter-
governmental European Lab for Learning & 
Intelligent Systems (ELLIS), inspired by the 
European Molecular Biology Laboratory. 
ELLIS would be a “top employer in machine 
intelligence research,” and on par with lead-
ing world universities, the letter says, of-
fering attractive salaries and “outstanding 
academic freedom and visibility.” j

By Tania Rabesandratana

“Europeans are 
betting on being 
the good guy.”
Eleonore Pauwels, 

United Nations University
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the world,” she says.

Since the 1960s, cli-

mate modelers have used 

computers to build vir-

tual globes. They break 

the atmosphere and 

ocean into thousands of 

boxes and assign weather 

conditions to each one. 

The toy worlds then evolve 

through simulated centuries, 

following the laws of physics. 

Historically, DOE’s major role in 

climate modeling was contribut-

ing to the Community Earth System 

Model (CESM), an effort based at the 

National Center for Atmospheric Research 

(NCAR) in Boulder, Colorado. But in July 

2014, DOE launched its Accelerated Climate 

Model for Energy (Science, 13 September 

2013, p. 1160). The goal was to predict how 

storms and rising seas could affect power 

plants, dams, and other energy infrastruc-

ture, and to focus on regions such as North 

America or the Arctic. DOE officials also 

wanted a model that could run on a genera-

tion of megapowerful “exascale” computers 

expected to turn on around 2021.

The project pulled in researchers from 

eight DOE national labs. It began as a car-

bon copy of the CESM and retains simi-

lar atmosphere and land models, but 

includes new ocean, sea-ice, river, and soil 

biochemistry simulations. The DOE team 

doubled the number of vertical layers, ex-

tended the atmosphere higher, and adopted a 

number-crunching method that is computa-

tionally intensive but may be easier to break 

into chunks and run in parallel on the antici-

pated exascale machines. “For them, it makes 

a lot of sense to go in that direction,” says 

Richard Neale, a climate scientist at NCAR.

In 2017, after President Donald Trump 

took office and pulled the nation out of 

the Paris climate accords, DOE dropped 

“climate” from the project name. The new 

name, the Energy Exascale Earth System 

Model (E3SM), better reflects the model’s fo-

cus on the entire Earth system, says project 

leader David Bader of Lawrence Livermore 

National Laboratory in  California.

The E3SM’s first results highlight its 

potential; they include model runs with 

ultrasharp, 25-kilometer-wide grid cells—fine 

enough to simulate small-scale features such 

as ocean eddies and mountain snow packs. 

But this sharp picture is still too coarse to 

resolve individual clouds and atmospheric 

convection, major factors limiting models’ 

precision. And some scientists doubt it will 

improve forecasts. The last intercompari-

son effort, which ended in 2014, included 

26 modeling groups—nine more than the 

previous round—yet yielded collective pre-

dictions that were no more precise. “Just 

having more models—I don’t think there’s 

any evidence that that’s key to advancing the 

field,” says Bjorn Stevens, a climate scientist 

at the Max Planck Institute for Meteorology 

in Hamburg, Germany, and co-leader of the  

new intercomparison, code-named CMIP6.

Gavin Schmidt, who heads NASA’s God-

dard Institute for Space Studies in New York 

City, which also produces a global climate 

model, questions the new model’s rationale, 

given that DOE’s exascale computers do not 

yet exist. “No one knows what these ma-

chines will even look like, so it’s hard to build 

models for them ahead of time,” he wrote on 

Twitter. And the computational intensity of 

the E3SM has drawbacks, says Hansi Singh, 

a PNNL climate scientist who uses the CESM 

for her research. The sheer number of calcu-

lations needed to get a result with the E3SM 

would overwhelm most university clusters, 

limiting outside scientists’ ability to use it.

One preliminary result, on the climate’s 

sensitivity to carbon dioxide (CO2), will “raise 

some eyebrows,” Bader says. Most models 

estimate that, for a doubling of CO2 above 

preindustrial levels, average global tempera-

tures will rise between 1.5°C and 4.5°C. The 

E3SM predicts a strikingly high rise of 5.2°C, 

which Leung suspects is due to the way the 

model handles aerosols and clouds. And like 

many models, the E3SM produces two bands 

of rainfall in the tropics, rather than the one 

seen in nature near the equator.

The first test of the E3SM will be its per-

formance in CMIP6. Nearly three dozen 

modeling groups, including newcomers from 

South Korea, India, Brazil, and South Africa, 

are expected to submit results to the inter-

comparison between now and 2020. Each 

group will devote thousands of computer-

hours to standard scenarios, such as simulat-

ing the impact of a 1% per year CO2 increase 

and an abrupt quadrupling of it.

But given the plodding rate of improve-

ment since previous intercomparisons, few 

are expecting the E3SM or any other model 

to yield revolutionary insights. Stevens hopes 

to revise the exercise to encourage innova-

tions, such as modeling the climate at the 

1-kilometer resolution needed to make out 

individual clouds, or campaigns to gather 

new kinds of data. “The whole premise of 

CMIP is trying to get everyone to do the 

same thing,” he says. “Everyone knows that 

breakthroughs come from getting people to 

do different things.” j

Gabriel Popkin is a journalist based 

in Mount Rainier, Maryland.

S
outh Korea’s scientists are welcoming 

the outcome of last week’s historic 

summit with North Korea, which has 

raised hopes for a permanent peace 

treaty between the longtime foes. 

The joint statement signed by North 

Korea’s Kim Jong Un and South Korean 

President Moon Jae-in calls for “more active 

cooperation, exchanges, visits and contacts 

at all levels.” It does not mention science. 

But researchers are confident that the senti-

ments apply to research, too. 

“Surely the agreement between Mr. Moon 

and Mr. Kim creates an opportunity to re-

start talks over cooperative research,” says 

Ryu In-Chang, a geologist at Kyungpook 

National University in Daegu, South Korea. 

Nascent collaborations have been cut short 

in the past. But given the dramatic shift 

from confrontation to diplomacy, including 

an upcoming summit between Kim and U.S. 

President Donald Trump, “I think the cur-

rent situation is different,” says computer 

scientist Park Chan-Mo. Park, a former pres-

ident of South Korea’s Pohang University of 

Science and Technology and a veteran of 

North-South scientific exchanges (Science, 

14 April 2006, p. 172). 

One area of potential cooperation is pub-

lic health. At an 18 April forum sponsored 

by the Korea Federation of Science and 

Technology Societies in Seoul, Shin Hee 

Young, a Seoul National University Hospital 

pediatric oncologist, described an analysis 

of North Korean scientific publications in-

dicating that the north is struggling to con-

tain multidrug-resistant tuberculosis and 

parasitic diseases rarely seen in the south. 

The study “can be used to develop strategies 

for North-South Korea cooperation,” Shin 

and colleagues recently wrote in the Jour-

nal of Preventive Medicine & Public Health. 

The rapprochement also brightens pros-

pects for restarting stalled cooperative 

Korean thaw
raises hopes 
for scientific 
cooperation
Public health and ecology 
are among the areas 
targeted for joint efforts 

SCIENCE AND DIPLOMACY

By Dennis Normile

A new model simulates a North 

Atlantic hurricane and the cold 

seas (yellow) left in its wake.
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studies of Mount Paektu, an active volcano 

straddling the border between North Korea 

and China. Paektu unleashed a massive erup-

tion 1000 years ago, and seismic rumblings 

beneath the mountain in the mid-2000s led 

North Korea to reach out to geologists in the 

south and elsewhere for help in analyzing 

the threat. After several false starts, a pair 

of researchers from the United Kingdom 

visited Paektu in 2011 (Science, 4 November 

2011, p. 584). But South Korean geologists 

were not invited on that trip. 

Over the past year, scientists from 

South Korea and five other countries have 

been developing a proposal for installing 

a monitoring array in deep boreholes on 

Paektu to capture physical and chemical 

signals that might presage an eruption. So 

far, North Korean scientists have not taken 

part in the planning, says Lee Youn Soo, 

a geologist at the Korea Institute of Geo-

science and Mineral Resources in Daejeon, 

South Korea. But in late March, with the 

help of AAAS (which publishes Science), 

the group approached a Pyongyang-based 

nongovernmental organization (NGO) that 

works to arrange scientific exchanges with 

North Korea. Lee hopes joint research on 

Paektu will be a priority in negotiations to 

follow the recent summit. 

 There is one place where scientists 

would like closer ties to keep things just as 

they are: the demilitarized zone (DMZ) be-

tween the two adversaries. Off-limits since 

the armistice ending hostilities in the Ko-

rean War was signed in 1953, the DMZ has 

become a 250-kilometer-long, 4-kilometer-

wide biodiversity hot spot. It hosts an es-

timated 3500 plant and animal species, 

including endangered red-crowned cranes 

and rare Asiatic black bears. “Both war 

and peace could make this accidental para-

dise a zone of total destruction or a zone 

of overdevelopment,” says Seung-ho Lee, a 

co-founder of the East Meadow, New York–

based DMZ Forum, an NGO that hopes to 

turn at least part of the zone into a nature 

conservation area. 

Hall Healy, an American conservation-

ist who coordinates activities on the Ko-

rean peninsula for the International Crane 

Foundation, based in Baraboo, Wisconsin, 

says joint ecological studies in the DMZ 

could later be extended to other areas of 

the north. And optimists think North Ko-

rea is already showing signs of an inter-

est in conservation: Last month the East 

Asian–Australasian Flyway Partnership—a 

network of governments and NGOs that 

works to preserve habitat for migratory 

birds—announced that North Korea will be 

its newest member. j

With reporting by Ahn Mi-Young in Seoul.
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M
ost of the world is turning its back 

on burning coal to produce elec-

tricity, but not Japan. The nation 

has fired up at least eight new coal 

power plants in the past 2 years and 

has plans for an additional 36 over 

the next decade—the biggest planned coal 

power expansion in any developed nation 

(not including China and India). And last 

month, the government took a key step to-

ward locking in a national energy plan that 

would have coal provide 26% of Japan’s elec-

tricity in 2030 and abandons a previous goal 

of slashing coal’s share to 10%. 

The reversal is partly a result of the 2011 

disaster at the Fukushima Daiichi Nuclear 

Power Station, which punctured public sup-

port for atomic energy. Critics say it also re-

flects the government’s failure to encourage 

investment in renewable energy. The coal 

revival, they say, has alarming implications 

for air pollution and Japan’s ability to meet 

its pledges to cut greenhouse gas emissions, 

which account for 4% of the world’s total. If 

all the planned coal plants are built, it will 

“be difficult for us to meet our emissions re-

duction goals,” Minister of the Environment 

Masaharu Nakagawa noted earlier this year.

Not long ago, coal was on its way out in Ja-

pan. In 2010, coal plants accounted for 25% 

of Japan’s electricity, but the powerful Minis-

try of Economy, Trade and Industry (METI) 

planned to reduce that share by more than 

half over 20 years. The ministry counted 

on nuclear power to pick up the slack, with 

its share of the nation’s electricity set to in-

crease from 29% in 2010 to 50% by 2030.

But the 2011 Fukushima nuclear accident 

forced a reassessment. All 54 of Japan’s re-

actors were shut down pending compliance 

with new safety standards. Just seven have 

restarted. Utilities have turned to liquefied 

natural gas and coal, which surged to pro-

vide 31% of the country’s electricity in 2014.

In many other nations, natural gas has re-

placed coal as a fuel source because gas costs 

less. But in Japan, “coal is cheap,” says Takeo 

Kikkawa, an energy economist at Tokyo Uni-

versity of Science and a member of an METI 

advisory council on energy. That’s because 

the nation must import natural gas in its 

relatively expensive liquefied form.

The new energy plan would cement coal’s 

central role. Endorsed on 26 March by an 

METI advisory council, and likely to be ad-

opted by the Cabinet later this year, it calls 

for nuclear plants to be restarted, boosting 

their share of electricity generation to be-

tween 20% and 22% by 2030.  Renewable en-

ergy’s share would rise slightly, to between 

22% and 24%, with solar energy alone ac-

counting for 7%. But fossil fuels—coal, oil, 

and natural gas—would provide 56%.

That reliance on coal will make it difficult 

for Japan to fulfill its pledge to cut green-

house gas emissions by 26% below 2013 lev-

els by 2030, and by 80% by 2050. Those cuts 

will be even harder to achieve if now-shut-

tered nuclear power plants aren’t restarted.

Power industry officials, however, claim 

Bucking global trends, Japan 
again embraces coal power
Plans for new coal plants imperil efforts to cut emissions

By Dennis Normile
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A
s every schoolchild now knows, birds 

are dinosaurs, linked to their extinct 

relatives by feathers and anatomy. But 

birds’ beaks—splendidly versatile ad-

aptations that allow their owners to 

grasp, pry, preen, and tear—are noth-

ing like stiff dinosaurian snouts, and how 

they evolved has been a mystery. Now, 3D 

scans of new fossils of an iconic ancient bird 

capture the beak just as it took form.

“This region of the [bird family] tree is 

populated almost exclusively by flattened 

specimens,” in which delicate features of 

the skull are lost, 

says Amy Balanoff, a 

paleontologist at 

Johns Hopkins Uni-

versity in Baltimore, 

Maryland, who was 

not involved in the 

research. By bringing 

details from multiple 

specimens together, 

the new scans offer an 

early glimpse of key 

features of bird skulls, 

including a big brain 

and the movable up-

per jaw that helps make beaks so nimble.

Ichthyornis, an ancient seabird from about 

90 million years ago, has long been famous 

for having a body like a modern bird, with 

a snout lined with teeth like a dinosaur. 

Paleontologists studying the first Ichthyor-

nis fossil, discovered in the 1870s in Kan-

sas, initially thought the body came from a 

small bird and the jaw from a marine reptile. 

Further excavation convinced them that the 

pieces belonged to the same animal. In 1880, 

Charles Darwin wrote that Ichthyornis was 

among “the best support for the theory of 

evolution” since On the Origin of Species was 

published 2 decades earlier. 

But in the original Ichthyornis fossil, 

the upper jaw is missing, and the toothed 

lower jaw resembles that of other dino-

saurs. So paleontologists assumed that 

early birds made do with a fixed upper jaw, 

like most other vertebrates.

In 2014, paleontologists in Kansas found 

a new specimen of Ichthyornis. They 

shared the fossil with Bhart-Anjan Bhullar 

at Yale University and his colleagues.

Instead of extracting the fossil from the 

limestone in which it is embedded, the re-

searchers used computerized tomography 

to scan the entire block of rock. Then they 

scanned three previously unrecognized 

specimens that they found in museum col-

lections, and combined all the scans into a 

complete model of Ichthyornis’s skull. They 

also re-examined the original fossil from the 

1870s, housed at Yale’s Peabody Museum of 

Natural History. Among unidentified pieces 

stored with the fossil, they found a small 

fragment that, when 

scanned, turned 

out to contain two 

key bones from the 

upper snout—bones 

that were missing in 

the new specimens.

The resulting 

3D model captures 

Ichthyornis’s tran-

sitional position be-

tween modern birds 

and other dinosaurs, 

Bhullar and colleagues 

report this week in 

Nature. Despite its dinosaurlike teeth, Ich-

thyornis had a hooked beak, likely covered by 

a hard layer of keratin, on the tip of its snout. 

It also could move both top and bottom jaws 

independently like modern birds.

That means beaks appeared earlier than 

thought, perhaps around the same time as 

wings, Bhullar says. The agile jaw probably 

allowed the bird to preen its feathers and 

gave it a pincerlike grasp. At the same time, 

Ichthyornis retained powerful jaw muscles. 

“more similar to what you’d see in veloci-

raptor than what you’d see in living birds,” 

says Daniel Field, a paleontologist at the 

University of Bath in the United Kingdom 

who helped lead the work.

This mosaic of dinosaurian and avian 

characteristics shows birds in the act of 

evolutionary transformation, says Patrick 

O’Connor, a paleontologist at Ohio Univer-

sity in Athens—and offers a reminder that 

evolution rarely takes a straight path. j
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they can limit emissions by building so-called 

clean coal plants and systems for capturing 

carbon. As an example, they point to Unit 2 

at the Isogo Thermal Power Station in Yoko-

hama. Completed in 2009, it uses a so-called 

ultrasupercritical cycle, which generates 

steam at very high heat and pressure, boost-

ing the plant’s efficiency to 45%, compared 

with 30% to 35% for conventional plants. The 

result is the world’s lowest emissions per unit 

of power, according to the International En-

ergy Agency’s Clean Coal Center in Paris. 

But such plants are costly. And critics note 

that more than half of the proposed coal 

stations will use more conventional—and 

polluting—technologies. The environment 

ministry projects that if all the planned 

plants are built, by 2030 coal’s carbon 

emissions would more than offset the cuts 

Japan wants to make elsewhere. A yet-to-be-

published Greenpeace study concludes that 

if the plants operate for 40 years, they would 

also emit pollutants that would cause more 

than 60,000 premature deaths.

Public opposition and projections of de-

clining electricity demand have some utili-

ties rethinking plans for new plants. The 

Electric Power Development Company of 

Tokyo announced last week that it is aban-

doning plans for two new 600-megawatt coal 

plants near Kobe. In all, companies have now 

canceled six planned coal plants announced 

since 2012, according to the environmental 

group Kiko Network in Kyoto.

Japan’s turn to coal represents a missed 

opportunity for renewable energy, says 

Tomas Kåberger, an energy specialist at 

Chalmers University of Technology in Go-

thenburg, Sweden, and chair of the Tokyo-

based Renewable Energy Institute. After 

the Fukushima accident, he notes, the gov-

ernment adopted incentives for renewable 

power and started to tweak energy mar-

kets to make renewables more competitive. 

The moves led to a surge of investment in 

solar power.

But Kåberger says under current rules, 

Japan’s 10 regional utilities can still give 

their own generating plants priority access 

to transmission lines, which they also con-

trol. This creates uncertainty for those try-

ing to sell renewable power into the grid. 

Such issues, together with subsidy cuts and 

other policy changes, last year led to a 32% 

decline in investment in solar power, says 

Hisayo Takada, Japan energy project leader 

for Greenpeace Japan in Tokyo. As a result, 

Minister of Foreign Affairs Taro Kono said at 

a symposium last month in Tokyo, “The situ-

ation in our solar energy sector today can 

only be described as lamentable.” j

Coal awaits transport at a Japanese port. 

Almost all of the nation’s supply is imported.

Cretaceous Ichthyornis had teeth as well as a 

beak that could grasp prey like a modern bird’s. 

Fossils reveal how ancient 
birds got their beaks
3D scan of fossil still in rock uncovers agile, toothed beak, 
and illuminates evolutionary steps to modern birds 

PALEONTOLOGY

By Gretchen Vogel
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COMPUTER SCIENCE 

Has artificial intelligence 
become alchemy?

A
li Rahimi, a researcher in artificial 

intelligence (AI) at Google in San 

Francisco, California, took a swipe at 

his field last December—and received 

a 40-second ovation for it. Speaking 

at an AI conference, Rahimi charged 

that machine learning algorithms, in which 

computers learn through trial and error, 

have become a form of “alchemy.” Research-

ers, he said, do not know why some algo-

rithms work and others don’t, nor do they 

have rigorous criteria for choosing one AI 

architecture over another. Now, in a paper 

presented on 30 April at the International 

Conference on Learning Representations in 

Vancouver, Canada, Rahimi and his collabo-

rators document examples of what they see 

as the alchemy problem and offer prescrip-

tions for bolstering AI’s rigor.

“There’s an anguish in the field,” Rahimi 

says. “Many of us feel like we’re operating on 

an alien technology.” 

The issue is distinct from AI’s reproduc-

ibility problem (Science, 16 February, p. 725), 

in which researchers can’t replicate each 

other’s results because of inconsistent ex-

perimental and publication practices. It also 

differs from the “black box” or “interpret-

ability” problem in machine learning: the 

difficulty of explaining how a particular AI 

has come to its conclusions (Science, 7 July 

2017, p. 22). As Rahimi puts it, “I’m trying to 

draw a distinction between a machine learn-

ing system that’s a black box and an entire 

field that’s become a black box.”

Without deep understanding of the ba-

sic tools needed to build and train new al-

gorithms, he says, researchers creating AIs 

resort to hearsay, like medieval alchemists. 

“People gravitate around cargo-cult prac-

tices,” relying on “folklore and magic spells,” 

adds François Chollet, a computer scientist 

at Google in Mountain View, California. 

For example, he says, they adopt pet meth-

ods to tune their AIs’ “learning rates”—how 

much an algorithm corrects itself after each 

mistake—without understanding why one 

is better than others. In other cases, AI re-

searchers training their algorithms are sim-

ply stumbling in the dark. For example, they 

implement what’s called “stochastic gradient 

descent” in order to optimize an algorithm’s 

parameters for the lowest possible failure 

rate. Yet despite thousands of academic pa-

pers on the subject, and countless ways of 

applying the method, the process still relies 

on trial and error.

Rahimi’s paper highlights the wasted ef-

fort and suboptimal performance that can 

result. For example, it notes that when other 

researchers stripped most of the complexity 

from a state-of-the-art language translation 

algorithm, it actually translated from Eng-

lish to German or French better and more ef-

ficiently, showing that its creators didn’t fully 

grasp what those extra parts were good for. 

Conversely, sometimes the bells and whistles 

tacked onto an algorithm are the only good 

parts, says Ferenc Huszár, a machine learn-

ing researcher at Twitter in London. In some 

cases, he says, the core of an algorithm is 

technically flawed, implying that its good re-

sults are “attributable entirely to other tricks 

applied on top.”

Rahimi offers several suggestions for 

learning which algorithms work best, and 

when. For starters, he says, researchers 

should conduct “ablation studies” like those 

done with the translation algorithm: delet-

ing parts of an algorithm one at a time to see 

the function of each component. He calls for 

“sliced analysis,” in which an algorithm’s per-

formance is analyzed in detail to see how im-

provement in some areas might have a cost 

elsewhere. And he says researchers should 

test their algorithms with many different 

conditions and settings, and should report 

performances for all of them.

Ben Recht, a computer scientist at the 

University of California, Berkeley, and co-

author of Rahimi’s alchemy keynote talk, 

says AI needs to borrow from physics, where 

researchers often shrink a problem down 

to a smaller “toy problem.” “Physicists are 

amazing at devising simple experiments to 

root out explanations for phenomena,” he 

says. Some AI researchers are already tak-

ing that approach, testing image recogni-

tion algorithms on small black-and-white 

handwritten characters before tackling large 

color photos, to better understand the algo-

rithms’ inner mechanics.

Csaba Szepesvári, a computer scientist 

at DeepMind in London, says the field also 

needs to reduce its emphasis on competitive 

testing. At present, a paper is more likely to 

be published if the reported algorithm beats 

some benchmark than if the paper sheds 

light on the software’s inner workings, he 

says. That’s how the fancy translation al-

gorithm made it through peer review. “The 

purpose of science is to generate knowledge,” 

he says. “You want to produce something 

that other people can take and build on.”

Not everyone agrees with Rahimi and 

Recht’s critique. Yann LeCun, Facebook’s 

chief AI scientist in New York City, wor-

ries that shifting too much effort away 

from bleeding-edge techniques toward core 

understanding could slow innovation and 

discourage AI’s real-world adoption. “It’s not 

alchemy, it’s engineering,” he says. “Engi-

neering is messy.”

Recht sees a place for methodical and ad-

venturous research alike. “We need both,” he 

says. “We need to understand where failure 

points come so that we can build reliable 

systems, and we have to push the frontiers 

so that we can have even more impressive 

systems down the line.” j

Matthew Hutson is a journalist based in 

New York City. 

By Matthew Hutson

Machine learning needs more rigor, scientists argue

Gradient descent relies on trial and error to optimize 

an algorithm, aiming for minima in a 3D landscape.
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As cancer scientist 
Inder Verma’s career soared, 

female colleagues allege 
that a parallel tale of 
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I
nder Verma, the prominent geneticist 

and cancer scientist who has made 

his mark on U.S. research for decades, 

has sexually harassed women for just 

as long, according to allegations from 

eight women.

Verma, 70, led key studies of genes 

and cancer, pioneered gene therapy 

techniques, and was editor-in-chief of 

a major journal and a leader at scientific 

societies (including AAAS, Science’s pub-

lisher). He has spent his career at the sto-

ried Salk Institute for Biological Studies in 

San Diego, California.

In reports stretching from 1976 to 2016, 

women allege, variously, that he grabbed 

their breasts, pinched their buttocks, forc-

ibly kissed them, propositioned them, and 

repeatedly commented on their physical 

attributes in professional settings. The alle-

gations come from a Salk lab technician, a 

postdoctoral researcher, other Salk staffers 

and faculty, and women outside of the in-

stitute, including a potential faculty recruit.

Five women in their 50s and 60s in 

secure scientific positions agreed to be 

named in this story. Three younger women 

requested anonymity, fearing repercus-

sions to their careers. They cited Verma’s 

power at Salk and the reach of his influ-

ence, including his connections to Nobel 

laureates, National Institutes of Health 

(NIH) peer-review committees, and jour-

nal editorial boards.

On 20 April, Salk’s board of trustees 

put Verma on administrative leave, 2 days 

after receiving a list of questions from 

Science concerning the allegations and the 

institute’s responses to previous complaints 

about Verma’s behavior.

Science’s questions about harassment 

caused Salk to expand an existing investiga-

tion of Verma, board Chairman Dan Lewis 

told Salk employees in an email on 21 April. 

The institute had launched an internal inves-

tigation in February and hired a law firm on 

12 March to conduct an external probe, Salk 

told Science in a separate statement.

For decades, women at Salk have warned 

female colleagues not to be alone with Verma. 

“It was on everybody’s mouth that he was a 

harasser,” says Monica Zoppè, now a molecu-

lar and cell biologist at the Institute of Clini-

cal Physiology in Pisa, Italy. As a brand-new 

postdoc in Verma’s lab in 1992, she had not 

yet heard the warnings when Verma forcibly 

grabbed and kissed her, a few weeks after she 

had arrived from Italy, she alleges.

Salk administrators have received at least 

two formal complaints and three additional 

By Meredith Wadman

Inder Verma, pictured in a Salk laboratory in 2016, conducted research that helped power the institute’s reputation for outstanding science.
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reports about Verma’s behavior since the late 

1970s, and they had hired an outside inves-

tigator to probe a complaint about him at 

least once before last month. They also have 

repeatedly protected him, say women who 

formally complained and other people with 

knowledge of the institute’s actions. Zoppè, 

for example, alleges that after she formally 

complained about Verma’s behavior, Salk ad-

ministrators told her not to speak to anyone 

about the incident.

The allegations reported to Science 

are not as egregious as some examples 

of harassment in the scientific world 

(Science, 13 October 2017, p. 162). And 

many women who worked with Verma at 

Salk say he treated them with respect. “I 

found him to be an honorable and very 

supportive supervisor,” says Jane Visvader, 

a leading breast cancer researcher at the 

Walter and Eliza Hall Institute of Medical 

Research in Parkville, Australia, who was 

a postdoc in Verma’s lab in the late 1980s. 

Visvader was one of 15 women Science con-

tacted who said they experienced no ha-

rassment when working with or for 

Verma; another 12 women ignored 

or declined repeated interview re-

quests. Among Verma’s backers, 

several praised his mentoring and 

described his kindness.

Yet some women who allege harass-

ment say that after the incidents, they 

made career choices that would allow 

them to dodge Verma’s influence, 

or at least his presence. “I have been avoid-

ing him for 30 years,” says Pamela Mellon, a 

neuroscientist at the University of Califor-

nia, San Diego (UCSD). She was an assistant 

professor at Salk in the mid-1980s when, she 

says, Verma grabbed her breasts during a 

party at his home.

Outside experts say that if the decades-

long pattern of alleged advances is true, 

“he’s a textbook sexual harasser,” as Ann 

Olivarius, a senior partner at McAllister 

Olivarius in Saratoga Springs, New York, puts 

it. Olivarius, who specializes in sexual harass-

ment cases, reviewed the eight women’s alle-

gations at Science’s request. “When you touch 

in the way that has been described in these 

examples,” she says, “under the law, these are 

called assault.”

Cathy Young, a media fellow at the Cato 

Institute, a libertarian think tank in Wash-

ington, D.C., also reviewed the allegations. 

“I have raised questions about some #MeToo 

accounts in the media that I think are over-

reactions,” she says. “But once you start mak-

ing surprise, aggressive advances, especially 

toward people of lower status, especially if 

they’re at the same institution—that clearly 

crosses the line.”

Verma declined to answer a list of ques-

tions from Science, but he issued a general 

denial in a statement released after Salk sus-

pended him last month: “I have never used 

my position at the Salk Institute to take ad-

vantage of others. I have also never engaged 

in any sort of intimate relationship with any-

one affiliated with the Salk Institute. I have 

never inappropriately touched, nor have I 

made any sexually charged comments, to 

anyone affiliated with the Salk Institute. I 

have never allowed any offensive or sexually 

charged conversations, jokes, material, etc., 

to occur at the Salk Institute.”

Citing legal and privacy constraints, Salk 

declined to answer Science’s questions about 

certain specific allegations. It would not say 

how many complaints about sexual harass-

ment by Verma it has received, nor what 

discipline, if any, it has imposed on him. 

However, its statement to Science  said, “Salk 

has not condoned—and will not condone—

any findings of inappropriate conduct in 

the workplace, regardless of one’s stature or 

influence.” It continued: “Salk has had, and 

has enforced, policies prohibiting sexual ha-

rassment for decades. … These policies are 

reviewed regularly and have been updated 

numerous times over the years.” The institute 

also noted that it “requires that employees 

periodically attend anti-harassment and dis-

crimination training.”

The allegations come as the research insti-

tute, founded in 1960 by polio vaccine inven-

tor Jonas Salk, defends itself against gender 

discrimination lawsuits filed last summer 

by three of its senior female scientists. The 

scientists allege that they were denied lab 

space and personnel, career advancement, 

and funding opportunities because they are 

women. Two lawsuits accuse Verma by name. 

In December 2017, he was suspended as 

editor-in-chief of the Proceedings of the Na-

tional Academy of Sciences (PNAS) until is-

sues raised by the lawsuits are resolved.

Verma—the highest-paid scientist at Salk 

in its 2015 fiscal year, earning $406,000—

remained a power there until last month. 

He chaired and served on faculty promotion 

and search committees. He exerted influence 

on internal funding decisions. On 20 April, 

he was slated to be on a panel at Salk with 

former Vice President Joe Biden, promoting 

a Salk cancer research initiative—but he was 

dropped at the last moment.

“They used to call Salk ‘Inder’s institute,’” 

recalls a young woman who alleges that she 

experienced unwanted touching and sexual 

comments from Verma when she worked at 

Salk during the past 10 years.

THE LAB TECH

Verma, a native of Sangrur, India, was hired 

by Salk in 1974, at age 26, after completing 

a Ph.D. at the Weizmann Institute of Science 

in Rehovot, Israel, and a postdoctoral fellow-

ship in the lab of David Baltimore, who was 

then at the Massachusetts Institute of Tech-

nology in Cambridge.

During Verma’s first 4 years at Salk, he 

published 16 papers, many reporting dis-

coveries about reverse transcriptase, the en-

zyme that enables retroviruses to insert their 

genetic material into cells’ DNA. Eight were 

co-authored with Baltimore, who shared the 

1975 Nobel Prize in Physiology or Medicine 

for his discovery of the enzyme. Verma was 

promoted to associate professor in 1979, one 

step short of earning tenure in the 

Salk system.

In May 1976, Leslie Jerominski, 

now a senior laboratory specialist at 

the University of Utah Hospitals and 

Clinics in Salt Lake City, got a job as a 

technician in Verma’s lab. She was 24.

Within a couple months of hiring 

her, Jerominski says, Verma asked 

her to play tennis at nearby UCSD. 

After their match, Jerominski says, 

she stood preparing to change in a common 

break room with a private bathroom at Salk. 

She alleges that Verma grabbed her, hugged 

her, tried to kiss her—she turned her head 

aside—and asked her out to dinner.

“I told him to quit,” she recalls. “I felt 

scared, angry, and disappointed.”

Jerominski did not report the incident, 

which was not repeated. “I was very young 

and I felt really privileged to be working at 

the Salk Institute. So I kind of let it go.”

But she remained on the alert until she left 

Salk in October 1977. “I never put myself in 

a position when I was alone in a room with 

him ever again. … I hated the fact that I al-

ways had to be on guard.”

Another technician in Verma’s lab in 

that era remembers being warned by other 

women not to be alone with him. “It was 

a culture of ‘Be careful,’” she says. “It 

was understood.”

A female trainee in a different Salk lab at 

the time recalls, “He had a habit of following 

women into the darkroom. I made sure when 

I was going in, he didn’t know.”

THE JUNIOR CANCER BIOLOGIST

By the mid-1980s, Verma’s lab was a world 

“I have never inappropriately touched, 
nor have I made any sexually charged 
comments, to anyone affiliated with 
the Salk Institute.”
Inder Verma, Salk Institute for Biological Studies
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leader in its field. Verma had assembled 

a small, talented group of scientists who 

uncovered the structure of certain retro-

viruses and revealed how they co-opted 

oncogenes to cause cancer. The team also 

led the development of retroviruses as vec-

tors to deliver DNA for gene therapy. In 1984 

alone, Verma published nine papers in Cell, 

Science, and Nature, and was senior author 

on five of them. In 1985, Salk promoted him to 

full professor.

In 1987, the year Verma turned 40, the Na-

tional Cancer Institute asked him and Jean 

Wang, then a 35-year-old assistant professor 

studying cancer biology at UCSD, to help 

review a program at the Dana-Farber Can-

cer Institute in Boston. Verma 

chaired the site review team. 

Thrilled to be selected as a re-

viewer, Wang wore her favorite 

professional dress from Talbots. 

It was calf length and blue, with 

irregular white dots and a white 

Peter Pan collar.

The group stayed at an Em-

bassy Suites hotel on the Charles 

River, she recalls. After an intense, 

daylong assessment at Dana-

Farber, Wang had just returned 

to her room when the phone 

rang. It was Verma, she says, ask-

ing her to come to his room to 

discuss an important matter re-

garding the site visit.

When Verma opened the door, 

Wang says, she saw champagne 

chilling on ice beyond him. She 

alleges that Verma closed the 

door behind her, sat on a couch 

in the front room of the suite 

and asked her to sit on his lap. 

Stunned and fearful of angering 

him, she complied. “He started 

to ask me about my ex-boyfriend, 

my sex life, who I was going out 

with,” she says. She parried with 

pointed questions about his wife 

and daughter, whom she had met 

at a party at his home not long before. She 

told him repeatedly that she would like to 

leave and after about 5 minutes, she did so.

Back in her room, she took a long shower. 

“I wanted to wash away the humiliation,” 

Wang says. She threw the dress in the trash 

in disgust, knowing she would not wear 

it again.

When she returned to San Diego, “I 

didn’t say a word,” Wang says. She blamed 

herself for going to Verma’s hotel room, and 

she feared both others’ judgment of her 

and retaliation by Verma. She was an ob-

scure, nontenured assistant professor. She 

remembers thinking that if she told others, 

“He’s going to hurt me. I need grants.”

Wang did, however, begin counseling fe-

male UCSD students who proposed to do re-

search at Salk, 2 kilometers away, not to work 

with Verma. In the mid-1990s, she told her 

husband, Richard Kolodner, about the inci-

dent. (He confirmed that report to Science.) 

And whenever she ran into Verma at semi-

nars and meetings, “I actively avoided him 

each time and made sure that I showed my 

disgust with my body language,” Wang says.

Wang is now a distinguished professor 

emeritus in the department of medicine at 

UCSD. Three decades later, she still feels 

shame and anger about that 5-minute epi-

sode. She is speaking up now, she says, be-

cause “I just can’t keep it in anymore. The 

#MeToo movement opened my wound. I had 

to take this opportunity to tell my story so 

that I could hopefully close that wound and 

forgive myself.”

THE SALK ASSISTANT PROFESSOR

Verma and his wife (he has been married 

since 1973) have long been known as conge-

nial, generous hosts. In the 1980s, they of-

ten invited Salk colleagues to their spacious 

home in suburban Solana Beach, California. 

At one hot, crowded party there in the late 

1980s, Pamela Mellon, an assistant profes-

sor at Salk who was studying how gene tran-

scription is regulated, stepped into the dark, 

quiet backyard to cool off. Mellon, then in 

her mid-30s, was standing with her back to 

the house admiring the hilly vista when, she 

says, Verma’s arms suddenly encircled her 

from behind, pinning her arms to her side as 

he grabbed her breasts. “I was shocked and 

struggled to get rid of his arms,” Mellon says. 

That failed, she says. Next, “I just kicked him 

in the shin backwards. And he let go.”

Upset, she left the party immediately. She 

told no one about the incident and dealt 

with it by avoiding Verma, who was not in 

her department and had no direct authority 

over her. But a year or two later, Verma was 

appointed chair of the committee deciding 

whether Mellon should be promoted from as-

sistant to associate professor. Distraught that 

the man whose advances she had 

rebuffed would be chairing that 

committee, she took her situa-

tion to the director of human 

resources. She recalls him telling 

her that she needed counseling, 

and refusing to take up the inci-

dent with Verma. (That now-re-

tired Salk staffer did not respond 

to two letters and a phone mes-

sage requesting an interview.)

Salk wrote in an email last 

week: “The Institute does not 

have a record of any report 

given to Human Resources of 

this nature during [Mellon’s] 

employment at Salk.” It added: 

“When Salk officials have been 

made aware of allegations of 

inappropriate conduct by an 

employee, the Institute has 

investigated and responded, 

as appropriate.”

Next, Mellon turned to Salk 

professor Tony Hunter, whom 

she knew from shared inter-

ests in whitewater rafting and 

retrovirology. She implored him 

to remove Verma from the promo-

tion committee. Without asking 

her why she was so uncomfort-

able with Verma in that role, 

Mellon recalls, Hunter arranged to take 

Verma’s place as chair of the committee.

“Tony took me seriously and he fixed it,” 

Mellon says. (Hunter declined repeated inter-

view requests.)

Mellon was promoted. In 1992, she 

left Salk for a tenured position at UCSD, 

where today she studies how the brain 

controls reproduction.

One woman who worked at Salk at the 

time, who declined to be named for fear of 

career repercussions, says she recalls the day 

Verma told her that Mellon had left Salk.

“He was, like, ‘Mellons has left.’ And I said, 

‘Mellons?’ And he said, ‘Pam Mellon, you 

know, her big breasts look like watermelons?’”

Inder Verma at a meeting at Cold Spring Harbor Laboratory in New York in 1986, 

the year after he was promoted to full professor at the Salk Institute. Two women 

allege he made unwanted physical advances around this time.
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“I was just in shock,” says the woman, who 

adds that she felt too intimidated to respond 

with anything but silence.

THE POSTDOCTORAL STUDENT

Monica Zoppè was 31 years old when she 

became a postdoc in Verma’s lab late in 

1992. A newcomer to the United States, she 

was excited to work in the lab of a pioneer in 

gene transfer.

A few weeks after her arrival, Verma of-

fered her a ride home. She didn’t have a car 

and gratefully accepted. “During the trip, he 

said, ‘I don’t know what I’m going home to 

do, nobody is there,’” Zoppè recalls. Pleased 

with the chance to discuss her research with 

him, she invited him in for a cup of tea.

Zoppè shared the house with two 

roommates. Neither was home. “As 

soon as he stepped in the house he 

tried to kiss me very, very abruptly,” 

Zoppè says. Shocked and outraged, she 

shoved him away. Struggling for words 

in her uncertain English, she said at 

first, “Let’s go!” Verma’s face lit up, 

Zoppè recalls. She corrected herself: 

“You go!” He went.

The next day, Zoppè confronted 

Verma, she says. In a statement she set 

down 3 years later when she briefly 

considered taking legal action against 

Salk or Verma, she wrote, “He assured 

me that he had never done anything 

like this before and he would never do 

it again. … [He] asked me not to talk 

to anybody about this ‘incident.’”

Because she had taken Salk’s sexual 

harassment training, which urged re-

porting of such incidents, Zoppè says, 

she complained to human resources 

at Salk a few days later. (A former Salk 

employee who declined to be named 

confirmed the complaint and the 

subsequent investigation to Science.) 

Zoppè says Salk offered to move her 

to a lab at UCSD; she refused, feeling 

that if anyone should move it should 

be Verma.

Several days later, she recalls, the hu-

man resources director—the same man 

whom Mellon had approached a few years 

earlier—called her at home to tell her she 

should stay home that day, and continue to 

stay home until she heard back from human 

resources, because Verma was going to be 

told of her complaint and would be angry.

Within another few days, Zoppè says, 

Verma “apologized very coldly for what he 

did. He assured me he was not mad at me, 

which was clearly a lie.”

In her statement from the mid-1990s, 

Zoppè adds that human resources “told 

me that [Verma] would be requested to 

undergo psychological counseling … and 

that, if anybody asked, I should say I know 

nothing about it.” (As with all specific al-

legations about its handling of complaints, 

Salk had no comment on the details of 

Zoppè’s account.)

According to Zoppè, Verma routinely dis-

paraged her science after she complained. 

“If an experiment didn’t work, I was incom-

petent. Any time I would say something 

in a lab meeting, according to Inder I was 

wrong.” Another postdoc in Verma’s lab at 

the time, who declined to be named for fear 

of professional retaliation, confirmed to 

Science that after the complaint, Verma 

“was overly and openly aggressive in criti-

cizing” Zoppè at a lab meeting.

Paolo Remondelli, now a cell biologist at 

the University of Salerno in Fisciano, Italy, 

was working in a UCSD lab in the early 

1990s and shared a house with Zoppè for 

18 months beginning soon after the alleged 

incident. In an interview with Science, he 

recalled what he described as Zoppè’s “dis-

tress” about her relationship with Verma af-

ter she complained about him to Salk.

“It was clearly something that com-

promised her relationship with him,” 

Remondelli said. “She didn’t work with calm. 

She was not quiet. It was damaging. It was 

compromising her career.”

Zoppè completed her postdoc, she says, 

because she had strong support from others 

in Verma’s lab. She left in 1996 for a posi-

tion in Milan, Italy.

THE SENIOR SALK COLLEAGUE

Verma’s career continued to soar. In 1988, 

he won an “Outstanding Investigator” 

award from NIH, which steered $12.8 mil-

lion to Verma and Salk for cancer research 

over the next 13 years. In 1990, Verma was 

awarded a coveted American Cancer Society 

professorship, which funded his work with 

hundreds of thousands of dollars until 2012. 

His laboratory pressed ahead with pioneer-

ing work developing gene therapy vectors 

and made key discoveries about cancer-

causing genes such as the breast cancer 

gene BRCA1. He was visible in public 

and policy circles, chairing a com-

mittee that examined NIH oversight 

of gene therapy clinical trials and co-

chairing the government’s Recombi-

nant DNA Advisory Committee.

In 1997, the year he turned 50, 

Verma was elected to the National 

Academy of Sciences (NAS) and 

2 years later, to the Institute of Medi-

cine, part of NAS that advises the gov-

ernment on key issues in medicine 

and health. In 2001, he joined the edi-

torial board of PNAS.

One evening in September 2001, 

Beverly Emerson, then 49, a molecu-

lar biologist Salk had hired in 1986 

and promoted to full professor in 

1999, was working at the photocopier, 

deep in the Salk library stacks. No 

one else was around. She didn’t hear 

Verma approach. Suddenly, she says, 

he was beside her; he grabbed her 

and kissed her on the mouth.

“Yes?” he asked.

“No!” she remembers responding, 

in shock. He backed away and left.

The incident, Emerson says, “left 

me feeling physically vulnerable be-

cause Dr. Verma snuck up on me—

and at risk of losing lab resources and 

professional opportunities at Salk” 

because of Verma’s power and influence at 

the institute. (Emerson, 66, is one of the 

plaintiffs in the current gender discrimina-

tion lawsuits. In December 2017, 5 months 

after the lawsuits were filed, Salk declined 

to renew her contract, saying that she failed 

to bring in 50% of her salary from external 

sources, as required. Science, 22 December 

2017, p. 1510.)

Emerson did not report the incident be-

cause, she says, “he didn’t do it again.” If he 

had, she says she would have reported it not 

to human resources, but to the institute’s 

president. “I had the sense that human re-

sources had no real power to discipline or 

take corrective action over Dr. Verma.”

Inder Verma receives a $100,000 prize from The Vilcek Foundation in 

New York City in 2008. The award honors outstanding contributions 

to biomedical research by immigrants to the United States. 
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THE RECRUIT

In the first years of this century, Salk’s sci-

entific ranks were sorely lacking in women. 

In 2003, seven of 52 faculty members were 

women, and the trend wasn’t improving: 

Only one of the 11 assistant professors was 

a woman. The institute did seek to hire 

women. Between 2000 and 2003, it offered 

faculty positions to 14 outsiders, five of them 

women; none of the five accepted a position.

One potential faculty recruit, who declined 

to be named for fear of retaliation, visited 

Salk during that period. She noted that sev-

eral female professors pointedly sought pri-

vacy during conversations with her by closing 

their office doors; one insisted on talking with 

her in the women’s bathroom. One woman, 

who had published in Nature and Cell, con-

fided that she was not going to get promoted.

“I looked at her résumé and thought, ‘How 

is that possible?’” the recruit recalls.

She also met with Verma in his office and 

discussed her research and the institute’s. 

As he escorted her to her next interview, she 

says, Verma volunteered that, if she had a 

husband, Salk would not be able to 

hire him as well. She replied that she 

wasn’t married. At that point, she al-

leges, Verma reached behind her and 

pinched her buttocks.

“It wasn’t a pat on the butt, it was 

a pinch,” she says.

She declined Salk’s job offer. “I 

was very disturbed by my experience 

there,” she says.

Two people—her faculty mentor and a post-

doc at her institution at the time—confirmed 

in interviews with Science that she told them 

of that incident soon after it happened.

THE JUNIOR SALK COLLEAGUES 

One night during the past decade, a young 

female Salk research assistant, her boss (a 

Salk professor), and Verma attended a din-

ner at a San Diego restaurant with pharma-

ceutical company executives. The research 

assistant was the only woman present. 

As the dinner adjourned, she says, Verma 

“put his arm around my waist and said, 

‘You are always so beautiful. You are like a 

beautiful starlet.’”

The woman exchanged a glance with her 

boss, who “had this, like, ‘uh-oh’ look on his 

face,” she recalls. She quickly disentangled 

herself and walked away.

Verma continued to make sexual com-

ments about her to others at Salk, that 

woman says; those comments found their 

way back to her and made her feel that “at-

tractiveness was apparently what I was there 

for. Not doing science.”

She went out of her way to avoid Verma. 

“You knew not to complain to human re-

sources about it. You don’t want to be on 

Verma’s bad side. I wanted to keep my job.”

Another young woman working at Salk 

in 2016 reports that after a meeting, she ex-

tended her hand to Verma to shake. He took 

it and pulled her into a half-hug, she says. 

She alleges that he then put his hand on her 

cheek and said, “I should probably not say 

this, but you are so pretty.” He went on to 

compare her to his daughter, she says.

The young woman says she told Elizabeth 

Blackburn, then Salk’s president, about the 

incident, and that Blackburn reported it 

to human resources. (Blackburn, who re-

signed in December 2017, did not respond 

to repeated requests for comment about 

the incident.)

Human resources brought in Ken Rose, 

principal of The Rose Group, a San Diego 

law firm—the same firm it hired in March to 

investigate Verma—to investigate.

Rose determined that no sexual harass-

ment had occurred, the woman says. She 

adds that he concluded by telling her, “‘You 

need to go tell him you thought it was inap-

propriate.’ … But I never confronted him, 

mostly because I didn’t want to be alone with 

him and I was afraid of retaliation.” Rose de-

clined to comment.

From then on, she warned new female em-

ployees not to be alone with Verma. 

During Science ’s 4-month investigation, some 

women who worked with Verma over the 

years offered a counternarrative to his por-

trayal as a sexual harasser, and they praised 

his actions as a mentor.

In Verma’s lab, “women were treated equal 

to men,” says Virginie Bottero, a Verma post-

doc from 2002 to 2006 who is now a lecturer 

at Lake Forest College in Illinois. “I was 

never subjected to harassment of any sort. 

I did not witness any harassment and I did 

not hear about anyone who could have been 

a target.” She called the lab “a fantastic place 

to work and grow scientifically.”

Dinorah Friedmann-Morvinski, an assis-

tant professor at Tel Aviv University in Israel 

who was a Verma postdoc from 2005 to 2015, 

wrote in an email, “When my husband lost 

his job and Inder heard about it, he not only 

raised my salary but also helped [connect] 

my husband with relevant people he knew 

in his field.” She added, “During my mater-

nity leave, he assigned a technician to help 

me with my ongoing experiments and she 

kept helping me when I returned full time 

to the lab.”

When Verma was elevated to become 

editor-in-chief of PNAS 7 years ago, Ralph 

Cicerone, then NAS president, lauded 

Verma as “the ideal person” for the job. 

“Dr. Inder Verma is known worldwide for 

his scientific creativity and for his consci-

entiousness and fair-mindedness,” Cicerone 

said. Other leading science organizations 

also have sought him out, including AAAS, 

where Verma served on the board of direc-

tors from 2011 to 2015.

Last October, at a gala at the Beverly Hills 

Hotel in Los Angeles, California, the Ameri-

can Cancer Society honored Verma as a “Gi-

ant of Science.” In November 2017, he opined 

on the virtues of preprint servers in PNAS. 

In March—with NAS President Marcia 

McNutt, The New England Journal of Medi-

cine Editor Jeffrey Drazen, Science’s Execu-

tive Editor Monica Bradford, and others—he 

co-authored a PNAS article urging changes 

to standardize journals’ authorship policies.

 Research under Verma also contin-

ued, until last week. He was a co-

author on three new scientific 

papers in the first quarter of this 

year. In February, he and his team 

at Salk won a $1.2 million award 

from the W. M. Keck Founda-

tion to develop living mammalian 

tissues that are transparent to 

light microscopy.

Salk said in a statement on 25 April that 

Hunter will oversee all ongoing research 

programs in the Verma lab “during Dr. Ver-

ma’s leave” and that “the Institute expects 

all research to continue as normal during 

this period.” It added that Salk has con-

tacted the foundations and funding agen-

cies that support Verma’s work “to assure 

them the research they are sponsoring will 

continue without disruption.”

Can outstanding science redeem harass-

ment? “It’s the old ‘great man’ theory of the 

universe: ‘Look what he has done in sci-

ence,’” says Olivarius, the sexual harassment 

lawyer. “Instead, look at how many careers 

he has hurt.”

Jennifer Freyd, a research psychologist at 

the University of Oregon in Eugene, notes 

that Verma’s alleged harassment occurred 

at an institution where women also con-

tend that they have been shut out of power. 

“Sexual harassment really reinforces the 

male power structure and keeps women in 

their place and terrified. But also, any kind 

of gender inequity gives more permission 

to sexually harass. So they are mutually 

reinforcing. They do go together.”        j

This story was supported by the Science 

Fund for Investigative Reporting.

“When you touch in the way that has 
been described in these examples, 
under the law, these are called assault.” 
Ann Olivarius, McAllister Olivarius law firm
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By Edward B. Barbier,1 Joanne C. Burgess,1 

Thomas J. Dean2

T
he 1992 Convention on Biological 

Diversity (CBD) was one of the first 

international environmental agree-

ments negotiated. In the same year, 

the Global Environment Facility (GEF) 

for funding biodiversity conservation 

in developing countries was launched. Yet 

25 years later, biological populations and di-

versity continue to decline both on land (1) 

and in the oceans (2). The main reasons are 

chronic underfunding of global biodiversity 

conservation; the lack of incentives for global 

cooperation; and the failure to control habitat 

conversion, resource overexploitation, spe-

cies invasions, and other drivers of biodiver-

sity loss. Dinerstein et al. recently called for 

a global deal, complementing the 2015 Paris 

Climate Change Agreement, for conserving 

half of the terrestrial realm for biodiversity 

by 2050 (3). Here, we explore how such a deal 

might be implemented to overcome the fund-

ing problem in biodiversity protection.

 As with any public good, biodiversity con-

servation suffers from a free-riding problem, 

in which governments have an incentive to 

provide less than the optimal level of fund-

ing in the hope that others will cover the 

costs. This is especially pertinent when the 

benefits of such payments accrue to other 

countries. In particular, global funding to 

support conservation efforts in developing 

countries, which host most biodiversity, is 

woefully inadequate to prevent habitat loss 

and overexploitation. The global benefits of 

biodiversity conservation are much greater 

than the benefits accruing to developing 

countries. Left on their own, the latter coun-

tries will preserve insufficient biodiversity. 

Existing international institutions and fund-

ing mechanisms, including the CBD and GEF, 

have boosted conservation efforts but failed 

to deliver enough funding to where it is most 

needed. As a result, global conservation falls 

far short of what is required to attain safe 

biodiversity levels.

A GLOBAL AGREEMENT FOR BIODIVERSITY

Governments around the world have agreed 

to the Aichi Biodiversity Targets, which in-

clude the goal of conserving at least 17% of 

terrestrial and inland water habitats and 

10% of coastal and marine areas by 2020 (4). 

However, the existing Aichi Biodiversity Tar-

gets are widely seen as too modest in scale 

to save global biodiversity (1–3). Scientists are 

increasingly calling for an expanded goal of 

saving half the terrestrial realm, which could 

cost up to $80 billion annually (3). If a new 

biodiversity agreement also extends the Aichi 

Target of conserving 10% of coastal and ma-

rine areas (4) to 50%, an additional $19 billion 

could be required each year (3). This suggests 

a total annual biodiversity conservation bill 
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How to pay for saving biodiversity
Can private sector involvement in a global agreement help to conserve global biodiversity?
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of $100 billion. For comparison, the interna-

tional community currently spends only $4 

billion to $10 billion each year (3, 5, 6).

The flexible architecture of the Paris 

Agreement is ideally suited to a biodiversity 

accord. Under the Paris Agreement, a global 

target was agreed to, but countries made in-

dividual pledges to meet the goal. Negotiated 

within the United Nations Framework Con-

vention on Climate Change, the Paris Agree-

ment is based on all 195 signatory countries 
reaching a consensus on a few key goals: 

limiting global warming to 2°C, substan-

tially reducing greenhouse gas emissions 

by 2050,  and having rich countries assist 

poor nations in abating emissions. The ac-

cord allowed individual countries to pledge 

their own national  targets, abatement poli-

cies, and timelines for emission reductions, 

subject to 5-year review. In addition, wealthy 

countries have pledged $100 billion a year in 

climate finance for developing countries by 

2020 and have pledged to continue raising 

$100 billion a year until 2025.

Similar to the Paris Agreement, a global 

agreement for biodiversity would address 

the loss of uncertain but potentially irre-

versible and essential global ecosystem ben-

efits. As the governing body of the CBD, the 

Conference of the Parties (COP) would be 

well placed to initiate negotiations for such 

a global agreement. Like the Paris Agree-

ment, the key objective should be agreeing 

on a global target, with countries making 

voluntary pledges to meet the goal. The 

broad goal and time frame could extend one 

or more of the existing Aichi Biodiversity 

Targets (4), for example, to conserve at least 

50% of terrestrial, inland water, coastal, and 

marine habitats by 2050, as proposed in (3). 

However, establishing an overall target for 

the global agreement for biodiversity is only 

a first step. As in the Paris Agreement, all 

countries should declare their own national 

targets, policies, and timelines, subject to 

5-year review, for attaining the overall tar-

get. For wealthier countries, these targets 

and timelines should also include finan-

cial and technological commitments to as-

sist conservation in developing countries 

through the GEF, other international bodies, 

or bilateral pledges.

GOING BEYOND NATIONAL PLEDGES

A Paris-style agreement among countries 

would raise current global biodiversity con-

servation toward safer levels. However, na-

tional governments are unlikely to provide 

sufficient funds to enable global conserva-

tion to reach safe levels of biodiversity. Again, 

the Paris Agreement is instructive. Current 

national pledges, if fulfilled, will limit green-

house gas emissions substantially by 2050, 

but unless pledges are amended to be more 

ambitious, the aggregate reduction will fall 

short of limiting global warming to 2°C. Al-

though some corporations have announced 

voluntary pledges and low-carbon strategies 

to comply with the Paris Agreement, the pri-

vate sector does not participate formally in 

the accord, nor do corporations contribute to 

its climate financing. A recent proposal ad-

vocates that the Paris Climate Change Agree-

ment should add a formal mechanism to 

allow corporations, cities, and other nonstate 

actors to formally join the accord (7).

We should expect a similar outcome from 

any new global agreement on biodiversity 

that relies just on targets and funding by 

governments. Overcoming the critical fund-

ing gap and extending the Aichi Targets for 

saving global biodiversity thus requires not 

only a Paris-style deal but also the direct 

involvement of the private sector. Cities, 

nongovernmental organizations, and other 

nonstate actors could also have a role, as 

proposed for the Paris Agreement (7). Cor-

porations in key sectors—such as seafood, 

forestry, agriculture, and insurance—have a 

considerable financial stake in global biodi-

versity conservation and thus should be able 

to formally join the global agreement. As full 

participants, companies would declare their 

own corporate targets, policies, and time-

lines, subject to 5-year review, for attaining 

the overall goal of conserving at least 50% 

of terrestrial, inland water, coastal, and ma-

rine habitats by 2050. In addition, corporate 

participants should provide financial and 

technological assistance for conservation in 

developing countries, through international 

bodies such as the GEF. 

RATIONALE FOR CORPORATE INVOLVEMENT

Corporations that undertake climate change 

mitigation may not gain financially from 

their actions. Instead, the benefits from 

averting global warming occur only over the 

long term and are shared widely. By contrast, 

certain industries—such as seafood, forestry, 

agriculture, and insurance—can benefit di-

rectly from supporting biodiversity conserva-

tion. For example, conserving marine stocks 

could increase annual profits of the seafood 

industry by more than $50 billion (8); simi-

larly, protecting coastal wetlands could save 

the insurance industry $52 billion annually 

through reducing flood damage losses (see 

the table) (9). The inclusion of corporations 

alongside governments in the design and 

implementation of a global agreement for 

biodiversity could help coordinate and align 

incentives to support greater and more effec-

tive conservation. This is especially important 

for agricultural concerns, which if they agree 

to join the global agreement for biodiversity 

could curtail global land-use change that is 

threatening terrestrial biodiversity (1, 3). For 
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example, agriculture has an incentive to pro-

tect habitats of wild pollinators, who along 

with managed populations  enhance global 

crop production by $235 billion to $577 bil-

lion annually (10). The distinctive partner-

ship between countries and companies may 

also create new marketing opportunities, 

such as certified and legitimate product and 

labeling schemes, further boosting benefits 

from biodiversity conservation and creat-

ing additional incentives to support a global 

agreement for biodiversity. 

Some leading corporations and industries 

in natural resource–based sectors are already 

taking concrete steps toward conserving bio-

diversity. For example, 10 of the 13 seafood 

companies that control up to 16% of the 

global marine catch and 40% of the larg-

est and most valuable stocks (11) have com-

mitted to the Seafood Business for Ocean 

Stewardship initiative for more sustainable 

management of seafood resources and the 

oceans (12). Similarly, in 2006 the Interna-

tional Council of Forest & Paper Associations, 

which represents the global forest products 

industry, committed itself to improving en-

ergy efficiency, reducing emissions of green-

house gases and other pollutants, increased 

recycling, controlling illegal logging, and 

sustainable forest management (SFM) cer-

tification (13). Between 2000 and 2015, the 

total SFM-certified area supplying the forest 

products industry increased from 62 million 

hectares (Mha) (12% of the total forest area) 

to 310 Mha (54% of the total forest area) (13). 

DESIGNING A GLOBAL AGREEMENT 

FOR BIODIVERSITY 

The first step in designing a global agree-

ment for biodiversity would be for the COP 

of the CBD, which comprises solely national 

governments, to begin negotiating such an 

agreement. The key objectives of the COP 

should be to establish a global target—such 

as conserving at least 50% of terrestrial, in-

land water, coastal, and marine habitats by 

2050—and an overall financing goal, such as 

providing $100 billion annually to assist con-

servation in developing countries. 

The agreement should also include a 

mechanism for corporate leaders to formally 

commit their organizations to the accord’s 

global conservation target and financing 

goals. Individual corporations and industrial 

organizations can then be invited to accept, 

or accede to, the negotiated agreement. By 

joining the global agreement for biodiversity, 

companies and associations could cooperate 

with governments to establish well-defined, 

quantifiable conservation goals for critical 

habitats and determine the financing targets 

and timelines for providing assistance to de-

veloping countries.

For example, if they join the accord, lead-

ing corporations and associations in the sea-

food, forestry, agricultural, and insurance 

industries should be involved in establishing 

the targets for marine, terrestrial, and coastal 

habitat and biodiversity conservation that 

are consistent with the overall global con-

servation goal and timeline. These targets 

could include specific objectives relevant to 

each industry, such as increases in marine 

stocks for seafood companies, forest area 

protection for forestry industries, and coastal 

wetland habitats for insurers (see the table). 

Furthermore, as part of the global agreement 

for biodiversity, individual companies should 

pledge their own business targets, policies, 

and timelines for attaining the overall indus-

try goal. 

Participating corporations could also part-

ner with governments in providing financial 

and technical assistance for conservation in 

developing countries. Because much of the 

world’s remaining biodiversity habitat is 

in tropical zones, there is a direct financial 

benefit to natural resource–based companies 

that assist developing countries in protecting 

this habitat. For example, if the seafood, for-

estry, and insurance industries allocated just 

a small fraction of the likely revenues and 

profits they earn from conservation to assist 

developing countries, this could raise $25 

billion to $50 billion annually in additional 

funding (see the table). 

Such a corporate contribution would mean 

that these industries would share with gov-

ernments in meeting the estimated $100 

billion annual funding needed to protect 

biodiversity (3). The financial commitment 

could be even larger if other major global 

industries and corporations with a stake in 

biodiversity conservation, such as the food 

and beverage industry and other agricultural 

concerns, also agreed to join the global agree-

ment for biodiversity and contribute to its 

funding objectives. For example, if agricul-

ture contributed 10% of the estimated $235 

billion to $577 billion that it receives annu-

ally in wild and managed pollination services 

(10)  to the agreement in order to conserve, 

create, and restore wild pollinator  habitats, 

this would amount to  about $20 billion to 

$60 billion per year in additional financing. 

A global agreement for biodiversity would 

engage government and industry, and hope-

fully other nonstate actors, in a manner un-

paralleled in the history of conservation. In 

addition, the current global biodiversity cri-

sis is in large part due to the lack of interna-

tional commitment and funding over the past 

25 years. A global agreement for biodiversity 

would also overcome these shortcomings. 

Ensuring safe levels of global biodiversity 

will require the corporations that can benefit 

financially from conservation to join efforts 

in order to avoid continued irreversible loss 

of biodiversity.        j
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Financial benefits from biodiversity conservation
Examples of biodiversity financial benefits and potential investments by key global industries

INDUSTRY ANNUAL REVENUES
BENEFITS FROM 
BIODIVERSITY CONSERVATION

BIODIVERSITY 
CONSERVATION TARGET 

POTENTIAL FINANCIAL 
INVESTMENT

Seafood $252 billion (11) Increase in annual profits 
by $53 billion (8)

Increase marine 
biomass stocks

$5–10 billion 
annually*

Forest products $300 billion (14) Attain sustainable forest 
management goal (13)

Increase area of 
protected forests

$15–30 billion 
annually†

Insurance $4300 billion (15) Reduce estimated global 
flood damage losses of 
$52 billion annually (9)

Increase area 
of protected 
coastal wetlands

$5–10 billion 
annually‡

*Based on 10 to 20% of potential benefits from biodiversity conservation.

†Based on 5 to 10% of annual revenues of $300 billion, which are the global earnings of the 100 largest forest, package, and paper companies (14).

‡Based on 10 to 20% of potential benefits from biodiversity conservation.
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SILICON MATERIALS

Sonochemistry of silicon hydrides 
Ultrasonic treatment of silanes opens a path to new silicon compounds and materials

By Bernhard Hidding

S
ilicon hydrides (silanes) are key 

precursors for electronic- and solar-

grade silicon and silicon nanopar-

ticles, and are used in various other 

applications. Conversion of silanes 

to Si and hydrogen is an energy-

intensive process. For example, epitaxial 

Si production from silanes or Si colloid 

production requires high temperatures 

(many hundred kelvin), high pressures (a 

few hundred bar), or both (1), which is a 

cost driver and limits the growth rates in 

methods such as chemical vapor deposi-

tion. Although trisilane (Si
3
H

8
) allows an 

order-of-magnitude higher Si deposition 

rate for semiconductor applications when 

compared to SiH
4
 at comparably low tem-

peratures, down to ~400°C (2), solution 

processing of silanes (3, 4) is desirable to 

avoid high vacuum, temperature, and pres-

sure. In a series of studies, Cádiz Bedini et 

al. (5–8) have shown that applying ultra-

sound to liquid silicon hydrides such as 

Si
3
H

8
 and cyclopentasilane (Si

5
H

10
) opens 

a path toward tunable synthesis of silicon 

nanoparticles, silicon polymers, as well as 

higher silanes at ambient temperature and 

pressure conditions. 

Relative to alkanes, silanes are highly 

energetic and reactive substances. For 

example, linear silanes are pyrophoric 

at ambient conditions up to heptasilane. 

The high vapor pressures of lower silanes 

cause them to ignite in air spontaneously, 

whereas alkanes require an ignition spark 

to burn. This difference in reactivity arises 

from the different atomic and covalent 

bond radii and electronegativity of silicon 

(1.7 for Si, versus 2.2 for H and 2.5 for C) 

that results in polarization inversion and 

diametrically opposed enthalpies of forma-

tion (see the figure). 

Heating of silanes can induce dispro-

portionation reactions and is used, for 

example, to produce trisilane and further 

longer-chained silanes. Generally, lower 

silanes are volatile but relatively stable 

up to elevated temperatures in inert at-

mospheres. Cádiz Bedini et al. applied 

ultrasound (26-kHz frequency) to liquid 

trisilane diluted in cyclooctane (5). In such 

a mixture, the sound waves are expected to 

give rise to acoustic cavitation and micro-

bubbles, which upon collapse produce lo-

cal temperatures on the order of thousands 

of kelvin and pressures of several hundred 

bar. Such conditions naturally trigger vari-

ous decomposition and polymerization 

processes, especially given the highly re-

active nature of silicon radicals and fast 

decomposition kinetics of silanes (9). The 

ultrahigh heating and cooling rates in 

these bubbles, however, avoid substan-

tial macroscopic heating. The conditions 

are not unlike those in large shock tubes, 

but are confined to the microscopic scale. 

With this simple setup, Cádiz Bedini et al.

produced silicon nanoparticles with sizes 

tunable from 1.5 to 50 nm by varying the 

ultrasound sonotrode tip amplitude, the 

trisilane concentration, or both. 

The combination of the high transient 

temperatures and pressures of sonochem-

istry (10) and the exothermic decompo-

sition nature of silanes appears to be a 

perfect match to induce ultrafast silicon 

radical and silicon nanoparticle formation, 

and opens a path to many applications, 

for example, in biophysics, in drug devel-

opment based on silicon nanoparticles, 

and in nanophotonics (11). Hydrogenated 

noncrystalline amorphous semiconducting 

films have device applications, and nano-

porous silicon materials may find use in 

lithium-ion batteries. 

Ultrasound treatment is a cost-effective 

and simple technique that complements 

other manipulation techniques such as pyrol-

ysis, photolysis, and electric discharge treat-

ment of silanes. Indeed, Cádiz Bedini et al.

showed (6) that the ultrasound-initiated po-

lymerization of trisilane in combination with 

ultraviolet irradiation produced a polymer 

ink of silicon nanoparticles that could prove 

useful for production of high-quality hydro-

genated amorphous silicon films. For exam-

ple, these materials can be spin-coated onto 

substrates, or they can be deposited by using 

related spray-on methods or atmospheric-

pressure chemical vapor deposition (8). 

Alkanes versus silanes Ultrasonic silane reactions

Pentane C
5
H

12 Ultrasound

Clear solution Colored solutions

Ultraviolet
light

Higher silane

Si nanoparticles Si-polymer ink

Hydrogenated 

amorphous silicon

The electronegativity of C vs. Si 
leads to polarization inversion: 
e.g., pentasilane is characterized 
by high electron density (yellow) 
at the exterior of the molecule.

Ultrasound drives bubble formation, 

growth, and collapse in liquid silane 

mixture, where the silane is subject to 

transient hot spots with temperatures 

>1000 K and pressures >100 bar.

The ultrafast decomposition 

kinetics of silanes give rise to Si 

radicals, nanoparticles, and 

polymers, which can be further 

polymerized by ultraviolet light.

Pentasilane Si
5
H

12

Scottish Centre for the Application of Plasma-based 
Accelerators, University of Strathclyde, Glasgow G4 0NG, UK. 
Email: bernhard.hidding@strath.ac.uk

“Cádiz Bedini et al. show 
that ultrasonic treatment 
efficiently achieves 
polymerization in the 
absence of any photolytic or 
‘macropyrolytic’ effects…”
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Silicon hydrides decompose in collapsing microbubbles
The high enthalpy of formation of silanes promotes decomposition and polymerization 

in ultrasound-driven cavitational collapse.
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Indispensable malaria genes
A critical assessment of new opportunities for drug 
discovery to treat malaria

By John White and Pradipsinh K. Rathod

M
alaria parasites, carried by mosqui-

toes and transmitted to humans, in-

fect ~200 million individuals and 

cause ~500,000 deaths each year (1). 

Fifteen years after identifying the 

genome sequence of a malaria-caus-

ing parasite, Plasmodium falciparum, ma-

laria treatments still rely heavily on chemicals 

derived from natural products that were used 

centuries ago (2). With cell-based functional 

assays, the gap between genome sequences of 

Plasmodium spp. and the identification of 

valuable new therapeutics may be reduced by 

determining which genes are essential for 

parasite propagation in the disease-causing 

blood stage of the parasite life-cycle. The 

most potent and clinically useful antimalarial 

drugs rapidly eliminate parasites growing in 

red blood cells (RBCs). On page 506 of this 

issue, Zhang et al. (3) report a mutagenesis 

screen on P. falciparum cultured in human 

RBCs, identifying 2680 indispensable para-

site genes, which may contain antimalarial 

drug targets. However, it is important to criti-

cally assess what fraction of these essential 

genes will be good drug targets and how one 

should prioritize such targets for drug 

discovery.

The technical effort, patience, and care 

required to identify essential genes for the 

blood-stage forms of human malaria para-

sites cannot be overstated. Even the most 

experimentally tractable species of human 

malaria parasites, P. falciparum, grows ~100 

times slower than other microorganisms, 

such as Escherichia coli. Previous efforts to 

identify essential genes—through random in-

sertions of disabling pieces of DNA into ma-

laria parasite genes—were inefficient, with 

success rates near one per million parasites 

in culture. The piggyBac transposition mu-

tagenesis system used by Zhang et al. allows 

for at least one insertion in a random loca-

tion per parasite genome. Combining this 

controlled mass mutagenesis with parasite 

pooling strategies, deep DNA sequencing, 

and bioinformatics, Zhang et al. now provide 

a reliable list of nonessential genes. When 

insertions occur in nonessential genes, para-

sites grow successfully. It is assumed that par-

asites with insertions in essential genes will 

not grow and survive the screening process.  

Zhang et al. found that of 5380 malaria 

parasite genes, nearly 50% are essential for 

growth in the blood stage of the malaria 

parasite life cycle (see the table). This es-

timate of essential genes may also apply 

to other species of human malaria. Inter-

estingly, a distant mouse malaria parasite 

(Plasmodium berghei), which does not in-

fect humans, has a high fraction of essential 

genes for growth in RBCs (4). Within the list 

of essential P. falciparum genes may lie our 

best hopes for identifying good targets for 

the most clinically relevant part of the para-

site life cycle. Even if the malaria research 

community, within a decade or two, finds 

that only 10% of the 2680 identified essen-

tial malaria genes are high-value targets for 

drug development, this screening approach 

will be considered successful. 

There are several reasons for setting mod-

est expectations. The essentiality of a gene is 

not likely to be sufficient for the gene prod-

NIH International Center of Excellence for Malaria Research 
(South Asia), Department of Chemistry, University of 
Washington, Seattle, WA, USA.  Email: rathod@uw.edu

Trisilane is a colorless liquid with poor 

coupling to ultraviolet irradiation. The ultra-

sound-initiated formation of silicon and sili-

con polymers acts as a photosensitizer seed 

and allows strongly enhanced photolytic 

polymerization, including the formation of 

higher silanes up to octasilane. Cyclopenta-

silane, in contrast to trisilane, is ultraviolet 

photosensitive. This property allows this 

compound to undergo ring-opening po-

lymerization and production of “printable” 

semiconductor electronics (4, 5). Cádiz Be-

dini et al. show that ultrasonic treatment 

efficiently achieves polymerization in the ab-

sence of any photolytic or “macropyrolytic” 

effects, which supports the interpretation of 

ultrasound-driven synthesis via microscopic 

bubble formation and implosion. 

Efficient handling, processing, and syn-

thesis methods of silicon hydrides and de-

rived products have been sought since the 

first production of silanes by Wöhler and 

Buff in the 1850s. The approach adopted 

by Cádiz Bedini et al. of using ultrasound 

is an elegant and, retrospectively, an ob-

vious one: The high energy content of si-

lanes allows them to decompose rapidly. 

For this reason, silanes are used as piloting 

gas and propellants in rockets and super-

sonic combustion engines (12). However, 

the inherently high sonochemical cooling 

rates confine radicalization and polymer-

ization to microscopic length scales. Using 

the more readily available trisilane instead 

of having to rely on the more-difficult-to-

synthesize cyclopentasilane at ambient 

conditions of temperature and pressure 

has far-reaching technological and cost ad-

vantages. The comparable ease with which 

Cádiz Bedini et al. achieve tunable forma-

tion of silicon nanoparticles, hydrogenated 

amorphous silicon, and higher silanes 

when adopting the sonochemical approach, 

indicates the great potential of this tech-

nique for introducing silicon materials 

into new applications.        j
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uct to be a high-value target for cellular phar-

macology. High-value drug targets are truly 

rare. Global small-molecule screens involv-

ing more than 2 million different drug-like 

organic compounds directed at blood-stage 

malaria parasites have identified very few 

new druggable targets (2, 5, 6) compared 

with the number of essential genes we now 

know of (3) and the number of genes known 

to be actively expressed in human malaria 

parasites (7, 8). Furthermore, even small 

chemical libraries directed at single purified 

protein targets routinely generate dozens of 

potent inhibitors (2, 6). In parasite cell as-

says, not only are good inhibitors rare, but 

many structurally distinct potent inhibitors 

of parasite cell proliferation converge on the 

same ~12 targets (6, 9), most of which have 

already been identified. Furthermore, not all 

enzymes—even in essential metabolic path-

ways—are equally druggable. In the essen-

tial, linear, pyrimidine biosynthesis pathway 

in malaria parasites, only a few enzymes are 

good targets in an intact cell (10, 11). 

Last, to be prioritized for drug develop-

ment, a small-molecule inhibitor must rap-

idly kill parasites probably without achieving 

total inhibition of target activity. Inside a 

cell, even a potent enzyme inhibitor faces 

competition from accumulating substrates 

and from synthesis of replacement target 

proteins. Select enzyme targets do trigger 

cell death even after partial inhibition. Such 

targets repeatedly appear as high-value drug-

gable targets, regardless of whether one is 

interrogating parasites, bacteria, or cancer 

cells. For example, the nucleotide synthesis–

supporting enzyme dihydrofolate reductase 

(DHFR) is a proven target in the treatment 

of malaria (with the drugs pyrimethamine 

and proguanil), bacterial infection (with the 

antibiotic trimethoprim), and cancer (with 

the chemotherapeutic methotrexate, which is 

also an immunosuppressant used to treat au-

toimmune diseases) (12). These cells are also 

highly vulnerable to inhibitors of metaboli-

cally related thymidylate synthase (TS). It is 

now understood that even partial inhibition 

of DHFR or TS leads to a buildup of the nucle-

otides deoxyuridine monophosphate (dUMP) 

and deoxyuridine triphosphate (dUTP) and 

incorporation of unwanted uridine residues 

into DNA, DNA strand fragmentation, and 

cell death (13). In malaria parasites, inhibi-

tors of DHFR or TS act selectively, partly 

because of host-parasite variations in active 

sites of the target enzyme but also partly ow-

ing to parasite-specific variations in regula-

tory responses to such inhibitors (14). As 

parasites become highly resistant to existing 

drugs, such as pyrimethamine, the hunt for 

new high-value targets is important. 

Overall, the study by Zhang et al. offers 

a powerful start for identifying rare, high-

value, potentially druggable processes in 

human malaria parasites. It will inspire 

other complementary analyses of the data 

and also new functional screens. For in-

stance, detailed bioinformatics will reveal 

which essential genes are specific to para-

site biology and—later, if found druggable—

will offer clearer paths to selective and safe 

pharmacology. The extension of insertional 

mutagenesis screens to other stages of the 

parasite life cycle, beyond the blood stage, 

should help generate inhibitors suited for 

broader community-wide malaria preven-

tion campaigns that control the disease 

before there are clinical symptoms. Im-

provements in conditional CRISPR-dCas, 

and related genomic technologies that al-

low down-regulation of specific genes with-

out cutting DNA, should help identify genes 

that trigger parasite death after even partial 

loss of target activity (15). For these reasons, 

the continued evolution of malaria genomic 

tools is expected, which will accelerate dis-

covery of high-value drug targets in the 

parasite genome. j
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P. falciparum in a red blood cell generates an 

early multi-nucleated schizont (left) and can release 

infectious merozoites (right) (16).
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The highly active genome of malaria parasites
Malaria parasites activate a large part of their genome in each life-cycle stage, but high-throughput screens with millions of small molecules reveal few druggable targets.
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By Amanda H. Lewis and Jörg Grandl

I
t is well known that aging is accompa-

nied by the death of specific cell types 

that function as sensors of outside signals 

and that this cell death leads to deficits 

in our ability to detect these signals. For 

example, age-associated loss of sensory 

hair cells and/or spiral ganglia neurons in the 

inner ear leads to progressive hearing loss, 

particularly of high frequencies (1). Similarly, 

death of photoreceptors in the retina of the 

eye is a key aspect of the patho-

genesis of age-related macular 

degeneration, the leading cause 

of vision impairment in individu-

als older than 60 years of age (2). 

On page 530 of this issue, Feng 

et al. (3) identify an unusual link 

between age-related loss of a 

sensory cell type and aberrant 

sensory processing: During ag-

ing, the loss of specialized skin 

cells called Merkel cells results 

in alloknesis, the pathological 

sensation of itch in response to 

innocuous mechanical stimuli.

Merkel cells aggregate in small 

clusters called touch domes in 

the skin, as well as at the base of 

whisker follicles in rodents (4). 

The first step of detecting touch 

can originate in Merkel cells 

when a mechanical stimulus ac-

tivates the mechanosensitive ion 

channel Piezo2 in these cells. Ac-

tivating Piezo2 channels causes 

them to open, which depolar-

izes the cell, in turn activating 

voltage-gated calcium channels. 

This is thought to eventually lead to the re-

lease of neurotransmitters. Merkel cells thus 

transmit the presence of a mechanical stimu-

lus to their nearby innervating low-threshold 

mechanoreceptors (LTMRs), which are nerve 

fibers known to respond to light mechani-

cal stimuli (5–8). Detection of light touch 

requires this pathway, as chemical or genetic 

ablation of either Merkel cells or Piezo2 chan-

nels leads to deficits in the ability to detect 

low-force, but not high-force, stimuli, the 

latter of which are sensed by an unknown 

protein (7). Consistent with their role in light 

touch, in humans, Merkel cells are greatly en-

riched in highly sensitive skin areas, such as 

the fingertips and lips (4).

The fascinating study of Feng et al. finds 

that, in addition to their critical role in light 

touch, Merkel cells also play an unexpected 

protective role against alloknesis. Mechani-

cal itch is thought to be a protective response 

that results from aversive and potentially 

damaging stimuli, such as a scratchy sweater 

or a pesky mosquito. However, in the pres-

ence of chronic itch (for example, resulting 

from a rash), stimuli that would otherwise be 

perceived as harmless, such as light stroking 

of the skin, can also induce a severe feeling 

of itch (alloknesis). This is often provoked by 

dry skin and is particularly prevalent in the 

elderly. To investigate a possible mechanism 

for age-induced alloknesis, the authors ob-

served that aged mice (>24 months old) had 

bouts of scratching when touched lightly with 

a small nylon hair, whereas younger mice (2 

months old) did not exhibit this behavior. Im-

portantly, increased itching occurred selec-

tively in response to light mechanical touch, 

as older mice did not differ from younger 

mice in how they responded to chemically 

induced itch or to aversive mechanical or 

thermal stimuli. Alloknesis in older mice was 

also accompanied by a selective decrease in 

firing rates of LTMRs but not other nerve fi-

bers, suggesting that LTMRs might play an 

integral role in this phenomenon. 

The decreased firing rates of LTMR nerve 

fibers led the authors to investigate Merkel 

cells, which are immediately upstream of 

LTMRs. In aged skin, whereas the number 

of touch domes was unchanged, there were 

fewer Merkel cells per touch dome than in 

skin from younger animals (see the figure). 

Importantly, the link between 

this reduction in Merkel cell 

number and increased me-

chanical itch was causal, as both 

genetic ablation of the Merkel 

cells and chemical ablation, 

through an acetone treatment 

to mimic dry skin, also robustly 

induced alloknesis. 

Further, Piezo2 was required 

for protection against allokne-

sis, as mice with Merkel cell–

specific ablation of the Piezo2

gene showed increased me-

chanical itch behavior, similar 

to that of Merkel cell–deficient 

mice. Perhaps most promis-

ing for future development of 

therapeutics to treat alloknesis, 

the authors activated Merkel 

cells with DREADDs (designer 

receptors exclusively activated 

by designer drugs). Activation 

of Merkel cells with DREADDs 

suppressed alloknesis in the 

acetone-treated mice, suggest-

ing that increased activity of 

the few cells spared by the 

treatment was sufficient to protect against 

mechanical itch.

The finding that Merkel cells normally 

protect against mechanical itch is notable be-

cause it is initially counterintuitive. Whereas 

in other sensory modalities (for example, vi-

sion and hearing), a reduction in sensory cell 

number as a result of cell death leads to a det-

rimental reduction in sensation, here, death 

of Merkel cells leads to an increase in un-

wanted sensation; that is, an otherwise non-

aversive stimulus is perceived as potentially 

harmful. Notably, this pathway has previ-

ously been proposed for itch: In 2015, a popu-

lation of inhibitory interneurons in the spinal 

cord that express neuropeptide Y (NPY+) was 

NEUROPHYSIOLOGY

A cellular mechanism for age-induced itch
Age-induced loss of touch signaling causes mechanical itch

Duke University Medical Center, Durham, NC 27710, USA. 
Email: grandl@neuro.duke.edu

In healthy skin, a subset of LTMRs (low-threshold

mechanoreceptors) project from Merkel cells to an 

inhibitory interneuron that suppresses mechanical 

itch, counteracting direct excitatory input from an 

unidentifed population of itch-producing LTMRs.

Loss of Merkel cells owing to age or dry skin 

selectively impairs activity of Merkel cell–derived 

LTMRs (but not of other, itch-producing LTMRs) 

and leads to disinhibition of mechanical itch.

Young 
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Aged, 
dry skin
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Merkel cell
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Itching from loss of touch sensors
Aged skin is associated with the loss of light touch–sensing 

Merkel cells and an increase in itching sensation.
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The controversial correlates 
of consciousness
New data suggest that the prefrontal cortex ignites 
networks supporting consciousness

By George A. Mashour

T
he mechanism of consciousness is 

one of the most fundamental, ex-

citing, and challenging pursuits in 

21st-century science. Although the 

field of consciousness studies at-

tracts a diverse array of thinkers 

who posit myriad physical or metaphysical 

substrates for experience, consciousness 

must have a neural basis. But where in the 

brain is conscious experience generated? 

It would seem that, given this remarkable 

era of technical and experimental prowess 

in the neurosciences, we would be homing 

in on the specific circuits or precise neu-

ronal subpopulations that generate experi-

ence. To the contrary, there is still active 

debate as to whether the neural correlates 

of consciousness are, in coarse terms, lo-

cated in the back or the front of the brain 

(1, 2). On page 537 of this issue, van Vugt et 

al. (3) provide evidence that the prefrontal 

cortex is one of the brain regions that me-

diates visual consciousness. Additionally, 

Joglekar et al. (4) provide evidence that the 

prefrontal cortex is important for igniting 

neural networks that contribute to visual 

signal processing. Both studies support a 

model for consciousness that involves dis-

tributed and reciprocal interactions across 

the cortex.

The investigation of nonhuman pri-

mates by van Vugt et al. was motivated by 

a joint consideration of signal detection 

theory and global neuronal workspace 

theory. Signal detection theory attempts to 

explain the processing of stimuli that are 

around the threshold of perception and the 

reasons why sometimes we perceive such 

stimuli and other times we do not. Global 

workspace was originally a psychological 

framework for consciousness that has, in 

the past decade, become more neurobio-

logically informed (5). Global neuronal 

workspace theory posits that a subset of 

excitatory neurons and long-range tracts 

in the cortex, including prominent involve-

ment of the prefrontal cortex, amplify, 

sustain, and broadcast specific representa-

tions for widespread cognitive processing. 

Van Vugt et al. hypothesized that the 

threshold required for signal detection 

and the neural activity required for the 

broadcasting of information through the 

neuronal workspace would be the same. 

Neuronal activity in the visual cortex (ar-

eas V1 and V4, in the back of the brain; 

see the figure) and dorsolateral prefrontal 

cortex (in the front of the brain) of awake 

monkeys was recorded to establish neural 

correlates of visual stimuli that were per-

ceived and reported with a specific eye 

movement. Reported stimuli were associ-

ated with strong and sustained prefrontal 

cortex activity, whereas nonreported stim-

uli were associated with weak and tran-

sient prefrontal activity. The investigators 

also assessed where information was lost 

for nonreportable stimuli and found that 

propagation failures could occur at vari-

ous stages in the feedforward pathways en 

route to the front of the brain. It was con-

cluded that stimuli cross the threshold for 

reportable signal detection when a critical 

trigger (or “ignition”) for broadcasting oc-

curs in the prefrontal cortex. This empiri-

cal conclusion was supported by a model 

in which reciprocal activity between fron-

tal and parietal cortices enables the signal 

to become a self-sustained representation. 

But how do the long-range excitatory 

neurons of the global neuronal workspace 

amplify sensory signals without corrupt-

ing them or leading the brain into unbri-

dled activation? Joglekar et al. examined 
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identified as a gate controlling mechanical 

itch (9). Consequently, ablation or silencing 

of the NPY+ neurons leads to disinhibition of 

unidentified excitatory neurons, resulting in 

mechanical itch through a pathway distinct 

from that which produces chemical itch.

Together, these studies suggest a mecha-

nism by which Merkel cell signaling modu-

lates itch: Normally, LTMR nerve fibers 

that receive input from Merkel cells form 

excitatory synapses onto NPY+ interneu-

rons, counteracting the direct excitatory 

input from LTMRs and other nerve fibers 

onto excitatory itch-transmitting interneu-

rons. Similar to the well-established gate 

theory for pain (10), increasing direct excit-

atory input to the inhibitory NPY+ neurons, 

through increased recruitment of LTMRs 

by means of painful scratch, would inhibit 

this circuit, reducing itch. Conversely, loss 

of Merkel cell–derived LTMR activity (here, 

through loss of Merkel cell number) would 

lead to disinhibition of the inhibitory path-

way and result in alloknesis.

Several questions remain, particularly 

in the context of treating human disease. 

Is the loss of Merkel cells with age con-

served in humans, and, if so, how can this 

be prevented? Itching is the most common 

skin complaint among elderly patients and 

is frequently associated with dry skin (11). 

The current study suggests a mechanism by 

which painful scratch temporarily alleviates 

itch, by inducing enough activity through 

remaining Merkel cells to favor the inhibi-

tory pathway of the gate. Enticing thera-

peutic routes for treating alloknesis involve 

either finding a way to prevent Merkel cell 

loss in the first place or noninvasively in-

creasing activity in remaining Merkel cells, 

thus avoiding the damage that results from 

the painful itch-scratch cycle. It is also un-

known whether this pathway is a potential 

avenue for the treatment of other itch dis-

orders involving dry skin, such as eczema. 

Finally, what is the identity of the excitatory 

itch-transmitting interneuron? Completing 

our understanding of this circuit by iden-

tifying this excitatory neuron as well as the 

nerve fibers that innervate it is a necessary 

first step toward selectively silencing them 

for the treatment of itch.        j
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a model of feedforward (back-to-front) 

and feedback (front-to-back) processing in 

nonhuman primate brain networks. They 

demonstrate that excitatory feedback con-

nections can amplify signals but are bal-

anced by local inhibitory processes. This 

“global balanced amplification” fits cur-

rent empirical data and is novel because it 

integrates local, feedforward, and feedback 

processing as well as the inhibitory neuro-

nal brakes that appropriately 

constrain the network. Fur-

thermore, Joglekar et al. mod-

eled sensory input to area V1 

in the visual cortex and found 

that weak signals activate lo-

cal cortex whereas stronger 

signals lead to activation of 

prefrontal cortex and a rever-

beration of cortical networks, 

all of which are consistent 

with global neuronal work-

space theory. These modeling 

data support the hypothesis of 

van Vugt et al. that the thresh-

old of signal detection is the 

same threshold that activates 

prefrontal cortex and ignites a reciprocally 

connected cortical network.

How do these data inform the current 

controversy regarding the location of the 

neural correlates of consciousness? To 

answer this question, it is necessary to 

consider the distinction between phenom-

enal consciousness and access conscious-

ness (6). Phenomenal consciousness is the 

purely qualitative aspect of experience, 

whereas access consciousness shares that 

experience with other cognitive systems for 

further action (for example, memory, mo-

tor activity, or report). The empirical data 

of van Vugt et al. were focused explicitly on 

reportable conscious events and provide 

further support to the hypothesis that the 

prefrontal cortex is important for access 

consciousness. The study does not speak 

directly to the question of phenomenal 

consciousness, but the authors do allude to 

evidence that prefrontal cortical neurons 

can represent consciously perceived visual 

stimuli even in the absence 

of report (7). Furthermore, 

a recent study on dream-

ing found that, although 

the neural correlates of phe-

nomenal consciousness ap-

peared to be primarily in the 

posterior cortex, dreaming 

during rapid eye movement 

sleep was also associated 

with high-frequency activity 

in the frontal and prefrontal 

cortices (8). In other words, 

anterior cortex might also 

contribute to the pure expe-

rience that constitutes phe-

nomenal consciousness.

The studies of van Vugt et al. and 

Joglekar et al. also help to explain a related 

and long-standing scientific issue, namely, 

the mechanisms of general anesthetics. 

Models in which a reciprocally interact-

ing frontal and parietal cortex is deemed 

necessary for access consciousness align 

with the finding that diverse general anes-

thetics depress metabolism and/or disrupt 

connectivity in frontal-parietal networks 

(9). Indeed, there is evidence that diverse 

general anesthetics preferentially suppress 

feedback connectivity from the frontal cor-

tex in humans (10), potentially 

representing a failure of igni-

tion. General anesthetics also 

show dose-dependent effects on 

local and long-range process-

ing, two critical elements of 

global balanced amplification. 

At lower doses, local network 

connectivity is enhanced while 

the long-range connections of 

the global neuronal workspace 

are disrupted; higher anesthetic 

doses suppress both local and 

long-range connectivity (11). 

Thus, general anesthetics could 

prevent ignition in the pre-

frontal cortex while mitigating 

signal strength, depending on 

the dose. This independent line 

of investigation on the neural 

correlates of unconsciousness 

provides further evidence sup-

porting the conclusions of the 

two studies.

Many questions remain. How do the 

studies of van Vugt et al. and Joglekar et 

al. apply to sensory processing outside of 

the visual system or to endogenous experi-

ences (such as dreams) that do not require 

external sensory input at all? How does 

this work in nonhuman primates trans-

late to humans or to animals that have a 

less developed prefrontal cortex? Further, 

how do these presumed correlates of con-

sciousness inform the actual causes of 

consciousness? Solving—or dissolving—

controversies related to the neural corre-

lates will require transparent definitions 

of consciousness (access, phenomenal) and 

carefully designed paradigms (report, no 

report) as well as techniques that causally 

manipulate neural circuits with the depen-

dent variable being a principled, possibly 

behavior-independent measure of con-

sciousness. Only rigorous neuroscientific 

investigation will be able to reveal if the 

brain can ultimately explain both itself and 

its most precious function.        j
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Feedforward visual processing   
The processing of visual information in the feedforward 

direction is thought to remain subliminal or, at least, 

inaccessible to further cognitive processing.

Activated global neuronal workspace 
Once a signal triggers the frontal cortex, a network 

reverberation is thought to allow visual representation to be 

both conscious and available to other cognitive systems.
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“The studies…
help to explain 
a related and 
long-standing 
scientific issue, 
namely, the 
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Processing consciousness
Visual processing (left) becomes consciously accessible (right) after “ignition” in the frontal cortex leads to reciprocal 

interactions that allow the representation of a stimulus to become self-sustaining and widely broadcast.
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By Florence Haseltine

E
lected to the U.S. 100th Congress in 

1986, Representative Louise M. Slaugh-

ter (D–NY) fought for the health and 

safety of all Americans, with a special 

dedication to women’s issues. She died 

on 16 March at age 88, the oldest sit-

ting member of Congress, serving her 16th 

term in the House of Representatives.

Slaughter was born in Harlan County, 

Kentucky. She graduated from the University 

of Kentucky with a bachelor’s degree in mi-

crobiology in 1951 and a master’s degree in 

public health in 1953. Her academic choices 

were said to be a response to the 

death of her sister from pneumonia 

as a young child. Slaughter served in 

the local county legislature and New 

York State Assembly before she was 

elected to Congress.

An outstanding advocate for 

women, Slaughter coauthored many 

pieces of legislation to confront and 

rectify inequities in women’s health, 

safety, and job security. At a hear-

ing of the House Subcommittee on 

Health and the Environment on 18 

June 1990, the General Account-

ing Office provided overwhelming 

evidence that the National Institutes 

of Health (NIH) was not including 

women in clinical trials. In response, 

Slaughter helped draft the National 

Institutes of Health Revitalization 

Act, which provided for the establish-

ment of the NIH Office of Research 

on Women’s Health and guidelines 

for the inclusion of women and mi-

norities in clinical research. She 

made a well-informed and forceful effort to 

persuade research communities to include 

women in clinical trials, a necessity for im-

proving the health of women. The law was 

not passed under the George H. W. Bush 

administration but was quickly enacted in 

early 1993 under President Bill Clinton. 

In 1994, Slaughter coauthored the Vio-

lence Against Women Act, which aimed to 

combat all forms of violence toward women, 

including stalking and physical and sexual 

abuse. In another forward-looking step, 

Slaughter began in 1995 to press for the Ge-

netic Information Nondiscrimination Act, 

which aimed to prevent employers and in-

surers from discriminating based on predis-

positions to diseases identified by genetic 

tests. The law was finally enacted in 2008.

Slaughter was a member of the House 

Budget Committee and rose to be chair of the 

powerful Rules Committee. In 1991 and 1992, 

she was the only Democratic woman on ei-

ther of these committees, and she worked 

in conjunction with women’s groups to get 

women’s health research funded. Her persis-

tence ensured that in 1996, more than $526 

million was earmarked for women’s health, 

especially breast cancer research. Slaughter 

joined the bipartisan Congressional Caucus 

for Women’s Issues in her first term and 

became chair of its Task Force on Women’s 

Health in 1993. She was serving as cochair of 

the Congressional Pro-Choice Caucus when 

she died.

Slaughter was a passionate advocate of Ti-

tle IX and challenges faced by women in the 

military. She never wavered in her support 

of Title IX of the Education Act and issues 

related to girls and women in athletic activi-

ties. As recently as last year, she introduced 

legislation to strengthen Title IX. The legis-

lation created a series of steps to handle gen-

der issues in federally funded institutions. 

Starting in 2009, my organization—the Soci-

ety for Women’s Health Research (SWHR)—

worked with Slaughter on health care for 

U.S. servicewomen. In 2013, she introduced 

an important piece of legislation: The Mili-

tary Access to Reproductive Care and Health 

(MARCH) for Military Women Act. If passed, 

the legislation would help female military 

personnel by abolishing the ban on abor-

tions at military hospitals.

I first met Slaughter in 1990 when I was 

working with others passionate about wom-

en’s health to form SWHR. We met with 

the Congressional Caucus for Women’s Is-

sues and had many working lunches during 

which we exchanged information and views. 

A good and active listener, she would quickly 

summarize the information, ask pointed 

questions, and indicate where she thought 

legislation could help, always with a twinkle 

in her eye. She knew I worked at NIH on 

reproductive health issues and frequently 

asked about what NIH was doing to fund ex-

citing research in that area. Slaughter 

knew everyone who was working for 

women’s health. She always greeted 

me as though I were her best friend, 

and although I knew she had many 

“best friends,” I was touched. As a 

woman physician, a specialist in ob-

stetrics and gynecology, and a scien-

tist and researcher, I was committed 

to improving women’s health, but it 

was unusual and heartening to meet 

a legislator who felt the same way. 

Slaughter gave her full support to 

SWHR, along with many other advo-

cacy organizations. She worked with 

us to push Congress for more fund-

ing, often asked for our input, and 

facilitated fruitful alliances among 

organizations seeking to improve 

women’s health. 

The legacy of Representative Lou-

ise McIntosh Slaughter is broad and 

significant, and SWHR, the National 

Breast Cancer Coalition, and many 

others owe her a large debt. Her per-

sonal success in Congress, her deep under-

standing of the importance of health issues, 

and her commitment to women’s health have 

changed our nation for the better. 

It is a tragedy that Slaughter fell at home 

and died days later. The Centers for Disease 

Control and Prevention says that falls are a 

leading cause of injury and death in older 

Americans and that women fall more often 

than men. It is up to us to fight for more re-

search into the cause and prevention of falls 

in our senior population because, as Repre-

sentative Slaughter would have said, it is the 

“smart thing to do.” j

10.1126/science.aat8795
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By Luca Marelli1* and Giuseppe Testa1,2

O
n 25 May 2018, the European Union 

(EU) regulation 2016/679 on data pro-

tection, also known as the General 

Data Protection Regulation (GDPR), 

will take effect. The GDPR, which re-

peals previous European legislation 

on data protection (Directive 95/46/EC) (1), 

is bound to have major effects on biomedi-

cal research and digital health technologies, 

in Europe and beyond, given the global reach 

of EU-based research and the prominence of 

international research networks requiring in-

teroperability of standards. Here we describe 

ways in which the GDPR will become a criti-

cal tool to structure flexible governance for 

data protection. As a timely forecast for its 

potential impact, we analyze the implications 

of the GDPR in an ongoing paradigmatic le-

gal controversy involving the database origi-

nally assembled by one of the world’s first 

genomic biobanks, Shardna.

The GDPR set out to harmonize data pro-

tection legislation in the EU, with the twofold 

aim of affording citizens increased protec-

tion and empowerment over personal data 

[Art. 1(2)], while also enhancing the circula-

tion of those data within the EU [Art. 1(3)]. 

This is geared to provide regulatory support 

for the establishment of a full-fledged Digi-

tal Single Market—a policy cornerstone of 

the European Commission under President 

Jean-Claude Juncker. At its core, along with 

conferring new rights to data subjects [such 

as the “right to be forgotten” (Art. 17) and 

the right to data portability (Art. 20)], the 

GDPR adopts a risk-based, context-specific 

approach meant to ensure that appropriate 

data-protection measures are designed and 

implemented throughout the entirety of the 

processing activities (as enshrined in the 

“data protection by design and by default” 

principle, Art. 25). To this end, the GDPR pro-

motes the responsibility of data controllers 

[Arts. 5(2) and 24], and it introduces new, de-

centralized modes of accountability (Art. 40). 

Additionally, the GDPR lays down specific 

provisions for the processing of sensitive data 

(Art. 9) for scientific research purposes (Art. 

89), requiring organizational and technical 

safeguards, such as data pseudonymization, 

and mandating the designation of a data pro-

tection officer in case large-scale and system-

atic processing of sensitive data occurs (Arts. 

37 to 39).

GOVERNING “BIG-DATA” BIOMEDICINE

Regulatory challenges of big-data bio-

medicine pivot around (i) the inherently 

open-ended potential of data, whose digi-

tal compatibility makes them valuable 

for research pursuits that may be wholly 

disjoined from the original project within 

which samples or data were gathered, thus 

undermining the classical rationale for 

“informed consent”; and (ii) the increasing 

resolution and scope of data across the full 

range of digitized human features (from 

genomes to social networks’ logs), with 

the ensuing and often self-proclaimed ero-

sion of privacy (2). Responses have come 

broadly in two flavors, both aiming for 

technical fixes, though at different levels of 

technological engagement. 

The first includes attempts to solve the 

conundrums of the digital age by resorting 

to yet more complex digitization, as in the 

recent example of secure multiparty com-

putation that enabled genomic diagnosis 

while preserving participants’ privacy (3). 

The second resorts instead to one of the 

defining human technologies of our time, 

that is, governance, meant as the reconfigu-

ration of power structures through proce-

dural architectures and distributed agency 

(4), as in the proposal of trust-building 

techniques to skirt the zero-sum game of 

data privacy versus data utility by shifting 

emphasis from the issue of privacy, per se, 

to the  acquisition of control over data and 

trust in their holders (5). 

As one of us has empirically shown (4), 

governance mechanisms have been central to 

the rise of contemporary biomedicine, as well 

as to the shaping of European science policy 

(6), by virtue of their mutually reinforcing 

constitutive tenets: (i) a partial retreat of 

state powers and governing bodies vis-à-vis 

the advance of market forces and a plurality 

of heterogeneous “stakeholders,” ushering in 

a substantial reshaping of decision-making 

(“decentralization”); and (ii) the increased 

reliance on soft-rule instruments—such as 

standards, codes of conduct, and ethical 

thresholds—in place of more rigid forms of 

legislative interventions (“standardization”). 

Both of these features, in turn, have been in-

tegral to the structuring of the GDPR.

DECENTRALIZATION

Notwithstanding its binding nature and 

heavy sanctionatory regime [up to 20 mil-

lion Euros, or 4% of a company’s yearly 

global revenues, in case of noncompliance 

(Art. 83)], the GDPR decentralizes by dele-

gating responsibility from national and EU 

authorities to data controllers (that is, the 

persons, companies, associations, or other 

entities that are in control of personal-data 

processing). As enshrined in the “account-

ability principle” [Arts. 5(2) and 24], con-

trollers are required to adopt a proactive 

approach toward data protection and are 

responsible for the ex ante assessment, the 

implementation, and the post hoc verifica-

tion of appropriate measures to ensure and 

demonstrate that data processing complies 

with the GDPR. 

In providing coarse-grained guidance as 

to what measures fulfill a controller’s obliga-

tions, and in making the determination of 

those measures dependent on the “nature, 

scope, context and purposes” of the relevant 

processing (Art. 24), the GDPR is set to pro-

mote a controller-based, case-sensitive, and 

context-specific approach to data protection. 

This marks a transition from a “paternalistic” 

to an “autonomy-based” regime in European 

data protection—in a fashion anecdotally 

best captured by the remark, overheard at a 

meeting on privacy law, that “with the GDPR, 

the EU is living the 1960s of data protection.”

The shift toward a decentralized, con-

troller-anchored, and accountability-based 

model gains salience with respect to sec-

ondary research, especially considering the 

emergence of “dynamic knowledge reposi-

tories” proposed as key enablers of “high 

definition medicine” (7). Article 5(1)(b) states 

that further data processing for scientific re-

search “shall not be considered to be incom-

patible with the initial purposes” for which 

personal data were originally collected. In 

addition, the GDPR introduces criteria for 

compatibility assessment [Art. 6(4)], to be 

carried out by the data controller, which 

aims at ascertaining, on a case-by-case basis, 
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whether the further processing of personal 

data (without the data subject’s consent), 

is compatible with the initial purpose for 

which data were originally collected. Factors 

to be taken into account for this “compatibil-

ity test” include “the nature of the personal 

data, in particular whether special catego-

ries of personal data are processed” [Art. 

6(4)(c)]; “any link between the purposes for 

which the personal data have been collected 

and the purposes of the intended further 

processing” [Art. 6(4)(a)]; “the reasonable 

expectations of data subjects on the basis of 

their relationship with the controller as to 

their further use” (Recital 50); and “the con-

text in which the personal data have been 

collected” [Art. 6(4)(b)].

STANDARDIZATION

Such flexibility in data processing extends 

to the foundational tenet of human bio-

medical research—informed consent. Al-

though the GDPR requires “specific [and] 

informed” consent of the data subject [Art. 

6(1)(a) and Recital 32], it recognizes that 

researchers may face the impossibility of 

fully identifying all potential future re-

search purposes at the time of data collec-

tion. Accordingly, Recital 33 states that, if 

too specific a consent would impinge on the 

purpose of research, “data subjects should 

be allowed to give their consent to certain 

areas of scientific research when in keeping 

with recognized ethical standards for scien-

tific research.” 

This key provision, which intersects still 

unsettled bioethical debates on the appro-

priate modes of informed consent, has two 

major implications. First, dispelling concerns 

voiced in relation to previous drafts of the 

GDPR suggesting otherwise (8, 9), it lends 

the full legislative weight of the GDPR in sup-

port of broad consent whenever the criterion 

of specific consent for specific research use at 

the moment of data collection proves impos-

sible to satisfy, as in the case of biobanking. 

Interestingly, the Article 29 Working 

Party (the current EU data protection advi-

sory body) recently issued further clarifying 

guidelines on the notion of consent in the 

GDPR (10). These guidelines reaffirm, as 

the default option, the requirement for spe-

cific consent. At the same time, they avoid a 

collision course with Recital 33 by treading 

a thin line between research purposes that, 

while being required to be “well-described,” 

ought not always be “fully specified.” In such 

cases, additional safeguards that could offset 

the lack of a specified purpose are recom-

mended (such as provision of a comprehen-

sive research plan before commencement of 

a project and/or increased transparency on 

its development to allow participants to exer-

cise their right to withdraw consent). While 

submitting the flexible approach of Recital 

33 to a “stricter interpretation” and “high de-

gree of scrutiny,” this interpretative guidance 

paves the way for controllers to avail them-

selves of broad consent whenever required by 

the intended research purposes. 

Second, the provision contained in Recital 

33 bestows on institutionalized ethics (that 

is, ethics committees’ guidelines, along with 

other soft-law instruments such as profes-

sional codes of conduct, compare also Art. 

40) an enhanced role in defining the scope of 

data processing for scientific research. More 

broadly, this role is enhanced in establishing 

general standards of practice that research 

with human biospecimens has been (as of 

yet) largely eschewing, given the absence of 

binding legislative requirements comparable 

to those regulating clinical research. 

This is likely to heighten the relevance 

of the crucial, though still scholarly un-

dertheorized, policy-making role of review 

boards and ethics committees. It also places 

increased emphasis on the ongoing effort 

lead by BBMRI-ERIC (the EU Biobanking 

and BioMolecular resources Research Infra-

structure–European Research Infrastructure 

Consortium), involving major research or-

ganizations, patient advocacy groups, and 

industrial representatives, to develop a com-

prehensive code of conduct for the processing 

of personal data in health research (http://

code-of-conduct-for-health-research.eu/). 

This code is envisioned as the reference stan-

dard in the field, enabling international har-

monization in the EU and possibly beyond. 

However, it remains to be seen whether  the 

concrete implementation of the GDPR will 

allow such sweeping reach by a single code 

of conduct. Or whether, on the contrary, the 

GDPR’s enhanced investment in institution-
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alized ethics will end up promoting regula-

tory fragmentation through a proliferation of 

approaches by local ethics committees.

TESTING THE GDPR

For the data protection–versus–data utility 

conundrum, the implementation of a flexi-

ble regime of governance for European data 

protection, in place of rigid homogenizing 

provisions (and notwithstanding the possi-

bility that Member States introduce further 

provisions for the processing of genetic and 

health-related data [Art. 9(4)], has ambiva-

lent implications.

On one hand, in addition to controllers’ 

discretionary prerogatives, the GDPR up-

holds a far-reaching “research exemption” 

to the strict limitations otherwise imposed 

on the processing of sensitive data, relax-

ing requirements for consent [Art. 9(2)

( j)], further processing [Art. 5(1)(b)], and 

data storage [Art. 5(1)(e)] (11). The reach 

of this research exemption is magnified by 

the adoption, as per Recital 159, of  an ex-

ceedingly broad definition of activities fall-

ing under the rubric of “scientific research,” 

including “technological development and 

demonstration,” “applied research,” and 

“privately funded research.” Through the 

combination of these provisions, controllers 

such as pharmaceutical, direct-to-consumer 

genetic testing, and digital technologies 

companies, claiming to process (sensitive) 

personal data within the scope of scientific 

research activities, stand to benefit directly 

from a major regulatory leeway in favor of 

data controllers over data subjects (11). 

On the other hand, the context-sensitive 

approach entailed by mechanisms such 

as the compatibility test, as well as the en-

hanced role assigned to institutionalized 

ethics, could be seen—and harnessed accord-

ingly—as laying down the conditions for in-

creased protection of data subjects and the 

promotion of their substantive, rather than 

merely tokenistic, engagement in research. 

This can be exemplified in reference to 

the landmark first-instance ruling of the 

Tribunal of Cagliari (Italy) (12) that over-

turned a decision by the Italian Data Pro-

tection Authority (DPA) (13)—the first time 

ever by an Italian court—that had halted 

the activities of the United Kingdom–based 

Tiziana Life Sciences Plc. with the Shardna 

SpA database. Shardna was an Italian ge-

nomic biobank that stored genetic, health, 

and genealogical data (the latter collected 

from municipal and parish records archived 

over 4 centuries) of around 12,000 geneti-

cally interrelated residents from Ogliastra, 

an isolated region in Sardinia, Italy, known 

for being one of the world’s few “blue zones,” 

areas with a high prevalence of centenar-

ians. Shardna was purchased by Tiziana in 

2016 amid arguments in local communities, 

including research participants seeking to 

halt the foreign and for-profit acquisition of 

Shardna’s database (14).

The decision of the Italian DPA to impose 

an interim block to Tiziana’s processing was 

made on the basis that Tiziana, as the new 

data controller, had to (i) inform data sub-

jects “of the change of data controller, and 

the further data processing for scientific re-

search purposes in the field of medical ge-

netics that the new controller may intend to 

carry out” and (ii) recollect consent from all 

data subjects whose information was stored 

in the Shardna database (13). The Tribunal 

of Cagliari instead ruled such a provision 

“exorbitant” given that the new data control-

ler “pursues the same purposes of Shardna,” 

namely, “scientific research purposes for 

which consent had been given” (12).

Although both the decision of the DPA and 

the ruling that overturned it unfolded with 

Italian data protection legislation still in 

place (15), the appeal judgment is expected 

to occur under the GDPR regime. Though 

full disentanglement of its legal complexity 

is beyond the scope of this paper, we argue 

that adjudication of this case is poised to re-

volve around the assessment of whether the 

change in data controller entails (i) a further 

processing of personal data, (ii) whose scope 

is not compatible with the original purpose 

for which consent had been obtained. Such 

assessment will arguably lead to the conclu-

sion that it is highly implausible that Tiziana 

will not conduct further processing on the 

data set originally assembled by Shardna to 

advance its own research programs in oncol-

ogy and immunology, irrespective of whether 

it (dis)continues the lines of research origi-

nally initiated by Shardna. 

Assessing the compatibility of such further 

processing will require unpacking the ab-

stract notion of scientific research (the stated 

purpose of the processing carried out by both 

Shardna and Tiziana). This will involve scru-

tinizing the research endeavors pursued by 

the two organizations, recognizing the sub-

stantial differences not only in their research 

programs and goals but also in terms of their 

respective governance arrangements, values, 

and aspirations. Shardna was established 

as a locally owned and governed biobank, 

strongly rooted in Ogliastra’s communities 

(the name itself recalls the Shardana popula-

tion inhabiting Sardinia in the Bronze Age). 

As such, it was able to achieve high recruit-

ment rates in the local population (14) for its 

research programs focused on the genetics of 

multifactorial diseases typical of Ogliastra, 

and thus of primarily, albeit not exclusively, 

local relevance (12). By contrast, Tiziana is 

an international, profit-oriented biotech 

company with a distinct research focus, with 

feeble ties to the local communities engaged 

in research. Consequently, irrespective of 

how “broad” the original consent given to 

Shardna was, a cogent case could be made 

that the relationship between data subjects 

and the controller—a key criterion identified 

by the GDPR to determine compatibility of 

further processing—has been considerably 

altered upon the change in data control-

ler. This could be argued to make further 

processing incompatible with the original 

purpose, thus requiring reconsenting of re-

search participants. 

Whatever its outcome, this case is an ex-

emplary testing ground because its adjudi-

cation is bound to set jurisprudence for two 

central issues in contemporary biomedicine 

that the GDPR, in its bottom-up valoriza-

tion of context, leaves open to interpretive 

ingenuity: the reuse of personal data upon a 

change in the property of biobanks and data 

repositories and what the relevant demarca-

tions to be traced are, in the age of big data, 

within the category of scientific research in 

its ever increasing interdependence with 

other socioeconomic domains. Collective 

engagement with the versatility of this leg-

islative tool by European scientists and citi-

zens will thus be key to ensure its impact is 

scientifically and socially robust. 

In conclusion, translating into practice 

the tensions between greater freedom and 

greater accountability of research defines 

the very scope of the GDPR and, more 

broadly, of the EU’s experimenting with the 

governance of technoscience. j
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arlo Rovelli, best-selling author of 

Seven Brief Lessons on Physics, is 

back with a new book, The Order of 

Time. This latest venture offers in-

sight into the notion of time, includ-

ing narratives on how our 

understanding of the concept has 

changed from antiquity to the 

present, as well as a concise up-

date on how time is understood 

today through the lens of quan-

tum mechanics.

Ordered into three parts in 

which Rovelli, a theoretical 

physicist and philosopher, grad-

ually deconstructs and rebuilds 

our picture of time, the book is 

a nice follow-up to his last title, 

Reality Is Not What It Seems. In that book, 

the author briefly explored what his work 

on quantum gravity implies about the con-

cept of time but left the topic open for fur-

ther thought. 

This book leads on by tackling some of 

the most fundamental questions one could 

PHYSICS 

A quantum physicist reveals why time is not 
as simple as it seems

By Conor Purcell

B O O K S  e t  a l .

Deconstructing time

ask about the nature of the universe: “Why 

do we remember the past and not the fu-

ture? Do we exist in time, or does time exist 

in us? What does it really mean to say that 

time ‘passes’?”

From Aristotle and Newton to Einstein, 

who first made the connection between 

space-time and the gravita-

tional field, Rovelli explains that 

there can be no clear concept of 

the present everywhere in the 

universe. “There is no special 

moment on Proxima b that cor-

responds to what constitutes 

the present here and now,” he 

writes. “In my opinion, [this] is 

the most astounding conclusion 

arrived at in the whole of con-

temporary physics.” 

In an interview with the au-

thor, conducted for this review, he summa-

rized the take-home message of the book as 

follows: “Time is not a single notion; it is 

multifaceted, and to study it scientifically, 

we must disentangle it.” As a means of do-

ing so, Rovelli takes readers on a journey 

into the field of quantum gravity, his own 

area of expertise. His ideas are both built 

on Einstein’s but also—because of the na-

ture of quantum mechanics—somewhat in 

rejection of them. 

Rovelli maintains that our experience of 

time owes to a blurred, macroscopic per-

spective of the world that we encounter as 

human beings. “The distinction between 

past and future is tied to this blurring and 

would disappear if we were able to see 

the microscopic molecular activity of the 

world,” he argued during our interview. In 

other words, the past and the future are 

equally determinable at the molecular level. 

In an interesting chapter entitled “The 

inadequacy of grammar,” Rovelli looks at 

how language has affected the way we think 

about time. “We say that an event ‘is,’ or 

‘has been,’ or ‘will be,’” he writes. “We do 

not have a grammar adapted to say that an 

event ‘has been’ in relation to me but ‘is’ in 

relation to you.” Rejecting the notion of an 

“objective global present,” he argues that if 

grammar is too imprecise to describe real-

ity, we must change it. 

Rovelli also looks in detail at the nature 

of entropy, arguing that it, too, is multifac-

eted and should be considered relativisti-

cally. “The entropy of the world does not 

depend only on the configuration of the 

world,” he writes in a chapter entitled “Per-

spective.” “[I]t also depends on the way in 

which we are blurring the world, and this 

depends on what the variables of the world 

are that we interact with.”

Where other writers struggle to get their 

complex ideas across, Rovelli introduces 

profound notions with ease, using simple 

but evocative language. “The absence of 

time does not mean … that everything is 

frozen and unmoving,” he writes, for ex-

ample, in chapter 6. “It means that the in-

cessant happening that wearies the world is 

not ordered along a time line, is not mea-

sured by a gigantic ticktocking.” 

He also has a knack for mixing his seri-

ous enterprise with a sense of humor. “The 

events of the world do not form an orderly 

queue, like the English,” he writes. “They 

crowd around chaotically, like Italians.” 

Ultimately, Rovelli believes that the 

multifaceted nature of time will become a 

universally acknowledged truth and that 

our current conceptions of time will be 

cast aside. “One after another,” he writes, 

“the characteristic features of time have 

proved to be approximations, mistakes de-

termined by our perspective, just like the 

flatness of the Earth or the revolving of 

the sun.” 

Like most astounding truths that have 

been revealed, these new ideas will likely be 

hard to accept at first, too. j

10.1126/science.aat2751

Einstein’s exposure to railway clock synchronization 

patents may have informed his later theories.

The reviewer is a science journalist and founding editor 
of www.wideorbits.com. He can be found on Twitter at 
@ConorPPurcell. Email: purcelcp@tcd.ie
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n 23 June 2009, after closing time, 

Edwin Rist broke a pane of glass 

at the back of the Natural History 

Museum at Tring, in Hertfordshire, 

U.K., and lowered himself into the 

quiet, darkened building. Within a 

few hours, he had hauled armfuls of bird 

skins—some of which had been collected 

more than a century earlier—from drawers 

and stowed them in a cavernous suitcase 

on wheels. Rist walked through the dark-

ness to the train station, caught the 3:54 

a.m. train to London, and disap-

peared. The Feather Thief by Kirk 

Wallace Johnson is a true and 

carefully researched account of 

Rist’s incredible theft and what 

came afterward. 

In 2011, Johnson was fly-fishing 

for trout in the Sangre de Cristo 

mountains of New Mexico when 

his guide told him about the bird 

heist. A few years before, while 

working for the U.S. Agency for 

International Development, John-

son had overseen the postwar re-

construction of Fallujah, in Iraq. 

After falling from a window in a 

posttraumatic stress disorder–in-

duced dream state, he returned to 

the United States to recover, later 

establishing the List Project—a 

nonprofit effort to relocate Iraqis 

who had assisted the U.S. forces in Iraq. 

Johnson was tired and frustrated and 

needed a distraction. Enter Edwin Rist, an 

odd, lanky American flute prodigy. 

The avian collection at the Natural His-

tory Museum at Tring is vast. It contains 

almost a million bird skins, 15,000 skel-

etons, 17,000 birds preserved in fluid, 4000 

bird nests, and about 400,000 eggs. Rist’s 

theft wasn’t even discovered for a month.

Increasingly, natural history collections 

have to find newer and more sophisticated 

ways to protect their holdings. In 2016, 

more than a dozen members of the Dead 

Zoo Gang were convicted in British courts 

of selling rhinoceros horns stolen from 

museums on the black market. Elsewhere, 

irreplaceable fossils have disappeared; 

rare bird eggs have been taken; shell col-

lections have been ransacked. 

Brightly colored and endangered in life, 

the specimens Rist took—299 in total— were 

irreplaceable. Many of them had been col-

lected by Alfred Russel Wallace in the 1850s: 

birds of paradise, red-ruffed fruitcrows, 

spangled cotingas, resplendent quetzals. 

A contemporary of Charles Darwin’s, 

Wallace had dodged death countless times 

for the birds. But their theft was made 

worse by what Rist intended to do with 

them: He planned to dismantle them. 

This is where the story takes an unex-

pected and entertaining swerve. Rist, we 

learn, planned to sell the feathers into the 

strange shadowy world of Victorian fly-

tying to be used as raw materials.

Years earlier, as a teenager in upstate 

New York, Rist—homeschooled and so-

cially awkward—had become a world-

renowned fly-tyer. He videotaped himself 

creating his elaborate patterns, posting 

them online to global  oohs  and  aahs. He 

was invited to conventions to tie flies 

before rapt audiences. In that world, he 

was a global star.

The feathers Rist extracted from the spec-

imens he stole eventually made it across the 

world—via eBay, through online bulletin 

boards, and sold in person at fly-tying con-

ventions. Once they were separated from 

their biodata, the birds became worthless 

to science. 

But a determined Johnson spent years 

trying to track down the remaining intact 

birds and their feathers, a tattered list of 

which he always kept in his pocket. Per-

haps, he thought, if he found specimens 

with their labels attached, he could return 

them to the museum.

Johnson is a careful guide. He attends 

the fly-tying conventions. He meets the 

tight-lipped men who want the 

feathers. He flies to Dusseldorf 

and Sweden to interview fly-ty-

ers, and some of Rist’s possible 

accomplices, all with his list in 

his pocket. 

Rist had performed at the Lon-

don Royal Academy of Music hours 

before the break-in on 23 June. He 

intended to buy a new flute with 

the proceeds from the sale of the 

feathers. Instead, he received a 

12-month suspended prison sen-

tence and was fined £125,150 un-

der the Proceeds of Crime Act.  He 

avoided harsher punishment with 

a somewhat controversial defense: 

that he has autism spectrum disor-

der. (Not all were convinced.) 

Out on the fringes of modern 

society, there are strange worlds 

that most of us don’t glimpse. The world of 

fly-tying is one of them; the quiet monas-

tic storage rooms of natural history collec-

tions are another. The people who populate 

these spaces are shadows to us, too, until 

someone like Johnson lifts the veil.

The Feather Thief is an uncommon book. 

It could have been about nothing more than 

an ill person who did an odd thing. But it’s 

not. It entertains while it educates. It in-

forms and enlightens. It’s a heist story that 

manages to underline the enduring and 

continuing importance of natural history 

collections and their incredible value to sci-

ence. We need more books like this one. j

10.1126/science.aas9050

MUSEUM SCIENCE

By Christopher Kemp

A fly-tying flutist’s bizarre theft highlights 
the importance of natural history collections

Feathers from rare birds are prized in some fly-fishing communities. 

INSIGHTS   |   BOOKS

The Feather Thief

Beauty, Obsession, and 

the Natural History Heist 

of the Century

Kirk Wallace Johnson
Viking, 2018. 336 pp.
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The sugar industry’s 
influence on policy
In the Policy Forum “Was there ever really 

a ‘sugar conspiracy’?” (16 February, p. 747), 

D. M. Johns and G. M. Oppenheimer based 

their criticism of our research on news 

stories, press releases, a podcast, and a 

commentary, not our peer-reviewed papers 

(1, 2). Contrary to their assertions, our pub-

lications do indeed “focus on the evidence” 

and “follow the data.” 

Our JAMA Internal Medicine paper 

(1) demonstrated that Harvard nutrition 

researchers McGandy, Hegsted, and Stare 

used a double standard when critiqu-

ing the epidemiologic, experimental, and 

mechanistic evidence linking sugar to heart 

disease in their Sugar Research Foundation 

(SRF)–funded 1967 New England Journal of 

Medicine review (3, 4). Hegsted’s beliefs and 

publications that were unfavorable to his 

meat and dairy industry sponsors have no 

bearing on our conclusions about the bias 

in his review on the health effects of sugar. 

Johns and Oppenheimer attempt to put 

the research in the context of the time, but 

“logic and tools” and “norms and standards” 

have always called upon scientists to apply 

objective criteria when evaluating evidence.  

We did not conclude that McGandy et al.’s 

review “meaningfully shaped the course of 

dietary science and policy,” as asserted by 

Johns and Oppenheimer. Rather, we con-

cluded that the sugar industry’s sponsorship 

of this review, together with other historical 

and current evidence (5–8), suggests that 

the industry may have a long history of 

influence. Our recent PLOS Biology paper 

(2) further documented how SRF terminated 

funding for and failed to disclose or follow 

up on preliminary data in the 1970s that 

strengthened the emerging case—borne out 

by subsequent research (9)—that elevated 

triglycerides are a cardiometabolic risk fac-

tor and that sugar raises triglycerides. 

Efforts to understand the impact of SRF’s 

research program, which dates to 1943 (10), 

are hardly “ahistorical,” a “conspiratorial 

narrative,” or a “fallacy of emphasizing the 

machinations of one commodity sector.” 

Rather, they are a necessary step to provid-

ing critical context about these industries, 

which is currently missing from historical 

accounts and policy discussions. 

C. Kearns,1,2* L. Schmidt,1,3,4 

D. Apollonio,1,5,6,7 S. Glantz1,3,6,7,8

1Philip R. Lee Institute for Health Policy Studies, 

Edited by Jennifer Sills

In 1961, when this photo was taken, the relative 

health risks of sugar and fat remained unclear.
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lines/dga2015/comments/readCommentDetails.
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Response
Kearns et al. suggest that our critique is 

based on news stories rather than their 

peer-reviewed papers, and they claim that 

they did not conclude that a sugar 

industry–backed review published by 

Harvard nutritionists in 1967 meaningfully 

shaped the course of dietary science and 

policy. Our Policy Forum is based on archi-

val research, secondary sources, and oral 

history and is a response to a newly popular 

narrative suggesting that the low-fat cam-

paign of the 1980s was shaped by corrupt 

industrial and scientific forces—a revision-

ist depiction to which the publications of 

Kearns et al. have notably contributed (1, 2). 

In interviews (3) and comments to journal-

ists, Kearns et al. have suggested repeatedly 

that the Harvard scientists’ “very influential 

review” (4) helped to “derail the discussion 

about sugar for decades” (5) and “delayed 

the development of a scientific consensus 

on sugar-heart disease for decades” (6). We 

think that authors are responsible for their 

own words, regardless of where they appear.

Kearns et al. argue that the Harvard 

nutritionists used a “double standard” when 

reviewing the evidence linking sugar and 

heart disease, and they assert that the beliefs 

and track records of the Harvard scientists 

have “no bearing” on their conclusion that 

the review was “biased.” But as our Policy 

Forum demonstrated, the sponsored review 

emerged directly from a landmark study 

the Harvard scientists had just completed, 

with support from the dairy industry, that 

confirmed their longstanding beliefs that 
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saturated fats were the central dietary risk 

factor in heart disease and that sugar had 

little effect. It was this data-driven perspec-

tive—which ran against the interests of their 

dairy industry sponsors—that subsequently 

attracted the attention of the sugar industry.

It would be surprising if the Harvard 

nutritionists’ scientific perspective on the 

health risks of fat and sugar did not pervade 

their own narrative review. The Institute 

of Medicine has recognized that “intellec-

tual preconceptions and previously stated 

positions” can shape expert analyses (7). 

The very rationale advanced by pioneers 

in the “evidence-based” movement for 

replacing narrative reviews with systematic 

reviews was that narrative reviews tended 

to reflect the intellectual commitments of 

their authors (8–10). A typical narrative 

review dating from the mid-1960s would 

combine findings from published research 

with expert opinion. Yet Kearns et al. 

have chosen to dismiss the expert beliefs, 

scientific track records, and other funders 

of the Harvard investigators as having no 

relevance, while narrating in detail any 

interactions with the sugar industry. Here 

is a double standard—a one-sided and 

ahistorical appraisal. Kearns et al. have 

presented no evidence showing that the 

Harvard group’s review would have been 

different in the absence of sugar industry 

support, particularly in light of their previ-

ous documented willingness to produce 

findings unfavorable to their sponsors. 

We agree with Kearns et al. that analyses 

of the legacy of the sugar industry’s research 

program are needed. However, insights 

gained from archival documents that 

provide only a “narrow window” (1) into 

the activities of one commodity sector must 

be weighed alongside evidence from other 

commercial, nonprofit, and governmental 

actors and carefully contextualized within 

the period under study. Our analysis shows 

that industry-academy collaborations were 

normative in the mid-1960s. The American 

Heart Association had already told all 

Americans to limit intake of saturated fat, 

whereas the sugar theory had barely gotten 

off the ground. Cross-sectional analyses of 

narrow slices of the past do not provide an 

adequate basis for historical interpretation.
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Linguistics’ role in the 
right to education
In primary schools across the world, 40% of 

students must learn all academic subjects, 

including how to read, in a language that 

they do not speak fluently (1). Excluding 

students’ native languages from the class-

room leads to academic failure for hundreds 

of millions of children throughout the 

world (1), contributes to their communities’  

socioeconomic underdevelopment (2), and 

violates their human rights (3).

Postcolonial communities in the 

Caribbean, Latin America, Africa, Asia, and 

the Pacific are most likely to subject their 

students to instruction in a non-native lan-

guage (4). This correlation is no accident: 

The exclusion of noncolonial languages in 

education is one of the most insidious tools 

of class-based and geopolitical power strug-

gles in colonial and postcolonial societies 

(5). In Haiti, for example, French is spoken 

fluently by no more than 5% of the popula-

tion (6), whereas Haitian Creole (“Kreyòl”) 

is spoken by virtually everyone. Yet French 

is the primary language of formal educa-

tion. This language barrier has handicapped 

generations of students who speak only 

Kreyòl and has contributed to Haiti’s status 

as one of three countries with the highest 

levels of inequity in the world (7). 

Hawaii can serve as a model for a way 

forward. Hawaii has a successful language-

immersion program with high enrollment 

of indigenous children whose first language 

is Hawaiian (8). The immersion schools 

have enhanced the students’ learning gains, 

including the learning of second lan-

guages such as English (8). Through recent 

legislation that strengthens education in 

noncolonial languages (9), the United States 

is expanding language-immersion and 

dual-language education to include Native 

American and other minority languages 

(10). These models should be extended to 

communities worldwide. One crucial step 

is to develop high-quality active-learning 

methods and resources for teaching in every 

student’s native language [e.g., (11)].

Access to education in all languages, 

including those of disadvantaged communi-

ties whose languages have been excluded 

in education, will allow everyone to “enjoy 

the benefits of scientific progress and its 

applications,” as provided by Article 15 of 

the International Covenant on Economic, 

Social, and Cultural Rights (12). To accom-

plish this goal, we need more research and 

international collaboration among linguists, 

scientists, mathematicians, engineers, and 

educators. Together, we can work to include 

noncolonial languages in the design of 

high-quality educational resources that 

enhance active learning and are anchored 

in local culture and local needs. Academic 

and government leaders, as well as granting 

agencies and international organizations, 

can help encourage and fund such research.   

Michel DeGraff
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EDITOR’S NOTE 

“Joint statement on EPA proposed rule and 

public availability of data” by J. Berg, P. 

Campbell, V. Kiermer, N. Raikhel, D. Sweet, 

Science 360, eaau0116 (2018). Published 

online 4 May 2018 (First Release 30 April 

2018); 10.1126/science.aau0116
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DASH/Dam1c makes 
rings around microtubules  
Jenni and Harrison, p. 552

Edited by Caroline Ash
I N  SC IENCE  J O U R NA L S

NANOMATERIALS

Retrosynthesizing 
complex nanostructures
The solution synthesis of complex 

and asymmetric nanostructures 

is still challenging. For many appli-

cations, it will be important to gain 

simultaneous control over particle 

size and morphology, constituent 

materials, and internal interfaces. 

Fenton et al. have developed a 

strategy that mimics chemical 

retrosynthesis, starting with 

simple nanoparticle synthons—in 

this case, Cu
1.8

S nanoparticles, 

nanorods, and nanosheets. 

Various types of interfaces and 

junctions can be introduced, for 

example, by cation substitution. 

This intervention breaks the 

symmetry of the synthons and 

assembles them into higher-order 

structures. The nanostruc-

tures can thus be formed with 

asymmetric, patchy, porous, or 

sculpted regions. —PDS

Science, this issue p. 513

MEMBRANES

Turing structures 
at the nanoscale
Turing structures arise when 

imbalances in diffusion rates 

make a stable steady-state 

system sensitive to small het-

erogeneous perturbations. For 

example, Turing patterns occur 

in chemical reactions when a 

fast-moving inhibitor controls the 

motion of a slower-moving acti-

vator. Tan et al. grew polyamide 

membranes by using interfa-

cial polymerization, where the 

reactions occur at the interface 

between oil and water layers. The 

addition of polyvinyl alcohol to 

the aqueous phase reduced the 

diffusion of the monomer. This 

process generates membranes 

with more bumps, voids, and 

islands, which prove to be better 

for water desalination. —MSL

Science, this issue p. 518

SIV

Emptying the reservoir
Antiretroviral therapy can halt 

HIV-1 replication but cannot clear 

the hidden reservoirs of latent 

virus. Lim et al. treated simian 

immunodeficiency virus (SIV)–

infected rhesus macaques on 

antiretroviral therapy with up to 

19 doses of the Toll-like receptor 

7 agonists GS-986 or GS-9620. 

By the third dose, all macaques 

experienced transient SIV 

plasma viremia within 48 hours. 

 Dosing was also associated with 

activation of lymphocytes and 

reductions in SIV DNA in cells 

from the peripheral blood, lymph 

nodes, and gastrointestinal tract. 

When antiretroviral therapy   

ceased, two of nine treated 

macaques did not suffer rebound 

of virus and remained apparently 

virus-free and disease-free for 

more than 2 years. —OMS

Sci. Transl. Med. 10, eaao4521 (2018).

Red blood cells infected by malaria parasites

MALARIA

Saturating malaria 
mutagenesis

M
alaria is caused by eukaryotic 

Plasmodium spp. parasites that classically 

infect red blood cells. These are difficult 

organisms to investigate genetically 

because of their AT-rich genomes. Zhang 

et al. have exploited this peculiarity by using 

piggyBac transposon insertion sites to achieve 

saturation-level mutagenesis for identifying and 

ranking essential g enes and drug targets (see 

the Perspective by White and Rathod). Genes 

that are current candidates for drug targets 

were identified as essential, in contrast to many 

vaccine target genes. Notably, the proteasome 

degradation pathway was confirmed as a target 

for developing therapeutic interventions because 

of the several essential genes involved and the 

link to the mechanism of action of the current 

frontline drug, artemisinin. —CA

Science, this issue p. 506; see also p. 490
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PALEOGENOMICS

Relationships among 
North Africans
The general view is that 

Eurasians mostly descend from 

a single group of humans that 

dispersed outside of sub-Saha-

ran Africa around 50,000 to 

100,000 years ago. Present-day 

North Africans share a majority 

of their ancestry with present-

day Near Easterners, but not 

with sub-Saharan Africans. To 

investigate this conundrum, Van 

de Loosdrecht et al. sequenced 

high-quality DNA obtained from 

bone samples of seven indi-

viduals from Taforalt in eastern 

Morocco dating from the Later 

Stone Age, about 15,000 years 

ago. The Taforalt individuals 

were found to be most closely 

related to populations from the 

Near East (Natufians), with a 

third of their ancestry from sub-

Saharan Africa. No evidence 

was found for introgression 

with western Europeans, 

despite attribution to the 

Iberomaurusian culture. None 

of the present-day or ancient 

Holocene African groups are a 

good proxy for the sub-Saharan 

genetic component. —LMZ

Science, this issue p. 548

IMMUNOLOGY

PTEN prevents the 
cytokine storm
An uncontrolled infection leads 

to sepsis, in which excessive 

production of proinflamma-

tory cytokines, or a “cytokine 

storm,” can cause potentially 

fatal tissue damage and organ 

failure. Sisti et al. found that 

septic mice had increased 

expression of the mRNA 

encoding the lipid and pro-

tein phosphatase PTEN. Mice 

lacking PTEN in myeloid cells 

showed greater inflammation, 

tissue injury, and mortality 

from sepsis. PTEN activity in 

the nucleus of macrophages 

induced the production of 

microRNAs that targeted 

Myd88 mRNA, which encodes 

an adaptor protein required for 

cytokine production. —JFF

Sci. Signal. 11, eaai9085 (2018).

 SYSTEMS BIOLOGY

How to build a better 
morphogen gradient
To translate insights in devel-

opmental biology into medical 

applications, techniques are 

needed to ensure correct cell 

localization. Morphogen gradi-

ents allow precise and highly 

reproducible pattern formation 

during development. Through 

in vitro experiments and 

modeling, Li et al. tested the 

effects of unusual properties 

of Hedgehog (HH) signaling. 

The HH morphogen’s recep-

tor, Patched (PTCH), sends an 

inhibitory signal when no ligand 

is bound, which is relieved by 

ligand binding. PTCH also regu-

lates spatial distribution of the 

signal by sequestering the HH 

ligand. Furthermore, signaling 

through the receptor promotes 

synthesis of more inhibitory 

receptor. These characteristics 

help speed gradient formation 

and explain the robustness of 

the system to changes in the 

rate of morphogen production. 

—LBR

Science, this issue p. 543

PLANT SCIENCE

Multiple, diverse, 
and complex
Calcium currents character-

ize the developing pollen tube 

in the small mustard plant 

Arabidopsis and correlate with 

growth at the tip of the pollen 

tube. This system constitutes 

a practical model for screening 

for Ca2+-signaling mechanisms 

in plants. Wudick et al. analyzed 

multiple variants of glutamate 

receptor–like (GLR) channels 

and discovered that some work 

alone and others work in pairs 

or trios. Subcellular localization 

of GLRs is a complex response 

to CORNICHON sorting pro-

teins, which leave some GLRs 

at the plasma membrane and 

ferry others to internal calcium 

reservoirs. The calcium current 

at the tip of the growing pollen 

tube apparently integrates 

multiple intracellular currents. 

—PJH

Science, this issue p. 533

IMMUNOLOGY

Watching the 
clock in asthma
Asthma symptoms often show 

variations based on circadian 

rhythms. Ehlers et al. report 

that mice missing a functional 

circadian clock (Bmal1−/−) are 

more susceptible to acute bron-

chiolitis and chronic asthma-like 

inflammation after infection 

with Sendai virus. Similar, 

though less potent, effects were 

observed when wild-type mice 

were subjected to a chronic jet 

lag model. Concordantly, airway 

cells from human asthmatics 

show altered clock gene expres-

sion patterns. The disruption 

of circadian rhythms alters 

interferon-related antiviral 

responses and enhances the M2 

macrophage phenotype. Thus, 

one way that the circadian clock 

may play a role in some forms of 

asthma is by regulating immune 

responses to respiratory viral 

infections. Still uncertain is the 

role of these genes in other 

forms of the disease, including 

atopic asthma. —STS

Mucosal Immunol. 11, 97 (2018).

NEUROSCIENCE

Synaptic downscaling 
during “up” states
During slow-wave sleep, corti-

cal networks oscillate between 

periods of high activity, known as 

“up” states, and quieter peri-

ods, known as “down” states. 

González-Rueda et al. compared 

synaptic plasticity during up and 

down states in the mouse barrel 

cortex during slow-wave sleep–

like cortical dynamics. They 

studied connections between 

cortical layers 4 and 2/3 in young 

animals at postnatal days 16 

to 21. This age corresponds to 

the end of the critical period of 

development of these synapses. 

Plasticity rules were modulated 

by up states: Spike timing–

dependent synaptic potentiation 

was absent, and active synapses 

failing to contribute to postsyn-

aptic spiking were selectively 

depressed. This synaptic down-

scaling mechanism promotes 

the elimination of weak and the 

preservation of strong synapses, 

thus enhancing the signal-to-

noise ratio. —PRS

 Neuron 97, 1244 (2018).

IN OTHER JOURNALS Edited by Sacha Vignieri 

and Jesse Smith
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EDUCATION

You can’t be what 
you can’t see
Identity-based motivation 

 theory, which explains how 

people’s identities motivate 

them, is relevant in science, 

technology, engineering, and 

mathematics (STEM) education 

because the STEM professoriate 

traditionally leans male. Most 

research on this topic focuses on 

student achievement outcomes. 

Solanki and Xu instead exam-

ined the relationship between 

instructor gender and student 

nonperformance outcomes, 

such as behavioral engagement, 

academic self-efficacy, interest, 

and utility value. Pre- and post-

experience surveys from STEM 

gateway courses were analyzed, 

revealing a reduction in the gap 

between female and male stu-

dents’ course engagement and 

attitudes toward a STEM subject 

when a course was taught by a 

female instructor. Additionally, 

both female and male students 

were found to respond to 

instructor gender. Future studies 

should focus on understanding 

a marked reduction in host lipid 

droplets caused by Toxoplasma-

induced droplet autophagy 

(lipophagy). Fatty acid flux 

analysis revealed the path of 

fatty acids from the droplets to 

the Toxoplasma-containing vac-

uole. Elongated mitochondria 

congregated around the vacuole 

and competed with Toxoplasma 

for the lipophagy-liberated fatty 

acids. When mitochondria could 

not fuse and elongate, or could 

not oxidize fatty acids, parasite 

growth was enhanced. —SMH

 Cell Metab. 27, 886 (2018).

CELL BIOLOGY

Mitochondria fight 
Toxoplasma for fat
Mitochondria provide platforms 

for innate immunity. The intra-

cellular parasite Toxoplasma 

gondii infects almost 50% of 

individuals in western countries 

and up to 90% in develop-

ing countries. Pernas et al. 

wanted to understand the role 

of mitochondrial morphology 

in the control of Toxoplasma 

growth. They discovered that 

parasite-infected cells displayed 

the variables underlying these 

behaviors. —MMC

Am. Educ. Res. J. 10.3102/

0002831218759034 (2018).

POROUS MATERIALS

Metallacycles in carbon 
supports
Metallacycles are large organo-

metallic rings in which metal 

complexes coordinate ligand 

assembly. The assembly pro-

cess is dynamic, so, although 

convenient, these compounds 

can reassemble into larger, 

unwanted aggregates. Chen et 

al. found that a metallacycle 

formed from an acceptor ligand 

bearing platinum end groups 

and a donor bearing a porphyrin 

group was more stable when 

assembled within a mesoporous 

carbon material. The disper-

sion of the metallacycle was 

evidenced by a sixfold increase 

in singlet oxygen production for 

the porphyrin group compared 

with the free metallacycle in 

solution. —PDS

J. Am. Chem. Soc. 10.1021/

jacs.8b02386 (2018).

CHEMISTRY

Reusable protein-based 
sensors
Targeted sensors for ions, mol-

ecules, proteins, or DNA can be 

made by immobilizing specific 

biomolecules onto a surface. 

However, it can be difficult to 

control the surface patterning 

or reversibly deposit the target 

molecules, which would allow for 

reusable surfaces. Ananth et al. 

selectively immobilized proteins 

onto silica-covered flat or porous 

surfaces, with control over 

orientation and surface density, 

by incorporating polyhistidine 

tags into the target proteins. The 

anchoring is reversible, as dem-

onstrated by real-time switching. 

For devices that contain both gold 

and silica surfaces, the authors 

show that they can passivate 

the gold by using thiol chemistry 

while selectively coating the silica 

with the desired target molecules. 

—MSL 

Small 10.1002/smll.201703357 (2018).

FORAGING ECOLOGY

Winter can be hard

T
he largest breeding colony of the red-

legged kittiwake, an Arctic seabird, has 

undergone drastic declines and recov-

ery over the past 40 years. It has been 

assumed that these changes have been 

driven by climate-induced shifts in food supply 

during breeding. Will et al. examined feath-

ers collected from living birds and museum 

specimens to characterize isotopic signatures 

(which give a picture of food intake) and corti-

costerone levels (which relate to stress) over 

a 100-year period. They found that birds were 

less stressed when oceanic conditions in the 

eastern Pacific were warmer in both summer 

and winter and when sea ice was less extensive 

in the winter. Further, during years with more 

extensive ice, nitrogen isotope levels were 

higher, potentially indicating a higher reliance 

on energy stores. These results suggest that 

climate variability can directly affect popula-

tion size and persistence and that winter 

conditions are important to reproductive suc-

cess. —SNV

Mar. Ecol. Prog. Ser. 10.3354/meps12509 (2018).

Changes in climate affect the 

abundance of red-legged kittiwakes.

Toxoplasma parasites (blue), shown here in their encysted stage within liver tissue, 

compete with mitochondria for lipids.C
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STRUCTURAL BIOLOGY

How calcium gates a 
potassium channel
Small-conductance Ca2+-

activated K+ (SK) channels are 

expressed throughout the ner-

vous system and affect both the 

intrinsic excitability of neurons 

and synaptic transmission. An 

increase in the concentration of 

intracellular calcium opens the 

channels to conduct potassium 

across the cell membrane. Lee 

and MacKinnon report cryo–

electron microscopy structures 

of human SK4-calmodulin 

channel complexes. Activation 

occurs when calcium binds 

to calmodulin, a protein with 

two lobes, known as C and N, 

separated by a flexible region. 

Each monomer in the channel 

tetramer binds constitutively to 

the C-lobe of calmodulin. The 

N-lobe of calmodulin is reason-

ably unconstrained until it binds 

calcium. With calcium bound, it 

then binds to the channel and 

induces conformational changes 

that open the pore. —VV

Science, this issue p. 508

METALLURGY

Smaller but more 
thermally stable
Synthesizing metals with 

extremely small (nanoscale) 

grain sizes makes for much 

stronger materials. However, 

very small–grained materials 

start to coarsen at relatively low 

temperatures, wiping out their 

most desirable properties. Zhou 

et al. discovered a way to avoid 

this problem by mechanically 

grinding copper and nickel at liq-

uid nitrogen temperatures. The 

processing method creates low-

angle grain boundaries between 

the nanograins, which promotes 

thermal stability. —BG

Science, this issue p. 526

NEUROSCIENCE

Loss of touch receptors 
leads to itch
Itch in response to light touch of 

the skin is an aging-associated 

problem. This phenomenon 

is called alloknesis and can 

become a major medical condi-

tion associated with dry skin. 

Feng et al. discovered that loss 

or dysfunction of Merkel cells 

causes scratching in mice (see 

the Perspective by Lewis and 

Grandl). Reduction of Merkel cell 

numbers results in reduced firing 

patterns and frequencies and 

changes the activation thresh-

olds of slowly adapting afferent 

nerve fibers. Like hair cells, 

Merkel cells are lost with age. A 

painful scratch will temporarily 

alleviate itch because it induces 

enough activity through the 

remaining Merkel cells. —PRS

Science, this issue p. 530; 

see also p. 492

NEUROSCIENCE

Setting conscious 
perception alight
What are the neuronal mecha-

nisms that enable conscious 

perception? Why do some 

images remain subliminal? Van 

Vugt et al. trained monkeys to 

detect low-contrast images and 

compared neuronal activity in 

brain areas V1, V4, and the dor-

solateral prefrontal cortex. Some 

stimuli made it into conscious-

ness, and others were subliminal 

depending on their propagation, 

which can be variable for weak 

stimuli (see the Perspective by 

Mashour). Strongly propagated 

stimuli initiated a state in the 

higher brain areas called “igni-

tion” that caused information 

about a brief stimulus to become 

sustained and broadcasted back 

through recurrent interactions 

between many brain areas. 

—PRS

Science, this issue p. 537; 

see also p. 493

IMMUNOLOGY

Complement is a CD8+ T 
cell metabolic rheostat
Systemic lupus erythemato-

sus (SLE) is associated with 

deficiencies in the complement 

protein C1q. Although C1q 

plays a role in the clearance 

of apoptotic cells, there are 

several redundant clearance 

pathways. Disruption of one 

pathway does not lead to an 

autoimmune defect. In a chronic 

graft-versus-host disease 

model of SLE, Ling et al. show 

that C1q dampens CD8+ T cell 

responses to self-antigens. C1q 

modulates metabolism through 

the mitochondrial cell-surface 

protein p32/gC1qR. The lack of 

C1q during a viral infection also 

enhances CD8+ T cell responses. 

Thus, C1q plays a role as a 

“metabolic rheostat” for effector 

CD8+ T cells. —STS

Science, this issue p. 558

BIODIVERSITY

Financing biodiversity 
conservation
Global funds for protecting biodi-

versity are too low to prevent 

wildlife populations from falling 

and species extinctions from 

increasing. In a Perspective, 

Barbier et al. call for a Global 

Agreement for Biodiversity 

modeled on the Paris Climate 

Agreement, with national 

targets, policies, and timelines. 

The overall goal is ambitious: to 

conserve at least 50% of terres-

trial, inland water, coastal, and 

marine habitats by 2050. Formal 

involvement of the private sec-

tor, particularly in areas such as 

seafood, forestry, agriculture, 

and insurance, will be crucial to 

raise the necessary funds. —JFU

Science, this issue p. 486

IMMUNOGENOMICS

Establishing NK cell 
identity
The transcription factor ID2 is 

required for normal differentia-

tion of all innate lymphoid cells. 

ID2 supports full maturation of 

natural killer (NK) cells into cyto-

toxic effectors. To investigate 

the transcriptional program-

ming steps that underpin NK 

cell differentiation, Zook et al. 

characterized ID2-deficient 

NK cells. ID2 limited chroma-

tin accessibility at multiple 

lymphocyte-associated genes to 

enable an effector-gene program 

to take hold. —IW

Sci. Immunol. 3, eaao2139 (2018).

SURFACE CHEMISTRY

Direct plasmon chemistry
Light can excite plasmons at a 

metal surface, which can then 

decay and create hot electrons 

that induce chemical reactions 

of adsorbed molecules. Kazuma 

et al. used a scanning tunneling 

microscope (STM) to induce and 

map out the surface dissociation 

of a dimethyl disulfide molecule 

on silver and copper surfaces. A 

silver STM tip created localized 

plasmons at different distances 

from the molecule. The plas-

mons drove the reaction directly 

by exciting the valence electrons 

of the molecule into unoccupied 

states and cleaving the sulfur-

sulfur bond. —PDS

Science, this issue p. 521

BIOMATERIALS

Curving bones
On larger length scales, bone 

is known to have a hierarchical 

structure in which small crystals 

of calcium phosphates arrange 

themselves around helices of 

collagen. These make up larger 

structures, such as the osteons 

found in compact bone. However, 

at smaller lengths, does the 

hierarchical structure persist? 

By combining three-dimensional 

electron tomography with 

two-dimensional electron 
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microscopy, Reznikov et al. 

observed structural ordering 

from the nanoscale upward. 

At the smallest scale, needle-

shaped mineral units form 

platelets that organize into 

stacks bridging multiple collagen 

units. —MSL

Science, this issue p. 507

STRUCTURAL BIOLOGY

Staying attached through 
division
When a cell prepares to divide, it 

copies its DNA into pairs of each 

chromosome, called chromatids. 

Microtubules attach to the chro-

mosome pairs through protein 

complexes called kinetochores. 

During cell division, microtu-

bule depolymerization pulls the 

chromatids apart. Jenni and 

Harrison describe the structure 

of an essential component of the 

yeast kinetochore, the DASH/

Dam1c complex, that forms a 

ring around a microtubule. The 

structure shows how the DASH/

Dam1c ring interacts with the 

microtubule and kinetochore 

components so that the kineto-

chore can track to the end of the 

microtubule through cycles of 

growth and shrinkage. —VV

Science, this issue p. 552
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Uncovering the essential genes of the
human malaria parasite Plasmodium
falciparum by saturation mutagenesis
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INTRODUCTION:Malaria remains a devasta-
ting global parasitic disease, with the majority
ofmalaria deaths caused by the highly virulent
Plasmodium falciparum. The extremeAT-bias
of the P. falciparum genome has hampered
genetic studies through targeted approaches
such as homologous recombination or CRISPR-
Cas9, and only a few hundred P. falciparum
mutants have been experimentally generated
in the past decades. In this study, we have used
high-throughputpiggyBac transposon insertion-
almutagenesis and quantitative insertion site
sequencing (QIseq) to reach saturation-level
mutagenesis of this parasite.

RATIONALE:Our study exploits the AT-richness
of the P. falciparum genome, which provides
numerous piggyBac transposon insertion
targets within both gene coding and non-

coding flanking sequences, to generate more
than 38,000 P. falciparum mutants. At this
level of mutagenesis, we could distinguish es-
sential genes as nonmutable and dispensable
genes as mutable. Subsequently, we identified
2680 genes essential for in vitro asexual blood-
stage growth.

RESULTS:We calculated mutagenesis index
scores (MISs) and mutagenesis fitness scores
(MFSs) in order to functionally define the rel-
ative fitness cost of disruption for 5399 genes.
A competitive growth phenotype screen con-
firmed that MIS and MFS were predictive of
the fitness cost for in vitro asexual growth.
Genes predicted to be essential included genes
implicated in drug resistance—such as the “K13”
Kelch propeller, mdr, and dhfr-ts—as well as
targets considered to be high value for drugs

development, such as pkg and cdpk5. The screen
revealed essential genes that are specific to
human Plasmodium parasites but absent from
rodent-infective species, such as lipid meta-
bolic genes that may be crucial to transmission
commitment in human infections. MIS andMFS
profiling provides a clear ranking of the relative
essentiality of gene ontology (GO) functions in

P. falciparum. GO path-
ways associated with trans-
lation, RNA metabolism,
and cell cycle control are
more essential, whereas
genes associated with pro-
tein phosphorylation, vir-

ulence factors, and transcription are more
likely to be dispensable. Last, we confirm that
the proteasome-degradation pathway is a high-
value druggable target on the basis of its high
ratio of essential to dispensable genes, and by
functionally confirming its link to the mode
of action of artemisinin, the current front-line
antimalarial.

CONCLUSION: Saturation-scale mutagenesis
allows prioritization of intervention targets in
the genome of the most important cause of
malaria. The identification of more than 2680
essential genes, including ~1000 Plasmodium-
conserved essential genes, will be valuable for
antimalarial therapeutic research.▪
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Saturation-scale mutagenesis of
P. falciparum reveals genes
essential and dispensable for
asexual blood-stage development.
(Top) A high-resolution map of a
~50-kb region of chromosome
13 depicts an essential gene cluster,
including K13, that lacks insertions
in the coding DNA sequence (CDS)
but is flanked by dispensable genes
with multiple CDS-disrupting
insertions. (Left) The MIS rates the
potential mutability of P. falciparum
genes based on the number of
recovered CDS insertions relative
to the potential number that could
be recovered through large-scale
mutagenesis. (Right) The MFS rates
the relative fitness of P. falciparum
genes based on QIseq scores of
transposon insertion sites in
each gene.

ON OUR WEBSITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aap7847
..................................................

Corrected 3 May 2018. See full text. 
on M

ay 6, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/content/360/6388/eaap7847.full
http://science.sciencemag.org/


RESEARCH ARTICLE
◥

MALARIA

Uncovering the essential genes of the
human malaria parasite Plasmodium
falciparum by saturation mutagenesis
Min Zhang,1* Chengqi Wang,1* Thomas D. Otto,2† Jenna Oberstaller,1 Xiangyun Liao,1

Swamy R. Adapa,1 Kenneth Udenze,1 Iraad F. Bronner,2 Deborah Casandra,1

Matthew Mayho,2 Jacqueline Brown,2 Suzanne Li,1 Justin Swanson,1 Julian C. Rayner,2‡
Rays H. Y. Jiang,1‡ John H. Adams1‡

Severe malaria is caused by the apicomplexan parasite Plasmodium falciparum. Despite
decades of research, the distinct biology of these parasites has made it challenging to
establish high-throughput genetic approaches to identify and prioritize therapeutic targets.
Using transposon mutagenesis of P. falciparum in an approach that exploited its AT-rich
genome, we generated more than 38,000 mutants, saturating the genome and defining
mutability and fitness costs for over 87% of genes. Of 5399 genes, our study defined
2680 genes as essential for optimal growth of asexual blood stages in vitro.These essential
genes are associated with drug resistance, represent leading vaccine candidates, and
include approximately 1000 Plasmodium-conserved genes of unknown function.We
validated this approach by testing proteasome pathways for individual mutants associated
with artemisinin sensitivity.

M
alaria caused byPlasmodium falciparum
remains an insidious global health prob-
lem, with hundreds of thousands of
deaths each year. Recently, there have
been substantial reductions in disease

intensity, in part through concerted recent use of
artemisinin-combination therapies, but these gains
are now threatened by emerging artemisinin-
based combination therapy (ACT) treatment
failures spreading across South East Asia (1, 2).
If ACT resistance reaches Africa, a devastating
rebound of disease is expected, as occurred with
chloroquine resistance in the 1970s. The devel-
opment of new antimalarial therapies, and iden-
tification and prioritization of new targets, is a
priority. More than a decade after the comple-
tion of the P. falciparum genome, a substantial
fraction of its genome still lacks functional an-
notation (3). Although CRISPR-Cas9 and other
targeted endonucleases will accelerate func-
tional genomics studies (4–6), their usefulness
for genome-scale applications is restricted by
the absence of nonhomologous end joining in
Plasmodium parasites and by the extreme AT-

richness of the P. falciparum genome, which
reduces guide RNA target site abundance. There-
fore, a critical need remains for large-scale genetic
analysis to systematically identify essential genes
and prioritize parasite metabolic pathways for
drug discovery (7).
Large-scale genetic screeningmethods inmodel

organisms rely on efficient scalable methods for
genome engineering. Transposon mutagenesis
using the piggyBac transposon, which prefer-
entially inserts at the tetranucleotide target
sequence TTAA, has beenused to carry outwhole-
genome loss-of-function screens in many orga-
nisms (8–11). The highly skewed nucleotide
composition of the P. falciparum genome, with
>81% AT content, is an advantage for the ap-
plication of piggyBacmutagenesis. The skewed
composition results in a high density of TTAA
sites, averaging one site per 70 base pairs (bp)
over both coding and noncoding regions, in the-
ory allowing systematic and saturation-level
mutagenesis of the whole genome. Although
piggyBacmutagenesis has been developed and
optimized for P. falciparum, and previously used
for small-scale phenotypic screens and functional
characterization of loss-of-function mutants, it
has not been used for large-scale screening
(12–16). To scale up piggyBac mutagenesis in
P. falciparum, we developed high-throughput
transfection mutagenesis methods that mostly
create a single insertion per genome and com-
bined them with an Illumina-based sequencing
method for identifying transposon insertion sites
(17, 18). This approach, known as quantitative
insertion-site sequencing (QIseq), thus allowed

whole-genome experimental mutagenesis analy-
sis of P. falciparum (fig. S1, A and B).

Achieving saturation-level mutagenesis

In a preliminary study, we carried out large-scale
transfections followedby short-term invitro growth
of mixed pools of drug-selected P. falciparum
parasites and identified insertion siteswithQIseq.
This pilot identified a total of 3651 insertions
across theP. falciparum genome (table S1) (17, 19).
On the basis of the density and distribution of
those insertions modeled by a negative bino-
mial distribution, we predicted that recovery of
≥33,000 insertions would be sufficient to achieve
saturation-level mutagenesis in the compact ge-
nome of the malaria parasite (fig. S1, C to F); this
number is sufficient for there to be a high prob-
ability thatmultiple transposon insertions would
occur within the coding DNA sequence (CDS) of
every protein-coding gene larger than 500 bp.
We therefore scaled our transfection methods
to achieve this number of insertions. Transfected
parasite populations were drug-selected brief-
ly so as to isolate only mutant parasites with
integrated piggyBac elements carrying the drug-
resistance gene hdhfr, before insertion-site loca-
tions were identified with QIseq. Computational
analyses were used to verify the sequence reads
of the QIseq libraries and the consistency of the
rawdata (fig. S2, A to F); nearly all QIseq-defined
insertions occurred at the characteristic TTAA
target sequence. All insertion sites that were
not flanked by the consensus TTAA (2.49%) in-
sertion sites were removed from subsequent
analysis (fig. S2A). Previously validated individ-
ual piggyBac mutant clones were included in
eachQIseq run in order to act as a control for the
accuracy and sensitivity of each insertion-site
identification run (fig. S3, A to C, and table S2).
The saturation mutagenesis approach identi-

fied ~38,000 independent piggyBac insertions
at distinct TTAA target sites, covering 5399 nu-
clear protein-coding genes across all 14 chromo-
somes of the P. falciparum genome (Fig. 1A and
table S3). These randomly distributed inser-
tions exceeded those predicted to be required to
achieve saturation-level mutagenesis (Fig. 1A),
but there were numerous genes and regions en-
compassing several genes that had significantly
fewer insertions than would be expected purely
on the basis of the distribution of TTAA sites
across the genome (Fig. 1, B, C, and D). As well
as discrepancies in nonrandom spatial distri-
bution, coding regions overall lacked insertions
comparedwith intergenic regions (P< 2.2× 10–16,
Fisher test) (Fig. 1D). A more detailed analysis
of piggyBac insertion density within transcrip-
tional units revealed that insertions in CDS were
75% less common than in flanking intergenic
regions, and even within intergenic regions,
insertion-site density decreased with proximity
to CDS (Fig. 1E). This significant bias toward
recovering intergenic insertions in surviving
blood-stage parasites, with many CDS having
no insertions, are indications that genes lacking
insertions are lethal when disrupted by piggyBac
insertion.
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Defining gene dispensability by using
mutagenesis index scores
Although there was a bias against insertions
in CDSs, 2042 genes were disrupted by at least
one piggyBac insertion (~38% of genes in the

P. falciparum genome) (Fig. 1F). The remainder,
3357 genes (~62% of the genome) had no inser-
tions in their CDSs, and some of these were also
completely devoid of insertions in the surround-
ing intergenic regions (2.9% of genes) (Fig. 1C,

fig. S4A, and table S4). In the 2042mutable genes,
insertion sites were distributed uniformly along
the gene body CDSs, indicating that all disrup-
tions have equivalent consequences for the dis-
rupted gene (Fig. 1E). The uniform distribution

Zhang et al., Science 360, eaap7847 (2018) 4 May 2018 2 of 10

Fig. 1. A genome-wide saturation mutagenesis screen for Plasmodium
falciparum. (A) Chromosomal map displays 38,173 piggyBac insertion
sites from all mutants evenly distributed throughout the genome. (B) High-
resolution map of a ~50-kb region of chromosome 13 depicts an essential
gene cluster, including K13, flanked by dispensable genes with multiple
CDS-disrupting insertions. (C) High-resolution map of a ~20-kb region
without insertions includes three conserved genes of unknown function
(PF3D7_1232700, PF3D7_1232800, and PF3D7_1232900) and a putative
nucleotidyltransferase (PF3D7_1232600) (fig. S5). (D) A plot of all
piggyBac insertions revealed that significantly fewer insertions were

recovered from exon-intron regions compared with the proportion of
available TTAA sites (fig. S1D) (P < 2.2 × 10–16, Fisher’s exact test).
(E) Density of piggyBac insertion-site distribution revealed 75% fewer
insertions recovered in transcriptional regions (blue) than intergenic
5ʹ (yellow) and 3ʹ (green) regions, depicted as relative distance upstream
and downstream to a gene, respectively. (F) This study determined
that under ideal culture conditions for asexual blood-stage growth,
38% of genes in the P. falciparum genome have mutable CDSs,
whereas 62% of genes have nonmutable CDSs, which includes 12%
with tentative classification.

RESEARCH | RESEARCH ARTICLE

Corrected 3 May 2018. See full text. 
on M

ay 6, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


of transposon insertions throughout the genome
is independent from chromatin structure and
gene locations (fig. S4B). We therefore reasoned
that the recovery of one or more insertions with-
in the CDS of disrupted genes was an indicator
of gene dispensability for in vitro asexual blood-
stage growth. Therefore, mutable genes are sub-
sequently referred to as dispensable, whereas the
absence of any insertions in the CDS could be
considered an indicator that disruptions are le-
thal, and subsequently, these genes are referred
to as essential. However, the essential classifi-
cation of 677 geneswithout insertions, which are
small or with lower TTAA, is tentative because
they are below the average distance between
recovered insertions [<613 nucelotides (nt)]
(table S5). To quantify the evidence for dispens-
ability or essentiality of each gene, we developed
a mutagenesis index score (MIS) based on the
number of identified piggyBac insertions rela-
tive to the number of available TTAA target sites
within that gene (Fig. 2A and table S5). Genes
with a higher MIS (on a scale of 0 to 1) were con-
sidered to have a higher possibility of dispens-
ability, whereas those with a lower MIS were
considered to have a higher possibility of essen-
tiality. The 2000 genes with highest and lowest
MISs represent mutability characterization with
the strongest confidence.

Biological processes identified
as dispensable and essential

Mutants in the lowest MIS quartile were en-
riched in core metabolic processes shared across
eukaryotes, which would be predicted to be es-
sential. Mutants in the highestMIS quartile were
enriched in parasite-specific multigene families
that interact directly with the host and that are
known to be partially functionally overlapping
and contain many redundant genes (Fig. 2B).
This screen was carried out by using in vitro
cultured parasites, and many of these in vitro
dispensable genes, such as those for antigenic
variation and cytoadherence, have greater im-
portance in vivo in human infections. The
dispensability of parasite processes involved in
host-parasite interactions contrasted with the
essentiality of internal parasite processes, such
as those associatedwith RNAmetabolism (Fig. 2,
C and D; fig. S6; and table S6). RNase II, a gene
implicated in a posttranscriptional regulatory
mechanism relevant to severe malaria, is an ex-
ample with a low MIS, which is consistent with
previous reports of the locus being refractory to
disruption (20). Other genes involved in general
RNA metabolism that have low MISs include
both widely conserved RNA-binding proteins
(such as PABP) and apicomplexan-specific RNA-
binding proteins likely to have more specific,
mostly unidentified, regulatory targets. The
P. falciparum genome has an abundance of
RNA-binding proteins that are largely func-
tionally uncharacterized, and our analysis sug-
gests that many of these genes are likely to be
essential.
MIS therefore correlates with what is known

broadly about the importance or redundancy of

metabolic pathways. To further validate thatMIS
is a good predictor of essentiality, we analyzed
genes that have been the focus of drug or vaccine
development. Genes strongly predicted to be es-
sential based on MIS included the “K13” Kelch
propeller implicated in artemisinin resistance,
as well as other genes implicated in drug resist-
ance, such as DHFR-TS, MDR, and AAC2, which
are involved in pyrimethamine, mefloquine and
atovaquone reistance, respectively. Other genes
classified as essential based on MIS included
ones considered high-priority blood-stage drug
targets such as PKG and CDPK5 (fig. S5). By con-
trast, most blood-stage vaccine candidates were
dispensable, with the notable exception of RH5.
Not unexpectedly, sporozoite vaccine candidates
CSP and TRAP, which are essential for sporozo-
ite development in mosquitoes but are not re-
quired in blood-stage development (21), had
high MIS. By contrast, the gene for pore-forming
protein cell traversal of ookinetes and sporo-
zoites (CelTOS) had a low MIS. CelTOS is im-
portant for these parasite migratory phases and
is emerging as a pre-erythrocytic-transmission–
blocking vaccine candidate; its lowMIS indicates
it may also have an essential function in blood-
stage infections, making it a potential multi-
stage vaccine target. MIS analysis also revealed
likely essential genes that are specific to human
Plasmodium parasites but absent from rodent-
infective species, such as the lipid metabolic
genes (PCD and PMT) that are crucial in the de-
velopmentofmosquito-transmissible sexual stages
in P. falciparum (22, 23).

Mutant growth fitness as a measure
of gene dispensability

We previously developed a phenotypingmethod
in which a pool of piggyBacmutants were grown
as mixed-mutant pools over multiple genera-
tions, and the number of reads for each piggyBac
insertion site was quantified by using next-gen
sequencing in order tomeasure parasite growth
rates (17). We adapted thismethod to generate a
second quantitative measure of gene dispensabil-
ity independent fromMIS, by comparing the nor-
malized number of reads from each insertion site
to the total pool of reads across all P. falciparum
mutants in the saturation mutagenesis screen
(Fig. 2E and table S5). This mutagenesis fitness
score (MFS) serves as a proxy formutant growth
fitness. MFSs strongly correlated with MISs, de-
spite the fact that they are independent of each
other (Fig. 2F). The MFS of mutable genes was
high, in keeping with the MIS prediction of
dispensability, whereas predicted essential non-
mutable genes had a low MFS (Fig. 2G). Inter-
mediateMISs andMFSs wereweakly correlated,
in keeping with the lower confidence that we
can place on the essentiality or dispensability of
genes with these intermediate scores.
We used a competitive in vitro growth screen

(17) to phenotype four separate pools of mixed-
mutant populations so as to provide additional
validation of the correlation between MIS and
a gene’s importance for growth fitness. Mutable
genes with highMISs and low orminimal fitness

costwere competitive growth “winners,”whereas
growth fitness “losers” had relatively low MISs
(Fig. 3A and table S7). Relatively fewmutations
had little or no fitness cost, as measured with
MFS, resulting in a disproportionate number of
mutant losers (Fig. 3B). Overall, both the MIS
and MFS were predictive of the fitness cost for
in vitro asexual growth (Fig. 3C), and between
these metrics, we were able to predict separate
5399 genes in the P. falciparum genome into
nonmutable and mutable categories (Fig. 3, D
and E).

Association of essentiality with genome
structure and transcription patterns

Dispensable and essential genes rarely occurred
as single isolated genes but rather occurred
as multigene clusters reminiscent of conserved
syntenic blocks (Fig. 1, A and C, and fig. S4A)
(24). We therefore assessed the relationship
between evolutionary conservation of genome
structure and essentiality or dispensability by
using previously defined syntenic relationships
between Plasmodium spp. (25). Syntenic genes
indeed had lower MISs, suggesting conserved
essential functions across Plasmodium spp.; con-
versely, nonsyntenic genes weremore likely to be
dispensable (Fig. 4A). Mapping chromosomal
regions with synteny breaks, which typically har-
bor gene duplications and paralogs, showed pat-
terns of clustering of essential and dispensable
genes in syntenic and nonsyntenic chromosomal
regions, as seen in examples for chromosomes 13
and 10 (Fig. 4, B to E).
Transcription metrics for each gene based on

maximumFPKM (fragments per kilobase of exon
per million fragments mapped) values (26) were
examined for correlations with essentiality and
dispensability (Fig. 5A). This analysis showed
that essential genes are expressed at significantly
(P = 2.2 × 10−16) higher levels throughout both
the asexual and sexual life cycle phases, indicat-
ing that they may have critical functional roles
throughout both themosquito and human stages
and therefore represent potential multistage drug
targets (Figs. 5, B and C). Within the intraerythro-
cytic cycle, genes with peak expression during the
trophozoite stage were more likely to be essential
than those expressed during other stages (Fig. 5C).
During the trophozoite stage, P. falciparummust
acquire nutrients from the host and remodel the
infected erythrocyte to avoid host defenses, such
as clearance by the spleen. By contrast, dispens-
able processes were enriched at either end of
intraerythrocytic development, reflecting parasite
stages with a greater need for functional redun-
dancy, such as those involved in host interaction
(such as erythrocyte invasion and antigenic var-
iation), and are hence more likely to undergo
duplication or paralog evolution. Not unexpect-
edly, ~41% of the dispensable genes are pre-
dominantly expressed in sexual stages (Fig. 5C).
These genesmay be essential for transmission to
or from the mosquito but do not appear to have
an essential function for asexual blood-stage
development. The high coverage of sexual-stage
genes in this screen emphasizes the potential for
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Fig. 2. Identification of dispensable and essential genes through
MIS and MFS. (A) The MIS rates the potential mutability of P. falciparum
genes based on the number of recovered CDS insertions relative to
the potential number that could be recovered. Genes known as dispensable
or essential are highlighted. (B) MIS violin plots of GO processes grouped
from lowest to highest dispensability, according to gene functional
annotations. (C) MIS plots and (D) high-resolution chromosome maps
highlighting important genes of interest for RNA metabolism (–20 kb,

+20 kb) (MIS plots of other genes of interest are provided in fig. S4).
(E) The MFS estimates the relative growth fitness cost for mutating a
gene based on its normalized QIseq sequencing reads distribution.
(F) MIS has significant correlation to MFS (Pearson’s R = 0.67,
P < 2.2 × 10–16 compared with permutation). (G) The first and second
MFS quartiles were composed primarily of nonmutable genes, the fourth
quartile was composed mostly of mutable genes, and the third quartile
had nearly equal numbers of both.
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piggyBac-based screens for identifying sexual
phenotypes.

Evolutionary conservation of
apicomplexan gene essentiality

We compared the data from our genome-wide
saturation screen with data from large-scale
genome-sequencing studies of P. falciparum,
aswell as data fromrecent large-scalemutagenesis

studies of apicomplexan genomes (6, 18, 27–29),
to evaluate the conservation of gene essenti-
ality across the organisms’ lineages. Essential
P. falciparum genesweremore highly conserved
across Plasmodium spp. (Fig. 5D and fig. S8A),
are less likely to have a paralog (Fig. 5E and fig.
S8B), and encode genes with less genetic varia-
tion amongP. falciparum clinical isolates (Fig. 5F
and fig. S8C). Of the P. falciparum genes studied

here, 2083 and 1998 have orthologs in the more
distantly related parasites Toxoplasma gondii (6)
and P. berghei (29), respectively. Overall, there
was a strong correlation in gene function be-
tween species, particularly with genes predicted
as essential (Fig. 5, G andH, and fig. S8, D and E).
Genes that are dispensable in P. falciparumwere
alsomore likely to be dispensable inP. berghei. By
contrast, the correlation between the dispensable
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Fig. 3. Validation of muta-
genesis score through
phenotype screen.
(A) Competitive growth
assays of asexual blood-
stage growth under ideal
in vitro culture conditions.
Phenotypes of four
independent mixed-
population pools grown
for three cycles confirmed
that losers (left, bottom
quantile) and winners
(right, top quartile) had
significantly different MIS.
(B) Overall rank-ordered plot
of competitive growth pheno-
types shows losers and
winners. (C) Competitive
growth losers had significantly
lower MISs and MFSs,
respectively, validating MIS
and MFS as predictors of
gene essentiality and
dispensability. (D) Circos plot
from outer to inner shows the
distribution of all piggyBac
insertions, MIS (pink
indicates MIS < 0.5, and
blue indicates MIS > 0.5),
CDS insertions, and MFS
along each chromosome of
P. falciparum genome.
(E) Violin plots indicate
nonmutable genes had
significantly lower MIS
and MFS (Wilcoxon,
****P < 2.2 × 10–16).
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genes of P. falciparum and T. gondiiwas weaker,
indicating that genus-specific gene functions are
enriched for dispensability. Overall, these com-
parisons show that although phenotype classi-
fications from the large-scalemutagenesis screens
in apicomplexan species are also broadly predic-
tive of the P. falciparum phenotype classifica-
tions, the closer evolutionary relationship of
P. berghei provides a higher level of sensitivity
and specificity for the orthologs that could be
disrupted (Fig. 5I and fig. S8F).
Consistent with this assessment that nonmu-

table genes represented core essential functions
in P. falciparum, Gene Ontology (GO) enrich-
ment analysis indicated that geneswith functions
associated with translation, RNA metabolism,
and cell cycle control were more likely to be es-
sential, whereas genes associated with protein
phosphorylation, virulence factors, and transcrip-
tion were more likely to be dispensable (Fig. 6A).
Comparing the relative number of essential,
versus dispensable, genes within specific GO
biological processes, molecular functions, and
cellular components provided a ranking of the
essentiality of potential druggable targets and
pathways (Fig. 6, A to C; fig. S9, A to C; and table
S8). For example, nearly all genes annotated
as being involved in ubiquitin-dependent deg-
radation processes were experimentally defined
as essential, whereas individual genes linked
to microtubule motility and antigenic varia-
tion are experimentally defined as dispensable
based on MIS. RNA metabolism and translation-
related processes are also highly essential, sup-
porting emerging evidence for the importance
of posttranscriptional and -translational con-
trol (30).

Essentiality of the
proteasome-degradation pathway
Recent genetic analysis of artemisinin-combination
therapy resistance has linked drug resistance to
cellular stress-response mechanisms involving
the P. falciparum ubiquitin/proteasome system
(31, 32). Genes of the proteasome-degradation
pathway were well represented in the piggyBac
mutagenesis screen, and 54 of the 72 genes
could be classified as essential genes according to
our data (fig. S10A), further strengthening the
priority of the proteasome degradation pathway
as a high-value druggable target (33). We val-
idated this link between artemisinin sensitivity
and proteasome inhibition sensitivity using a set
of single-insertion piggyBac mutants previously
defined with chemogenomic profiling to be part
of an artemisinin-sensitivity cluster, including a
mutant of the K13 Kelch propeller gene (16, 34).
We found 10-fold increased sensitivity to the
proteasome inhibitor Bortezomib in mutants of
the artemisinin-sensitivity cluster, which is sig-
nificantly different relative to wild-type NF54 or
mutants with distinct chemogenomic profiles
(fig. S10, B to E), providing additional support for
the association between the ART (Artimisinin)
mechanism of action and proteasome function.

Summary

Our genome-wide saturationmutagenesis screen
in the major human pathogen P. falciparum has
defined genes essential for parasite survival
during the blood stage and provided critical
functional data for prioritizing high-value drug
targets and pathways. The complete charac-
terization of the essential genome with high-
throughput saturation mutagenesis will help

open new frontiers for antimalarial therapeu-
tic research. The methodology also opens the
way for new systematic functional screens for
other phenotypes, such as transmission and
cytoadherence.

Materials and Methods
Parasite culture

All P. falciparum parasite NF54 and piggyBac
mutants were cultured in complete RPMI 1640
with 5% hematocrit (medium containing 0.5%
Albumax II, 0.25% sodium bicarbonate and
0.01 mg/ml gentamicin). All parasite cultures
were maintained by standard methods (35).

piggyBac Transfection

High-efficiency transfection (96-well platemethod)
was carried out on NF54 schizonts purified by
magnetic column (MiltyenyiBiotec, CS column)
using a transposon plasmid (pLBacII-HDH, con-
taining selection marker human dhfr) and a
transposase-expressing helper plasmid (pDCTH)
(19, 35). RBCswere first loadedwith plasmidDNA
by electroporation using Gene PulserXCell+CE
Module (BioRad). A total of 10 million schizonts,
1200 mg plasmidDNA and 600 mg helper plasmid
DNAwere used per 96-well plate to achievemax-
imal transfection efficiency. The drug WR99210
(final concentration 2.5 nM) was added to each
plate for selecting transfected parasites, using a
robot (Integra VIAFLO 96) to changemedia with
drug every day for 5 days. Transfections were per-
formed in batches over the course of 4 to 6 weeks.
Each 96-well plate was cultured in triplicate and
cryopreserved in duplicate. One hundred 96-well
plates were used to generate the large pools for
sequencing (fig. S1A).
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Fig. 4. Chromosomal syntenic breakpoints
are enriched in dispensable genes.
(A) Genes within conserved syntenic blocks
have a significantly lower MIS and MFS
(Wilcoxon P < 2.2 × 10–16). Syntenic genes
or “syntenic block” is defined as at least three
genes in the same order on the same
chromosome as their orthologs in another
species within a 25-kb search window.
(B and C) Scatter plots show the insertion
site enrichment along two syntenic breakpoints
[chromosome 13 (Ch13), 2,110,000 to
2,135,000; Chr10, 642000 to 666000].
Each gap in synteny (white area) is enriched
for piggyBac insertions while flanked by
essential regions (green shading); black
boxes represent the location of CDS. (D and
E) Circos plots indicate the syntenic blocks
of P. falciparum in relation to other Plasmodium
spp. (P. berghei, P. chabaudi, P. knowlesi, and
P. vivax).
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For maximum recovery of unique mutants,
the transfected culture was distributed into
96-well plates by robot (200 ml each well) and
grown under two rounds of drug selection. Wells
were screened for parasites by PCR and Giemsa-
stained thin blood films. >50% of wells became
parasite-positive within three weeks. Each po-
sitive well with ≥9 unique mutants (one well =
one “Mixed Population”, or MP) was cryopre-
served in duplicate (two 96 well plates). Addi-
tional 96-well plates were used to generate the
pools that were then cultured in a T75 flask and
harvested after two cycles growth by standard
methods for genomic DNA isolation for QIseq
(17). Althoughmutants grow at different rates,
the pools can be expanded for at least 12 asexual
life cycle generations (“cycles”) without signifi-
cant loss in detectable diversity. Importantly,

eachmutant pool can be regenerated and cloned
from their original MPs.

Datasets of reference genomes,
transcriptome data and epigenetics data

The NF54 reference genome can be down-
loaded from (ftp://ftp.sanger.ac.uk/pub/project/
pathogens/Plasmodium/falciparum/NF54/
Assembly/V1_morphed). The QIseq sequenc-
ing mapping followed previously published
methods (17). Ortholog counts, paralog counts,
and non-synonymous/synonymous (NonSyn/
Syn) ratios can be downloaded from PlasmoDB
(http://plasmodb.org/plasmo) (36). Previously
published RNA-seq expression data (26, 37)
are used in computational analysis. Formaldehyde-
Assisted Isolation of Regulatory Elements
(FAIRE-seq) data of seven time points (0, 6,

12, 18, 24, 30 and 36 hour) were used to measure
chromatin accessibility (38). The motif infor-
mation of transcription factor ApiAP2 bind-
ing sites is available in previously published
work (39). The genome synteny across five
Plasmodium species is available in published
work (25).

Identification of >38,000 mutants
carrying piggyBac insertion

The QIseq sequencing generated a total of
3,301,112 raw reads. First, all the raw reads were
filtered by the criteria of matching expected
transposon target site “TTAA.” This filtering
step yielded 2,042,147 reads, which is >sixfold
genome coverage. The insertion site QIseq signal
was calculated as the reads count of the filtered
QIseq reads. To compare the insertion signals
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Fig. 5. Distinct biological process and evolutionary conservation
segregate the tendency of dispensable and essential genes. (A) The
genes with lowest FPKM expression value (first quantile) among different
stages were enriched for dispensable genes (Wilcoxon P < 2.2 × 10–16

compared with other quantiles) (26). The expression level cut off is
set at 20 FPKM. (B) Nonmutable essential genes had significantly
higher expression value for blood-stage development. (C) The group
of trophozoite-stage genes had the highest proportion of essential
genes (red), whereas gametocyte genes had the highest proportion of
dispensable genes (blue) (Wilcoxon P < 1 × 10–12). (D to F) Characteristics

of essential genes significantly different from dispensable genes include
(D) 1:1 ortholog conserved among Plasmodium spp., (E) absence of
paralogs, and (F) reduced rate of nonsynonymous to synonymous single-
nucleotide polymorphisms. Bars indicate the group median (Wilcoxon,
****P < 2.2 × 10–16). (G andH) Essential genes reported in (G) Toxoplasma
and (H) P. berghei showed significantly lower MIS in this mutagenesis
screen of P. falciparum (Wilcoxon, ****P < 2.2 × 10–16). (I) Plot of receiver
operating characteristics (ROC) indicate the level of retention of essential
genes across species. The MIS of P. falciparum more strongly correlates
with the essentiality phenotype of P. berghei than Toxoplasma.
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between different QIseq runs, we normalized for
each insertion i as

Si ¼ ciX
j∈R

cj
� 250;000 ð1Þ

where Sj represents the signal of the insertions i
with reads counts ci in run R. All the piggyBac
insertions with reads in both 5′ and 3′ ends were
treated as true insertions by using an extreme-
ly high level of accuracy in target site (target mo-

tif TTAA ~ 99%). To identify true insertions
with reads only in single 5′ or 3′ ends, we used a
method that selected the most accurate signal
cutoff based on the ratio of the number of input
reads/ the number of output disrupted genes.
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Fig. 6. Differentiating dispensable and essential genes and
discovering high-priority druggable targets and pathways.
(A) Functional annotations of biological processes are represented by
the P value, and the x axis shows the fraction of the genes with MIS > 0.5.
Each GO term is assigned a P value on the y axis to represent the tendency
to be essential or dispensable. Essentiality is indicated on a spectrum of
red (essential) to blue (dispensable) and circle sizes indicate the GO term

enrichment. (B and C) Boxplot of (B) molecular processes and (C) cellular
components shows the MIS distribution generated by 1000× sampling
of the number of genes in the query GO-term category. Left (red) and right
(blue) triangles indicate GO terms with significantly lower or higher MIS
(P < 0.05 compared with background), respectively; the heatmap
represents the essentiality defined as the fraction of genes per GO term
with MIS > 0.5.
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We computed the number of gene CDSs targeted
by the insertions upper cutoff (i.e., more accu-
rate). We noticed that there was a single large
and sharp increase in the number of CDSs tar-
geted by the insertions with reads number in-
creasing from cutoff 2.0 to cutoff 2.3 (P < 0.05
compared with changing another cutoff) (fig.
S2E). The result indicated a large amount of false
positive may be included when setting cutoff ≥
2.3. Therefore, the normalized reads count = 2.3
was set as the lower bound for identifying true
insertions.

Mutagenesis saturation
computational validation

To evaluate the levels of whole-genome muta-
genesis and eventual saturation, we used a com-
putational method based on sampling. First, a
specific number of insertions were randomly
extracted and the fraction of genome elements
targeted were counted. This procedure was re-
peated 1000 times for each query insertion num-
ber in fig. S1C. A log-based curve was observed by
plotting the mutational events and the median
number of genome elements targeted by in-
sertions. The plateauing of the curve at about
20,000 mutational events indicated that a very
small number of new genome elements could be
targeted even with very large amount of inser-
tions. Importantly, the real data-based sampl-
ing curve was very similar to our independent
mathematical predictions of Negative Binomial
distributions prior to the start of the saturation
mutagenesis experiments (fig. S1D). Together,
both ourmathematicalmodel and real-data com-
putational sampling show that >33,000 mutants
represent saturation-levelmutagenesis of the entire
set of protein-encoding genes in the P. falciparum
genome.

Sampling methods for accounting for
fragment length differences and
nucleoside composition bias

For genes in the P. falciparum genome, 5′ up-
stream and 3′ downstream intergenic regions
displayed similar TTAA densities (median num-
ber of TTAA sites per 100 bp were 1.82 and 1.89,
respectively). However, they have significantly
different region length distributions (median
values are 1681 bp and 926 bp in 5′ and 3′ direc-
tion, respectively;P<0.001Wilcoxon test). There-
fore, there are different numbers of genomic
TTAA sites in 5′ and 3′ intergenic regions, as
an intrinsic feature of the P. falciparum genome.
To account for this region-length and total-
TTAA bias in our QIseq calculations, the TTAA
sites in 3′ intergenic regions were sampled
based on the TTAA number in 5′ intergenic
regions, so that our comparison was based on
two identical background target-site distri-
butions. Distribution of insertions and TTAA
sites (Fig. 1E) were plotted based on these sampl-
ing data.

MIS calculation

To quantify the mutability of every protein-
coding gene in the P. falciparum genome, we

first checked the number of piggyBac insertions
located inside the gene CDS regions. To keep the
criteria stringent, the insertions located on the
very end (distance from insertion to TSS > 99%
of the CDS length) of the CDS were not con-
sidered, due to a significantly higher number of
insertions at the last 1% of the CDS compared
with other regions of the CDS (fig. S2F). We cal-
culated the initial score MIS of gene MSg based
on the equation

MSg ¼ log
Ng þ 1

Dg

� �
ð2Þ

whereNg represents the number of insertions on
gene g. Dg is the TTAA density of the gene g,
which could be represented as the number of
TTAA per kb of the CDS. We found that theMS
could be decomposed into two mixed Gaussian
distributions (fig. S11). We reasoned that dis-
pensable and essential genes exhibit different
MS distribution. Therefore, a binary variable pg
was used to model whether the gene g is dis-
pensable or not: pg = 1 corresponds to dispens-
able and vice versa. The probability of observing
a MSg of gene g is mixture of two Gaussian
distributions:

PðMSgÞ ¼
X

pg¼1;0
PðpgÞNðMSg jmpg ; spg ÞX

pg¼1;0
PðpgÞ ¼ 1 ð3Þ

Subsequently, the EM algorithm was imple-
mented to search for the optimized value of
parameters. The posterior distribution after
the EM optimization procedures could be
calculated as:

Pðpg ¼ 1jMSg ;QÞ
¼ Pðpg ¼ 1ÞNðMSg jmpg¼1; spg¼1ÞX

pg¼1;0
PðpgÞNðMSg jmpg ; spg Þ

ð4Þ

where Q is the parameter space. The MIS was
defined as the posterior distribution to be
dispensable.

MFS calculation

For the mutants that were subjected to com-
petitive growth essay, we calculated MFS to rep-
resent the comparative growth fitness of amutant.
The QIseq sequencing reads distribution reflects
the fitness of unique piggyBacmutants in the
competitive-growth assays. The start and the
end of the growth assay could be represented as
t0 and t. At the end of the assay, am;v

t;g indicated
the relative abundance of each mutant m, tar-
geted into the CDS of gene g in sample v. There-
fore, the abundance of the mutant of the gene
g at the end of the assay could be represented
as
X

m∈v
am;v
t;g . The

X
m∈v

am;v
t;g was directly pro-

portional to the QIseq reads number
X

m∈v
rm;v
t;g .

Here, rm;v
t;g represents the normalized reads

number of mutant m targeting gene g on CDS,
which is

X
m∈v

am;v
t;g eXm∈v

rm;v
t;g . TheQIseq reads

starting with ‘TTAA’ were used to measure rm;v
t;g .

To normalize different
X

m∈v
rm;v
t;g in differ-

ent sample v, the average value of
X

m∈v
rm;v
t;g

was calculated asX
v

X
m
rm;v
t;g =

X
m
Iðm on gÞ ð5Þ

Here, I(·) is the indicator function.
X

m
Iðm on gÞ

as the number of mutants targeting gene g in all
samples. At the start of the assay t0, the relative
abundance of each mutant equal to the back-
ground TTAA density Dg. Finally, the MFS is cal-
culated as:

MFSg ¼ log

X
v

X
m
rm;v
t;g =

X
m
Iðm on gÞ

Dg

" #
ð6Þ

Therefore, the MFS calculation based on individ-
ual mutant abundance is a proxy for competitive
growth fitness in in vitro blood stage.

GO analysis

All the Gene Ontology (GO) terms were down-
loaded from (http://plasmodb.org/plasmo/) (27).
For each specific GO term g, theMIS distribution
in the term g could be represented as MISg. The
number of genes in term g is Numg. We asked
whether the genes in the term g are more prone
to be dispensable or essential. To answer this
question, we compared themedian value ofMISg
with sampled data distribution as background.
The genes with the same number of Numg were
sampled out and represented as Sg. This proce-
dure was repeated 1000 times and the median
MIS of each Sg,t (t ∈ 1, 2, 3, ...1000) was calculated
asMISSg;t . The P value was calculated as

pg ¼

X1000

t¼1
IðMISg < MISSg;t Þ=1000ðMISg > 0:5Þ

8>><>>: X1000

t¼1
IðMISg > MISSg;t Þ=1000ðMISg < 0:5Þ

ð7Þ
Here, I(·) is the indicator function.

Half-maximal inhibitory concentration
(IC50) estimation

To calculate IC50, the dose-response data (e.g.,
drug concentrations c1, c2, …cn and growth
inhibition q1, q2, … qn) were used to fit a Hill
Equation.

q ¼ U þ U � D

1þ 10ðc�logCÞB ð8Þ

where c was drug concentrations in logarithmic
form. The parameter C was the estimate of IC50.
The goodness of fit was calculated from dose-
response data and the Hill Equation.
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Fractal-like hierarchical organization
of bone begins at the nanoscale
Natalie Reznikov, Matthew Bilton, Leonardo Lari, Molly M. Stevens,* Roland Kröger*

INTRODUCTION: The components of bone
assemble hierarchically to provide stiffness
and toughness. Deciphering the specific or-
ganization and relationship between bone’s
principal components—mineral and collagen—
requires answers to three main questions:
whether the association of the mineral phase
with collagen follows an intrafibrillar or ex-
trafibrillar pattern, whether the morphology
of the mineral building blocks is needle- or
platelet-shaped, and how the mineral phase
maintains continuity across an extensive net-
work of cross-linked collagen fibrils. To address
these questions, a nanoscale level of three-
dimensional (3D) structural characterization
is essential and has now been performed.

RATIONALE: Because bone hasmultiple levels
of 3D structural hierarchy, 2D imagingmethods
that do not detail the structural context of

a sample are prone to interpretation bias.
Site-specific focused ion beam preparation
of lamellar bone with known orientation of
the analyzed sample regions allowed us to
obtain imaging data by 2D high-resolution
transmission electron microscopy (HRTEM)
and to identify individual crystal orienta-
tions. We studied higher-level bone mineral
organization within the extracellular matrix
by means of scanning TEM (STEM) tomog-
raphy imaging and 3D reconstruction, as
well as electron diffraction to determine crys-
tal morphology and orientation patterns.
Tomographic data allowed 3D visualization
of the mineral phase as individual crystal-
lites and/or aggregates that were correlated
with atomic-resolution TEM images and cor-
responding diffraction patterns. Integration
of STEM tomography with HRTEM and crys-
tallographic data resulted in a model of 3D

mineral morphology and its association with
the organic matrix.

RESULTS: To visualize and characterize the
crystallites within the extracellular matrix,
we recorded imaging data of the bone min-
eral in two orthogonal projections with re-
spect to the arrays of mineralized collagen

fibrils. Three motifs of
mineral organization were
observed: “filamentous”
(longitudinal or in-plane)
and “lacy” (out-of-plane)
motifs, which have been
reported previously, and

a third “rosette” motif comprising hexago-
nal crystals. Tomographic reconstructions
showed that these three motifs were pro-
jections of the same 3D assembly. Our data
revealed that needle-shaped, curved nano-
crystals merge laterally to form platelets,
which further organize into stacks of roughly
parallel platelets separated by gaps of ap-
proximately 2 nanometers. These stacks of
platelets, single platelets, and single acicular
crystals coalesce into larger polycrystalline ag-
gregates exceeding the lateral dimensions of
the collagen fibrils, and the aggregates span
adjacent fibrils as continuous, cross-fibrillar
mineralization.

CONCLUSION:Our findings can be described
by a model of mineral and collagen assembly
in which the mineral organization is hierar-
chical at the nanoscale. First, the data reveal
that mineral particles are neither exclusively
needle- nor platelet-shaped, but indeed are a
combination of both, because curved acicu-
lar elements merge laterally to form slightly
twisted plates. This can only be detected when
the organic extracellular matrix is preserved in
the sample. Second, the mineral particles are
neither exclusively intrafibrillar nor extrafibril-
lar, but rather form a continuous cross-fibrillar
phase where curved and merging crystals splay
beyond the typical dimensions of a single
collagen fibril. Third, in the organization of
the mineral phase of bone, a helical pattern
can be identified. This 3D observation, inte-
grated with previous studies of bone hierar-
chy and structure, illustrates that bone (as a
material, as a tissue, and as an organ) follows
a fractal-like organization that is self-affine.
The assembly of bone components into nested,
helix-like patterns helps to explain the para-
doxical combination of enhanced stiffness and
toughness of bone and results in an expansion
of the previously known hierarchical structure
of bone to at least 12 levels.▪
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Proposed model of crystal organization in bone. Patterns specified by our model (top) are
compared with projections of the STEM tomogram reconstructed from a STEM tilt series,
showing the mineral organization in different directions (bottom).
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Fractal-like hierarchical organization
of bone begins at the nanoscale
Natalie Reznikov,1 Matthew Bilton,2,3 Leonardo Lari,2,4

Molly M. Stevens,1* Roland Kröger2*

The components of bone assemble hierarchically to provide stiffness and toughness.
However, the organization and relationship between bone’s principal components—mineral
and collagen—has not been clearly elucidated. Using three-dimensional electron
tomography imaging and high-resolution two-dimensional electron microscopy, we
demonstrate that bone mineral is hierarchically assembled beginning at the nanoscale:
Needle-shaped mineral units merge laterally to form platelets, and these are further
organized into stacks of roughly parallel platelets. These stacks coalesce into aggregates
that exceed the lateral dimensions of the collagen fibrils and span adjacent fibrils as
continuous, cross-fibrillar mineralization. On the basis of these observations, we present a
structural model of hierarchy and continuity for the mineral phase, which contributes to
the structural integrity of bone.

B
one is a most impressive natural material
that combines stiffness (for support and
leverage) and toughness (for protection
and impact resistance)—properties usually
considered mutually exclusive. In bone,

stiffness coexists with toughness by virtue of
bone’s hierarchical organization: Smaller struc-
tural units form larger structural units, which in
turn are structured themselves in this manner
into higher-order units.
In light of previous studies of bone structure

analyzed at different scales, an informative and
intriguing picture emerges. At the macroscopic
level, most bones incorporate a helical motif in
their anatomical shape. This helical motif can be
recognized by the twisting of grooves and tuber-
osities along the shaft of the humerus, by the
curvature of the clavicle, or by the course of a rib
with respect to the body axis (1). These twisted
or helical morphologies are easy to identify on
robust bones that are well adapted to loading.
In humans, multiple Haversian canals traverse
compact bone at the millimeter level. They are
roughly aligned with the longitudinal axis of the
shaft. Indeed, they form helical arrays where each
canal and its associated osteon lie along a screw-
shaped trajectory with a roughly constant small
pitch; this is presumably an adaptation to load-
ing (2). At the micrometer level, the helical second-
ary osteons themselves are formed of concentric
lamellae of mineralized collagen fibrils. These
fibrillar arrays are inclined with respect to the

central Haversian canal at an average angle of
approximately 30°, thus forming an assembly of
nested coils with alternating pitches (3). A sin-
gle lamella in three dimensions often appears as
a layer of bundles, each 2 to 3 mm in diameter, in
which mineralized collagen fibrils twist around
the bundle axis, just as filaments of a rope twist
around its axis with a shallow pitch (4). At the
nanometer level, the helical theme continues as
quasi-hexagonal packing of triple helices of col-
lagen into a fibril (5). Each collagen triple helix
itself is a supercoil of single a-chain helices (6).
This abridgedoverviewof independently described
helical motifs in bone highlights remarkable self-
affinity of structure across 9 or 10 orders of mag-
nitude (in mathematical terms, self-affinity is a
less restricted notion than self-similarity). Indeed,
in nature it is not uncommon to observe self-
affine patterns (also called fractal-like), inwhich
a part of the structure resembles larger entities
and/or the whole structure (7). Many natural self-
affine patterns are helical or spiral (8).
Existing evidence describing bone structural

hierarchy indicates that below the submicro-
meter level, the helical pattern pertains only to
the collagen component. For bone mineral alone,
the paradigm of self-affinity is not obvious. De-
tails of the architecture of both the organic and
inorganic constituents of bone have become avail-
able with the advancement of x-ray diffraction and
electron microscopy methodologies. The mineral
of bone—carbonate-substituted hydroxyapatite—
must occupy a preformed, osmotically crowded,
covalently cross-linked organic niche. Before min-
eralization, the organic phase of bone is already
assembled and is capable of the fine regulation of
crystal nucleation and growth (9). Bone mineral
is nano- and polycrystalline with a substantial
degree of disorder and a considerable amount of
substitution (10–12). These features lead to inher-

ent difficulties in the interpretation of crystal-
lographic data. Furthermore, x-ray–based methods
require relatively large sampling volumes where
the crystallographic observations are averaged
and often isolated from their immediate struc-
tural context. Another characterization challenge
is that bone apatite is associated with disordered
or amorphous phases (13). These mineral phases,
such as octacalcium phosphate (14) and amor-
phous calcium phosphate (15), are stabilized by
noncollagenous proteins (16), citrate ions (17),
and a rigid hydration shell (18). Therefore, the
ripening of the crystals is inhibited especially
where they interface with organic moieties (19).
As a result, multiple mineral phases are thought
to coexist in bone (20, 21), which also complicates
the interpretation of crystallographic studies. The
complex structure of skeletal mineral often makes
it difficult to prepare samples for electron micros-
copy imaging without causing specimen prepara-
tion artifacts such as disintegration, dehydration,
and/or destabilization of metastable mineral phases
(22). Finally, the three-dimensional (3D) structure
of bone mineral, and thus the hierarchical struc-
ture, cannot be reconstructed exclusively on the
basis of 2D information.
For these reasons, it is not surprising that di-

verse, sometimes conflicting views have evolved
regarding bone mineral morphology and its rela-
tionships to the organic extracellular matrix. A
number of predominantly electron microscopy–
based studies identify the bone mineral building
blocks as being acicular (needle-shaped) nano-
crystals with diameters between 3 and 10 nm and
a length of several hundred nanometers (23–25),
or as platelets with a variety of dimensions rang-
ing from 5 nm × 20 nm × 40 nm (26) to 100 nm
in the largest dimension (27). Furthermore, there
is apparent disagreement as to whether the min-
eral phase is growing in an intra- or extrafibrillar
fashion (28)—a matter of great importance for
the structural integrity of bone. Hence, there is
no consensus on the fine details of bone mineral
morphology and organization. Besides explain-
ing its unique mechanical properties, a clearer
understanding of the mineral-organic interface
in the context of bone hierarchical structure will
provide insight into skeletal pathologies, growth
and development defects, diagenesis (postmor-
tem modification over time), and the metabolic
role of bone as an ion reservoir. The organiza-
tion and relationships between mineral and the
organic extracellular matrix are important in
such diverse fields as osteology, endocrinology,
forensic medicine, and archeology, and this infor-
mation may additionally inspire the design of
novel composite materials.
Our work aims to evaluate the mineral phase

of bone in three dimensions, within its imme-
diate structural framework, in such a way that
preparation artifacts are minimized and the hi-
erarchical context of bone structure is taken in-
to consideration. Using advanced preparation
methodology and high-resolution electron mi-
croscopy, we explain how earlier conflicting
models can be reconciled and advanced by the
findings presented here.
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Two-dimensional projections of the
apatite mineral phase
Lamellar bone is themost common type of bone
in a mature human skeleton. Mineralized colla-
gen fibrils are ordered and tightly packed with-
in a single lamella (29). On themicrometer scale,
mineralized collagen fibrils can be considered to
be roughly co-aligned, whereas their orientation
changes more or less abruptly at the boundaries
between adjacent lamellae.
By aligning a focused ion beam (FIB)–milled,

electron-transparent specimen perpendicular to
the lamellar boundaries, one can expect to ob-
serve the collagen fibrils with respect to the image
plane in a wide range of orientations from edge-
on views to in-plane views (29). We assumed that,
using such specimen geometry, nearly in-plane
andnearly edge-on arrays ofmineralized collagen
fibrils could be observed in the resulting cross sec-
tions (fig. S1). Interestingly, three distinct motifs
of mineral organization were identified (Fig. 1).
Of the three revealed motifs of nanoscale bone

organization, the first, in-plane motif (Fig. 1A)
contains extended quasi-linear elements; we
term this the “filamentous” motif. The char-
acteristic banding pattern of type I collagen fibrils
(the 67-nm D-periodicity) can be followed in
this orientation, confirming that the fibrils

are roughly aligned with the image plane. The
filamentous mineral particles are roughly co-
oriented with the D-periodicity (at an angular
range of approximately ±20°) and therefore are
aligned with the long axes of the collagen fibrils.
However, the length of the mineral particles usu-
ally exceeds 67 nm, which suggests that they are
not confined to a single period of the collagen
fibril. Similar filamentous motifs have been re-
ported previously (30–32). The second, “lacy”
pattern (Fig. 1C) incorporates groups of concen-
trically curved, thin mineral particles surround-
ing irregular voids 30 to 50 nm in diameter. The
third pattern of mineral particle arrangement
is relatively dense and comprises left-handed
“rosettes” with lateral crystal sizes between 5
and 10 nm. These rosettes of edge-on imaged par-
ticles are assembled in a quasi–closely packed
pattern when the outlines of entire rosettes are
considered. Overall, the lateral particle size dis-
tribution was found to be lognormal with an
average particle diameter of 5.8 nm and a varia-
tion of ±1.4 nm.
Selected-area electron diffraction (SAED) pat-

terns obtained from all three motifs are shown
in Fig. 1, B, D, and F. All SAED patterns indi-
cate polycrystallinity and are somewhat spotty
in nature because of the limited number of re-

fracting crystals in the analyzed volumes (SAED
area diameter, 250 nm). The azimuthal inten-
sity distribution is therefore not homogeneous,
yet the radial intensity distribution clearly in-
dicates the presence of apatite-related reflections
and allows for the extraction of important crys-
tallographic information. The filamentous motif
shows a pair of arcs corresponding to the (002)
plane-related reflection. The arc axis with re-
spect to the center of the diffraction patterns
is aligned with the texture of the filamentous
motif, and the angular dispersions of both are
in agreement. The systematic absence of (002)
plane-related reflections in Fig. 1, D and F in-
dicates that the crystallographic c axes are con-
siderably tilted out of the plane of view, as would
be expected if the mineralized collagen fibrils
are out-of-plane.
Higher-magnification images of the three mo-

tifs are shown in Fig. 1, G to I. The crystallo-
graphic planes of mineral particles can be traced
to about 5 nm laterally (in thickness, such as in
Fig. 1I and to some extent in Fig. 1H) and to
more than 100 nm longitudinally (e.g., Fig. 1G).
Note that the individual crystals are not exactly
straight in Fig. 1, A and G, but rather display
bending, with curvature radii varying between
50 and 150 nm.
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Fig. 1. Three projections of bone
structure as observed by TEM and
corresponding electron diffraction
patterns. (A) The filamentous pattern
shows curved crystals more than
100 nm in length. (B) Diffraction
pattern from (A) shows well-defined
(002) plane-related reflections, which
are oriented in the direction of the
elongated crystals. (C) The lacy pat-
tern comprises groups of parallel,
slightly bent crystals surrounding
electron-transparent voids. (D) The
absence of the (002) plane-related
reflections indicates that the crystals’
c axes are oriented out of plane.
(E) Nested rosettes, a previously
unknown pattern, show crystals of
about 5 nm in size arranged into
left-handed helices. (F) Corresponding
diffraction pattern with (002)
plane-related reflections being
absent, similar to that in (D).
(G to I) Higher magnification of the
same motifs. (G) The filamentous
motif. (H) The lacy motif. (I) The
rosette motif. Note a nearly hexagonal
outline of the dark crystallite in (I); the
inset shows a HRTEM image of the
area indicated by the small white
square, and the white circles in (A),
(C), and (E) indicate the areas
from which the SAED patterns in (B),
(D), and (F) were recorded.
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As shown in Fig. 1, C and E, we found two
motifs when the mineralized fibrils are observed
in cross section. The observed lacy motif has
been reported in (12, 28–31, 33, 34), whereas the
rosette motif has not previously been described.
Each of the rosettes is a chain of hexagonally
faceted crystals with clearly visible lattice fringes
when imaged by high-resolution transmission
electron microscopy (HRTEM) (Fig. 1I). Analysis
of the lattice fringes shows that the long c axes
of the crystals are approximately parallel to the
zone axis (Fig. 1I and fig. S2). As a result, the
c-axis orientation could be approximately indi-
cated in the SAED pattern in Fig. 1B as in-plane
and in Fig. 1F as out-of-plane, whereas the corre-
sponding a and b axes are randomly distributed,
as confirmed by the SAED patterns.
The lateral extension of the rosettes in the

motif shown in Fig. 1E is between 100 and 120nm,
which is consistent with the diameter of colla-
gen fibrils in bone. Furthermore, their close-
packing arrangement is reminiscent of the
quasi-hexagonal packing of bone collagen fibrils
(5, 35). These observations raise the question of
how the same, presumably edge-on, projection
can generate two distinct structural patterns.

Three-dimensional morphology of
bone mineral
Tomographic tilt series were acquired from five
FIB-milled sections, of which we present the re-
sults for two sections that at the 0° tilt angle re-
vealed (i) a domain containing the filamentous
and the lacy motifs simultaneously, and (ii) a
domain containing exclusively the lacy motif.
The lateral resolution of tomographic images ex-
ceeds the z-resolution because the z-axis dimen-
sion is reconstructed from tilted projections of
an electron-transparent specimen. In tilted pro-
jections, the electron beam travels through a
larger thickness than at the 0° tilt projection.
For this reason, it was important to reconstruct
3D images from specimen areas containing in-
plane and out-of-plane mineralized collagen fi-
brils. The resulting reconstructions were rendered
and are shown in Figs. 2 and 3. Z-contrast imag-
ing allows for a clear distinction of the mineral
phase in the context of the organic matrix. How-
ever, the mass density variation attributable to
the sequence of gap and overlap regions also
makes it possible to observe the collagen D-
periodicity simultaneously with the mineral
phase, without the need for any staining agent.

We collected tilt series of scanning transmis-
sion electron microscopy (STEM) images at tilt-
angle increments of 2° through a tilt range of
±70°. The tilt series were reconstructed into 3D
stacks (tomograms) with the use of a filtered
back-projection algorithm applying the IMOD
4.9.0 software [http://bio3d.colorado.edu/imod/
(36)]. The volume-rendered tomograms are pre-
sented inmovies S1 and S2. The 3D reconstructed
volumes show the in-plane filamentous motif
and/or the out-of-plane lacy motif. In the 3D
view, both appear as assemblies of irregularly
shaped, opaque, elongated mineral particles.
Crystals in the filamentous motif are roughly
aligned with the collagen fibrils that are iden-
tified by their D-periodicity (Fig. 2A). The lacy
motifs display lens-shaped voids 20 to 50 nm in
diameter; within the imaged volume, the size
and distribution of these voids are far less than
those of collagen fibrils observed in 3D studies
of demineralized bone (37).
Having found two adjacent motifs (lacy and

filamentous) at the boundary of two bone lamel-
lae in the same tomogram, with the same thick-
ness and imaged under identical conditions, we
performed virtual reslicing of digitally isolated
filamentous and lacy areas. This allowed us to
examine whether these two motifs are projec-
tions of morphologically identical crystalline as-
semblies. Two cubic volumes, each of 100 nm ×
100 nm × 100 nm size, were cropped from each
area and globally labeled by applying a White
TopHat algorithm (38)—a function used for en
masse extraction of small features in digital image
processing (Avizo 9.2, FEI, USA). The resulting
binary cubic images were digitally resliced at 90°
so that the original in-plane area would be viewed
edge-on, and vice versa. Subsequently, all images
comprising the resliced stack were overlaid into
a single image (a digital projection) using average
pixel values, and the brightness was adjusted. The
resulting original and reciprocal projections of
in-plane and out-of-plane arrays are presented
in Fig. 4, demonstrating that essentially the lacy
and filamentous motifs are different projections
of the same 3D arrangement.
Besides demonstrating that lacy and filamen-

tous motifs are different projections of identical
structures, Fig. 4 also shows that the TopHat-
labeling algorithm results in a reliable and feature-
retaining segmentation of bone mineral. We used
3D rendering of individual mineral particle labels
to study their morphology while avoiding the
masking effect of the neighboring, coalescing
labels. Separate mineral particles and their ag-
gregates showing the least degree of confluence
are shown in Fig. 5. Unobscured observation of
highly irregular individual particles shows that
there exist three hierarchical levels of mineral
particle aggregation: lateral, stacked, and wedged,
increasing in order of size (Table 1). The smallest
entity above the noise level that could be labeled
is an acicular particle with a shorter dimension of
5 nm and a longer dimension of at least 30 nm.
These acicular particles are consistent with the
dimensions of the crystalline domains observed
by TEM (Fig. 1, A and G, filamentous motif). The
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Fig. 2. Filamentous and lacy motifs: Reconstructed and rendered STEM tomogram in
different projections of a FIB-milled specimen of mature human lamellar bone. (A) Sample
showing mostly the filamentous pattern with a fragment of the lacy pattern in the bottom left
corner; these patterns originate from two adjacent lamellae. (B) The same volume slightly tilted
around the horizontal axis. (C) The same volume as in (A) tilted approximately 50° to 60° around
the horizontal axis. (D) The same volume as in (A) tilted approximately –30° around the
horizontal axis. Note the angular offset of approximately 60° between the crystallites of the
neighboring motifs apparent in (C). Colored arrows indicate the axes of the reconstructed 3D
volume orientation in space.
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extended needles show bending, with a curva-
ture of approximately 100 to 150 nm, similar to
the values observed for the crystals constituting
the lacy pattern in Fig. 1H. The angular dis-
tribution of the needles is in the range of up to
±20° relative to the main axis of the collagen
fibrils in the original image (Fig. 2, filamentous
portion in all panels), and thus they are similar
to the azimuthal length of the (002) plane-related
reflection arcs found in the diffraction patterns
of the filamentous motif (Fig. 1B). These filaments
aggregate laterally and form larger, platelet-
shaped morphologies, and for that reason their
maximal length cannot be reliably defined. The
platelets often show longitudinal striations cor-
responding to the filament directions. Mostly,
individual filaments are visible only at the fringes
of a platelet (resembling the fingers of a hand),
and in some cases these can be captured as self-
standing entities. The platelet-shaped aggregates
of acicular particles have two distinct features:
(i) They form stacks of two to four parallel plate-
lets separated by a well-defined uniform gap of
about 2 nm, and (ii) the platelet-shaped aggre-
gates often show a gentle twist along their lon-
gitudinal axis, resembling the shape of a fan blade.
Finally, platelets and their stacks converge into
larger aggregates in such a way that the gap be-
tween them becomes wedge-shaped. These largest
aggregates exceed the dimensions of the D-period
and the interfibrillar spaces observed in 3D im-
ages of demineralized collagen in bone (29). Note
that only the smallest converging aggregates are
presented here, and these illustrate the lower
limit of their dimensions; it must be kept in mind
that most of the aggregates are more extended
than those shown in Fig. 5 and fig. S3. Apparently,
these larger crystalline structures incorporating
nested arrays of simpler acicular and platelet-shaped
particles are not associated with only one collagen
fibril, but rather they span several collagen fibrils,
and can thus form an interlinked mineral net-
work through cross-fibrillar mineralization (being
both intrafibrillar and extrafibrillar).

A three-dimensional model of
mineral assembly

We applied the information obtained from the
2D projections and the 3D electron tomography
to construct a 3D model of the mineral phase,
as shown in movie S3. By relating the facts that
(i) there are three distinct projection patterns

of crystalline assemblies, (ii) the crystals are
slightly curved, (iii) the lacy pattern is already
clearly visible when the filamentous projection
is tilted by just 30° to 50° with respect to the
fibrils’ long axes, and (iv) the collagen helices
are staggered in a superhelical fashion (5, 6, 39),
we suggest that apatite crystals within a contin-
uous collagenous matrix follow an asymmetrical,
subtly splaying pattern of organization, as illus-
trated in Fig. 6. The individual curved acicular
mineral particles are partly aligned with the long
axes of the collagen fibrils. Because of their cur-
vatureand their longitudinal dimensions (≥100nm),
these acicular mineral particles also splay away
from the fibril, thus providing space for an adja-

cent tier of acicular particles along the collagen
fibril axis. Thus, an intercalated cross-fibrillar
network is formed, in which the acicular units
are associated with the collagen fibrils and with
the extrafibrillar space, and are likely associated
with the neighboring collagen fibrils. Of note,
the propensity of fine apatite crystals to splay
away from a constraining fibril has been previ-
ously reported in vitro (40). For the sake of il-
lustration clarity, the model of curved splaying
acicular units does not reflect the fact that they
partly coalesce laterally to form thin platelets,
but their coalescence can be clearly observed in
the tomographic images. Therefore, the model
here underestimates the amount of extrafibrillar
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Fig. 3. Lacy motif: Reconstructed and rendered STEM tomogram in different projections
of a FIB-milled specimen of mature human lamellar bone. (A to C) The same volume viewed
vertically (A), tilted approximately 30° around the horizontal axis (B), and tilted approximately
60° around the horizontal axis (C). Note that in the right top corner of (C) the faint D-periodicity
of collagen can be detected. (D) A fragment of the same sample in such an orientation that
acicular projections of the crystallites appear, resembling the rosette pattern in Fig. 1E. Colored
arrows indicate the axes of the reconstructed 3D-volume orientation in space.

Table 1. Description of hierarchically organized bone apatite crystals and their approximate sizes.

Structural entity Morphology Dimensions

Acicular crystal Thin, subtly curved “fingers” Base 5 nm, length 50 to 100 nm
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Platelet Irregular, flattened, formed of partly merging aligned acicular crystals;

“hand with fingers”

Thickness 5 nm, width 20 to 30 nm, length 50 to 100 nm

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Stacks of platelets Two to four platelets separated by uniform gaps of 1 to 2 nm;

“pressed-together hands”

Thickness 20 to 40 nm, width 20 to 40 nm, length 100 nm

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Aggregates of stacks Stacks of platelets and/or single platelets and/or individual acicular

crystals coalescing at an angle

Complex irregular 3D shape, up to 200 to 300 nm

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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mineral. The subtle curvature of most acicular
units, as noticeable in 2D and 3D images, is
slightly accentuated in the model. The model
viewed in the direction perpendicular to the
collagen fibril axes (i.e., fibrils in-plane) is con-
gruent with the filamentous motif and provides
a good explanation for the angular distribution
of the crystals of approximately 20° relative to
the fibril axis. The same model viewed in the
direction almost alignedwith the fibril axes (i.e.,
fibrils roughly out-of-plane) produces a lacymo-
tif with lens-shaped holes surrounded by par-
allel segments of curved filaments. Finally, the
same model viewed exactly edge-on with respect
to the collagen fibril axes results in concentric
rosettes of cross-sections of the acicular units. To
summarize, the same 3D structure—assembled
arrays of curved, coarsely aligned acicular ele-
ments that splay away from one collagen fibril
toward adjacent neighboring fibrils via the con-
fined extrafibrillar space—explains the occurrence
of all the motifs observed in 3D projections, as
well as the 3D-rendered tomographic images.
The repercussions of this hierarchicalmineral/

collagen assembly pattern aremanifold, affecting
the mechanical properties of bone as well as the
metabolic role of the carbonated apatite phase as
a reservoir for mobilization and sequestration of
inorganic ions (41). The uniform gaps between
the platelet-shaped formations are known to
contain disordered calcium phosphate, struc-
tural water (42, 43), and possibly noncollag-
enous proteins (44) and polysaccharides (19).
These unstructured sheaths maintain the uni-
form high aspect ratio of individual crystallites,

which contribute to their flexibility and tough-
ness as well as their reduced sensitivity to stress-
induced crack formation—a feature characteristic
for the mechanical behavior of high–aspect ratio
structures, for example, of nanotubes or nano-
whiskers (45). From the mechanical perspective
of compositematerials theory, a high aspect ratio
of staggered filler units within the matrix, to-
gether with a high density of the filler units, both
contribute to higher material strength and stiff-
ness (46). Notably, in bone the high aspect ratio
of the thin elongated crystals is purposefully
maintained by the rigid layers of structural water
between neighboringmineral particles (42, 43, 47),
whereas the loss of structural water from bone
tissue is associatedwith age-related decay of bone
mechanical properties (48).
The mechanism by which acicular crystals

merge to form platelets remains unclear. In
concert with the theory of biomineralization
occurring through an amorphous precursor
stage (49, 50), the crystallization of biological
apatite could be expected to proceed along the
path of least interference within a cross-linked
collagenous matrix that is rich in mineralization
inhibitors that regulate crystal growth. The for-
mation of an ordered crystalline phase throughout
the amorphous template can be locally disrupted
by the presence of noncollagenous organic enti-
ties (51), substantial amounts of bound water and
inorganic impurities (14, 17), or prestress of the
collagenous matrix (52). It remains unknown
whether acicular crystals merge into platelets
or whether thin prestressed platelets split into
acicular crystals at their periphery. The inter-

facial role of water is mediated by numerous or-
ganic inclusions (9, 19) and inorganic impurities
(14), both of which can disrupt the long-range
order of bone apatite.
The higher-level coalescence of stacks of plate-

lets into larger wedged aggregates is an illustra-
tion of continuity of themineral phase transversely
spanning the dimensions of more than one col-
lagen fibril. The collagenous matrix of bone is
extensively cross-linked by intermolecular cova-
lent bonds (53). In bone—as opposed to tendon,
for example—it is difficult to discern individual
collagen fibrils and their trajectories because they
are all aligned in register. To examine the true
length of individual collagen fibril segments, we
performed manual labeling of demineralized
bone collagen fibrils imaged by FIB scanning
electron microscopy (FIB-SEM) in a digitally
resliced edge-on orientation. Figure 7 and movie
S4 show that individual fibrils can only be tracked
along a segment length of 200 nm on average
before they split ormergewith other fibrils, thus
effectively forming a continuous 3D network.
Because individual fibrils are integrated into a
continuous network, both fibril segments and
extrafibrillar spaces are of a finite length, rarely
exceeding a few hundred nanometers. It could
be coincidental that the average segment length
of the collagen network and the maximal size of
a mineral aggregate are of similar values. How-
ever, it is possible that the longitudinal dimension
of the extrafibrillar space serves as a limiting
factor influencing the extent of mineral aggre-
gation. Such a physical confinement is in accord
with the need to keep mineral particles small in
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Fig. 4. Labeling algorithm and com-
parison of the lacy and filamentous
patterns in bone in reciprocally
oriented projections. (A) Tomogram
slice with superimposed labels of the lacy
(blue) and filamentous (pink) patterns.
(B) Labeled volumes show extensively
aggregated and coalesced elongated
entities of variable size and irregular
shape. (C) Volumes cropped to an identi-
cal size in all three dimensions are
transformed in such a way that former XY
planes nowareXZplanes (i.e., the in-plane
labels are viewed in the out-of-plane
orientation, and vice versa). (D) Digital
manipulation of the filamentous label field
(from left to right): Original labels in a
cubic stack are averaged in terms of
pixel value to form a pseudo-2D image,
which is similar to the corresponding area
in (A).The resliced label field stack is
averaged in terms of pixel value to
form a pseudo-2D image in an orthogonal
direction. (E) Digital manipulation
of the lacy label field follows the same
sequence of steps. Note the similarity
of the resliced projected filamentous
label field to the original lacy motif, and
vice versa.
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order to optimize material toughness. This ob-
servation is also consistent with the noticeable
crystallite growth in bone observed in the pro-
cess of diagenesis and postmortem decay of or-
ganic matter (54).

Although the mechanisms of collagen cross-
linking into a continuous framework and the
mechanisms of crystallite aggregation are obvi-
ously different, the final results converge to pro-
vide for the continuity of bone tissue’s organic

and inorganic components. The preservation of
bone morphology at multiple scales has been
previously demonstrated using specimens treated
by deproteinization or demineralization in hy-
drated conditions (55, 56).
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Fig. 5. Evaluation of the tomogram
shown in Fig. 2. Individual labels were
selected within the lacy pattern [(A) to (E)]
and the filamentous pattern [(F) to (H)].
Only the mineral aggregates that showed
the least degree of confluence with each
other were selected. (A and B) The same
10 labels in situ, in two different projec-
tions. (C to E) Four of these 10 labels in
individually adjusted projections to
highlight their 3D shape. (F to H) Ten
individual labels from the filamentous pat-
tern; (G) and (H) show two of these in
adjusted projections. There are three levels
of confluence of mineral formations with
each other: (i) lateral merging of needle-
shaped entities into platelets; (ii) planar
merging of platelet-shaped entities into
stacks of two to four, with a uniform gap
between them; and (iii) merging of adjacent
stacks at an angle [like fan blades, espe-
cially obvious in (C), (E), and (H)] with
a wedge-shaped clearance between them.
Almost all labels in three dimensions
show a delicate twist, especially visible in
(B). The overall ratio of label density to
total volume was the same in both
samples (approximately 0.45 to 0.5).

Fig. 6. Morphology and organization of
crystals within mineralized collagenous
matrix of bone, as seen in different
orientations. A proposed model of
crystal organization in bone is compared
with 2D projections obtained from TEM
and STEM (second column of panels) and
the tomogram reconstructed from the
STEM tilt series (amber-colored, third col-
umn of panels). The first column of panels
shows the orientation of a thin specimen
with respect to the ordered array of miner-
alized collagen fibrils in lamellar bone. The
last column of panels features the same
simplified 3D model of bone apatite
crystals viewed in three different projec-
tions: in-plane, out-of-plane, and edge-on
views. For the sake of clarity, the model
drawing has fewer concentric tiers of
curved filaments than it presumably would
accommodate.
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The impact of morphology on effective
mineral surface area
The small size of bone crystallites has been re-
ported to contribute to the substantial surface
area of mineral in the human skeleton, which
is on the order of 0.1 km2/kg (57–59) according
to gas absorption experiments. The effective
mineral surface area reportedly decreases at
a temperature exceeding 300°C when the loss
of bound water and charring of organic constit-
uents occur, indicating crystal merging (59). To
quantitatively compare the impact of the min-
eral morphology on the total surface area, we
calculated the total crystallite specific surface
area from

ai;tot ¼ 0:32
Ai

rAPVi
ð1Þ

where Ai and Vi are the area and volume of the
crystal morphology, respectively, and rAP is the
density of the apatite phase. For platelet-shaped
crystals, we find

aPL ¼ 0:64

rAP

1

w
þ 1

d
þ 1

t

� �
ð2Þ

with average crystallite dimensions w, d, and t,
whereas for the acicular morphology the surface
per mass unit can be calculated from

aAC≈
1:48

rAPd
ð3Þ

where d is, in this case, the acicular crystallite
cross-sectional diameter.
Using an apatite density of 3190 kg/m3 and a

typical mineral content of the skeleton amount-
ing to 32 weight percent (wt %) (60) [not to be
confused with 67 wt % in mineralized extra-
cellular matrix of bone (61) usually assumed for
a dissected, defatted, dry specimen], these val-
ues were used to calculate the specific surface
area for a thin platelet of 5 nm × 25 nm× 100 nm
to be compared with the value obtained for acic-
ular crystallites with cross-sectional diameter of
5 nm and length of 100 nm. We find that for
an average-size human [having a total skeleton
mass of roughly 10 kg, of which about 32% is
ash (60)], the total surface area of the acic-
ular bone crystallites is approximately 0.9 km2

(for comparison, this is about twice the area of
Vatican City and is consistent with the estimates
based on gas adsorption measurements). In con-
trast, if the bone mineral geometry were plate-
shaped, with the crystal size being 5 nm× 20 nm×
100 nm, the total surface area would be almost
40% lower, which is incongruent with the gas
adsorption experiments. To validate the surface
area dependence on imaging resolution, we cal-
culated the surface-to-volume ratio of the 3D-
renderedmineral as a function of pixel size. The
original pixel size in the 3D tomographic images
was 0.98 nm and it was digitally coarsened to
5 nm—a decrease of resolutionwhere the acicular
elements could not be clearly visualized but the
plate-shaped aggregates could still be well defined.
Interestingly, in the tomogram with the pixel size

artificially coarsened from <1 nm to 5 to 6 nm, the
surface-to-volume ratio was 40% lower relative to
the original resolution (i.e., at which the acicular
crystals were well resolved; see fig. S4).

Fractal-like hierarchical
bone architecture

The hierarchical assembly of the organic and
inorganic components of bone is implemented
in a bottom-up manner through the interactions
between cells and the extracellular matrix during
growth, development, and maintenance. How-
ever, the paradigm of bone hierarchy was orig-
inally elaborated using a top-down approach by

the English physician Clopton Havers, who in
1691 first distinguished five nested structural
levels spanning from a bone’s anatomy to its
basic components: the “earth” (organic matter)
and the “fixed salt” (inorganic matter) (62). Major
methodological leaps have enriched our concept
of bone hierarchy. The key review by Weiner and
Wagner in 1998 described seven nested levels of
organization (63). With the advent of nanoscale
3D imaging, nine hierarchical levels were de-
fined in 2014 (4). The current understanding of
the hierarchical structure of bone is that the or-
ganic and inorganic components blend at the
submicrometer level to generate mineralized
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Fig. 7. Discernible segment length of collagen fibrils in the extracellular matrix of bone.
(A) Reconstructed volume of demineralized and stained collagen fibrils in bone. (B) Individual
fibrils color-labeled where they can be continuously traced in the edge-on view. Each of 100 labels is
shown in a different color visualizing the distribution of segment lengths.
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collagen fibrils, as shown in Fig. 8. The hi-
erarchical and self-affine assembly of collagen
as the major component of bone’s organic phase
has been demonstrated previously and is in ac-
cordance with the overall hierarchy of bone at
the tissue and organ level, up to the macroscopic
scale. The demonstration here of bone mineral
as a separate hierarchical phase, although coun-
terintuitive, is not at odds with the bigger picture,
nor is the observation of the gentle curvature and
cross-fibrillar low-pitch coiling of nanocrystals.
We show that a helical motif repeats itself on
every scale of bone architecture, and that this
pertains to both collagen and mineral. Observa-
tions that crystals curve and bend are possible
in light of the crystals’ nanoscale-level high aspect
ratio, their formation via an amorphous precur-
sor stage, and their location within a prestressed
hydrated matrix. The shallow-pitch helical mor-
phology of bone mineral crystals is in accord-
ance with the nested self-affine helical motifs
found throughout the hierarchy of bone struc-
ture in general and gives rise to the identifica-
tion of bone as a fractal-like structure.
As nature uses and reuses effective strategies

(64), and as helical motifs are abundant in shells,
horns, cones, and spider webs (8) among other
biological structures, we suggest that the fractal-
like organization (i.e., the self-affine helical motif
occurring across multiple scales) is another way to
further optimize bone structure-function relations
over millions of years of evolutionary refinement.

Materials and methods
Samples and preparation

Our study focused on compact lamellar bone
samples prepared from the proximal femur of
two female individuals, 48 and 50 years old. The
Imperial College Tissue Bank (application R13004)
approved collection and research of excess hu-
man tissue from surgeries performed at Charing
CrossHospital, London. The proximal femur sam-
ples were collected from elective arthroplasty for
osteoarthritis where prior written informed con-
sent was obtained from the patient. The lower
femoral necks, also referred to as the “calcar”
area (compact bone tissue, generally not affected
by the joint degenerative disease), were cut in
two planes, along and across the long axis, so
that compact bone osteons would be cut in both
long and cross sections. The resulting sample
sections were polished, and shallow ridges of
osteonal lamellae were identified by optical
microscopy. The polished bone samples were
defatted in acetone and embedded in Epon (Elec-
tron Microscopy Sciences, USA) in vacuum; em-
bedding in vacuumwas conducted in order to fill
bone porosities with a solid medium. The top
surface of the embedded samples was exposed
with a glass knife and a diamond knife to visu-
alize osteonal lamellae as shallow ridges oriented
in concentric circles (transverse osteon section) or
as a parallel series (longitudinal osteon section).
Ion beammilling by FIB-SEMprovides precise

ablation of the mineralized substrate and con-
trolled thinningof the area of interest until electron
transparency is obtained. We prepared 100-nm-

thick specimens by FIB milling and the lift-out
technique, using aHeliosNanolab 600, FEI, USA,
following an automated procedure (AutoTEMG2
software, FEI, Netherlands) at 30 keV. The real-
time visual control of the milling and thinning
processes in the FIB-SEM allows for the prepara-
tion of a TEM specimen in the desired orientation
(perpendicular to the lamellar planes for both con-
figurations) and sufficiently distanced from the os-
teocyte lacunae. Specimens were mounted on a
semi-grid for thinning to obtain electron transpar-
ency (approximating a 100-nm section thickness)
using current reduction from0.46 nA to 28 pA, at

30keV. Final polishing of the thinned sampleswas
conducted at ion acceleration voltages of 16 keV
and then 5 keV, using at the same time electron
currents sufficient for visual control in order to
gently remove surface unevenness, redeposited de-
bris, and the products of localmineral amorphiza-
tion. Using an appropriate sequence of decreasing
voltage and current values prevents ion beam–
related artifacts (65) and allows for the best pos-
sible preservation of the structural features of the
sample, which is especially important for speci-
mens containing organic-inorganic interfaces (32)
andcomponents sensitive to contactwithwater (22).

Reznikov et al., Science 360, eaao2189 (2018) 4 May 2018 8 of 10

Fig. 8. A scheme of hierarchical organization in bone. For levels VII to XII (green), see
Reznikov et al. (4, 29, 71). Both ordered and disordered motifs of lamellar bone comprise mineralized
collagen fibrils (VI) that are 80 to 120 nm thick and form a continuous network. Collagen fibrils are
composed of quasi–hexagonally packed microfibrils (V), each of which incorporates multiple
staggered triple helices (IV) that in turn are formed from repetitive chains (III) of amino acids (II).
Collagen levels V to II are discussed in detail by Orgel et al. (5, 35, 39, 72, 73). The inorganic
component of the mineralized collagen fibrils (VI) itself incorporates several nested structural motifs,
listed as follows in decreasing order of complexity: mineral aggregates (V), stacks of platelets (IV),
platelets (III), and acicular crystals (II). [(V) copyright 2006, National Academy of Sciences, U.S.A.]
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The TEM investigation of the ultrastructure
of bone followed a two-pronged approach using
bright-field and high-resolution TEM in conjunc-
tion with SAED to obtain and characterize 2D
projections of the crystal structure. STEM tomog-
raphywasused to identify the 3Dassembly pattern
particularly of the mineral phase in unmodified
air-dried bone embedded in epoxy resin in vacuum.

Transmission electron microscopy

For 2D imaging of cross sections, we used a
conventional JEOL 2011 TEM as well as a JEOL
2200 FS TEM operating in the STEMmodewith
a third-order probe aberration corrector and a
high-angle annular dark field imaging detector
(inner collection angle, 110 mrad). Both micro-
scopes were operated at a 200-kV acceleration
voltage. For diffraction pattern collection and
high-resolution imaging, we notably found the
use of an LaB6 electron source beneficial com-
pared to a field emission gun source because
the lower spatial electron coherence minimizes
damage by the electron beam.
The appropriate choice of imaging conditions

for observing the details of the mineral/organic
organization in bone constitutes a major chal-
lenge. For TEM analyses, low electron doses are
required to avoid material ablation and rede-
position during imaging (66). Generally, STEM
allows for better contrast at low beam exposure
compared to plane-view TEM, and is thus less
prone to producing artifacts of this type (66). In
addition, STEM provides directly interpretable
contrast, and is therefore also preferable for to-
mography because plane-view TEM imaging de-
pends strongly on Bragg contrast. Because the
local contrast depends on the sample orienta-
tion, tomographic imaging is difficult and the
achievable spatial resolution is limited. For this
reason, STEMmethodology is preferable over the
TEM methodology for 3D tomographic imaging
of polycrystalline samples such as bone.

STEM tomography

Weused STEM in conjunctionwith a high angular
annular dark field (HAADF) detector, an imaging
approach sensitive to variations in the atomic
number Z, thus enabling the simultaneous imag-
ing of collagen and mineral phases in situ. Fur-
thermore, tomographic sample tilting in the STEM
mode allows 3D imaging with nanometer-level
resolution (67), as required for the small dimen-
sions of the apatite crystals.
Tomography was performed using an FEI

Tecnai Osiris STEM (X-FEG Schottky field emit-
ter) operated at 200 kV, 245 mA, using a Fischione
2020 advanced tomography holder with a previ-
ous data set obtained using manual tilt at a JEOL
2200 FS (68). The image size acquired at 0.5 nA
was 2048 × 2048 pixels, with a total acquisition
time of 2.15 s per frame as follows: area search
(0.15 s), focus (0.5 s), exposure (1 s), and tracking
(0.5 s), automated and equal for each frame.
Data were acquired using the FEI Tecnai Osiris
using the FEI Xplore3D and Inspect3D acqui-
sition, post-alignment, and reconstruction soft-
ware. To produce the resulting 3D volumes, the

tilt series was then processed using the IMOD
software package (http://bio3d.colorado.edu/imod/)
using the filtered back-projection algorithm with-
out applying fiducial markers. We subsequently
used the FEI Avizo 9.2 software for 3D rendering
and segmentation.

FIB-SEM tomography

The FIB-SEM tomography workflow is described
in (29). Briefly, the bone sample was demineral-
ized in parallel with mild fixation (69), condi-
tionedwith alcian blue to stabilize noncollagenous
organic components, fixed with glutaraldehyde,
and stainedwith osmium tetroxide (OTOTOpro-
tocol). The sample was high-pressure frozen and
freeze-substituted, which preserves the dimen-
sions and architecture as in the hydrated state.
The sample was then embedded in Epon and
sectioned, and imaging was performed using a
dual-beam FEI Helios 600 Nanolab FIB-SEM
operating in the serial-surface view mode with
the slice thickness equal to the lateral resolution of
the 2D images in the stack, being approximately
10 nm at 30 keV, 86 pA. The stack was aligned
using Fiji (NIH, USA) (70). Labeling of individual
collagen fibrils was carried out using the local
threshold algorithm inAvizo 9.2, FEI,USA. For the
current study, the stack of adult human osteonal
lamellar bone (originally referred as M77) was
used for collagen segment tracing. An area ofwell-
aligned, ordered, nearly horizontal collagen fibrils
within one lamella was selected. In the edge-on
projection, a cross section of a fibril was labeled
based on the local gradient and then traced in both
directionsuntil the same cross section couldnot be
identified. In this manner, 100 collagen fibril seg-
ments were traced, their length was recorded in
nanometers, and the distribution histogram of
the segment length values was analyzed.

Specific surface area and
crystallite morphologies

Mineral morphology in bone has important im-
plications because of the resulting high surface
area and its adsorption capacity, particularly for
water molecules. The surface area of a single-
crystal platelet having dimensions w, d, and t is

APL ¼ 2 � ðw � d þ w � t þ d � tÞ ð4Þ

The volume of an individual platelet is

VPL ¼ w � d � t ð5Þ
and the platelet mass is

MPL ¼ rAPVPL ð6Þ
where rAP is themass density of the bone apatite.
For an acicular crystal with hexagonal symmetry
where the crystal length l is much larger than its
lateral extension d, we find

AAC ¼ 3 � d � l þ ffiffiffiffiffi
27

p � d

2

� �2

≈3 � d � l ð7Þ

The volume of an individual (acicular) needle is

VAC ¼
ffiffiffiffiffi
27

p

2
� d

2

� �2

� l ð8Þ

and the needle mass is

MAC ¼ rAPVAC ð9Þ
To obtain the total surface area resulting from
the specific geometries, it is necessary tomultiply
the surface area of the individual crystals by 0.32
(32 wt % mineral content) and the number of
crystals constituting the mineral phase (which is
the ratio of the total mineral mass divided by the
mass of an individual crystal). Thus,

Ai;tot ¼ 0:32
Mtot

rAP

Ai

Vi
ð10Þ

with the index representing either a plate-shaped
or acicular geometry. This results in the following
expressions for the total specific surface areas for
both geometries:

APL;tot ¼ 0:64
Mtot

rAP

1

w
þ 1

d
þ 1

t

� �
ð11Þ

AAC;tot ¼ 0:32
Mtot

rAP

24ffiffiffiffiffi
27

p � d ð12Þ

The respective specific areas permass aPL and aAC
are given by the total areas divided by the total
masses.
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Activation mechanism of a human
SK-calmodulin channel complex
elucidated by cryo-EM structures
Chia-Hsueh Lee and Roderick MacKinnon*

Small-conductance Ca2+-activated K+ (SK) channels mediate neuron excitability and
are associated with synaptic transmission and plasticity. They also regulate immune
responses and the size of blood cells. Activation of SK channels requires calmodulin (CaM),
but how CaM binds and opens SK channels has been unclear. Here we report cryo–electron
microscopy (cryo-EM) structures of a human SK4-CaM channel complex in closed and
activated states at 3.4- and 3.5-angstrom resolution, respectively. Four CaM molecules bind
to one channel tetramer. Each lobe of CaM serves a distinct function: The C-lobe binds to
the channel constitutively, whereas the N-lobe interacts with the S4-S5 linker in a
Ca2+-dependent manner. The S4-S5 linker, which contains two distinct helices, undergoes
conformational changes upon CaM binding to open the channel pore. These structures
reveal the gating mechanism of SK channels and provide a basis for understanding
SK channel pharmacology.

C
a2+ is arguably one of the most crucial cel-
lular signals, and it affects virtually every
aspect of a cell. Gárdos first discovered a
link between Ca2+ and K+ permeability in
1958 when he recognized that Ca2+ can en-

hance the K+ permeability of human erythrocytes
(1). Since then, several studies have reported a
similar “Gárdos effect” in various types of neu-
rons (2). We now know that this effect is medi-
ated by a family of Ca2+-activated K+ channels
(3). These channels were historically cataloged as
intermediate- or small-conductance Ca2+-activated
K+ (SK) channels to distinguish them from the
well-studied large-conductance Ca2+-activated
K+ (BK) channels (4–8). Widely expressed in neu-
rons of the central nervous system, SK channels
contribute to the after-hyperpolarization follow-

ing an action potential and mediate the intrin-
sic excitability of neurons (9). SK channels are
also implicated in synaptic transmission and plas-
ticity. In T lymphocytes, SK channels modulate
the activation of immune responses (7, 10, 11).
In erythrocytes, they regulate cell volume, and
their dysfunction causes cell dehydration and
hemolysis (8, 12–15).
Given the physiological importance of SK

channels, it is important to understand how they
work at a molecular level. Although both SK and
BK channels are activated by Ca2+, their amino
acid sequence identities are low, and their chan-
nel gating mechanisms are completely different.
Ca2+ ions open BK channels directly, whereas
Ca2+ ions open SK channels via calmodulin (CaM)
(4, 16). CaM opens SK channels in a coopera-

tive manner with high Ca2+ sensitivity (median
effective concentration, around 100 to 400 nM)
(4–7, 17 ). The structures of BK channels have
been studied in molecular detail (18, 19), but the
Ca2+-CaM gating mechanism of SK channels has
remained a mystery. To understand the structural
basis of gating in SK channels, we determined
structures of a full-length human SK channel
in closed and activated states by using single-
particle cryo–electron microscopy (cryo-EM).

Characterization of a human SK4-CaM
channel complex

After an initial screening of 25 SK proteins from
different species by fluorescence-detection size-
exclusion chromatography (20), we identified
human SK4 (also known as IK, KCa3.1, KCNN4,
or Gárdos channel) as a promising candidate
for structural studies. We then expressed and
purified human SK4 from mammalian cells. Pu-
rified full-length SK4 channels, although having
a predicted molecular mass of 48 kDa, migrate
at about 37 kDa by SDS–polyacrylamide gel elec-
trophoresis (SDS-PAGE) (Fig. 1A). CaM was co-
purified with the channel in both the presence
and absence of Ca2+. This observation suggests
that Ca2+ is not necessary for the SK-CaM inter-
action and that CaM constitutively binds to the
channel.
To examine the function of the purified SK4-

CaM complex, we reconstituted it into liposomes
and monitored K+ flux by means of a fluorescence-
based assay (21). Proteoliposomes were reconsti-
tuted with a high concentration of K+ (150 mM
KCl), then diluted into K+-free solution while
ionic strength was maintained with 150 mM
NaCl. In the presence of Ca2+, a fluorescence
decrease was observed owing to K+ efflux out
of the liposomes (Fig. 1A), which could be in-
hibited using two different SK4 channel blockers,
NS6180 and senicapoc (22, 23). Thus, the purified
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Fig. 1. Functional characterization and architecture of the Ca2+-free
SK-CaM channel complex. (A) Purified SK-CaM channel complex
and fluorescence-based liposome flux assay. Left, SK-CaM complex
in the presence or absence of Ca2+ (2 mM CaCl2 or 5 mM EGTA),
analyzed by SDS-PAGE. Right, SK-CaM complex–mediated flux.
Fluorescence changes due to K+ flux were monitored over time

(mean ± SEM; n = 4 to 8). Proteoliposomes in the presence of 2 mM
CaCl2 showed robust flux, which could be blocked by 10 mM NS6180
or senicapoc. CCCP, carbonyl cyanide m-chlorophenylhydrazone.
(B to D) Cryo-EM structure of the Ca2+-free SK-CaM complex. Each
channel subunit is shown in a different color. Purple, CaM C-lobe
in surface representation.
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SK4-CaM protein complex (hereafter referred
to as SK-CaM) recapitulates the functional Ca2+-
activated K+ efflux and pharmacological inhibi-
tion characteristic of native channels.

Architecture of Ca2+-free SK-CaM
channel complex

We first determined the structure of SK-CaM in
the absence of Ca2+ to a resolution of 3.4 Å (figs. S1
and S2). We found that four SK subunits form
a fourfold-symmetric tetramer that is ~95 Å in
length and 120 Å in width when viewed from
within the plane of the membrane (Fig. 1B).
Transmembrane helices S5 and S6 form the ion
channel pore, which is surrounded bymembrane-
embedded helices S1 to S4. The domain com-
prising these four helices interacts with the pore
domain from the same subunit (Fig. 1C). This
arrangement is similar to that of the BK channel
(also known as Slo1) but different from that of
domain-swapped Kv1 to Kv7 channels, where
helices S1 to S4 interact with a neighboring pore
domain (18, 24, 25).
At the C-terminal end of S6, the helix unwinds

near the inner leaflet of the cell membrane. This
allows the polypeptide to make a sharp turn be-
fore two helices, HA and HB, that run almost
parallel to the membrane plane. HB is followed
by the HC helix (Fig. 1D). The HC helices from
four SK subunits make up a coiled coil located
at the center of the channel, which is important
for channel assembly and trafficking (26, 27). Be-
cause this region of the channel is flexible, the
local structure is not as well resolved as other
regions, and the last 41 residues are invisible in
the structure. Consistent with previous studies
(28, 29), the peripheral ends of HA and HB form
the binding site for the CaM C-lobes, which are
visible in the cryo-EM map (Fig. 1D). On the
basis of light scattering and analytical ultra-
centrifugation experiments performed on CaMs
and channel fragments, Halling et al. suggested
that two to eight CaM molecules may bind to
one channel (30). In the context of a full-length
channel, we observed that one CaM binds to one
SK subunit, resulting in four CaMs per channel
tetramer.

Dynamic CaM N-lobe as a Ca2+ sensor

When C4 symmetry was imposed during cryo-
EM reconstruction, the CaM N-lobes of the
channel complex exhibited poor density, which
precluded model building of this portion of CaM
(Fig. 1, B to D, and fig. S1C). This suggests that
the N-lobes exhibit static disorder, consistent
with high mobility in the absence of Ca2+. When
the structure was reconstructed without impos-
ing symmetry, only one of the four CaM N-lobes
was visible (fig. S1C). To analyze the static dis-
order of the CaM N-lobes further, we expanded
the data set and reoriented each subunit onto a
single position according to the C4 point group
(31). We then performed focused classification
and subsequent refinement (fig. S3A). Through
this strategy, three distinct conformations of
CaM with improved N-lobe density were iden-
tified (Fig. 2).

In these reconstructions, the differences in the
CaM C-lobes are subtle, resulting from a slight
sliding along the HA and HB helices (fig. S3, B
and C). In contrast, the CaM N-lobes exhibit
large positional variations. It is evident that

the N-lobe can swing from the periphery of the
channel (Fig. 2, red) all the way to the center of
the channel, close to the coiled coil (Fig. 2, blue).
The N- and C-lobes of CaM are connected by a
central linker, which has the capacity tomaintain
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an a-helical structure or unwind into a loop,
allowing CaM to adopt multiple conformations
(32). Under Ca2+-free conditions in SK-CaM, this
flexible linker permits the N-lobe to undergo
long-range, rigid-body–like motions, traveling
from the bottom of the S2 helix to the bottom of
the S4-S5 linker (Figs. 2B and 1D), while the
C-lobemaintains its interactionwith theHA and
HB helices (fig. S3C). Previous mutagenesis ex-
periments suggested that the two lobes of CaM
serve distinct functions in the SK channel com-
plex (33–35): The C-lobe interacts with SK chan-
nels in a Ca2+-independentmanner, whereas the
N-lobe senses Ca2+ and gates the channel. Our
structure supports these findings by demonstrat-
ing a permanent bound CaM C-lobe and a dy-
namic N-lobe. This molecular plasticity of the
N-lobe seems ideal for rapid detection and re-
sponse to local Ca2+ signals.

Transmembrane domain and ion
conduction pore

Although the SK channel has a similar topology
to the BK channel, we noticed two interesting
differences. First, the S1 and S2 helices in SK are
much longer than those in BK (18). Each about
60 Å in length, S1 and S2 in SK extend beyond
the membrane boundary, into the cytoplasmic
space (Fig. 3A). The second difference involves
the S4-S5 linker, which in SK consists of two
a-helices, S45A and S45B, rather than the short

turn observed in BK and other non–domain-
swapped members of the six-transmembrane
ion channel superfamily, including the Kv10 to
Kv12, Slo2, and HCN channels (18, 36–39). In
voltage-gated ion channels—whether domain-
swapped or not—the S4-S5 linker plays a critical
role in channel gating by couplingmovements of
the voltage sensor to opening of the pore. But
SK is voltage-insensitive (5, 6, 17). Its particular
S4-S5 linker structure is apparently suited to
confer CaM-mediated Ca2+ sensitivity to the SK
channel gate.
S45B is wedged in between HA and S6, thus

providing lateral contacts between the pore and
the cytoplasmic structural elements that ulti-
mately attach CaM to the channel (Fig. 3B). Hy-
drogen bonds formed between Lys197 on S45B and
Glu295 on HA from a neighboring subunit, and
betweenAsn201 on S45B andArg287 on S6 from the
same subunit, appear to “glue” these structural
elements together. Mutations of Arg287, possibly
by interfering with this interaction, change the
intrinsic open probability of SK channels in the
absence of Ca2+ (40). The inter-subunit connec-
tivity of this interface (each S4-S5 linker interacts
structurally with S6 from two subunits) could be
the structural underpinning of the high cooper-
ativity of Ca2+ activation in SK (4–7, 17).
In the absence of Ca2+, the SK channel is func-

tionally closed. The structure determined in the
absence of Ca2+ also appears closed. Residues

Val282 from each of the four S6 helices form a
constricted gate with a radius less than 1 Å (Fig.
3C). This finding is in good agreement with
studies that have used thiol-reactive methane-
thiosulfonate (MTS) reagents to assess the re-
activity of site-directed cysteine residues placed
along the S6 helix (41–44). Furthermore, it has
been shown that replacement of Val282 by Gly
produces a “leaky” channel that conducts current
in the absence of Ca2+ (45). The structure also
provides information on the molecular basis of
the channelopathy known as hereditary xero-
cytosis, a type of hemolytic anemia associated
with human SK4 mutations Val282→Glu and
Val282→Met (14, 15, 46, 47). These two gain-of-
functionmutations involve precisely that residue
which forms the narrowest constriction within
the pore of the closed SK channel.

Structures of Ca2+-bound SK-CaM
channel complex

To visualize an open conformation and under-
stand howCa2+ activation occurs, we determined
the structure of the SK-CaM complex in the pres-
ence of Ca2+ to a resolution of 3.5 Å (figs. S4 and
S5). We again observed that four CaMs bind to a
channel tetramer (Fig. 4, A and B), just as in the
Ca2+-free state. However, the density for the CaM
N-lobewas significantly improved relative to that
in the Ca2+-free structure, permitting the build-
ing of an entire CaMmodel. Ca2+ binding alters
the conformation of the CaM N-lobe and causes
it to attach firmly to the channel. The structure
reveals several previously unidentified interac-
tions between Ca2+-boundCaM and the channel
subunits. First, cytosolic portions of the S1 and
S2 helices, which extend into the cytoplasmic
space, directly contact CaM (Fig. 4, C and D).
Such interactions provide a plausible justifica-
tion for the extraordinary length of S1 and S2.
Second, the N-lobe interacts with HA and HC
from an adjacent subunit (Fig. 4, C andD, yellow
subunit). Through these newly formed interac-
tions, Ca2+-bound CaMand the SK channel form
an extensive interaction network, with each CaM
molecule communicatingwith three channel sub-
units (Fig. 4, C and D, green, blue, and yellow
subunits). This distributed interaction could po-
tentially permit conformational changes brought
about through the binding of one CaM N-lobe
to influence the neighboring CaMmolecules. It
seems likely that this structural property could
give rise, at least in part, to the high cooperativity
that is characteristic of SK channel activation.
Twomajor differences between the full-length

cryo-EMstructure and the previously determined
crystal structure of CaM in complexwith channel
fragments (HA, HB, and part of HC) (29) deserve
attention. First, in the cryo-EM structure, the
CaMN-lobe binding pocket recognizes S45A, the
first helix of the S4-S5 linker (Fig. 4, C and D),
whereas in the crystal structure, theN-lobe binds
to HC rather than S45A (S45A was not included
in the crystallization construct). Many of the res-
idues forming the HC binding site in the crystal
structure are buried at the center of the coiled
coil in the cryo-EM structure (fig. S6). The buried
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residues are therefore likely not accessible to
the CaM N-lobe in the full-length channel. We
conclude that S45A is the functional CaMN-lobe
binding site.
Second, in the crystal structure, the channel

fragments and CaMs form a dimeric, twofold-
symmetric structure. On the basis of that ob-
servation, a mechanism was proposed in which
channel activation breaks down the fourfold sym-
metry, causing the channel to become a twofold-
symmetric dimer-of-dimers. This transitionwas
proposed to generate a rotary force to open the
channel (29). Although this was a reasonable
idea given the structures of channel fragments,
the full-length structure shows that the activated
SK-CaM complex remains fourfold-symmetric
throughout (Fig. 4, A and B, and fig. S4C).

Structural basis for channel activation

Although the amino acid sequence of S45A does
not correspond to aknowncanonical CaM-binding
motif (48), S45A is highly conserved, and residues
directly facing the CaMN-lobe pocket (Ala, Ser,
and Leu) are identical across the SK channel fam-
ily (Fig. 5A), suggesting that this region is crucial
to channel function.When theCaMN-lobe binds,
it pulls the S45A helix downward and displaces
it by 4 Å (as measured at the C-terminal end of
S45A) (Fig. 5B, activated state I). This in turn
causes S45B tomove outward, away from the pore
axis. Because S45B is tightly coupled to the pore-
lining S6 helix (Fig. 3B), this displacement of S45B
expands the S6 helical bundle and enlarges the
radius of the cytoplasmic pore entrance to 5 Å
(Fig. 5, B and D). In addition, the channel gate
formed by Val282 expands. Even after this expan-
sion, the Val282 side chain still constricts the pore
to a radius of∼1.6 Å (Fig. 5, C andD), which is too
narrow to permit the flow of hydratedK+ ions. In
this activated state I, the channel is undergoing
movements toward opening, although the pore
appears to remain nonconductive. The existence
of such a channel conformation is supported by
functional studies, which indicate that the max-
imum channel-open probability of SK4 remains
low (49, 50), usually 0.1 to 0.3, at saturating con-
centrations of Ca2+. Thus, even under maximal
stimulation, the channel is still more often in a
nonconductive conformation.
Through three-dimensional classification, we

identified another activated state (Fig. 5, B to D,
activated state II) anddetermined the correspond-
ing structure atmoderate resolution (4.7 Å) (figs.
S4C and S7). Compared with activated state I,
the CaM N-lobe binding more dramatically re-
arranges S45A, S45B, and S6 in state II. S45A and
S45B are displaced by an additional 2 Å (Fig. 5B
and fig. S7D), which causes S6 to move further
away from the pore axis. This expands the chan-
nel gate at the level of Val282 to a radius of ∼3.5 Å
(Fig. 5, C and D), which would allow permeation
of partially hydrated K+ ions. State II is less pop-
ulated than state I (fig. S4C), which is consistent
with open probability measurements showing
that activated channels occupy a conductive state
with lower probability than they occupy the non-
conductive states. These analyses reinforce the

notion that activated state II likely represents an
open, conductive state of SK channels, although
future higher-resolution structures will be re-
quired to reach an unambiguous conclusion.
Our structures lead us to propose that the

binding of the CaMN-lobe to S45A initiates chan-
nel activation. This proposal predicts that pre-

venting the interaction between CaM and S45A
would preclude channel opening. To test this
prediction, we introduced a cysteine at position
181 on the S45A helix. Ser181 is located in the
middle of S45A and points directly into the CaM
N-lobe pocket. We reasoned that labeling this
position with a negative-charged MTS reagent
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(MTSES) would reduce the affinity of the CaM
N-lobe and thereby impede N-lobe binding (Fig.
5E). After exposure to MTSES, the current from
the Ser181→Cys mutant channels diminished sig-
nificantly (7 ± 7% remaining current), whereas
the current fromwild-type channels showedonly
a small reduction (81 ± 9% remaining current).
These results support the proposed role of the
CaMN-lobe–S45A interaction in channel gating.

Discussion

On the basis of the structural and functional analy-
ses presentedhere,wepropose anewmodel for SK
channel activation (Fig. 6). In the absence of Ca2+,
CaM preassociates with the channel through its
C-lobe. Meanwhile, the CaM N-lobe maintains
only weak interactions with the channel and is
conformationally flexible. In this resting state,
the channel pore is closed. In the presence of
increasing Ca2+ concentrations, the CaM N-lobe
binds to Ca2+. This triggers a conformational
change, which increases the affinity of theN-lobe
for the S45A helix within the S4-S5 linker. Upon
CaMbinding, S45A is displaceddownward (toward
the cytoplasm), which causes S45B tomove away
from the pore axis. Such a movement rearranges
the S6 helices, permitting the pore to open. As an
aid to visualizing the structural transition of SK
channel activation, we animated the CaMmove-
ment and the corresponding conformational
changes in the SK channel upon Ca2+ binding.
This animation illustrates howCaMopens the SK
channel and encapsulates the activation model
(movie S1).
Several studies have shown that the phospho-

rylation state of CaM regulates SK channel ac-
tivity (51–53). When CaM is phosphorylated at
position Thr79, the apparent Ca2+ sensitivity of
the SK channel is reduced, causing the channel
to close more rapidly (52). One hypothesis to ex-
plain this is that Thr79 phosphorylation disrupts
interactions between lipids and the SK-CaMcom-
plex (53). Our study provides a basis for inter-
preting these functional studies and perhaps for
building on the hypothesis. Thr79 is positioned
within the hinge that connects the CaMN- and
C-lobes, which is wedged between S2 and HB

and faces toward the lipid membrane (Fig. 4, C
and D). The addition of a phosphate group to
Thr79 would seem likely to influence the con-
formation of the surrounding channel subunits
and/or influence lipid-channel interactions.
Riluzole, the first U.S. Food and Drug

Administration–approved medication for amy-
otrophic lateral sclerosis, has been suggested to
act through SK channels (54, 55). Riluzole and
related compounds (e.g., 1-EBIO) potentiate SK
channel activity and are proposed, on the basis
of crystal structures, to bind to the interface be-
tween the CaMN-lobe andHC (56–59). Because
our results redefine the native CaMN-lobe bind-
ing interface, we suggest that SK channel poten-
tiators may instead bind in between the CaM
N-lobe and S45A (fig. S8). Such a possibility needs
further exploration.
This study provides a plausible mechanism of

SK channel activation and highlights the role of
the S4-S5 linker in coupling Ca2+-induced CaM
binding to channel opening. Our structures also
provide a foundation for the development of
therapeutic agents targeting SK channels.
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Fig. 6. Gating mechanism of the SK channel. In the absence of
Ca2+ (left panel), the SK channel is closed. The CaM C-lobe stays
associated with the channel, whereas the CaM N-lobe barely
binds to the channel. The very flexible N-lobe can adopt multiple
conformations, but its binding pocket remains closed (60, 61).

When Ca2+ binds to the CaM N-lobe (middle panel), the lobe
rearranges into a more open conformation, allowing it to interact
with S45A. The N-lobe pulls the S45A helix downward, which displaces
S45B away from the pore axis (right panel). This expands the S6 helical
bundle and eventually opens the pore.
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Tunable intraparticle frameworks for
creating complex heterostructured
nanoparticle libraries
Julie L. Fenton,* Benjamin C. Steimle,* Raymond E. Schaak†

Complex heterostructured nanoparticles with precisely defined materials and interfaces
are important for many applications. However, rationally incorporating such features into
nanoparticles with rigorous morphology control remains a synthetic bottleneck. We define
a modular divergent synthesis strategy that progressively transforms simple nanoparticle
synthons into increasingly sophisticated products. We introduce a series of tunable
interfaces into zero-, one-, and two-dimensional copper sulfide nanoparticles using cation
exchange reactions. Subsequent manipulation of these intraparticle frameworks yielded
a library of 47 distinct heterostructured metal sulfide derivatives, including particles that
contain asymmetric, patchy, porous, and sculpted nanoarchitectures. This generalizable
mix-and-match strategy provides predictable retrosynthetic pathways to complex
nanoparticle features that are otherwise inaccessible.

N
anoparticles (NPs) with compositional
asymmetry and various types of morphol-
ogies and interfaces can be produced by
top-down templating, surface patterning,
and localized deposition (1–6). Because

these approaches use planar surfaces to achieve
the targeted complex features, only a relatively
small number of NPs are produced compared
with solution routes, which also can achieve size
uniformity, morphology control, and tunable
composition (7, 8). However, formulticomponent
nanostructures, each distinct combination ofma-
terials generally requires a “tour de force” synthet-
ic effort. Reaction conditionsmust be rigorously
fine-tuned, and unavoidable incompatibilities
among the multiple components and reagents
must be sidestepped, typicallymany times during
the synthesis of a single nanoarchitecture (9, 10).
The robustmodularity that characterizesmolec-
ular synthesis and top-down nanofabrication is
largely absent from the approaches that are avail-
able to produce complexNP systems. Accordingly,
the demand for complex nanostructures outpaces
the synthetic methods available for obtaining
them, and many high-value targets remain out
of reach.
By analogy to the retrosynthetic framework

through which complex molecules are synthe-
sized, we deconstruct a target structure into
smaller, synthetically tractable pieces and define
a divergent synthesis strategy to access multi-
component NPswith arbitrary complexity. A key
first step in this approach is to identify appro-

priate synthons that are simple, readily acces-
sible, and can be rationally modified; we refer
to these as first-generation (G-1) nanostructures.
A structurally complex intraparticle framework
of interfaces and junctions is then introduced in
a predictable and generalizable manner to pro-
duce G-2 nanostructures, followed by systematic
incorporation of a diverse library of materials at
desired locations to produce higher-generation
nanostructures.We selectedCu1.8S as aG-1 synthon
because Cu1.8S NPs in a range of sizes and shapes
can be routinely synthesized (11, 12) and Cu+

cations have highmobilities that facilitate partial
or complete exchange with other cations (13–19).
These characteristics allow a rich collection of
materials and interfaces to be introduced in sub-
sequent steps across a diverse range of mor-
phologies. Transmission electron microscopy
(TEM) images are shown in Fig. 1 for three dis-
tinct classes of Cu1.8SNPs—zero-dimensional (0D)
spheres (Fig. 1A), 1D rods (Fig. 1B), and 2D plates
(Fig. 1C); additional characterization data are in-
cluded in fig. S1 of the supplementary materials.
To transform the G-1 nanostructures intomore

complex G-2 systems, various types of interfaces
and junctions must be introduced to break the
symmetry of the synthons and produce struc-
turally complex intraparticle frameworks. We
replaced a fraction of the Cu+ cations in each of
the G-1 Cu1.8S structures with Cd2+ or Zn2+ by ap-
plying the principles of nanocrystal (NC) cation
exchange (20), intentionally arresting each reac-
tion at various stages before it went to comple-
tion. TEM images and element maps generated
from scanning TEMwith energy dispersive spec-
troscopy (STEM-EDS) corresponding to the re-
sulting G-2 NP library (Fig. 1) show that each type
ofG-2NPhas a distinct segmentation pattern and

newly engineered internal interfaces betweenma-
terial components. The extent of cation exchange
could be controlled by reaction time, which led to
broad tunability of the intraparticle framework
features. Spherical Cu1.8S NPs (Fig. 1A) reacted
with Cd2+ to produce hemispherical CdS–Cu1.8S
Janus particles (Fig. 1D), and reaction with Zn2+

formed two discrete ZnS domains in a layered,
sandwich-like ZnS–Cu1.8S–ZnS structure (Fig. 1E)
(15). Cu1.8S nanorods (Fig. 1B) reacted with Cd2+

preferentially at the tips to generate CdS–Cu1.8S
nanorods (Fig. 1F), whereas striped ZnS–Cu1.8S
nanorods were the dominant products formed
upon reacting with Zn2+ (Fig. 1G). Hexagonal
Cu1.8S nanoplates (Fig. 1C) reacted with Cd2+ to
produce large patches of CdS in a Cu1.8S matrix
(Fig. 1H), whereas reaction with Zn2+ yielded a
highly interdigitated network of ZnS and Cu1.8S
with small, marbled filaments throughout (Fig.
1I). Despite the different interfacial structures,
the overall sizes and shapes of the G-1 Cu1.8S
synthons were retained in the G-2 structures
(table S1).
Across the library of G-2NPs in Fig. 1, exchange

with Zn2+ generally resulted in the formation of
a larger number of smaller ZnS regions within
the intraparticle frameworks, whereas exchange
with Cd2+ resulted in a smaller number of larger
CdS regions. This behavior can be rationalized by
considering differences in cation radius, lattice
matching, and interfacial strain (15, 21). Exchang-
ing Cu+ for the larger Cd2+ cation to form CdS
requires a volume expansion of 14% relative to
the comparable subunit of the Cu1.8S crystal struc-
ture (fig. S2), whereas exchange with the smaller
Zn2+ cation requires a smaller (10%) volume con-
traction (22, 23). Intraparticle phase segregation
between CdS and Cu1.8S is expected to be greater
than between ZnS and Cu1.8S, resulting in fewer
interfaces in the CdS–Cu1.8S systems relative to
ZnS–Cu1.8S, as observed. Additionally, the a-axis
lattice parameters for comparable subunits of
the hexagonal close-packed S lattices of Cu1.8S
(3.87 Å) and ZnS (3.81 Å) are similar but differ
substantially fromCdS (4.13 Å), whereas the c-axis
lattice parameters are closer for Cu1.8S (6.71 Å)
and CdS (6.72 Å) than for ZnS (6.23 Å) (Fig. 1J)
(17, 23).
To minimize interfacial lattice distortion, ex-

change with Cd2+ propagated along the a direc-
tion of Cu1.8S, which interfaced Cu1.8S and CdS
along the closely lattice-matched c direction. In
contrast, exchange with Zn2+ propagated along
the c direction, which interfaced Cu1.8S and ZnS
along the closely lattice-matched a direction. The
high-resolution TEM (HRTEM) images of CdS–
Cu1.8S Janus NPs and ZnS–Cu1.8S–ZnS sandwich
NPs, shown in fig. S3, confirmed the different
crystallographic orientationswithin theNPs and
helped to rationalize the distinct intraparticle
frameworks that emerged from the various cation
exchange reactions. Thus, ionic radii, latticematch-
ing, and reaction time can be used to predict the
number of segments. The extent of cation ex-
change, the corresponding sizes of the regions
each material occupies within the intraparticle
framework, and the interfacial area between the
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material components all can be rationally tuned
whilemaintaining the keymorphological features
of the G-1 synthons.
The G-2 nanostructures contained a residual

Cu1.8S region, aswell as eitherCdSorZnS (Fig. 1K).
All three of these metal sulfides can be targeted by
NC cation exchange reactions, but their different
chemical driving forces in principle allow each
region to be addressed selectively and indepen-
dently. Cu+ will diffuse faster than either Cd2+ or
Zn2+ because of its lower charge density and high-

er mobility (15). Cu+ is also a softer cation than
either Cd2+ or Zn2+,making its coordinationwith
the soft phosphorus atom in trioctylphosphine
(TOP), which is included in the reaction solution,
more favorable than either of the divalent cations
(20, 24). Accordingly, the Cu1.8S regions of the
G-2 CdS–Cu1.8S and ZnS–Cu1.8S nanostructures
in Fig. 1 could be exchanged selectively, keeping
the CdS or ZnS regions intact while introducing
other materials into the remainder of the intra-
particle framework. After reaction with Zn2+ in

the presence of TOP, the G-2 CdS–Cu1.8S nano-
structures (Fig. 2, A, C, and E) transformed into
G-3 CdS–ZnS (Fig. 2, G, I, and K). Likewise, after
reaction with Cd2+ in the presence of TOP, the
G-2 ZnS–Cu1.8S nanostructures (Fig. 2, B, D,
and F) transformed to G-3 ZnS–CdS (Fig. 2, H,
J, and L). The G-3 products retained the overall
morphologies and segmentation patterns de-
fined by their G-1 andG-2 precursors, respective-
ly, while containing barely detectable amounts
(<3%) of residual Cu (figs. S7 and S8), based on
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Fig. 1. Formation of G-2 nanostructures. Cu1.8S (A) spheres, (B) rods,
and (C) hexagonal plates (shown in TEM images) are used as G-1 synthons
for introducing diverse intraparticle frameworks through partial cation
exchange with Cd2+ and Zn2+. The resulting library of segmented G-2
nanostructures includes (D) hemispherical CdS–Cu1.8S Janus particles,
(E) sandwich-like ZnS–Cu1.8S–ZnS particles, (F) CdS–Cu1.8S capped rods,
(G) ZnS–Cu1.8S striped rods, (H) CdS–Cu1.8S patchy plates, and (I) ZnS–
Cu1.8S marbled plates. For each type of NP, the extent of partial cation
exchange can be tuned by adjusting the reaction time. Three examples are

shown for each type of nanostructure in (D) through (I). Each panel includes
a TEM image and STEM-EDS element map. Cu, Cd, and Zn are shown in
red, blue, and green, respectively. Crystal structure projections of wurtzite
CdS, roxbyite Cu1.8S, and wurtzite ZnS are shown in (J) to highlight the
crystallographic relationships between the adjacent phases within the
intraparticle frameworks. Selected regions of the EDS spectra for all
samples are shown in (K). For the spheres, rods, and plates, the Cd and
Zn signals increase as the reaction time increases, whereas the Cu signals
decrease (fig. S4 and table S2). The Ni signal is from the Ni TEM grid.
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analysis by energy-dispersive x-ray spectroscopy
(EDS). Powder x-ray diffraction (XRD) confirmed
the presence of each of the expected phases across
all three generations of spherical nanostructures
(figs. S9 and S10). The observed color changes
were also consistent with those expected for the
transformations of G-1 NPs into G-2 and G-3
nanostructures (fig. S11).
The resulting library of nanostructures in

Fig. 2, G to L, represents six distinct classes of
heterostructuredCdS–ZnS isomers that have the
same material components in different spatial
and interfacial arrangements within colloidal
NPs that maintain the uniform shapes and sizes
defined by the G-1 Cu1.8S synthons. Although se-
lectedmembers of the G-2 CdS–Cu1.8S and ZnS–
Cu1.8S NP library were chosen as representative
examples for transformation into G-3 products,
any of the other G-2 members from Fig. 1 could
also be used to further expand the scope of ac-
cessible isomeric CdS–ZnS heterostructures.
The process that transformed G-1 Cu1.8S NPs

into G-2 CdS–Cu1.8S and ZnS–Cu1.8S NPs and G-3
CdS–ZnS NPs was also extended to other mate-
rials systems through cation exchange with dif-
ferentmetals; this step could be implemented at
any stage of the reaction sequence. For example,
the G-1 Cu1.8S nanorods underwent partial cation
exchange with Co2+ and Ni2+ to produce G-2
CoS–Cu1.8S and Ni9S8–Cu1.8S striped nanorods
(figs. S12 and S13). G-3 CoS–ZnS striped nano-
rods, formed by exchange of the Cu1.8S region of
G-2 ZnS–Cu1.8S striped nanorods, are shown in
figs. S12 and S14. Similarly, the residual Cu+ in
the G-2 CdS–Cu1.8S hexagonal plates exchanged
with Co2+ to produce hexagonal plates of CoS
with embedded CdS islands (figs. S12 and S14).
Figure 2, M to R, shows the products formed by
reacting the G-2 spherical CdS–Cu1.8S Janus NPs
and ZnS–Cu1.8S–ZnS sandwich structures with
Co2+, Mn2+, and Ni2+ in the presence of TOP.
The resulting library of G-3 nanostructures in-
cludedCdS–CoS, CdS–MnS, andCdS–Ni9S8 Janus
NPs and ZnS–CoS–ZnS, ZnS–MnS–ZnS, andZnS–
Ni9S8–ZnS sandwich structures.
The formation of diverse intraparticle frame-

works can be decoupled from the integration of
targetedmaterials in a predictivemanner, but the
modularity and scope of this approach to com-
plex NP synthesis extends far beyond the G-2 and
G-3 systems highlighted in Fig. 2. Any point in
the reaction sequence can serve as a springboard
to a more complex target through a rational and
predictive mix-and-match process. In addition to
cation exchange, several other classes of nano-
chemical reactions can be integrated, including
seeded growth (25, 26) and selective etching (27).
Figure 3 highlights several examples of highly
sophisticatednanostructures thatwould otherwise
not be accessible. For example, G-2 ZnS–Cu1.8S
striped nanorods (Fig. 3A) were transformed to
G-3 ZnS–CdS striped nanorods (Fig. 3B), fol-
lowed by reaction with Ag+ to produce complex
segmented nanorods that formed through re-
gioselective cation exchange (Fig. 3C). Under these
mild reaction conditions, Ag+ should exchange
with both ZnS and CdS (28). However, with a sub-

stoichiometric amount of Ag+, cation exchange
only occurred with Cd2+, due to themore closely
matched sizes of the Ag+ and Cd2+ cations (22),
and the ZnS regions remained intact. Alterna-
tively, the Cu1.8S regions of the G-2 ZnS–Cu1.8S
stripednanorods in Fig. 3Awere partially etched
in the presence of a trialkylphosphine and air (27).
The nanorod productsmaintained themorphol-
ogies of the ZnS regions while adopting concave

Cu1.8S regions, resulting in intricately sculpted
ZnS–Cu1.8S NPs (Fig. 3D). Exchanging the re-
maining Cu+ in the sculpted segmentswith Zn2+

transformed them to ZnS, resulting in a 1D NP
composed entirely of ZnS but maintaining the
complex sculpted morphology (Fig. 3E).
To further demonstrate the mix-and-match

modularity of this synthetic framework, partial
exchange of Cu+with Zn2+was carried out on the
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Fig. 2. Formation of G-3 nanostructures. G-2 (A) hemispherical CdS–Cu1.8S Janus particles,
(B) sandwich-like ZnS–Cu1.8S–ZnS particles, (C) CdS–Cu1.8S capped rods, (D) ZnS–Cu1.8S striped
rods, (E) CdS–Cu1.8S patchy plates, and (F) ZnS–Cu1.8S marbled plates are transformed into (G to
L) six distinct classes of heterostructured G-3 CdS–ZnS isomers via selective cation exchange of
Cu+ with Cd2+ or Zn2+. Selective exchange of Cu+ in the Cu1.8S regions of G-2 CdS–Cu1.8S Janus and
ZnS–Cu1.8S–ZnS sandwich particles with Co2+, Mn2+, and Ni2+ results in (M) CdS–CoS, (N) CdS–
MnS, and (O) CdS–Ni9S8 Janus NPs and (P) ZnS–CoS–ZnS, (Q) ZnS–MnS–ZnS, and (R) ZnS–
Ni9S8–ZnS sandwich particles. The G-3 NPs preserve the morphology of the G-1 Cu1.8S NPs and the
intraparticle frameworks of the G-2 NPs while containing none of the original Cu1.8S. STEM-EDS
maps and TEM images are shown for each population of particles. Cu, Cd, Zn, Co, Mn, and Ni are
shown in red, blue, green, purple, cyan, and orange, respectively. For additional characterization data,
see figs. S5 to S8 and S12 to S15.
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G-2 CdS–Cu1.8S Janus NPs shown in Fig. 3F. The
product, shown in Fig. 3G, combined both Janus
and sandwich features by replacing the top and
bottom regions of the Cu1.8S hemisphere with
ZnS while maintaining the hemisphere of CdS.
The resulting NP contained one hemisphere of
CdS and one hemisphere of a ZnS–Cu1.8S–ZnS
sandwich-type particle, andwas furthermodified

inmultiple ways to produce complex derivative
products. Selectively etching the Cu1.8S region
produced a NP with a CdS hemisphere having
two attached, noncontiguous ZnS domains (Fig.
3H). Alternatively, exchanging the Cu+with Co2+

transformed the central region to CoS, producing
a (ZnS–CoS–ZnS)–CdS Janus NP (Fig. 3I). As yet
another alternative, exchanging the Cu+ with

Cd2+ transformed the Cu1.8S region to CdS, result-
ing in a spherical CdS NP with two embedded
regions of ZnS (Fig. 3J).
Other classes of nanostructured NPs could

also be intentionally designedwith thismodular
framework. For example, nanoscale spherical col-
loids lack compositional asymmetry, or valency,
on their surfaces and hence are generally unable
to facilitate directional or anisotropic interac-
tions with other particles and/or surface-based
chemical processes (29). Likewise,many targeted
nanoscale architectures, including those for ap-
plications in photocatalytic water splitting, re-
quire deposition of NPs selectively on different
regions of a central particle (30). Figure 4 shows
multiple design strategies for achieving such
features. The G-2 CdS–Cu1.8S Janus NPs had two
distinct surfaces exposed, and Pt deposited se-
lectively on the Cu1.8S region (Fig. 4A). The re-
maining Cu+ in the CdS–Cu1.8S–Pt NP was then
exchanged with Cd2+ to transform the spherical
particle entirely to CdS, forming asymmetrically
functionalized CdS–Pt (Fig. 4B). The CdS–Cu1.8S
intermediate introduced asymmetry that led to
regioselective surface deposition of Pt. Au was
thendeposited on the exposedCdS surface to form
asymmetric (Au)x–CdS–PtNPs (Fig. 4C). For com-
parison, direct deposition of Pt and/or Au onto
spherical CdS particles resulted in Pt and AuNPs
decorating the entire surface (fig. S20). To fur-
ther expand the scope of regioselective function-
alization, Auwas deposited exclusively on the CdS
patches of CdS–ZnS hexagonal plates (Fig. 4D).
As an additional design goal, introducingporos-

ity into nanostructures increases surface area and
is desirable for applications in catalysis (31, 32),
gas storage and separation (33), and batteries and
supercapacitors (34), where chemical interactions
with exposed surfaces must be maximized. By
leveraging the diversity of accessible intraparticle
frameworks, alongwith chemistry that can selec-
tively etch Cu1.8S (27), a variety of porous NPs
were produced. Two distinct pore sizes were in-
corporated into morphologically identical ZnS
nanoplates by starting with two distinct intra-
particle frameworks incorporated into ZnS–Cu1.8S
precursors (Fig. 4, E and F).
This modular and divergent synthetic strat-

egy allows us to reenvision the synthesis of mul-
ticomponent nanostructures by first carving a
substructure of interfaces into a reactive nano-
particle synthon and then integrating desired
materials, in mix-and-match fashion, at precise
locations. Complex colloidal nanoarchitectures
that would otherwise be inaccessible can now
be designed and synthesized in a predictiveman-
ner. Combining these capabilities with a broader
class of nanoparticle chemical transformation re-
actions will provide synthetic entryways into
othermaterials systems, including oxides,metals,
phosphides, and other chalcogenides (20, 35–37).
Such advances will enable the design and syn-
thesis of the increasingly complexNP systems that
are in demand across a wide range of application
areas, including semiconductor-semiconductor
interfaces for the controllable separation or con-
finement of excitons, anisotropic particles for
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Fig. 3. Higher-generation nanostructures formed by rationally applying multiple exchange
and/or etching steps. (A) G-2 ZnS–Cu1.8S striped rods react with Cd2+ to form (B) G-3 ZnS–CdS
striped rods, which further react with Ag+ to selectively target the CdS regions, forming (C) G-4
Ag2S–ZnS striped rods. Alternatively, the Cu1.8S regions of the ZnS–Cu1.8S striped rods in (A) can
be partially etched with TOP to form the sculpted ZnS–Cu1.8S rods shown in (D); the Cu+ can then
exchange with Zn2+ to replace the remaining Cu1.8S with ZnS, forming the complex sculpted rods
in (E) that are composed entirely of ZnS. Partial exchange of Cu+ in the Cu1.8S region of (F) G-2
CdS–Cu1.8S Janus NPs with Zn2+ results in the new type of particle shown in (G), which merges
the features of partial Zn2+ and Cd2+ cation exchanges by retaining the CdS hemisphere while
introducing sandwich-like ZnS caps on the Cu1.8S hemisphere. The remaining Cu1.8S in these
complex (ZnS–Cu1.8S–ZnS)–CdS Janus particles can be (H) etched to produce particles containing
two noncontiguous ZnS domains on a CdS hemisphere or (I) replaced with CoS to form (ZnS–CoS–
ZnS)–CdS Janus NPs. Alternatively, the Cu+ of the Cu1.8S region of the (ZnS–Cu1.8S–ZnS)–CdS
Janus NPs can be exchanged with Cd2+ to form (J) (ZnS–CdS–ZnS)–CdS Janus NPs, which can
also be described as a spherical CdS particle containing two distinct embedded regions of ZnS.
STEM-EDS maps, TEM images, and drawings are shown for each population of NPs. Cu, Cd,
Zn, Ag, and Co are shown in red, blue, green, pink, and purple, respectively. For additional
characterization data, see figs. S16 to S18.
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nonlinear optics, and precision integration of
semiconductors and catalysts for light-driven
chemical transformations.
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Fig. 4. Complex nanostruc-
tures formed by combining
multiple cation exchange
steps with regioselective
deposition or etching.
(A) Selective deposition of
Pt on the Cu1.8S surface
of a G-2 CdS–Cu1.8S Janus
particle, followed by
(B) subsequent exchange
of the Cu+ in the Cu1.8S
hemisphere with Cd2+,
formed a spherical NP that
was fully CdS while being
asymmetrically functional-
ized with Pt on one side.
(C) Further deposition of
small Au NPs on the exposed
CdS surface forms an
asymmetric Au-CdS-Pt NP.
In (A) to (C), Cu, Cd, Pt, and
Au are shown in red, blue,
green, and yellow, respectively.
(D) Au NPs were selectively
deposited on the CdS patches
of a G-3 CdS–ZnS patchy
hexagonal plate, as shown
in the high-angle annular
dark-field STEM image. (E and
F) The Cu1.8S regions of ZnS–
Cu1.8S marbled plates were selectively etched, forming the nanoporous ZnS plates shown in the TEM
images and STEM-EDS maps. By tuning the reaction time in the initial partial cation exchange
step that produces the ZnS–Cu1.8S marbled plates, the size of the nanopores in the resultant plates
can also be tuned. In (D) to (F), Cu, Cd, Zn, and Au are shown in red, blue, green, and yellow,
respectively. For additional characterization data, see figs. S19, S21, and S22.
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MEMBRANES

Polyamide membranes with
nanoscale Turing structures for
water purification
Zhe Tan,1 Shengfu Chen,1 Xinsheng Peng,2 Lin Zhang,1* Congjie Gao1,3

The emergence of Turing structures is of fundamental importance, and designing these
structures and developing their applications have practical effects in chemistry and
biology. We use a facile route based on interfacial polymerization to generate Turing-type
polyamide membranes for water purification. Manipulation of shapes by control of reaction
conditions enabled the creation of membranes with bubble or tube structures. These
membranes exhibit excellent water-salt separation performance that surpasses
the upper-bound line of traditional desalination membranes. Furthermore, we show the
existence of high water permeability sites in the Turing structures, where water transport
through the membranes is enhanced.

A
lan Turing’s 1952 paper (1), “The chemi-
cal basis of morphogenesis,” theoretically
analyzed how two chemical substances, ac-
tivator and inhibitor (2) (Fig. 1A), can, un-
der certain conditions, react and diffuse

with each other to generate spatiotemporal sta-
tionary structures. Turing’s ideas have profoundly
influenced theoretical understanding of pattern
formation in chemical (3) and biological (4, 5)
systems, but it was not until nearly 40 years after
his paper was published that experimental evi-
dence was obtained for the chlorite-iodide-malonic
acid (CIMA) reaction (6, 7). About 10 years later,
stationary Turing states were also observed in the
Belousov-Zhabotinsky (BZ) reactionmicroemulsion
consisting of reverse micelles (8). Recently, a va-
riety of two- and three-dimensional stationary
structures were studied in chemical (9, 10) and
biological (11–15) systems.
Turing structures typically emerge in reaction-

diffusion processes far from thermodynamic equi-
librium (1), in which the diffusion coefficient of
the inhibitor must be larger than that of the
activator, resulting in the “local activation and
lateral inhibition” phenomenon (Fig. 1B) that
underlies diffusion-driven instability (2). How-
ever, this condition is not easily satisfied in homo-
geneous solutions, for most chemical reactions
involve small molecules with similar or inappro-
priately differing diffusion coefficients. In the
classic Turing systems, twomain approaches have
been developed to selectively control the effective
diffusion coefficients of reactants: (i) Introduce a
macromolecule that reversibly binds the activa-
tor, like starch or polyvinyl alcohol (PVA) in the
CIMA reaction, and (ii) use a heterogeneous fine-

ly dispersedmultiphase reaction system in which
the activator resides in a low-mobility phase, such
as when polar BZ reagents are confined within
nanosized aqueous droplets (6–10). On the basis
of theoretical analyses and experimental obser-
vations, we successfully applied these chemical
and physical approaches to aqueous-organic inter-
facial polymerization and developed a facile route
to generate nanoscale Turing structures with high
water permeability under ambient conditions.
Interfacial polymerization is a reaction-diffusion

process far from thermodynamic equilibrium
(16). It is based on the Schotten-Baumann re-
action, in which the irreversible polymerization
of two fast-reacting multifunctional monomers
occurs near the interface of two immiscible phases
of a heterogeneous liquid system (17, 18). This
technique has been used to prepare reverse os-
mosis and nanofiltration membranes for large-
scale and low-cost water purification applications
(19, 20). In a typical membrane synthesis (fig. S1),
organic amines are dissolved in water while acyl
chlorides are dissolved in an organic solvent, and
a very thin insoluble polyamide (PA) membrane
forms on top of a porous support (figs. S2 and S3).
In our experiment, piperazine (PZ) is the activa-
tor, and trimesoyl chloride (TMC) is the inhibitor
(Fig. 1C). The reaction is initiated when the top
surface of a porous polysulfone (PSU) support
containing an aqueous solution of the activator
comes in contact with an organic solution of the

inhibitor. Because the acyl chloride has very lit-
tle solubility inwater, the polymerization occurs
predominantly on the organic side of the inter-
face. Initially, the activator reacts with the locally
available inhibitor in the reaction zone, later it
diffuses to penetrate more deeply into the re-
action zone, and finally, a cross-linked PAmem-
brane forms across the region of pore openings
of the PSU support (figs. S4 to S11 and table S1).
This PA membrane formed by a conventional
interfacial polymerization reaction is not of Turing
type, for there are not appropriate differences
between the diffusion coefficients of the activa-
tor and the inhibitor. During the reaction, the
aqueous solution of the activator is confined
within surface nanometer-sized pores of the PSU
support, where physical obstruction blocks dis-
persed aqueous-phase movement and slows the
activator transport. The diffusion coefficient
of the organic molecules is around 10−5 cm2 s–1,
whereas the diffusion of the dispersed aqueous
phases in the organic phase can be as low as
10−6 cm2 s–1 (fig. S12). When a certain amount of
macromolecule, PVA, was added to the aqueous
solution, it interacted with the activator via hy-
drogen bonding and increased solution viscosity,
further reducing the diffusion rate of the acti-
vator (fig. S13). Through the synergetic effects of
the physical obstruction and chemical interac-
tion, the systems meet appropriate differences
in the diffusion coefficients of the activator and
inhibitor (21, 22), leading to a diffusion-driven
instability and generating nanoscale spotted (Fig.
1D) and striped (Fig. 1E) Turing structures.
Atomic forcemicroscopy (AFM)measurements

(Table 1) show that the surfaces of membranes
with the nanoscale spotted (TS-I) and striped
(TS-II) Turing structures are relatively rough
and heterogeneous. The measured average root
mean square roughnesses were 22 and 32 nm,
respectively, which is quite different from that
of traditional semiaromatic PAmembrane (figs.
S14 and S15 and table S2) with a relatively smooth
and homogeneous surface (23). The spotted and
striped structures have virtually the same height,
whereas the surface area increase of TS-II is ap-
proximately two times greater than that of TS-I,
suggesting that the continuous striped structures
have a larger surface area relative to the discrete
spotted structures in the scan area. To further
investigate the nanoscale Turing structures,
themembranes were characterized by scanning
electron microscopy (SEM) and transmission
electron microscopy (TEM) analyses. The SEM
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Table 1. Surface properties of the Turing-type PA membranes. Comparison of the surface

properties of the spotted and striped Turing structures.These results were acquired from AFM

measurements over a scanning area of 5 mmby 5 mm. Reported are the averages and standard deviations.

Sample AFM scans Height (nm)
Root mean square

roughness (nm)

Surface area

increase (%)

TS-I 12 137 ± 34 21.7 ± 6.6 18.7 ± 5.3
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

TS-II 12 119 ± 21 32.2 ± 8.5 35.5 ± 9.7
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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Fig. 1. Turing-type structures in interfacial polymerization. (A) Sche-
matic diagram of activator-inhibitor interaction in a reaction-diffusion
process. Reactions leading to Turing structures rely on competing
activation (red) and inhibition (blue) kinetic pathways. (B) Spatial
representation of local activation and lateral inhibition. In two dimensions,
Turing structures generally consist of spots or stripes. (C) Schematic
illustration of interfacial polymerization Turing system. The inhibitor (TMC)
is dissolved in the organic phase (top), and the activator (PZ) and the

macromolecule (PVA) are dissolved in the aqueous phases (bottom). The
membrane (PA) with nanoscale Turing structures forms on the porous
support (PSU). (D and E) AFM topography images of the Turing-type PA
membranes. Bright yellow and orange regions correspond to the formed
solid-state nanoscale Turing structures. Initial concentrations for nano-
scale spots (D) are [TMC] = 6 mM, [PZ] = 28 mM, and [PVA] = 12 mM,
and for nanoscale stripes (E), [TMC] = 8 mM, [PZ] = 23 mM, and [PVA] =
32 mM. Scan area is 2 mm by 2 mm.
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Fig. 2. Electron micrographs of the Turing-type PA membranes.
(A) Low-magnification SEM images of the two membrane surfaces.
(B) High-magnification SEM images of the two different structures.

(C and D) Projected area TEM images (C) and cross-sectional TEM
images (D), showing the internal characteristics and three-dimensional
morphologies of the two structures.
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images show that both structures are uniformly
distributed throughout the membranes (Fig. 2A),
which is consistent with the corresponding AFM
measurements. A closer look at the membrane
surfaces (Fig. 2B) reveals that the nanoscale
Turing structures generally consist of close-packed
hexagonal arrays or interconnected labyrinthine
networks (figs. S16 to S18), with diameters ranging
between 60 and 80 nm (fig. S19). The TEM ana-
lyses not only present the external features on
the surfaces of the membranes but also provide
morphology information on the internal char-
acteristics of the structures. Projected area (Fig.
2C) and cross-sectional TEM (Fig. 2D) micro-
graphs show that there are two types of voids in
the Turing structures, with diameters ranging
from 30 to 40 nm (fig. S20). The thickness of the
Turing-type PA membranes is about 20 nm or
less, two times thinner than that of traditional
semiaromatic PA membranes (24). In three di-
mensions, the Turing structures are bubble or
tube shaped, like Turing patterns in the BZmicro-
emulsion system (25).
We evaluated separation performance of the

two membranes by saltwater desalination tests
and explored structure-property relationships in
these membranes for water purification. The
water and salts transport data show that both

membranes exhibit excellent separation perform-
ance, surpassing the water-salt separation upper-
bound line (Fig. 3A) of traditional nanofiltration
membranes (26). Counterintuitively, water per-
meability and water-salt selectivity are both high,
in contrast to the trade-off behavior of traditional
polymer membranes (tables S3 and S4), where

higher water permeability invariably leads to
lower water-salt selectivity (27). Additionally,
tube-structured membrane TS-II exhibits higher
water flux and similar salt rejections compared
to that of bubble-structured membrane TS-I un-
der the same test conditions (Table 2). The water
flux of TS-II is as high as 125 liters m–2 hour–1,
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Table 2. Separation performance of the Turing-type PA membranes. The operating pressure
was controlled at 4.8 bar, and the temperature was maintained at 25°C by a heat exchanger. The

feed flow rate was 6 liters min–1, and the concentrations of salts in the feed solutions were

2000 parts per million. All measurements were made 1 hour after starting the filtration to stabilize

the membrane performance. The rejections were calculated on the basis of the electrical
conductivities of feed and permeate solutions.

Solute

TS-I TS-II

Flux

(liters m–2 hour–1)
Rejection (%)

Flux

(liters m–2 hour–1)
Rejection (%)

NaCl 64 ± 6 51.2 ± 2.3 124 ± 11 49.6 ± 2.0
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

MgCl2 60 ± 5 88.1 ± 1.6 114 ± 12 91.2 ± 1.2
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

CaCl2 58 ± 5 88.0 ± 1.5 117 ± 10 92.7 ± 1.5
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

MgSO4 63 ± 7 98.5 ± 0.5 125 ± 14 99.2 ± 0.1
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Na2SO4 61 ± 4 99.1 ± 0.2 119 ± 11 99.6 ± 0.1
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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Fig. 3. Spatial distribution of water permeability sites in the
Turing-type PA membranes. (A) Correlation between water permeability
and water-salt selectivity for the Turing-type PA membranes [TS-I (blue
diamond) and TS-II (red star)] and other nanofiltration membranes
(open circles). These data were obtained from water-salt separation
tests (2000 ppm MgSO4, 25°C, 4.8 bar). The dashed red line is the
permeability-selectivity trade-off for traditional semiaromatic PA
membranes, and the solid black line is the empirical upper-bound
relationship (26). Ps, salt permeability. (B) Schematic diagrams of the

dynamic filtration experiments with GNPs and the transport of water
across the Turing-type PA membranes. (C to F) Projected area TEM
images showing nanoparticle deposition on the surfaces of the Turing-type
PA membranes after 10-min filtration tests (1.0 × 1012 particles ml–1,
25°C, 4.8 bar). In (C) and (D), GNP percent surface area coverage is
given in the upper right corner of each image. In (E) and (F),
high-resolution TEM images of outlined areas from (C) and (D),
respectively, show spatial distribution of nanoparticle deposition patterns
and Turing structures.
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which is approximately two times higher than
that of TS-I. This result correlates well with the
excess surface area ratio of the membranes, in-
dicating that the Turing structures have a large
effect on the water flux. On the basis of these
observations, we hypothesized that there must
be some specific sites with relatively higher water
permeability in the Turing structures and that
these high-permeability sites lead to membranes
with an enhanced water transport property.
To verify this hypothesis, we used gold nano-

particles (GNPs) as probes in combination with
microscopy methods to visually examine the
spatial distribution of water permeability sites
in the Turing-type membranes (Fig. 3B). GNPs
are negatively charged under neutral conditions,
and both membranes showed essentially the
same surface charge behavior as GNPs (table S5).
Consequently, for deposition to occur (figs. S21
and S22), drag forces had to overcome repulsive
forces originating from nanoparticle-membrane
electrostatic interactions (28, 29). Projected area
TEM micrographs revealed that the deposition
of GNPs was not uniformly distributed across
the membrane surfaces. Nanoparticle surface area
coverage for TS-I and TS-II were 6.0 (Fig. 3C) and
12.8% (Fig. 3D), respectively. GNPs deposited
in specific areas of the membrane surfaces and
formed clusters, leaving other areas of the surfaces
uncovered or with considerably fewer sparsely
distributed GNPs (figs. S23 and S24 and tables S6
and S7). Most of GNPs were deposited around
bubble (Fig. 3E) or tube structures (Fig. 3F),
which provides visual evidence supporting the
existence of relatively higher water permeability
sites in the nanoscale Turing structures (figs. S25
and S26).

Our work demonstrates that Turing structures
can be produced by interfacial polymerization
when appropriate initial conditions are created.
Microscopic characterization of the Turing-type
membranes reveals that the spatial distribution
of relatively higher water permeability sites agrees
well with the corresponding Turing structures
at the nanoscale. These unusual nanostructures,
which are generated by diffusion-driven instability,
enable outstanding transport properties in both
water permeability and water-salt selectivity.
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SURFACE CHEMISTRY

Real-space and real-time observation
of a plasmon-induced chemical
reaction of a single molecule
Emiko Kazuma,1 Jaehoon Jung,2 Hiromu Ueba,3 Michael Trenary,4 Yousoo Kim1*

Plasmon-induced chemical reactions of molecules adsorbed on metal nanostructures
are attracting increased attention for photocatalytic reactions. However, the mechanism
remains controversial because of the difficulty of direct observation of the chemical
reactions in the plasmonic field, which is strongly localized near the metal surface.We used
a scanning tunneling microscope (STM) to achieve real-space and real-time observation
of a plasmon-induced chemical reaction at the single-molecule level. A single dimethyl
disulfide molecule on silver and copper surfaces was dissociated by the optically excited
plasmon at the STM junction. The STM study combined with theoretical calculations
shows that this plasmon-induced chemical reaction occurred by a direct intramolecular
excitation mechanism.

L
ocalized surface plasmon (LSP) resonances
of metal nanostructures can focus light near
the metal surface to sizes below the diffrac-
tion limit (1), and the generated localized
electric field can be used for near-field op-

tical spectroscopies (2, 3). In addition, LSPs facil-
itate highly efficient conversion of solar energy
in photovoltaics (4, 5) and photocatalysts (5, 6).
In particular, plasmon-induced chemical re-
actions of molecules adsorbed on metal nano-
structures are attracting increased attention as
photocatalysts (7, 8) that can form bonds (9–13)
or dissociate them (13–16). An indirect hot-
electron transfer mechanism (Fig. 1A) (7, 8) has
been invoked for these reactions. Electron-hole
pairs are generated in the metal nanostructures
by nonradiative decay of the LSP (7, 17, 18), and
the hot electrons transfer to form a transient neg-
ative ion (TNI) state of the adsorbed molecule
(7). Recently, plasmon-induced dissociations of
O2 (14) and H2 (15) molecules were observed
and explained by a mechanism in which the dis-
sociation reactions proceed through vibrational
excitation after the transfer of hot electrons gen-
erated TNI states.
We propose a direct intramolecular excitation

mechanism (Fig. 1B) on the basis of direct ob-
servation of a plasmon-induced chemical reaction
of a single molecule. The LSP resonantly excites
electrons from the occupied state to the un-
occupied state in the electronic structure of an
adsorbate. Single molecules in the strongly local-
ized plasmonic field near the metal surface can
be observed in real space and real time. We suc-

cessfully made such observations through exper-
imental studies with the LSP excited within the
nanogap between a metal substrate and a Ag tip
of a scanning tunneling microscope (STM).
Figure 2, A and B, illustrates our experimental

scheme for investigating the plasmon-induced
chemical reaction with the STM. Dimethyl di-
sulfide [(CH3S)2] was selected as a target mole-
cule for the plasmon-induced chemical reaction.
To excite the LSP optically, the Ag tip with a
curvature radius of ~60 nm (fig. S1) was posi-
tioned over the bare metal surface, and the sam-
ple bias voltage (Vs) and tunneling current (It)
were set to 20 mV and 0.2 nA, respectively.
Tunneling electrons at a bias of 20 mV cannot
excite vibrational modes related to any kind of
reaction, such as rotation, desorption, or disso-
ciation of the molecule (19, 20).
The LSP generates a strong electric field in the

nanogap (Fig. 2C and fig. S2). Figure 2, D and E,
shows the spatial distribution of isolated (CH3S)2
molecules on Ag(111) before and after the excita-
tion of the LSP with p-polarized light at 532 nm.
Although individual (CH3S)2 molecules appear as
elliptical protrusions in the STM images, some
molecules near the tip position were transformed
into two identical ball-shaped protrusions after
the excitation of the LSP (fig. S3). The dissoci-
ated chemical species have the same appearance
as CH3S molecules obtained by injecting tunnel-
ing electrons into a (CH3S)2 molecule (19–21).
This implies that the S–S bond in (CH3S)2 was
dissociated by the LSP. Notably, other reac-
tions, such as rotation or desorption, were not
observed.
The dissociation ratio (N/N0), which we de-

fined as the number of (CH3S)2 molecules (N )
after LSP excitation divided by the number of
preadsorbed molecules (N0), was measured for
quantitative analyses. Figure 2F shows plots of
ln(N/N0) as a function of the irradiation time
(t) in the four areas depicted with concentric
rings (Fig. 2B). The linearity of the plots shows

that the dissociation, (CH3S)2 → 2CH3S, is a
first-order reaction. The slopes of the lines in
Fig. 2F determine the dissociation rate constant
(k). The rate constant was largest in area one and
decreased with lateral distance from the tip
(Fig. 2G). We calculated the electromagnetic
field intensity in the nanogap (Egap) (Fig. 2C)
using the Ag tip with a curvature radius of 60 nm
and a cone angle of 15° estimated from the scan-
ning electronmicroscopy images shown in fig. S1
(see the supplementary text and fig. S2). The
lateral distribution of Egap is also shown in Fig.
2G. From comparison of k with Egap, we con-
clude that the plasmon-induced dissociation has
a strong correlation with the electric field in-
tensity of the optically excited LSP.
To explore a plausible mechanism for the

plasmon-induced dissociation, we first examined
thewavelength (l) dependence of the dissociation
yield on Ag(111) (fig. S3). The rate constant di-
vided by the number of incident photons per sec-
ond is equivalent to the yield of plasmon-induced
dissociation (YLSP). The wavelength at the max-
imum intensity of YLSP (lMax) and the threshold
wavelength of YLSP (lTh) obtained in area one
(Fig. 3A) were ~532 nm (~2.33 eV) and ~780 nm
(~1.59 eV), respectively. The plasmon-induced
dissociation of (CH3S)2 was also examined on a
Cu(111) substrate (Fig. 3B and fig. S4), which
has a different electronic structure and plas-
monic properties. TheYLSP l spectrum for Cu(111)
had lMax =~670nm (~1.85 eV) and lTh =~980nm
(~1.27 eV).
In contrast, the photodissociation yield (Yphoton)

measured when the sample was exposed to light
with the tip retracted by more than 2 mm from
the surface exhibited peak and threshold wave-
lengths at ~450 nm (~2.76 eV) and ~635 nm
(~1.95 eV) on Ag(111) and ~450 and ~670 nm on
Cu(111), respectively. Our previous work (21) re-
vealed that photodissociation of the S−S bond in
(CH3S)2molecules adsorbed on Ag(111) and Cu(111)
surfaces occurs through direct electronic excita-
tion from the highest occupied molecular orbital
(HOMO)– to the lowest unoccupiedmolecular or-
bital (LUMO)–derived orbitals of (CH3S)2, that is,
from the nonbonding lone pair–type orbitals on
the S atoms (nS) to the antibonding orbital local-
ized at the S−S bond (s*SS) (supplementary text).
The hybridization between (CH3S)2 and the

metal substrate reduced the optical energy gap
into the range of visible light. Furthermore,
LUMO-derived molecular states with less over-
lapwith themetal substrate were formed, which
resulted in longer excited-state lifetimes than
would be the case for strong overlap with the sub-
strate. Thus, photodissociation occurs through
the direct excitation between the frontier MOs,
and the shape of the Yphoton l spectra reflected
the densities of states (DOSs) of both the HOMO
and LUMO (fig. S5). In contrast, the YLSP l spec-
tra had a shape similar to that of the simulated
Egap l spectra (Fig. 3C) in the wavelength regions
where photodissociation occurs. This similarity
indicates that the LSP was an excitation source
and that the YLSP strongly depended on the en-
ergy profiles of the LSP. A similar wavelength
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dependence on Ag and Cu was also observed in
the enhancement of surface-enhanced Raman
scattering (SERS) intensities (22). In addition,
the maximum intensity of YLSP on Ag(111) and
Cu(111) was ~400 and ~300 times as high as
that of Yphoton, respectively, which was caused by
the strong enhancement of the electric field by
the LSP (Fig. 3C).
In the indirect hot-electron transfer mecha-

nism (Fig. 1A), the YLSP is determined both by the
energy distribution of hot electrons and by the
DOSs of the LUMOs. Energy distributions of hot
electrons and holes generated by the decay of
LSPs are sensitive to the electronic band struc-
ture of metals (17, 18). If the energy of the LSPs
was lower than the threshold energy for direct
interband transitions of the metals, both elec-
trons and holes would be equitably distrib-
uted from zero to the energy of the LSP through
phonon-assisted transitions (18). In contrast, at
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Fig. 2. Real-space investigations of the plasmon-induced chemical
reaction. (A) Schematic illustration of the experiment for the real-space
investigation of the plasmon-induced chemical reaction in the nanogap
between a Ag tip and a metal substrate. The tip was positioned over the
metal surface during light irradiation with the feedback loop turned on to
maintain the gap distance. The Vs and It were kept at 20 mV and 0.2 nA.
hn, Planck’s constant (h) multiplied by frequency (n). (B) Division of
the STM image into four areas depicted with 10-nm wide concentric rings
for analysis. (C) Simulated spatial distribution of the electric field at the
1-nm gap under p-polarized light at 532 nm. E0, incident electric field.
Topographic STM images of (CH3S)2 molecules on Ag(111) (D) before and

(E) after irradiation with p-polarized light at 532 nm (~7.6 × 1017 photons
cm−2 s−1, 2 s) (Vs = 20 mV, It = 0.2 nA, 43 nm by 43 nm). The tip was
positioned at the center of area one during light irradiation. (F) Time
dependence of the dissociation ratio (N/N0) under irradiation with
p-polarized light at 532 nm (~5.9 × 1016 photons cm−2 s−1) in the four
areas shown in (B). Each data point represents the average of results from
six trials. The dotted lines denote single exponential functions fitted to the
data points [ln(N/N0) = −kt]. Error bars indicate SD. (G) The rate constant
k obtained at areas one through four and the calculated lateral profile
of electric field intensity at 0.1 nm above the substrate surface (z = 0.1 nm)
under 533-nm light. x = 0 nm corresponds to the center of the tip.

BA C

Fig. 1. Excitation mechanisms for plasmon-induced chemical reactions. (A) Indirect
hot-electron transfer mechanism. Hot electrons (e−) generated via nonradiative decay of an
LSP transferred to form the TNI states of the molecule. (B) Direct intramolecular excitation mechanism.
The LSP induces direct excitation from the occupied state to the unoccupied state of the adsorbate.
(C) Charge transfer mechanism.The electrons are resonantly transferred from the metal to the molecule.
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higher energies, direct transitions dominate, and
the relative probability density of hot carriers
dramatically increases.
If the plasmon-induced dissociation of (CH3S)2

occurred through hot-electron transfer, the YLSP
l spectra would have exhibited a step change at
the threshold energy of the interband transition
at ~3.0 and ~2.0 eV for Ag and Cu, respectively
(23), and increased at the higher energies, be-
cause the LUMO states are distributed broadly
above the Fermi level (EF) (fig. S5). In addition,
the hot electrons generated by the direct transi-
tions of Cuhave a broad energy distribution above
EF (18) and can be transferred into the LUMO
states, resulting in the excitation of vibrational
modes lying along the reaction coordinate. How-
ever, the expected spectral change at the thresh-
old energy of the interband transition of the
metal was not observed. Moreover, the overall
shapes of the YLSP l spectra reflected not only
the shape of theEgap l spectra (Fig. 3C) but also the
shape of the Yphoton l spectra, that is, the energy
distribution of the DOSs for both the HOMO (nS)
and the LUMO (s*SS) (Fig. 3, A and B). Thus, we
could exclude the indirect hot-electron transfer
mechanism for this plasmon-induced dissociation.
Furthermore, hot-hole transfer in Cu, where hot
holes are much more energetic than hot elec-
trons (17, 18), could also be excluded by the
shape of the Yphoton l spectrum. We conclude
that the LSP efficiently induces and enhances
the dissociation reaction through the same reac-
tion pathway as photodissociation (nS → s*SS),
on the basis of the direct intramolecular excita-
tion mechanism (Fig. 1B).
The YLSP l spectra also had tails extending

to longer wavelengths where photodissociation
never occurred. This finding suggests that the
LSP also enabled direct intramolecular excitation
from the MO in-gap states near EF (supplemen-
tary text and figs. S5 to S7) to s*SS (MOin-gap →
s*SS), as well as the HOMO-LUMO transition
(nS → s*SS). The computationally estimated en-
ergy gaps between EF and the edge of the LUMO
state are ~1.0 and~0.80 eV onAg(111) andCu(111),
respectively (fig. S5). Thismodel is consistentwith
the threshold energy of the YLSP on Ag(111) being
greater than that on Cu(111). Dissociationwas also
apparently induced by direct intramolecular exci-
tation of MOin-gap → s*SS. The DOS of the in-gap
states is much smaller than that of the frontier
electronic states (figs. S5 to S7), and thus the
direct excitation of MOin-gap → s*SS is expected
to be a much less efficient process than that of
HOMO-LUMO transition (nS → s*SS). How-
ever, the LSP generated a strong electric field
localized at the interface between the adsorb-
ate and the metal and enabled dissociation
even through inefficient excitation pathways
(MOin-gap → s*SS).
A charge transfer from metals to molecules

(Fig. 1C) was proposed to explain chemical en-
hancement effects in SERS (24–26) on the basis
of LSPs. The Raman intensities of pyridine mole-
cules adsorbed on coinage metals such as Ag, Cu,
and Au were enhanced by electron transfer from
the highest occupied state (the valence shell s

orbital) of the metal near the EF to the un-
occupied MOs (24, 25). In addition, the charge
transfer mechanism was invoked recently to de-
scribe a plasmon-induced chemical transforma-
tion (27) in which the electrons near the EF of
plasmonic metal nanoparticles were transferred
to adsorbed molecules. In the plasmon-induced
dissociation of (CH3S)2, the charge transfer from
near the EF to s*SS (EF → s*SS) was also taken
into account to explain the tails of the YLSP l
spectra in the low-energy region because the
energy gaps between EF and s*SS were about
1.0 to 2.0 eVand0.8 to 1.5 eVonAg(111) andCu(111),
respectively (fig. S5).
Real-time observationwith an STMallowed us

to measure the rates of plasmon-induced chem-
ical reactions for single molecules, thereby pro-
viding insights into the elementary reaction
pathways that cannot be accessed by conven-
tional spectroscopies and the analyses of YLSP
l spectra. It is highly sensitive to the change in
the gap distance (d) (28), and thus real-time in-
formation can be collected by tracing It under
light irradiation (Fig. 4A). Figure 4B shows the
current trace when the STM tip was positioned
over a target molecule adsorbed on Ag(111) and
exposed to p-polarized light at 532 nm. A sudden
drop of It reflected the change in d from d1 to d2
(Fig. 4A) caused by molecular dissociation, and
the dissociation rate was determined by the
inverse of the time required for the plasmon-
induced dissociation (tR).
Notably, no reaction could be induced with

tunneling electrons at aVs of 20mV, and thermal
expansion of the tipwas negligible because It was
stable on the metal surface under light irradia-
tion (fig. S8). The gap distance d (Fig. 4C) is
controlled by It, where ItºVsexpð�Ad

ffiffiffiffi
F

p Þ (Vs =
20 mV; A, coefficient; and F, barrier height). We
investigated the dependence of d on the dissoci-
ation rate (1/tR) at the single-molecule level (Fig.
4C and fig. S9). We note that 1/tR exhibited d
dependence similar to that of the calculated
electric field intensity (Fig. 4D and fig. S10). This
relation indicates that the reaction is caused by
the LSP and suggests that the reactivity is de-
termined by the coupling between the electric
field of the LSP and a transition dipole moment
of the molecule.
In the indirect hot-electron transfer mecha-

nism, the reactions are initiated from the TNI
states formed by the hot-electron transfer to
molecules via an inelastic electron tunneling (IET)
process (8) (Fig. 1A).We can obtain further knowl-
edge of reaction pathways initiated from the TNI
states formed by electron transfer from themetal
to themolecule via the IET process with the STM
(19, 20). In addition, the IET process examined
with the STM enables us to describe the elemen-
tary processes of vibrational or electronic excita-
tion resulting in molecular motion or reaction,
which reflects the local DOS of the adsorbed
molecules (28). Both the hot electrons of the LSP
and the tunneling electrons had a broad energy
distribution from the EF to the energy of the LSP
(17, 18) and the applied Vs, respectively (fig. S11).
Thus, the reaction pathways in the same energy

regions should be the same regardless of the
excitation source: hot electrons or tunneling
electrons. Rotation (Fig. 4E) and dissociation (Fig.
4F) of (CH3S)2 on Ag(111) were induced through
vibrational excitation with inelastically tunneled
electrons at energies higher than ~0.28 and
~0.36 eV, respectively (Fig. 4G). Dissociation oc-
curred through vibrational excitation of the C–H
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Fig. 3. Wavelength dependence of the plasmon-
induced chemical reaction and of the
plasmonic electric field.Wavelength
dependence of YLSP of (CH3S)2 molecules on
(A) Ag(111) (blue diamonds) and (B) Cu(111)
(red circles). Insets in (A) and (B) show YLSP

for 700 to 980 nm. Each data point represents
the average of results from six trials. The
photodissociation yields without the excitation
of the LSP [Yphoton, previously reported in (21)]
(black circles) are also shown. The yield is
determined from k divided by the number of
incident photons per second (~6.0 × 1016 to
6.5 × 1016 photons cm−2 s−1 for both plasmon-
induced dissociation and photodissociation).
Error bars indicate SD. (C) Calculated electric
field intensity for a 1-nm gap between a Ag
tip and the metal substrates under p-polarized
light. The simulated point is z = 0.1 nm above
the substrate surfaces and x = 0 nm.
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stretch mode (19) and a combination of the C–H
stretch and the S–S stretch modes (20). Moreover,
dissociation induced with tunneling electrons
was accompanied by rotation, which resulted
in small changes in It followed by its sudden
drop (Fig. 4F). Rotation before dissociation was
also observed in the dissociation of O2 on Pt(111)
through vibrational excitation via the IET pro-
cess with an STM (29).

We conclude that the energy of the TNI states
formed by electron transfer from themetal to the
molecule was dissipated to the vibrationally ex-
cited states according to the nondissociative po-
tential energy surface (Fig. 4I and fig. S12), which
resulted in both rotation and dissociation of
(CH3S)2, and rotation is a precursor for dissoci-
ation. The small changes of It caused by rotation
before its sudden dropwere also observed for the

dissociation reaction inducedwith tunneling elec-
trons at 2.3 V (Fig. 4H) and 2.0 and 1.0 V (fig. S13),
an energy region almost equal to that of the hot
electrons of the LSP excited with light at 532,
620, and 1240 nm, respectively. Thus, the IET
process through vibrational excitation at the
lower energy region is always included in the
reaction pathway when the electrons are distrib-
uted from the EF to the upper energy level, which

Kazuma et al., Science 360, 521–526 (2018) 4 May 2018 4 of 5

Fig. 4. Real-time STM results for the plasmon-induced chemical
reaction and IET-induced reactions of a single molecule. (A) Schematic
illustration of the real-time observation of the plasmon-induced chemical
reaction. (B) Current trace for detecting the dissociation event for the target
molecule (STM images) on Ag(111) induced by the LSPexcited with p-polarized
light at 532 nm (~2.7 × 1015 photons cm−2 s−1).The Ag tip was positioned
above the molecule marked by the asterisk in the STM image.The fixed gap
resistance (Vs = 20mVand It = 2.0 nA) was applied and the feedback loop was
turned off to maintain the tip height at t = 2.0 s. Light irradiation started at
t = 4.0 s.The light was turned off and the feedback loop was turned on at
t = 18 s.The tunneling conditions at t = 0 to 2.0 s and 18 to 20 s are Vs = 20mV
and It = 0.2 nA.The time required for the plasmon-induced dissociation (tR) is
directly read from the current trace. (C) Gap distance d dependence of the
dissociation rate (1/tR) obtained under p-polarized light at 532 nm (~1.3 × 1015

photons cm−2 s−1). Each data point represents the average of results for 12
molecules. Error bars indicate SD. (D) Gap distance dependence of the

calculated electric field intensity at 532 nm.The simulated point is z = 0.1 nm
above the substrate surface and x = 0 nm. (E to H) IET-induced reactions in
the dark. Current trace was measured on the molecules with the feedback
loop turned off.The tunneling conditions were (E) Vs = 0.30 V and It = 8.0 nA,
(F) 0.38 V and 8.0 nA, and (H) 2.3 V and 1.0 nA. The current changes
indicated by red and green arrows correspond to rotation and dissociation,
respectively. (G) Action spectrum for the rotation and dissociation of the
(CH3S)2 molecules induced by injecting tunneling electrons. The initial
current was set to 8.0 nA. Each data point represents the average of results
from 16 trials. Error bars indicate SD. At 360 mV, the dissociation and the
rotation occurred 1 time and 15 times in 16 trials, respectively.The scale bars
in the STM images in (B), (E), (F), and (H) are 0.5 nm. Schematic
illustrations of the potential energy surface for the plasmon-induced chemical
reactions on the basis of (I) the indirect hot-electron transfer mechanism
and (J) the direct intramolecular excitationmechanism are shown.ℏw, Planck’s
constant h divided by 2p ðℏÞ multiplied by the angular frequency ðwÞ.
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is higher than the vibrational energies of the
ground state.
If the plasmon-induced dissociation proceeded

through vibrational excitation, current changes
caused by rotation should appear before the dis-
sociation. However, changes in It before the
sudden drop were not observed (Fig. 4B and
fig. S9). This difference excluded the hot-electron–
mediated process, which always involved vibra-
tional excitation in the TNI state (Fig. 4I), as an
elementary pathway for the plasmon-induced
dissociation of (CH3S)2. By considering the mech-
anistic insight obtained from the YLSP l spectra
(Fig. 3), we concluded that the plasmon-induced
dissociation of (CH3S)2 occurred through the
direct dissociation pathway from neutral excited
states generated by direct intramolecular excita-
tion (Fig. 4J). In addition, if the potential energy
surface of the excited state formed by charge
transfer from the metal states to s*SS was dis-
sociative for the S–S bond cleavage (fig. S12C),
the charge transfer mechanism could also con-
tribute to the plasmon-induced dissociation in
the low-energy region (supplementary text). How-
ever, it is difficult to quantify the contribution of
the charge transfer mechanism, because the ex-
cited state formed by charge transfer (fig. S12C)
cannot be simply described in the STM experi-
ment because of the broad energy distribution of
the tunneling electrons.
The LUMOs of (CH3S)2wereweakly hybridized

with the metal substrates (21). The weak hybrid-
ization suppressed the relaxation of the excited
state and thus allowed access to the dissociative
potential energy surface from the neutral excited
state (Fig. 4J), which was theoretically predicted
for the photodissociation of (CH3S)2molecules in
the gas phase (30). In contrast, the MOs of O2

andH2, for which plasmon-induced dissociation
was explained by the indirect hot-electron trans-
fer mechanism, were strongly hybridized with
metal substrates (14, 15). This suggests that the
degree of hybridization betweenMOs andmetals
plays a crucial role in the plasmon-induced chem-
ical reactions.
Our real-space and real-time STM study com-

bined with theoretical calculations revealed that

the plasmon-induced dissociation of the S–S bond
in a single (CH3S)2 molecule on Ag and Cu sur-
faces occurred principally by the direct intra-
molecular excitation to the LUMO state of the
antibonding S–S (s*SS) orbital through a decay of
the optically excited LSP in the nanogap between
the Ag tip and the metal surface. The present
results underline that the plasmon-induced chem-
ical reactions of the molecule with the electronic
states less hybridized with metals are explained
by the direct intramolecular excitation mecha-
nismbut not by the indirect hot-electron transfer
mechanism. These findings provide deep insights
into the interaction between LSPs and molecules
atmetal surfaces for designing efficient plasmon-
induced photocatalysis in a highly controlled
fashion.
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METALLURGY

Enhanced thermal stability
of nanograined metals below
a critical grain size
X. Zhou,1,2 X. Y. Li,1* K. Lu1*

The limitation of nanograined materials is their strong tendency to coarsen at elevated
temperatures. As grain size decreases into the nanoscale, grain coarsening occurs at much
lower temperatures, as low as ambient temperatures for some metals.We discovered that
nanometer-sized grains in pure copper and nickel produced from plastic deformation at low
temperatures exhibit notable thermal stability below a critical grain size.The instability
temperature rises substantially at smaller grain sizes, and the nanograins remain stable even
above the recrystallization temperatures of coarse grains.The inherent thermal stability of
nanograins originates from an autonomous grain boundary evolution to low-energy states due
to activation of partial dislocations in plastic deformation.

R
efining grains of metals into the nano-
meter scale may greatly enhance their
strength and hardness (1). But the intro-
duced high density of grain boundaries
(GBs) provides a strong driving force for

grain coarsening accompanied by property deg-
radation. The instability temperature, which
marks the onset of grain coarsening, decreases
substantially for nanometer-sized grains in metals
(1–3). In some nanograined metals, such as Cu,
coarsening occurs even at ambient tempera-
tures (1, 4). The inherent thermal instability is
an “Achilles’ heel” of nanograined materials and
hinders technological applications at elevated
temperatures. The temperature response also
complicates the processing of nanograined metals
for further structure refinement and property
enhancements (1).
Grain coarsening in polycrystals is basically

a GB migration process, which can be inhibited
by various alloy methods. Coarsening kinetics
can be suppressed by pinningGBs with a second-
phase drag, a solute or impurity drag, or by
chemical ordering (5–8). Lowering GB energy
by solute segregation may reduce the thermo-
dynamic driving force for coarsening and hence
stabilize the nanograins as well, as observed in
FeP, Ni-P, and Pd-Zr systems (9–11). But these
alloy-based approaches may unavoidably in-
fluence, and often deteriorate, mechanical, phys-
ical, or chemical properties of nanograined
materials. Stabilizing nanograined structures
in pure metals without alloying is technically
challenging.
Recent experimental results showed elevated

thermal stabilities of nanolaminated structures
in several pure metals with low-energy interfaces,

such as twin boundaries or low-angle boundaries
(12, 13), relative to nanograined structures with
conventional high-angle GBs. Apparently, reduced
interfacial excess energy is effective to stabilize
nanostructures in pure metals (1). Nevertheless,
generating three-dimensional nanograins in pure
metals with every GB in a low-energy state is
practically very difficult.We discovered an auton-
omous structural evolution in GBs toward low-
energy states in pure Cu andNi as the grain sizes
were reduced below a critical value by plastic
deformation. This evolution led to notable ther-
mal stability in nanograins, for which the appar-
ent instability temperature was even higher than
that for coarse grains.
We processed coarse-grained oxygen-free Cu

bar specimens with a purity of 99.97% by using a
surface mechanical grinding treatment (SMGT)
in liquid nitrogen to generate a gradient nano-
grained surface layer (14) (table S1). After the
treatment, randomly oriented grains with an
average transversal size of ~40 ± 2 nm and an
aspect ratio of 1.7 were formed in the topmost
surface layer (Fig. 1, A and B). Using longitude-
sectional transmission electronmicroscopy (TEM)
measurements, we found that the transversal
grain sizes increased gradually with increasing
depth, to about 70 nm at a 20-mm depth and
200 nm at an ~150-mm depth. We observed de-
formed coarse-grained structures adherent on
the deformation-free core in the depth span of
150 to 500 mm.
We found weak {111}<110> texture in the sur-

face layer of the as-prepared SMGT Cu sample
with the use of electron diffraction analysis un-
der TEM and electron backscattered diffraction
(EBSD). The fraction ofmaterial with this texture
changed slightly from 37.3% at the topmost sur-
face level to 31.5% at a 40-mm depth (14) (fig. S5).
We examined possible processing-induced con-
tamination in the surface layer with the use of
TEM–energy-dispersive spectroscopy and elec-
tron energy loss spectroscopy. The composition
remained constant with increasing depth, and

we did not detect impurities such as carbon and
oxygen deeper than 0.5 mm from the processed
surface in Cu (14) (fig. S4). The compositional
stability resulted from performing the SMGT
process in liquid nitrogen, which suppressed the
atomic diffusion of elements. We removed the
measurement data for the topmost 1-mm-thick
layer from our analysis to avoid any potential
contamination and surface effects.
We examined the grain size effects on thermal

stability with the use of scanning electronmicros-
copy (SEM) observations of the gradient nano-
grainedspecimensannealedat various temperatures
for 30 min (Fig. 1A and fig. S1) (14). As annealing
temperatures exceeded 373 K, sporadic coarsened
grains began to appear in the subsurface layer in
a depth span of 20 to 50 mm, where the original
grains were 70 to 110 nm in size. At higher tem-
peratures, coarsening became more evident and
the coarsening layer thickened. At 453 K, the
upper front of the coarsening layer migrated
slightly upward and the lower front migrated
downward to ~120 mm deep, where the initial
grain sizes were ~175 nm. The grain size and
nanohardness profiles we measured along in-
creasing depths for the annealed samples showed
an obvious softening corresponding to the coarse-
ning in the subsurface layer (Fig. 1F). The higher
the annealing temperature, the lesser the hardness
and the larger the depth span of the coarsening
layer, consistent with SEM observations.
Coarsening should start with the topmost,

smallest grains instead of the subsurface layers.
We were surprised to find coarsening begin in a
different part of our sample. More notably, we
did not detect any grain coarsening under SEM
in the top 20-mm-thick surface layer that we an-
nealed below 453 K (Fig. 1, A andD).We observed
no obvious change in either the morphology or
the size of the nanograins after annealing (the
average transversal size was 43 ± 2 nm after an-
nealing at 433 K) (Fig. 1C) with the use of TEM
characterization. Under the same annealing con-
ditions, the submicrometer-sized grains in deep
layers coarsened into micrometer-sized grains.
The hardness of the nanograined top layer we
measured remained unchanged after annealing,
verifying the TEM and SEM results. The nano-
grains were stable as annealed at 433 K even for
12 hours (14) (fig. S3). Clearly, the degree of ther-
mal stability of the nanograins in the top layer
was higher, rather than lower, than that of the
submicrometer-sized grains.
As annealing temperatures exceeded 453 K,

large grains appeared in the top surface layer
(Fig. 1, A and E), most of them elongated, more
than 10 mm long in parallel to the surface, and a
few micrometers thick. These large grains were
recrystallization products of the nanograins, but
their morphologies were distinct from those of
the coarsened grains underneath. Increasing the
annealing temperature causedmore recrystallized
grains to form. These grains were embedded in
the nanograins and were attached to the under-
neath coarsened grains, located in the interior of
the nanograined layer, or found in the topmost
surface layer (Fig. 1, A and E). We frequently
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observed nanograined layers sandwiched with
recrystallized grains. We were surprised that
some nanograins remained stable even after an-
nealing at 623 K (14), about 230 K higher than
the coarsening temperature for the submicrometer-
sized grains in the same sample. We found a
general trend in that the smaller grains closer
to the surface were more resistant to recrystal-
lization. As the annealing temperature exceeded
623K, no nanograins survived and the top surface
layer fully recrystallized.
Several lines of observational evidence indicated

that the nanograins in the top surface layer were
more thermally stable than the larger grains. This
relationship differs fundamentally from the tradi-
tional view of the “smaller less-stable” trendwith
regard to thermal stability. This difference is not
from surface contaminations or texture effects, as
we foundno change in chemical composition and
texture across the grain size regime (14). Recrys-
tallization of nanograins at the topmost surface
level before those in the interior is an indicator of
negligible contamination at the processed surface.
For further verification, we used the same SMGT
process but with lower strain rates and a higher
temperature (173 K) to prepare submicrometer-
sized grains in the top surface layer (Fig. 2). An-
nealing this gradient submicrometer-grained
sample above 433 K, we found grain coarsening

onset at the top surface with the smallest grains
and in the subsurface layer (Fig. 2B). At higher
annealing temperatures, the coarsening contin-
ued throughout a surface layer that was more
than 100 mm thick (Fig. 2C). These results sup-
port our discovery that the marked thermal sta-
bility of the surface nanograins is a grain size
effect rather than a result of processing-induced
contamination.
We annealed anumber of individual specimens

by heating them directly to preset temperatures
and holding at those temperatures for 30 min
(14) (fig. S1) to determine the grain-coarsening
temperature as a function of initial grain size
in Cu samples (Fig. 3A) (15–21).We found that for
grain sizes above 70 nm, the coarsening temper-
ature drops with decreasing size, in agreement
with the reported trend for nanograined Cu pro-
cessed from different plastic deformation routes.
Grains below 70 nm exhibit distinct stability.
Smaller nanograins becomemore stable, and their
instability temperature rises up to 0.45Tm (Tm
is the equilibrium melting point), which is even
higher than that of the recrystallization tem-
peratures of coarse-grained Cu (usually below
0.4Tm). The instability temperature for 40-nm
grains in the topmost surface layer (623 K) is
about 290 K higher than that for Cu grains with
comparable sizes prepared from inert gas con-

densation (~333 K), which falls in line with the
conventional trend.
We performed the same experiments with

gradient nanograined Ni samples (99.5% purity)
prepared with the use of SMGT. As we observed
in Cu, nanograins in the top surface layer ex-
hibited much higher stability against annealing
than the submicrometer-sized grains in the sub-
surface layer (Fig. 4, A and B). The sizes and
morphologies of the nanograins remained stable
even after annealing at 873 K (Fig. 4, C to E).
Under the same annealing conditions, micrometer-
sized grains were formed in the subsurface layer
with initial grain sizes larger than 90 nm. The
variation of grain coarsening temperature with
initial grain size in Ni was similar to that in Cu.
The instability temperature of nanograins in
Ni can be as high as 1173 K (~0.68Tm) (14) (fig.
S2), which is much higher than the recrystalliza-
tion temperature of coarse-grained Ni (Fig. 4F)
(13, 22, 23).
Generally, the driving force for recrystalliza-

tion and coarsening of the nanograins is stored
energy in the forms of dislocations and GBs. We
measured this energy by differential scanning
calorimetry (DSC) (14). We cut foil specimens
with nanograins and submicrometer-sized grains
at different depths from the as-prepared Cu sam-
ple. Upon heating, an exothermic peak due to

Zhou et al., Science 360, 526–530 (2018) 4 May 2018 2 of 4

Fig. 1. Annealing-induced
structure changes in the
gradient nanograined
structure in pure Cu.
(A) Cross-sectional SEM
images of the as-prepared
gradient nanograined Cu
sample (left) and samples
after ex situ annealing at
various temperatures (as
indicated) for 30 min. Dotted
lines represent the treated
surface. Cross-sectional
bright-field TEM images with
selected area electron
diffraction patterns (insets)
for the nanograins at a depth
of 2 mm from the surface in the
as-prepared sample (B) and a
sample annealed at 433 K
for 30 min (C). Typical cross-
sectional EBSD images of
the top surface layer in the
Cu samples annealed at 433 K
(D) and 473 K (E) for 30 min.
(F) Variations of average
grain size and nanohardness
along increasing depths from
the surface in the as-prepared
and the as-annealed Cu
samples treated at 413 and
453 K for 30 min. Error bars
indicate the variation range of
measured statistic grain sizes
within a depth span.
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recrystallization and grain coarsening of the
nanostructures appeared. With the measured
enthalpy release and grain size changes, specific
GB excess energy was determined to be ~0.52 ±
0.03 J/m2 (minor contributions of other defects
were ignored) for an average grain size of 125 nm.
This value is consistent with the conventional GB
energy for Cu (21, 24, 25) and for submicrometer-
grained Cu produced from plastic deformation.
For grain sizes of ~50 nm, we obtained GB ener-
gies of 0.23 to 0.27 J/m2, only half of conventional
GB energy but consistentwith that innanograined
Cu prepared from plastic deformation (18). From
the availableGB energy data for Cuprocessedwith
different plastic deformation techniques, we
noticed an obvious drop in GB energy as grain
sizes decreased below ~100 nm (Fig. 3B). This
seems analogous to the observation that more
stable interfaces with low excess energy were
formed during extreme plastic straining in bi-
metal nanoscale multilayer films (26).
We found a reasonable correlation between

the critical grain sizes for the GB energy drop
and the thermal stability change (Fig. 3, A and B)
when measurement errors in grain size were
taken into account. A drop in GB energy means
a reduced driving force for recrystallization, con-
sistent with the enhanced thermal stability of
nanograins below a critical size. Our measured
GB energy for a size of ~50 nm is much lower
than that for comparable grain sizes prepared
from inert gas condensation (0.45 J/m2) (21)
but is in good accord with the difference in
thermal stability we observed.
The GB energy drop we observed at small

grain sizes may be inferred from the grain re-
finement mechanism and the GB relaxation
process during plastic deformation. Because of
the high strain rates and low temperatures, plastic
deformation in the top surface layer of the SMGT
samples is dominated by the formation of stack-
ing faults and twin boundaries. In terms of the
grain refinement mechanism discussed previously
in the literature (27, 28), most nanograins were
formed from fragmentation or shear banding
of the lamellar bundles of nanoscale twins and
stacking faults, generating plenty of GBs that
are in low-energy configurations, analogous to
those in the nanograined Cu produced from dy-
namic plastic deformation (18). TEMobservations
of the SMGTNi samples showed that the fraction
of grains containing twins or stacking faults in
the top surface layer is much higher than that in
deep layers (14) (fig. S6).
In addition, plastic straining may trigger re-

laxation of GBs in nanograins so that GB struc-
tures transform into a lower energy state via GB
dissociation processes (29–31). Simulations and
experimental investigations on a range of tilt
GBs in several face-centered cubic metals indi-
cated that dissociation of GBs occurs by emission
of stacking faults (29). This provides a general
mode of GB relaxation, especially in metals with
low stacking fault energies, such as Cu. Similar
processes are anticipated in high–stacking fault
energymetals such as Ni under high shear stress,
as in our process. Formation of nanometer-scale
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Fig. 2. Annealing-induced coarsening of submicrometer grains in the top surface layer in Cu.
Cross-sectional SEM images of the as-prepared gradient submicrometer-grained Cu sample (A) and
samples after annealing at 433 K (B) and 453 K (C) for 30 min. Dotted lines represent the treated
surface. (D) A bright-field TEM image of the top surface layer. (E) Corresponding grain size distribution,
with an average size of 140 nm.

Fig. 3. Grain size
dependence of
instability temperature
and GB energy in Cu.
Measured grain
coarsening (instability)
temperature (TGC)
(A) and GB excess
energy (B) as a function
of average grain size in
Cu. Literature data for Cu
processed with different
techniques [strain
machining (15), equal-
channel angle pressing
(ECAP) (16, 17, 24, 25),
dynamic plastic
deformation (DPD) (18),
high-pressure torsion
(HPT) (19), cold rolling
(CR) (20), and inert gas
condensation (IGC)
(21)] are included.
Conventional GB energies
(gGB) and energies for
stacking faults and twin
boundaries (gSF/TB)
of Cu are indicated. Error
bars in (A) indicate the
variation range of measured instability temperatures within a grain size span. Error bars in (B) indicate
the variation range of measured GB energies within the grain size span.
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twins from a GB is also able to lower the GB
energy state, as it has been observed that atomic
diffusion in Cu is obviously slowed along the GBs
adjacent to the triple point where they meet a
twin boundary (32). Formation of stacking faults
or twins from GBs, both with evolving emissions
of partial dislocations, may induce GB relaxation
to lower energy states and stabilization.
Dislocation activity is grain size dependent.

Full dislocation activity may be inhibited at very
small grain sizes as partial dislocation activity
becomesmore favorable. In terms of the Orowan
relation (33), the resolved shear stress required
for expansion of a dislocation loop with a diam-
eter of D is tRSS ¼ mb

D , where m is the shear
modulus and b is the Burgers vector of disloca-
tion. Full dislocationmultiplication requires that
Frank-Read–type sources have a minimum grain
size (D*) at the yield strength (sy) of

D� ¼ mb
syðD�Þ=m

where 1/m is the average Schmid factor for
polycrystals (m= 3). In terms of the yield strength
of the nanograined Cu, the calculated critical size
isD* = 70 nm [which is very close to that reported
by Legros et al. (34)]. This would mean that as
Cu grain sizes become smaller than 70 nm, full
dislocation is inhibited and partial dislocation
activity becomes dominant in the deformation of
most grains, hence enhancing the GB relaxation
process. This behavior is exactlywhatwe observed,
as both the GB energy drop and the enhanced
thermal stability in nanograined Cu appeared
around this critical size. As the GB relaxation
process is triggered by plastic deformation, itmay
not happen in the nanograined metals produced

from inert gas condensation, which possess high
GB energy and hence poor thermal stability (Fig. 3).
The discovery of the marked thermal stability

of nanograins in Cu and Ni is important for un-
derstanding the nature of GBs at the nanoscale
and their response to external thermal and me-
chanical stimuli. Stabilizing nanograins is also
vital for developing stable nanostructuredmetals
and alloys for high-temperature applications.
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Fig. 4. Annealing-induced structure changes in the gradient
nangrained structure in pure Ni. Cross-sectional SEM images of
the as-prepared gradient nanograined Ni sample (A) and a sample
after annealing at 873 K for 30 min (B). Dotted lines represent
the treated surface. Typical bright-field cross-sectional TEM images
of the nanograins (at a depth of ~25 mm from the surface) in the

as-prepared state (C) and after annealing at 873 K (D) and the corresponding
grain size distributions (E). (F) Measured grain coarsening temperature
as a function of average grain size in Ni. Literature data for Ni processed
with different techniques [HPT (22), ECAP (23), and SMGT (13)] are
included. Error bars indicate the variation range of measured instability
temperatures within a grain size span.
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NEUROSCIENCE

Piezo2 channel–Merkel cell
signaling modulates the conversion
of touch to itch
Jing Feng,1 Jialie Luo,1 Pu Yang,1 Junhui Du,2 Brian S. Kim,1,3,4 Hongzhen Hu1*

The somatosensory system relaysmany signals ranging from light touch to pain and itch.Touch
is critical to spatial awareness and communication. However, in disease states, innocuous
mechanical stimuli can provoke pathologic sensations such asmechanical itch (alloknesis).The
molecular and cellular mechanisms that govern this conversion remain unknown.We found
that in mice, alloknesis in aging and dry skin is associated with a loss of Merkel cells, the
touch receptors in the skin.Targeted genetic deletion of Merkel cells and associated
mechanosensitive Piezo2 channels in the skin was sufficient to produce alloknesis.
Chemogenetic activation of Merkel cells protected against alloknesis in dry skin.This study
reveals a previously unknown function of the cutaneous touch receptors and may provide
insight into the development of alloknesis.

C
hronic pruritus or itch is an increasingly
common and debilitating problem in the
elderly. Age-related dry skin is strongly
associated with alloknesis, whereby the
sensation of itch is evoked by innocuous

mechanical stimulation such as light touch. We
adapted the well-established von Frey technique
to mechanically irritate the skin of young and
aged mice (2 months and >24 months of age,
respectively) at varying levels of mechanical force.
Mechanical stimulation ranging from 0.02 to
0.16 g evoked scratching behavior in agedmice in
amanner not observed in youngmice (Fig. 1A and
movies S1 and S2). In contrast, acute itch in re-
sponse to classical pruritogens such as histamine
(His) or chloroquine (CQ)was unaffected by aging
(Fig. 1, B and C).Mechanical pain (2.0 g von Frey
hair force) and thermal pain responses did not
reveal any differences in aged mice relative to
young mice (fig. S1).
Recent studies have identified a subpopulation

of neuropeptide Y (NPY)–positive interneurons
that are innervated by hairy-skin low-threshold
mechanoreceptors (LTMRs) and critically regulate
mechanical itch in the spinal cord (1). To in-
vestigate whether aging also affects the firing
properties of LTMRs, we analyzed the firing
patterns of different types of cutaneous fibers
by means of ex vivo skin-nerve recordings (2–6).
Inmarked contrast to the sustained firing of type
І slowly adapting (SAІ) afferents in young mice,
skin-nerve preparations from the aged mice dis-

played truncated static firing, whichwas classified
as intermediately adapting (IA) responses (Fig. 1,
E and F) (4). The firing rates of SAІ afferents
elicited by a range of mechanical force from 1 to
150 mN were significantly reduced starting from
50 mN (Fig. 1, D and E), and the firing threshold
of SAІ afferents was markedly increased in aged
mice versus youngmice (Fig. 1G). Spike counts in
both dynamic and static phases were also mark-
edly reduced in agedmice (Fig. 1, H and I). How-
ever, comparable firing properties of rapidly
adapting (RA), A delta (Ad), and C LTMRs were
evident between aged and young mice (figs. S2
to S4). The overall proportions of Ab fiber sub-
types and conduction velocities were also sim-
ilar in the two groups (fig. S5). Although the
spinalNPY-expressing interneuronswere reported
to selectively receive mechanosensory inputs
only from hairy skin (1), we found no significant
difference in firing properties between the SAI
fibers innervating hairy and glabrous skin in
either young or aged mice (fig. S6), which sug-
gests that both NPY+ and unidentified NPY– in-
hibitory interneurons likely receive inputs from
SAI afferents.
Because Merkel cells in the epidermis and SAI

afferentsmake “synapse-like” contacts and encode
unique SAI firing patterns (3,4, 7–9), we speculated
thatMerkel cellsmay act upstream and thusmay
be implicated in the selective attenuation of the
SAI responses in the setting of aging-associated
alloknesis.We therefore used immunofluorescent
staining to determine the numbers and mor-
phology of Merkel cells in aged skin. There were
significantly fewerMerkel cells in the epidermal
mechanosensory touchdomes of agedmice (Fig. 1,
J andK). In contrast, the afferent ending structures
in the touch domes were intact and comparable
between the aged and youngmice (Fig. 1, J andL).
Given that Merkel cells are specifically required
for sustained action potential firing of touch-dome
afferents (8), the loss ofMerkel cells in aging skin
may promote alloknesis.

We thus used the well-established acetone-
ether-water (AEW) model, which recapitulates
dry skin itch as observed in elderly patients and
manifests alloknesis (10–13). AEW-treated mice
displayed enhanced alloknesis relative to water-
treated control mice starting from day 3, and the
alloknesis score reached a plateau at day 5 (Fig.
2A). The number of Merkel cells was markedly
reduced in the AEW-treatedmice relative to con-
trol mice, whereas the total length of the nerve
fibers was comparable between the two groups
(Fig. 2, B to D). We next investigated whether
the loss of Merkel cells affects the SAІ responses
by targeted recording from touch-dome afferents.
The touch-dome afferents from the AEW-treated
mice also displayed markedly different firing
pattern of IA responses versus the SAI responses
in water-treatedmice (Fig. 2, E andH). Although
the conduction velocities of SAI afferents were
comparable in both groups (fig. S7), touch-dome
afferents from the AEW-treated mice displayed
significantly higher firing thresholds (Fig. 2, F
and G) and fewer firing counts in both dynamic
and static phases (Fig. 2, I and J).
To directly test the contribution of Merkel cells

in regulating alloknesis, wemeasuredmechanical
itch in Merkel cell–deficient K14Cre; Atoh1f/f mice
(4, 14). These mice showed significantly increased
scratching in response to mild von Frey filament
stimulations when compared with Cre– littermate
controlmice (Fig. 3A). Neither acute itch responses
induced by intradermal injections of His and
CQ nor evoked mechanical and thermal pain
responses were altered in the K14Cre; Atoh1f/f

mice (fig. S8).
We then tested whether activation of Merkel

cells could act on the same pathways that would
suppress alloknesis. By crossing the Atoh1CreERT;
Ai9 reporter mice with Gq-coupled DREADD (de-
signer receptors exclusively activated by designer
drugs) mice, we generated mice in whichMerkel
cells could be selectively activated by chemo-
genetic stimulation (15). After tamoxifen induc-
tion, the Atoh1CreERT; Ai9 reporter mice showed
strong expression of tdTomato in the Merkel cells
but not other structures such as sensory nerve
endings (fig. S9). The DREADD ligand clozapine
N-oxide (CNO) elicited a rapid intracellular Ca2+

concentration ([Ca2+]i) response in the tdTomato-
positive Merkel cells in the enlargement segment
of freshly isolated whisker hair follicles from Cre+

mice but not Cre– Atoh1-Gq-DREADDmice (Fig.
3B). Treatment with CNO significantly increased
the firing frequency (Fig. 3, C and D), especially
the static phase of SAI firing, in response to me-
chanical stimulation forces in the skin-nerve prep-
arations from the AEW-treated Cre+ mice but
not Cre– Atoh1-Gq-DREADD mice (Fig. 3G). This
finding suggests that activation of Gq-DREADDs
in spared Merkel cells promotes sustained
firing of the SAI afferents in the AEW-treated
mice. We therefore tested whether broad
chemogenetic activation of Merkel cells could
suppress alloknesis in the Atoh1-Gq-DREADD
mice by measuring mechanical itch at day
5 after AEW treatment. Indeed, the adminis-
tration of CNO significantly suppressed alloknesis
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Fig. 1. Alloknesis in aged mice is
correlated with a decline in SAІ responses
and reduced numbers of touch-dome
Merkel cells. (A) Alloknesis scores in young
(n = 7) and aged (n = 10) mice. (B and C)
Scratching responses to intradermal injections
of His (B) and CQ (C) in young (n = 8) and
aged (n = 8) mice. (D) Firing rates of SAI
fibers from young (23 units) and aged
(38 units) mice. (E) Touch-dome afferents
firing in young and aged mice. Top, ramp-and-
hold displacements (50, 100, and 150 mN);
bottom, corresponding spike trains. Blue and
red lines indicate dynamic and static phases.
(F) Proportion of IA responses from young
(4.0 ± 2.6%) and aged (56.9 ± 5.1%) mice;
n = 7 mice for each group. (G) Firing threshold
of SAI fibers from young (25.8 ± 2.5 mN,
n = 23) and aged (47.4 ± 6.8 mN, n = 38)
mice. (H) Maximum number of spikes in the
dynamic phases; n = 23 from young mice
(42.0 ± 4.4 counts), n = 38 from aged mice
(21.9 ± 2.9 counts). (I) Maximum number
of spikes in the static phases; n = 23 from
young mice (60.5 ± 7.3 counts), n = 38 from
aged mice (26.4 ± 3.5 counts). (J) Confocal
images of keratin-8 (K8, red) and
neurofilament heavy polypeptide (NFH, green)
costaining in a single touch dome. Scale bar,
10 mm. (K) Merkel cell numbers in each touch
dome of young (25.1 ± 1.9, n = 30) and aged (14.0 ± 2.0, n = 30) mice. (L) Length of NFH+ fiber innervating touch domes of young (200.2 ± 15.8 mm, n = 30) and
aged (178.2.0 ± 16.2 mm, n = 30) mice. Data are presented as mean ± SEM. *P < 0.05, ***P < 0.001, ****P < 0.0001 [Student t test in (A) to (C), (H), (I), (K),
and (L); two-way analysis of variance (ANOVA) with Bonferroni post hoc analysis in (D); Fisher’s exact test in (F); Mann-Whitney U test in (G)]; n.s, not significant.

Fig. 2. Alloknesis in a mousemodel of dry skin
is correlated with a decline in SAI responses
and reduced numbers of touch-dome Merkel
cells. (A) Time course of alloknesis inmice treated
with AEW (n = 10) or water (n = 10). (B) Confocal
images of K8 (red) and NFH (green) costaining in a
single touch dome. Scale bar, 10 mm. (C) Merkel
cell numbers in touch domes of water-treated
(22.6 ± 1.3, n = 26) and AEW-treated (9.6 ± 1.9,
n = 26) mice. (D) Length of NFH+ fiber innervating
touch domes of water-treated (178.3 ± 15.4 mm,
n = 26) and AEW-treated (176.4 ± 13.0 mm, n = 26)
mice. (E) Firing traces of SAI afferents in response
tomechanical stimulations (50, 100, and 150mN) in
water-treated and AEW-treated mice. (F) Firing
rates of SAI fibers from water-treated (n = 17 units)
and AEW-treated (n = 19 units) mice. (G) Firing
threshold of SAI afferents of water-treated (29.3 ±
2.5mN, n= 20) and AEW-treated (44.4 ± 8.1mN,
n = 19) mice. (H) Proportion of IA responses of
water-treated (5.0 ± 5.0%, n = 5) and AEW-treated
(41.7 ± 4.8%, n = 5) groups. (I) Maximum number
of spikes in the dynamic phases (water-treated,
28.6 ± 2.5 counts, n = 20; AEW-treated, 13.6 ±
4.3 counts,n= 19). (J)Maximumnumberof spikes
in the static phases (water-treated, 50.0 ±
5.8 counts, n = 20; AEW-treated, 9.5 ± 2.3 counts,
n = 19). Data are presented asmean ± SEM. *P <
0.05, **P < 0.01, ***P < 0.001, ****P < 0.0001
[two-wayANOVAwithBonferroni post hoc analysis
in (A) and (F); Student t test in (C), (D), (I), and (J);
Mann-WhitneyU test in (G);Fisher’sexact test in (H)].
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in Cre+ Atoh1-Gq-DREADDmice when compared
with vehicle. The alloknesis score was compa-
rable between the vehicle-injected and CNO-
injected Cre– littermates (Fig. 3H).
The mechanosensitive ion channel Piezo2 is a

canonical light-touch receptor expressed by cuta-
neousMerkel cells (16) and is required for normal
SAI responses (4, 8). We directly tested whether
Piezo2 was involved in the modulation of me-
chanical itch in the skin.Cre+K14Cre; Piezo2f/fmice
displayed markedly increased alloknesis to low
mechanical stimulation relative to Cre–mice (Fig.
4A). We then specifically ablated Piezo2 function
inMerkel cells by crossingAtoh1CreERTwithPiezo2f/f

mice. Cre+ but not Cre– mice showed significantly
increasedmechanical itch behavior after tamoxifen
induction (Fig. 4B). In contrast, itch responses

induced byHis or CQwere comparable between
Cre– andCre+K14Cre; Piezo2f/fmice andAtoh1CreERT;
Piezo2f/f mice (fig. S10, A, B, E, and F). Neither
mechanical nor thermal pain responses were
altered in the K14Cre; Piezo2f/f and Atoh1CreERT;
Piezo2f/f mice (fig. S10, C, D, G, and H).
Our results show that cutaneousPiezo2 channel–

Merkel cell signaling is critical in modulating
the conversion of touch to itch, and is evidently
required for the normal function of peripheral
mechanoreceptors that convertmechanical stimu-
li from the skin to the spinal cord; in turn, these
stimuli may control the activity of both NPY+ and
NPY– inhibitory interneurons (1) (fig. S11). Our
findings may also offer an explanation for the
loss of mechanical itch gating under aging and
chronic itch conditions.
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Fig. 4. Genetic ablation of
Piezo2 function in Merkel
cells produces alloknesis.
(A) Alloknesis score in K14Cre;
Piezo2f/f mice (n = 10) and
wild-type Piezo2f/f littermates
(n = 10). (B) Alloknesis score in
Atoh1CreERT; Piezo2f/f mice
(n = 5) and wild-type Piezo2f/f

littermates (n = 4). Data are
presented as mean ± SEM.
*P < 0.05, **P < 0.01,
****P < 0.0001 (Student t test).

Fig. 3. Chemogenetic activation of Merkel
cells is sufficient to modulate alloknesis.
(A) Alloknesis score in Merkel cell–deficient
K14Cre; Atoh1f/f mice (n = 10) and wild-type
littermates (n = 10). (B) Traces showing that
300 mM CNO elicited [Ca2+]i responses in
tdTomato-positive Merkel cells in hair follicles
isolated from Cre+ but not Cre– mice. Iono-
mycin (10 mM) was used as positive control;
n = 25 hair follicles from 5mice. (C) Firings of
SAI afferents of AEW-treated Cre– and Cre+

mice in response to 100-mN mechanical
stimulation in the absence and presence of
300 mM CNO. (D) Firing rates of SAI fibers of
AEW-treated Cre– (n = 10 units) and Cre+

(n = 5 units) mice in response to increased
forces of mechanical stimulation in the
absence and presence of 300 mM CNO.
(E) Firing threshold of SAI afferents of AEW-
treated Cre– and Cre+ mice in the absence
and presence of 300 mM CNO (Cre– n = 10,
vehicle control 55.0 ± 12.2 mN, CNO 60.0 ±
10.0 mN; Cre+ n = 5, vehicle control 46.9 ±
3.1 mN, CNO 38.5 ± 11.5 mN). (F) Maximum
number of spikes in the dynamic phases
(n = 5 Cre– mice, vehicle control 10.5 ±
2.2 counts, CNO 12.3 ± 1.6 counts; n = 5 Cre+

mice, vehicle control 7.3 ± 1.0 counts, CNO
8.0 ± 1.8 counts). (G) Maximum number of
spikes in the static phases (n = 5 Cre– mice, vehicle control 7.7 ± 1.9 counts,
CNO 7.4 ± 2.4 counts; n = 5 Cre+ mice, vehicle control 3.7 ± 1.5 counts, CNO
14.2 ± 2.4 counts). (H) Alloknesis ofCre– (n = 15) andCre+ (n = 15)mice treated

with vehicle control or CNO. Data are presented as mean ± SEM. *P < 0.05,
**P<0.01, ****P<0.0001 [Student t test in (A) and (F) to (H); two-way ANOVA
with Bonferroni post hoc analysis in (D); Mann-Whitney U test in (E)].
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PLANT SCIENCE

CORNICHON sorting and regulation
of GLR channels underlie pollen tube
Ca2+ homeostasis
Michael M. Wudick,1,2 Maria Teresa Portes,1,2 Erwan Michard,1,2 Paul Rosas-Santiago,3

Michael A. Lizzio,1 Custódio Oliveira Nunes,1,2 Cláudia Campos,2

Daniel Santa Cruz Damineli,1 Joana C. Carvalho,2 Pedro T. Lima,2

Omar Pantoja,3 José A. Feijó1,2*

Compared to animals, evolution of plant calcium (Ca2+) physiology has led to a loss of proteins for
influx and small ligand–operated control of cytosolic Ca2+, leaving many Ca2+ mechanisms
unaccounted for. Here, we show amechanism for sorting and activation of glutamate receptor–
like channels (GLRs) by CORNICHONHOMOLOG (CNIH) proteins. Single mutants of pollen-
expressedArabidopsis thalianaGLRs (AtGLRs) showed growth and Ca2+ flux phenotypes expected
for plasmamembrane Ca2+ channels. However, higher-order mutants of AtGLR3.3 revealed
phenotypes contradicting this assumption.These discrepancies could be explained by subcellular
AtGLR localization, and we explored the implication of AtCNIHs in this sorting.We found that
AtGLRs interact with AtCNIH pairs, yielding specific intracellular localizations. AtCNIHs further
trigger AtGLR activity in mammalian cells without any ligand.These results reveal a regulatory
mechanism underlying Ca2+ homeostasis by sorting and activation of AtGLRs by AtCNIHs.

P
lants use Ca2+ signaling despite lacking
many components known to control the
cytosolic Ca2+ concentration in mamma-
lian cells (1). The gene family encoding
glutamate receptor–like channels (GLRs)

has been implicated in Ca2+ transport in various
settings, namely, male gamete function (2, 3),
stomatal closure (4), immunity (5), wound sig-
naling (6), and root initiation (7). Evolutionary
diversification of this family in Arabidopsis
(AtGLR) resulted in 20 genes, distributed into
three clades (8). To study AtGLR function in
pollen tubes, whose growth and function depend
on Ca2+ influx (9), we used reverse genetics, gen-
eratingmultiple AtGLRmutants (fig. S1, A and B).
In general, pollen tubes carrying AtGLRmuta-

tions showed conspicuous branching (Fig. 1, A
to D), preceded by emergence of a new Ca2+

gradient, which reestablished the gradient onto
the growing tip (Fig. 1, F and G, and movie S1).
We also observed that sperm cells were typically
shunted into the growing branch (Fig. 1E), sug-
gesting that tip Ca2+ signaling established growth
polarity and guided sperm nuclei toward the
growing tip, thereby providing a basis for the
unaffected fertility of most mutants.
We measured extracellular net Ca2+ fluxes of

growing pollen tube tips using a Ca2+-selective
vibrating probe. Tubes from glr1.2, glr2.1, glr1.1/
glr1.2,glr1.2/glr1.4-1, andglr1.2/1.4-1/2.2/3.3-1mutants
showed only half the flux of wild type (Fig. 1H,

lower panel). Lower cytosolic Ca2+ concentrations
in tip and shankwere found in glr1.1/glr1.2 tubes
(Fig. 1I) as quantified with the ratiometric Ca2+

sensor Yellow Cameleon 3.6 (YC3.6) (2, 10), sup-
porting the view ofAtGLRs as plasmamembrane
channels (1). Additionally, glr1.2/glr1.4 pollen tubes
were shorter than those of wild type (~100 mm;
Fig. 1J and fig. S2A), suggesting thatmutations in
AtGLRs affect various pollen-mediated pheno-
types. Mutations that did not alter Ca2+ fluxes
often experienced genetic compensation. For in-
stance, in glr1.1/1.4-1 pollen,AtGLR1.2mRNAwas
overexpressed (fig. S1C).
A diminished growth rate did not correlate

with Ca2+ flux reductions. Double and triple
mutants involvingAtGLR3.3 showed greater Ca2+

fluxes than mutants not involving AtGLR3.3.
Whereas glr1.2 alone decreased Ca2+ flux, the
glr1.2/3.3 double mutant restored it. Nonetheless,
in all mutant combinations, pollen tubes grew
more slowly thanwild type (Fig. 1H, upper panel).
Thus, a correlation between Ca2+ influx and
growth (11) did not hold. Cluster analysis re-
vealed a group of mutants with wild-type or
higher Ca2+ fluxes but slower-than-normal growth
rates, composed of double or triple mutants that in-
clude AtGLR3.3 (fig. S2B). We defined a “Ca2+

use growth efficiency”metric as the ratio of growth
rate to Ca2+ flux (Fig. 1K). In mutants involving
glr3.3, this efficiency decreased as a result of high
fluxes, andwe hypothesized thatmechanisms other
than channel conductance could regulate Ca2+

homeostasis.
So far, AtGLRs, like their mammalian counter-

parts, have been assumed to localize to the plasma
membrane (1, 7). However, the antagonistic effects
of glr1.2 and glr3.3 could be explained by their
localization in different membranes. Therefore,
we analyzed the subcellular localizationofAtGLR3.3

andAtGLR2.1, theAtGLRmost highly expressed in
pollen. AtGLR2.1-GFP (green fluorescent protein)
localized to the complex vacuolar system (Fig. 2A
and fig. S2, C to F), whereas AtGLR3.3-GFP lo-
calized to the sperm plasma membrane and en-
domembranes but was undetectable in the pollen
tube plasma membrane (Fig. 2B and fig. S2, G to
I), indicating that the secretory pathwaymust sort
and target both AtGLRs.
We queried a membrane-based interactome

database (12) for CORNICHON homologs, be-
cause they mediate the trafficking of ionotrop-
ic glutamate receptors (iGluRs) in animal cells
(13). Arabidopsis contains five CORNICHONS
(AtCNIH1-5; fig. S3, A andD).AtCNIH1 interacted
with various AtGLRs (12). AtCNIH1-5 all share
characteristic features, including a cornichon
motif (fig. S3, A and B) and an “IFRTL”-like
Sec24-interacting motif (fig. S3, A, B, E, and F).
RNAof allAtCNIHswas detected in pollen, being
highest for AtCNIH4 (fig. S3C). Both AtCNIH1
and AtCNIH4 interact with AtGLR3.3 (Fig. 2C).
In other species, CORNICHONS are essential for
sorting and trafficking proteins from the endo-
plasmic reticulum (ER). We confirmed this for
AtCNIHs by complementing the erv14pD yeast
Saccharomyces cerevisiae (Sc) CORNICHON mu-
tant (14) and observing tolerance toward Na+ and
ScNha1p localization (Fig. 2F and fig. S3G). Plasma
membrane localization of ScNha1p in the erv14pD
mutant was rescued by AtCNIH1, 3, and 4, but
not byAtCNIH2or 5, and restoredNa+ tolerance to
wild-type levels, permittinggrowthon800mMNaCl.
In pollen, red fluorescent protein–tagged

AtCNIHs (RFP-AtCNIHs) localized to endo-
membranes and punctate structures (Fig. 2, D
and E, and fig. S4, A to C) that colocalized with
markers for the ER (fig. S4, L to S) but not the cis
ormedial Golgi (fig. S4,D toK).We also observed
pollen tube plasma membrane localization of
RFP-AtCNIH4 (Fig. 2E) and RFP-AtCNIH3 (fig.
S4C). The presence of AtCNIHs in ER foci (Fig. 2,
D and E) was consistent with their localization at
ER exit sites (ERES) (15). Indeed, AtCNIHs colo-
calized with the ERES marker AtSec24 (fig. S4, T
to W). cnih1, cnih4, and the double cnih1/cnih4
mutants (fig. S5, A and B) showed reduced pollen
tube tip Ca2+ fluxes but wild-type–like growth
rates (fig. S5, C and D).
We next analyzed the impact of AtCNIHs on

cargo trafficking. Although AtGLR3.3-GFP local-
ized to sperm in cnih1 or cnih4 pollen (Fig. 3, A
and B), it accumulated in reticulate and punctate
structures in cnih1/cnih4 (Fig. 3C) and other cnih
double mutants (fig. S6, A to E). Neither over-
expression of AtGLR3.3-GFP in cnih1 and cnih4
pollen, nor its endomembrane retention in cnih1/
cnih4mutants, changed the Ca2+ flux phenotypes
observed in corresponding lines lacking AtGLR3.3-
GFP (fig. S7A). Confirming a role in ER sorting,
AtGLR2.1-GFP was similarly retained in endo-
membranes in cnih1/cnih4, but not in any single
mutant (fig. S6, F to H).
We next addressed the AtCNIH cargo specific-

ity in wild type and cnih1/cnih4 by comparing
two P-type ATPases (adenosine triphosphatases)
with comparable intramembranedomain topology.
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Fig. 1. Characterization of AtGLR
loss-of-function lines. Differential
interference contrast images of wild-
type (A), glr1.4-1 (B),glr3.3-1 (C), and
glr1.4-1/3.3-1 (D) pollen. (E) Time-
lapse series of migrating vegetative
(magenta) and sperm (green) nuclei
in a branching glr3.3-1 tube.The tube
outline is dotted; the asterisk indi-
cates the growing branch. (F) Steep
Ca2+ gradient in an YC3.6-expressing
wild-type pollen tube with highest
Ca2+ concentration ([Ca2+]) at the
tip. (G) Time series (t0 to t4, movie
S1) of a branching YC3.6-expressing
glr1.4-1 tubewith oscillatory [Ca2+] at
the newly emerging tip (asterisk).
Bars, 10 mm. (H) Pollen tube growth
rate (upper panel) and Ca2+ influx
(lower panel) across the tip plasma
membrane of wild-type (Col-0) and
glr mutants. Dot-dashed lines rep-
resent wild-type means of growth
rate or Ca2+ influx, respectively.
*P < 0.05, ·P < 0.1. (I) YC3.6-
measured cytosolic Ca2+ signatures
(YFP/CFP fluorescence values)
were significantly lower in glr1.1/1.2
than in wild type, both at the tip
(*P < 0.05) and shank (*P < 0.05).
(J) Average length of wild-type
and glr1.2/glr1.4-1 pollen tubes
6hours after pollination (HAP,n= 15)
on wild-type pistils. Asterisk indicates significant difference from wild type (P < 0.05); dotted line represents mean. (K) Comparison of normalized growth
rates/fluxes, in mutants with (AtGLR3.3 not mutated) or without AtGLR3.3 (AtGLR3.3 mutated). Numbers refer to the lines in Fig. 1H. *P < 0.01.

Fig. 2. Subcellular localization
of AtGLRs and AtCNIHs, their
interaction, and functional yeast
complementation.Wild-type (wt)
pollen tubes expressing AtGLR2.1-
GFP (A) or AtGLR3.3-GFP
(B) localizing to the tonoplast or
sperm cell plasma membrane and
endomembranes, respectively.
Tube contour indicated by dotted
line. (C) Yeast mating-based split
ubiquitin system (mbSUS) assay
revealing interaction on control
(row 1) or selective media (rows 2
and 3) of AtGLR3.3/AtCNIH1
(column 1) or AtCNIH4 (column 2)
in the absence (0 mM) or presence
(500 mM) of methionine. Negative
(NubG) and positive controls
(NubWT) are in columns 3 and 4,
respectively. AtGLR3.3/
AtCNIH1 and AtGLR3.3/AtCNIH4
interactions were corroborated
by LacZ activation (bottom row).
(D) RFP-AtCNIH1 and (E) RFP-
AtCNIH4 labeling ER exit site–like
structures (ERES, arrowheads),
and the tube plasma membrane
[(E), arrows]. Bars, 10 mm. (F) Fluorescence (upper row) and merged bright-field images (lower row) of an BYT45ervpD yeast expressing ScNha1p-GFP and
cotransformed with the AtCNIHs. Arrows indicate the peri-nuclear ER. Bars, 5mm.
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Similarly to AtGLR2.1 and 3.3, the autoinhibited
H+-ATPase 6 (AtAHA6-GFP)was retained in endo-
membranes in cnih1/cnih4 (Fig. 3D), whereas the
autoinhibited Ca2+-ATPase 9 (AtACA9-YFP) was
unaffected in this (Fig. 3E) or other cnih double
mutants (fig. S6, I and J), suggesting cargo
specificity for pairs of AtCNIHs. Indeed, marker

proteins for the cis or medial Golgi (Fig. 3, F to J,
and fig. S6, K toM), vegetative and sperm vacuoles
(Fig. 3, K and L), and coat protein complex II
(COPII) vesicles (fig. S6, N and O) remained
correctly targeted in cnih1/cnih4 pollen, as were
proteins with AtGLR3.3-like localization (Fig. 3,
M to O), or a cytoplasmic protein (Fig. 3P). Thus,

ER sorting of certain integralmembrane proteins,
but not of other soluble or membrane-attached
proteins, was dependent on AtCNIH pairs. Al-
though we found that AtCNIH homomers may
be formed (Fig. 4, A and B), AtGLR trafficking
was dependent on the formation of AtCNIH het-
eromers (Fig. 4C and fig. S6, P to R).

Wudick et al., Science 360, 533–536 (2018) 4 May 2018 3 of 4

Fig. 3. Expression of AtGLR3.3-GFP and reference proteins in
control and cnih pollen. (A) cnih1 and (B) cnih4 pollen expressing
AtGLR3.3-GFP in sperm cells (arrows). (C) AtGLR3.3-GFP localization in
cnih1/cnih4 pollen, labeling endomembranes. (D) Expression of
AtAHA6-GFP or (E) AtACA9-YFP in wild-type (wt, upper panels) or
cnih1/cnih4 pollen (lower panels). (F) Localization of the cis or medial
Golgi marker AtCGL1-CFP in wild-type (wt, left panel) and cnih1/cnih4

pollen (right panel). Expression of mCherry-AtCNGC9 in wild-type
(wt) (G) or cnih1/cnih4 pollen (H) coexpressing AtGLR3.3-GFP
(I). (J) Corresponding merged image. (K) Expression of AtTIP1;3-GFP,
(L) AtTIP5;1-mCherry, (M) AtTET12-GFP, (N) Mus musculus Lyn24
(MmLyn24-GFP), (O) AtLIP2-RFP, and (P) R-GECO1 in wild-type (wt, left
panels) and cnih1/cnih4 pollen (right panels). Arrows indicate the tube
plasma membrane, arrowheads the sperm cells. Bars, 10 mm.

Fig. 4. Interaction of AtCNIH1/AtCNIH4 and their effect on AtGLR3.3
current properties. Transient tobacco epidermis leaf expression of
cYFP-AtCNIH1 + nYFP-AtCNIH1 (A) and cYFP-AtCNIH4 + nYFP-AtCNIH4
(B) caused YFP fluorescence reconstitution, indicating the formation of
homomers (A and B) or heteromers (C). Insets represent merged bright-field/
fluorescence images. Bars, 20 mm. (D) Typical currents in COS-7 cells
expressing AtCNIHs, AtGLR3.3, or a combination thereof. (E) Stationary
current/voltage relationships from recordings shown in (D). (F) Typical
currents recorded in cells coexpressing AtGLR3.3 and AtCNIH1/AtCNIH4 in
bath solution (control) or after Gd3+ addition (Gd3+ 500 mM). (G) Stationary
normalized current/voltage relationships from recordings shown in (F).
Error bars represent SE.
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We next challenged AtCNIH regulation of
AtGLR channel activity, as documented for animal
glutamate receptors (13). Patch-clampexperiments
in COS-7 cells expressing AtCNIH1, AtCNIH4,
AtGLR3.3, or AtCNIH1/AtGLR3.3 revealed control-
like currents (Fig. 4, D and E, and fig. S7B).
However, cells coexpressing AtGLR3.3/AtCNIH4
showed larger currents, and coexpression of
AtGLR3.3/AtCNIH1/AtCNIH4 led to a twofold
increase, even without ligand (Fig. 4, D and E).
Currents were ohmic-like, Gd3+-sensitive, and
without selectivity for Na+ over Ca2+, as revealed
by the reversal potential close to 0 mV, despite
asymmetric solutions (pipette: 150mMNa+; bath:
20 mM Ca2+, 10 mMNa+; Fig. 4, E to G). We next
addressedAtCNIHspecificity for eliciting currents
by using AtGLR3.2, a pollen tube–expressed
AtGLR3.3 homolog. Coexpressing AtGLR3.2 with
either AtCNIH1 or AtCNIH4 yielded activation of
currents similar to those forAtGLR3.3/AtCNIH1/
AtCNIH4 (fig. S7, C to F), albeit up to fivefold
higher than the currents measured for any other
AtGLR in heterologous systems (7, 16). In COS-7,
AtGLR3.2 plasma membrane localization was
independent of AtCNIH1 or 4 (fig. S7, G to H),
suggesting they were more relevant for channel
activity than targeting in this system.
We conclude that AtCNIHs are essential for

sorting, trafficking, and localizing AtGLRs in
planta, and the interaction between proteins
of these two families enhances AtGLR channel
activity. These additive effects support increased
cationic currents driven byAtGLRs at amagnitude
not previously observed (2, 7, 16). Ionic selectivity
of AtGLRs is not understood, but Physcomitrella

patens GLR1 (PpGLR1) conducts Ca2+ (3). Multiple
mechanisms linked to cytosolic Ca2+ homeostasis
may contribute to the phenotypes that we ob-
served. Some AtGLR members, like AtGLR1.2, may
work as plasma membrane Ca2+ channels, but
we posit that sorting of other AtGLRs to internal
Ca2+ reservoirs (ER, vacuole, mitochondria) con-
tributes to cytosolic Ca2+ homeostasis. When per-
turbed bymultiple mutations, Ca2+ homeostasis
is disrupted and growth is affected. Therefore,
our results suggest that specific AtCNIHs reg-
ulate quantity, location, and activity of AtGLRs,
affecting the concentration of cytosolic Ca2+ and,
by interactingwith other protein families, possibly
the concentration of different ions (15).
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NEUROSCIENCE

The threshold for conscious report:
Signal loss and response bias in
visual and frontal cortex
Bram van Vugt,1* Bruno Dagnino,1* Devavrat Vartak,1* Houman Safaai,2,3†
Stefano Panzeri,3 Stanislas Dehaene,4,5 Pieter R. Roelfsema1,6,7†

Why are some visual stimuli consciously detected, whereas others remain subliminal?
We investigated the fate of weak visual stimuli in the visual and frontal cortexof awakemonkeys
trained to report stimulus presence. Reported stimuli were associated with strong sustained
activity in the frontal cortex, and frontal activity wasweaker and quickly decayed for unreported
stimuli. Information about weak stimuli could be lost at successive stages en route from
the visual to the frontal cortex, and these propagation failures were confirmed through
microstimulation of area V1. Fluctuations in response bias and sensitivity during perception
of identical stimuli were traced back to prestimulus brain-state markers. A model in which
stimuli become consciously reportable when they elicit a nonlinear ignition process in higher
cortical areas explained our results.

U
nderstanding how conscious perception
arises in the brain is a major challenge
for neuroscience. Experimentally, one ap-
proach consists of comparing the neuronal
activity evoked by identical weak stimuli,

which are sometimes perceived and sometimes
remain subliminal. Previous experiments have
shown that subliminal stimuli elicit considerable
activity in many brain areas, including the pre-
frontal cortex (1), raising the question of why this
activity is insufficient for conscious report (2).
The classical model that describes how weak

stimuli are perceived or missed is signal detec-
tion theory (SDT) (3). It posits that stimuli elicit
a stochastic signal, which has to reach a threshold
for perception (Fig. 1A). Stimuli that fail to reach
the threshold are missed. In the absence of a
stimulus, the signal usually stays below the
threshold (correct rejection) but may cross the
threshold on occasion, giving rise to a false
alarm. According to SDT, a higher threshold
decreases the number of false alarms but also
increases the number of misses.
SDT does not specify the brain processes that

determine the variability of the stimulus-induced

signal nor the mechanism that determines the
threshold. By contrast, global neuronal work-
space theory (GNWT) (1, 4) proposes that stimuli
reach awareness by propagating to the higher
levels of the cerebral cortex, where they can
lead to “ignition,” a nonlinear event that causes
information about a brief stimulus to become sus-
tained and broadcasted back through recurrent
interactions between many brain areas (Fig. 1B)
(5). According to GNWT, there are two reasons
why a stimulus may fail to become consciously
accessible. First, the propagation of activity to
higher levels may be too weak. Second, global
ignition may fail—for example, if the system is
refractory because another stimulus caused igni-
tion or if attention is diverted (1). Combining
insights from SDT and GNWT (6, 7), we hypothe-
sized that the SDT threshold might equal the
amount of neural activity required for ignition.
Furthermore, the stochasticity in signal strength
might relate to variations in the propagation
of activity from lower to higher cortical levels,
possibly caused by fluctuations in prestimulus
brain state.
We trained monkeys to detect low-contrast

stimuli and recordedmultiunit activity (MUA) in
areas V1 and V4 of the visual cortex and in the
dorsolateral prefrontal cortex (dlPFC) in order to
examine the fate of identical subliminal and
supraliminal stimuli. We asked the following
questions: (i) Where in the visual hierarchy do
subliminal signals get lost? (ii) Which neuronal
mechanisms underlie the threshold for reporting
a stimulus? (iii) What are the internal sources of
fluctuations that allow a fixed stimulus to either
cross or fail to cross the threshold?
The monkeys directed their gaze to a fixation

point, and on half of the trials, we presented a
2° low-contrast circle as stimulus in the neurons’
receptive field (RF) for 50 ms (Fig. 1C). After a
delay of 450 ms, introduced to prevent reflex-
ive eye movements (8), the monkey reported

the stimulus by making a saccade to its previous
location. In the absence of a stimulus, the monkey
made a saccade to another, smaller gray circle (the
reject dot). Accuracy on such stimulus-absent trials
was high (~5 to 10% of false alarms). We adjusted
the contrast on stimulus-present trials close to the
threshold of perception, at an accuracy of ~80%
(supplementarymaterials,materials andmethods).
The contrast threshold (qHigh; accuracy of 80%)
varied with stimulus eccentricity between 2.5
and 7% (fig. S1, A to C). To examine perception
of very weak stimuli, we also defined a second
threshold, qLow, associated with an accuracy of
40% and categorized stimulus strength into three
categories: easy (contrast > qHigh), intermediate
(qLow < contrast < qHigh), and difficult (contrast <
qLow) (Fig. 1D). We normalized the neuronal re-
sponses to the activity elicited by a high-contrast
stimulus (supplementarymaterials, materials and
methods).
Stimuli with higher contrasts elicited more

activity than did stimuli with lower contrasts
(time window 0 to 300ms after stimulus onset,
t tests, all P < 10−3) (Fig. 1E). Within each strength
category, we compared neuronal activity between
hits and misses with identical stimulus contrast
(supplementarymaterials,materials andmethods).
Hits elicited stronger activity in V1, V4, and the
dlPFC than did misses, at every difficulty level
(window 0 to 300 ms, paired t tests, all areas
and categories P < 0.01) (Fig. 2A and fig. S2, ex-
ample recording sites). Hence, during misses in-
formation is lost during the propagation of visual
information to higher cortical areas. In the dlPFC
and, to a lesser extent, areas V4 and V1, the extra
neuronal activity for hits was maintained until
the saccade (time window 300 to 500 ms, all
areas and categories P < 0.05) (Fig. 2 and fig. S3).
To determine the locus of the information loss,

we computed the miss fraction—the percentage
of activity remaining for nonreported stimuli
(ActivityMiss/ActivityHit* 100%, time window 0
to 300 ms) (Fig. 2B). For the difficult stimuli,
the miss fraction was 46% in area V1 and 14%
in V4, implying a substantial loss of activity
before V1 and a further loss between V1 and V4
[significant difference between miss fractions in
V1 and V4, t46 = 2.5, P < 0.01, number of rec-
ording sites in V1 (NV1) = 27, NV4 = 26]. For the
intermediate and easy stimuli, the miss fractions
were much higher (around 60 and 80%, respec-
tively) and did not differ significantly between V1
and V4 (for both, P > 0.05), indicating substan-
tial propagation of neural activity for misses.
Now, however, extra activity was lost between
V4 and the dlPFC, both for the intermediate (62
versus 33%, t50 = 3.4, P < 0.05,NV4 = 33,NdlPFC =
19) and easy stimuli (83 versus 22%, t49 = 4.0, P <
10−3, NV4 = 34, NdlPFC = 17). Thus, subliminal
stimuli can be lost at different stages of bottom-up
signal propagation, depending on their strength.
The activity levels in V1 and V4 on easy miss

trials (Fig. 2A, right, red curves) were at least as
strong as those on difficult hit trials (Fig. 2A, left,
green curves). Hence, the neuronal activity level
in these areas does not fully predict stimulus
detection. In the dlPFC, however, the activity
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elicited by hits was stronger at all contrast levels
than that elicited by misses, implying that these
neurons predicted conscious report in a more
categorical manner, which is presumably related
to the planning of an eye movement toward the

neurons’ RF. These results were consistent be-
tween monkeys (fig. S4).
In the absence of a stimulus, neuronal activity

also differed between false alarms and correct
rejections (Fig. 2A). In the dlPFC and area V4,

neuronal activity was higher on false-alarm trials
(time window 200 ms before saccade; dlPFC,
t27 = 4.5, P < 10−3; V4, t36 = 4.8, P < 10−3), with a
trend in the same direction in area V1 (t34 = 1.8,
P = 0.07). The extra activity on false-alarm trials
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Fig. 1. Visual perception at low contrast. (A) SDT holds that stimuli
need to cause an internal signal strength larger than a threshold to be
perceived and reported. The internal signal strength is stochastic, and
false alarms result if the signal crosses the threshold in the absence of a
stimulus. In SDT, the subject’s bias can be changed by shifting the
threshold. A high threshold makes the subject more conservative, and a
low threshold makes the subject less conservative, in his “target present”
judgments. d-prime is a measure of the subject’s sensitivity. It
corresponds to the distance between the distributions of signal strength
for stimulus-present and stimulus-absent trials, measured in units
of the standard deviation. (B) According to GNWT, sensory activity first
needs to be propagated to the higher stages of the cortical hierarchy.
If it is strong enough, it can access awareness by causing “global ignition,”
a process that enables maintenance and sharing of information about the
stimulus between cortical processors, manifested by an increase in
activity. (C) Contrast detection task. On half of the trials, a low-contrast 2°

circle stimulus was presented for 50 ms after 300 to 500 ms of fixation.
On the other half of the trials, there was no stimulus. After a delay of
450 ms, the monkey reported the stimulus by making a saccade to its
previous location and the absence of the stimulus by making a saccade
to a smaller gray circle (reject dot). (D) Psychometric detection curve for
an example session in monkey B. We determined two thresholds, qLow
(accuracy of 40%) and qHigh (accuracy of 80%), based on the psychometric
function. (E) MUA elicited in V1, V4, and the dlPFC by means of easy
(contrast > qHigh), intermediate (qLow < contrast < qHigh), and difficult stimuli
(contrast < qLow). The activity was averaged across all recording sites per
brain region.The numbers of sites—NEasy, NIntermed, and NDiff—in area V1 were
33, 25, and 23; in V4 were 36, 34, and 29; and in the dlPFC were 17, 20,
and 14, respectively. The vertical scale bar is in units of normalized activity
because the MUA at all sites was normalized to the response elicited by a
high-contrast stimulus (supplementary materials, materials and methods,
and fig. S8). The shaded areas represent ± SEM.
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was already present in a 300-ms time window
before stimulus onset in all areas (for all, P <
0.05), suggesting that increased cortical excita-
tion is a prestimulus brain-state marker that pre-
dicts false alarms. We therefore computed the
area under the receiver-operating curve (AUROC).
An AUROC of 0.5 indicates no predictive power,
and a value of 1 indicates perfect prediction. We
obtained AUROCs of 0.52, 0.52, and 0.57 in areas
V1 and V4 and the dlPFC, respectively (300 ms
time window) (Fig. 3A, striped greenMUA bars).
The AUROC values around the time that a stim-
ulus could have been presented, known as “choice
probabilities,”were higher (striped black bars).
On stimulus-present trials, we focused on trials
of intermediate difficulty level, for which we
had enough trials, and obtained relatively low
prestimulus AUROCs (V1, 0.52; V4, 0.50; and
dlPFC, 0.51). Again, choice probabilities after
stimulus presentation were higher (0 to 300 ms
after stimulus onset; V1, 0.71; V4, 0.71; and dlPFC,
0.74; for all, P < 0.01) (Fig. 3A, solid black bars).
We next asked whether fluctuations in the

prestimulus brain state were related to variations
in stimulus detection. We therefore also eval-
uated several markers that might predict percep-
tual report, including the diameter of the pupil
(Pu); its time derivative (DPu) (9); the power in
the a, b, and low or high g bands of the local field
potential (10, 11); and the time that the monkeys
took to initiate a new trial, which is inform-
ative about their motivation. When considered
individually, all markers gave weak predictions
(Fig. 3A).We linearly combined prestimulus brain-
state measures into a joint measure J (supple-
mentarymaterials,materials andmethods), which
predicted perceptual outcome with an accuracy
close to 60% (V1, 0.59; V4, 0.58; and dlPFC, 0.58;
for all, P < 0.001). To examine the influence of J
on neuronal activity, we selected all trials from
the highest and lowest quintile of the J distribu-
tion across trials. A higher value for J was as-
sociated with higher prestimulus activity and a
stronger visual response in all three areas (Fig.
3C). High J values also caused a slight increase
in the false-alarm rate (Fig. 3B).
SDT distinguishes between fluctuations in sig-

nal strength and response bias. The bias deter-
mines the false alarm rate, and we computed
another combination of prestimulus brain-state
parameters, bias (B), which predicted false alarms
with AUROC values around 0.6 (V1, 0.60; V4,
0.62; and dlPFC, 0.61; for all, P < 0.01) (Fig. 3, A
and B). Higher B values were associated with
extra prestimulus firing in all three areas in
stimulus-present (not used to define B) (Fig. 3D)
and stimulus-absent trials (fig. S5).
In SDT, accuracy also depends on d-prime, the

distance between the stimulus-present and -absent
distributions of signal strength (Fig. 1A). Our com-
parison between hit and miss trials (Fig. 2) sug-
gested that therewas variability in the propagation
of neuronal activity to higher cortical levels. How-
ever, J did not have an isolated effect on d-prime
because it also influenced the false-alarm rate.We
therefore devised a third linear combination of
prestimulus brain-state measures to index sen-

sitivity (S), designed to discriminate hits from
misses without influencing the false-alarm rate
(Fig. 3, A and B, and supplementary materials,
materials andmethods). A high S value increased
visually driven activity, especially in the higher
areas, in accordance with an influence on the
efficiency of activity propagation to higher levels
(Fig. 3E). Hence, we identified separable in-
fluences of prestimulus brain state on the sub-
ject’s response bias and sensitivity. Bias B relates
to an increase in ongoing activity, whereas sen-
sitivity S relates to an increase in the efficiency of
signal propagation (Fig. 3F).
We interpreted our results in terms of varia-

tion in signal propagation from area V1 to V4
and then onward to the PFC, but visual informa-

tion can reach higher areas through multiple
routes, some of which bypass area V1 (12). To
specifically demonstrate the role of V1-to-V4
propagation and its failures around the threshold
of perception, we activated area V1 with electrical
microstimulation while recording from V4. The
monkeys reported a phosphene—an illusory light
percept at the RF of the stimulated neurons (13)—
elicited in V1 with five pulses (200 Hz) while we
varied stimulationstrength (Fig.4A).Wedetermined
two thresholds for the stimulation current (Fig. 4B;
the distribution of qHigh is shown in fig. S1D) and
recordedMUA in V4 fromneuronswith RFs that
overlapped with those of the stimulated V1
neurons (Fig. 4C, right) for a total of 84 V1-V4
pairs (58 in monkey B and 26 in monkey C).
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Fig. 2. Activity in areas V1 and V4 and the dlPFC in the contrast-detection task. (A) Activity
averaged across all recording sites in (top) V1, (middle) V4, and (bottom) dlPFC by contrasts
lower than qLow (difficult; left), between qLow and qHigh (intermediate; middle), and higher than qHigh
(easy; right) for contrast-matched hits (green curves) and misses (red curves). The black curves
indicate average activity on trials in which the monkeys correctly reported the absence of a stimulus,
and the blue curves indicate activity on trials with false alarms. (Inset) The influence of choice on
late V4 activity in one of the conditions. (B) Miss fraction (ActivityMiss/ActivityHit × 100%) in V1
(blue bars), V4 (yellow bars), and the dlPFC (red bars) for the different stimulus categories
(time window, 0 to 300 ms after stimulus onset).
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Consistent with the propagation hypothesis, V1
microstimulation elicited V4 activity, with a tem-
poral profile that resembled the response elicited
by a visual stimulus, and higher V1 currents in-
creased the V4 response (for all, P< 0.05) (Fig. 4C
and fig. S6). Furthermore, V4 activity was larger
on hit trials than on miss trials at all current
strengths (time window from 0 to 150 ms after
stimulus onset; paired t test, all Ps < 10−6) (Fig. 4D
and fig. S6C). Hence, the efficiency of activity prop-
agation fromV1 to V4 predicts perceptual report.
The miss fraction increased from 16% in difficult
trials to 42% in intermediate trials and to 83% in
easy trials (Fig. 4E) (t tests; for all,Ps < 10−3;NLow=

47, NIntermediate = 41, NHigh = 67), implying that for
the stronger electrical stimuli, information could
still be lost at processing levels higher than that of
area V4. Indeed, V4 activity on easymiss trials was
stronger than on difficult hit trials, confirming that
although correlated with the hit probability, the
amplitude of the V4 response does not fully predict
whether a stimulus will enable conscious report.
Can a simple mathematical model of hierar-

chically arranged areas reproduce these findings?
The model’s architecture was based on previous
modeling studies (14) and contained the lateral
geniculate nucleus and four hierarchically ar-
ranged cortical areas (Fig. 4F). We represented

the population of neurons in each area with a
single, stochastic Ornstein-Uhlenbeck process
so that only five variables described the evolu-
tion of the network state during simulated trials,
one for each brain region. The model contained
feedforward connections, self-connections within
the areas, and feedback connections. The reciprocal
connections between the parietal and frontal cortex
were relatively strong so that activity exceeding a
threshold in these areas became self-sustained
(Fig. 4I, ignition, and supplementary materials).
Themodel produced a realistic psychometric func-
tion, with increased accuracy for higher contrasts
(Fig. 4G). The activity of the model units was
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Fig. 3. Influence of prestimulus
brain state on neuronal activity
and choice. (A) Behavioral and
neurophysiological markers of
prestimulus brain state that predict
the animal’s choice. Predictive value
was quantified as the AUROC.
Results of experiments in which we
recorded activity in areas V1 and V4
and the dlPFC are shown at top,
middle, and bottom, respectively.
Positive AUROCs indicate that
a higher value of the marker
predicts a higher probability of hits
or false alarms. TF, time between the
appearance of the fixation point
and the moment that the monkey
directed gaze to the fixation point;
Pu, pupil diameter; DPu, change
in pupil diameter; MUA, prestimulus
MUA; a, power from 5 to 15 Hz;
b, 15 to 25 Hz; gL, 25 to 40 Hz; gH,
40 to 80 Hz; Joint, combination of
markers best distinguishing
between hits andmisses (J), correct
rejections and false alarms (B),
and a measure that discriminates
between hits and misses with a
minimal influence on the false alarm
rate (S) [schematic in (B)]; C.P.,
choice probability based on MUA
in the stimulus-presentation time
window. Solid bars indicate hits
versus misses. Striped bars
indicate false alarms versus correct
rejections. *P < 0.05, **P < 0.01,
***P < 0.001, one-tailed t test with
Holm-Bonferroni correction.
(B) J, B, and S were based on
linear combinations of prestimulus
brain-state markers. (Bottom)
Influence of J, B, and S on the
probability of reporting stimulus
present on no-stimulus trials (N.S., false alarms) and stimulus-present
trials (hits) at the three difficulty levels, comparing lowest (blue) and
highest quintiles (red). (C) Neuronal activity (smoothed with a 40-ms
window) on stimulus-present trials within the highest quintile (lighter
shades) and lowest quintile (darker shades) of the distribution of J.
The shaded regions indicate ± SEM as determined with bootstrapping.
(D and E) Activity on stimulus-present trials within higher and lower
quintiles of B (D) and S (E) during the prestimulus epoch. B was

defined on the basis of stimulus-absent trials but is applied here to
sort stimulus-present-trials. (F) High values of B, which increase the
false-alarm rate, are associated with higher firing rates throughout
the trial, causing neurons to be closer to the threshold of ignition.
High values of S are associated with more efficient propagation of
neuronal activity to higher processing levels, increasing the separation
between the distributions of signal strength on target-present and
target-absent trials.
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remarkably similar to that recorded in themonkeys
(Fig. 4I and fig. S7; compare with Fig. 2), and weak
stimuli tended to get lost at lower levels than did
stronger stimuli (fig. S7D). Once ignition occurred
at the higher levels, the feedback connections from

frontal and parietal regions to the visual cortex
caused a small increase in activity in areas V1
and V4 after the stimulus had disappeared, just
as in the data in the epoch before the saccade
(Fig. 2 and fig. S3A). The model also accounted

for the profile of neuronal activity on trialswithout
a stimulus. In a fraction of these trials, stochastic
fluctuations in activity caused spontaneous igni-
tions at variable time points, giving rise to false
alarms. When averaged across trials, time-locked
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Fig. 4. Phosphene perception and GNWT
model. (A) Phosphene detection task. On half
of the trials, a train of five microstimulation
pulses was delivered to area V1 in order to
evoke a phosphene at the RF of the stimulated
cells (green rectangle). The other half of the
trials were without microstimulation. After
480 ms, the monkey reported a phosphene by
making an eye movement to its previous
location and its absence with an eye
movement to the gray circle. (B) Accuracy
as function of current amplitude in an example
recording session in monkey B. (C) V4
MUA on correct trials during V1 microstimula-
tion with different current intensities,
averaged across all recording sites. Shaded
region indicates ± SEM. (Right) Example
RF of stimulated V1 neurons (white rectangle)
and of an example V4 recording site (false
color). (D) V4 multiunit responses averaged
across recording sites that were elicited by V1
currents below qLow (difficult; left), between
qLow and qHigh (intermediate; middle), and
higher than qHigh (easy; right). Green curves
indicate hits, and red curves indicate misses.
The square below the x axis illustrates the
microstimulation epoch (five pulses, with an
interval of 5 ms). (E) Miss fraction in V4
(ActivityMiss/ActivityHit × 100%) for the differ-
ent performance categories (time window 0 to
150 ms; shorter than in the visual experiments
because the V4 response evoked by V1
stimulation was more transient). (F) Structure

of the GNWTmodel. The visual stimulus activated the lateral geniculate
nucleus (LGN), and feedforward connections (FF) propagated activity
from the visual cortex (areas V1 and V4) to the parietal and frontal cortex.
Self-connections were within the areas, and feedback connections (FB)
propagated activity from higher back to lower areas. (G) Probability of
target-present response as function of stimulus strength. a.u., arbitrary units.
(H) Miss fractions are lower at higher cortical levels, indicating that more

activity is lost on the miss trials. (I) Activity elicited in model V1, V4, and
frontal cortex (compare with Fig. 2A). When the activity in the frontal
cortex of the model reaches a threshold level of activity, it can sustain
itself (ignition, red and green arrows) because of the strong reciprocal
connectivity with the parietal cortex. Activity dies down if this threshold activity
level is not reached and the stimulus is missed. The black curves indicate
activity for correct rejections, and the blue curves indicate activity for false alarms.
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to trial onset, these spontaneous ignitions led
to a ramping of activity, just as in the dlPFC of
monkeys (Fig. 2A). On these trials, feedback to
areas V1 andV4 also caused slightly higher activity
levels than on trials with correct rejections, just
as observed in themonkey visual cortex (Fig. 2A).
Overall, our results provide new insights into

why a fixed stimulus sometimes leads to a con-
scious report and sometimes remains subliminal
and inspire unification of SDT and GNWT. Both
data and model support the concept of multiple
bottlenecks for conscious access: Weak stimuli
tend to get lost at early processing levels, whereas
stronger stimuli may transiently activate frontal
cortex but still fail to reach the threshold for
reportability. For conscious detection to occur
in themodel, stimuli must elicit a threshold level
of prefrontal activity that is sufficient for igni-
tion; stimuli that fail to reach this level aremissed.
Ignition corresponds to a self-sustained pattern of
neuronal activity at the higher processing levels.
Because of the variability of neuronal activity,
the ignition threshold is occasionally reached on
stimulus-absent trials, so that a false alarm oc-
curs. The model proposes that ignition is caused
by strong reciprocal interactions between the
parietal and frontal cortex, in accordance with
studies demonstrating that anesthesia weakens
these interactions (15).
In our study, V1 activity was weaker on miss

than on hit trials, in accordance with previous
work (16), but our findings differ from results
in the primary somatosensory cortex of monkeys
in which neuronal responses did not predict the
perception of weak tactile stimuli (17). Here too,
however, V1 and V4 activity also did not fully
predict perceptual report because neuronal ac-
tivity evoked bymissed visual or electrical stimu-
li could be at least as strong as that elicited by
stimuli that were reported, implying informa-
tion loss in downstream areas. By contrast, the
activity level in the dlPFC categorically predicted
perceptual report, implying that dlPFC lies at
or beyond the stage that determines the report-
ing threshold.
We note a few limitations of our experiments.

First, they were not aimed at revealing all of the
brain regions that contribute to conscious report-
ability; although we focused on dlPFC neurons
that contribute to eye movement planning, a
broader set of high-level regions, linked by bi-
directional connections, is likely to contribute
to the postulated globalwork space. Other cortical
regions—upstream from the dlPFC and including,
for example, the temporal (18–20) and parietal
cortex (21, 22)—also exhibit extra activity if a
stimulus reaches awareness, suggesting that they
take part in conscious perception. Second, our
design did not dissociate the brain regions re-
quired for conscious experience from those in-
volved in conscious access and reportability (23).
Because our goal was to investigate the mech-
anism of reportability and its fluctuations, we
needed an explicit behavioral report in order to
sort otherwise identical trials according to their
subjective detection. It has been proposed that

PFC activity mainly reflects conscious reporting
(24, 25). Although this account may suffice for
the present results, PFC neurons also selectively
represent consciously perceived stimuli during
binocular flash suppression even if there is no
need for report (26).
The higher brain regions provided feedback to

areas V1 andV4,where the initial responses were
driven by the stimulus, but later activity was
stronger if the animals reported the stimulus
(Fig. 2). A previous functionalmagnetic resonance
imaging (fMRI) study observed a comparable
increase of neuronal activity in early visual cortex
when subjects reported a stimulus (27), but the
fMRI signal did not differentiate between hits
and false alarms, as though it was blind to stim-
ulus presentation. The differencewith the present
results may be caused by the nature of the fMRI
signal, which is insensitive to fine-grained timing
but sensitive to processes other than spiking ac-
tivity, such as synaptic activity of feedback con-
nections (28, 29).
SDT stipulates an undefined source of signal

fluctuations across trials. We found that part of
this variability arises before stimulus onset. Var-
ious markers of prestimulus brain state could be
combined to predict stimulus detection with ac-
curacies greater than 60%. Additional measures
of prestimulus brain state may further increase
predictive power, although part of the unpredict-
ability may be caused by the intrinsic stochas-
ticity of neuronal activity, which was an essential
ingredient of the model (Fig. 4F). It proved
possible to define linear combinations of pre-
stimulus brain-state markers with independent
information about the subject’s response bias
and sensitivity. A bias to report target present
was associated with a higher baseline firing rate
across different brain regions, bringing neurons
closer to the threshold for ignition (Fig. 3). By
contrast, a higher sensitivity was associated with
an improved propagation of neuronal activity to
higher processing levels, increasing the difference
in activity levels between target-present and target-
absent trials at the processing stage that de-
termines the threshold for ignition. Although
our study did not address the brain mechanisms
that influence the prestimulus firing rate and the
quality of signal propagation, previous studies
have established relations between pupil size and
the frequency bands of the electroencephalography
and the tone of neuromodulators such as nor-
adrenaline (9) and acetylcholine (30). Future
studies could examine whether the activity of
these neuromodulatory systems indeed exerts
separable influences on the animals’ bias and
sensitivity when stimuli are near the threshold
of conscious perception.
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SYSTEMS BIOLOGY

Morphogen gradient reconstitution
reveals Hedgehog pathway
design principles
Pulin Li,1* Joseph S. Markson,1* Sheng Wang,1 Siheng Chen,1

Vipul Vachharajani,1 Michael B. Elowitz1,2†

In developing tissues, cells estimate their spatial position by sensing graded
concentrations of diffusible signaling proteins called morphogens. Morphogen-sensing
pathways exhibit diverse molecular architectures, whose roles in controlling patterning
dynamics and precision have been unclear. In this work, combining cell-based in vitro
gradient reconstitution, genetic rewiring, and mathematical modeling, we systematically
analyzed the distinctive architectural features of the Sonic Hedgehog pathway.We found
that the combination of double-negative regulatory logic and negative feedback through the
PTCH receptor accelerates gradient formation and improves robustness to variation in
the morphogen production rate compared with alternative designs.The ability to isolate
morphogen patterning from concurrent developmental processes and to compare the
patterning behaviors of alternative, rewired pathway architectures offers a powerful way
to understand and engineer multicellular patterning.

D
uring development and regeneration, tis-
sue patterning unfolds with astonishing
precision in space and time. Diffusible sig-
naling molecules known as morphogens
provide a key patterning mechanism. Mor-

phogens are secreted by sender cells and form
concentration gradients that are interpreted by
cognate signaling pathways in receiver cells to
generate distinct cell fate domains (1). Morphogen-
sensing pathways have diverse regulatory archi-
tectures that actively process intracellular signals
and modulate the abundance of extracellular
morphogens (2, 3). However, the roles of these
features in pattern formation have generally re-
mained unclear. To address this gap, we devel-
oped a system to reconstitute patterning in cell
culture and used it to directly compare the pat-
terning behaviors of natural and rewiredmorpho-
gen pathways (Fig. 1A).
We focused on the Hedgehog (HH) pathway,

a classic long-range morphogen system that is
implicated in developmental diseases and cancer
(4). Unlike other morphogen pathways, in which
ligands positively activate their receptors, the
HH pathway uses a distinctive “double-negative”
activationmechanism (Fig. 1B): UnligandedPTCH
receptors suppress intracellular pathway activity,
and this suppression is relieved by HH ligand
binding. Furthermore, by sequesteringHH, PTCH
receptors alsomodulate the ligand’s extracellular
spatial distribution. The combination of these
intracellular and extracellular activities makes
PTCH effectively bifunctional (5). Lastly, HH sig-

naling up-regulates PTCH expression, generating
negative feedback through both inhibition of in-
tracellular signaling and sequestration of extra-
cellular ligands (6–8). Despite much work, the
functional rationale for this pathway architec-
ture has largely remained obscure.
We reconstituted HH signaling gradients in

NIH 3T3 cells, which transduce HH signals with-
out differentiating and do not naturally express
HH ligands (9). We generated an inducible sen-
der line by placing the wild-type Sonic Hedgehog
(Shh) coding sequence under the control of a
4-hydroxytamoxifen (4-OHT)–inducible system
(Fig. 1C). We also engineered a receiver cell line
containing a synthetic construct in which GBS
(GLI-binding site) sequences recognized by the
downstream transcription factor GLI drive the
expression of nuclear-localized H2B-Citrine fluo-
rescent protein (10, 11). Reporter expression re-
sponded to SHH in a dose-dependent manner
and correlated with endogenous SHH pathway
targets (fig. S1). Diluting sender cells in a 1000-fold
excess of receivers produced radial gradients of
SHH signaling extending from single sender
cells, reaching a limiting size of about four or
five cell diameters (80 to 100 mm) over a time
span of 60 hours (Fig. 1D). Additionally, tomimic
quasi–one-dimensional contexts, such as limb
buds, neural tubes, and Drosophila wing discs
(12), we used a cell culture insert system to plate
senders and receivers in adjacent, contiguous re-
gions (Fig. 1E). In this configuration, gradients
extendedmore than ~200 mm. These results show
that SHH signaling gradients with sizes com-
parable to naturally occurring gradients can be
generated by coculturing synthetic senders and
receivers in vitro.
In principle, SHHgradients could form through

diffusion of ligands in the liquid medium or
through lateral movement of ligands within the

cell layer (as by diffusion in the extracellular
matrix or transport along filopodia) (13–16).
To distinguish between these two possibilities,
we analyzed gradient formation on a laboratory
rocker, which should disrupt media-based gra-
dients. However, rocking had no effect on gra-
dients (Fig. 1F). In a second experiment, we
cultured senders and receivers on coverslip frag-
ments separated by a 30-mmgap. This gap, which
is much shorter than the gradient length, was
sufficient to prevent activation of receivers by
senders (Fig. 1G). In contrast, when the cover-
slipswere directly adjacent (no gap), the gradient
formed normally. Both experiments indicate that,
under these conditions, the SHH gradient forms
predominantly throughmovement within the cell
layer, requiring cell-cell contact or continuous
extracellular matrix (17). In addition, cell migra-
tion and division have minimal effects on gradient
formation owing to their low rates in this context,
but they could play more substantial roles in
natural contexts (fig. S2, B to D).
The ability to reconstitute gradient formation

in cell culture enabled us to explore the functional
implications of the SHH pathway architecture.
We first focused on the unusual double-negative
logic of the core pathway (Fig. 1B) by eliminating
the feedback on PTCH (table S1) to create a sim-
pler, “open-loop” receiver cell line (Fig. 2A). We
knocked out both endogenous Ptch1 alleles and
integrated a copy of Ptch1 under a doxycycline
(Dox)–inducible promoter (fig. S3). Coculturing
this open-loop cell line adjacent to sender cells
allowed us to observe the dynamics of open-loop
gradient formation across a matrix of SHH and
PTCH expression levels (Fig. 2, B to D; fig. S4, A
and B; and movies S1 and S2). Analysis of the
resultingmovies revealed that elevating the SHH
production rate increased gradient amplitude
and extended the length scale, whereas elevating
the PTCHproduction rate had the opposite effect
(Fig. 2D and fig. S4C). Gradient length scale and
amplitude specifically depended on the ratio of
SHH and PTCH production rates (Fig. 2E and
fig. S4D).
To understand this ratiometric behavior, we

constructed a minimal mathematical model of
the core pathway (fig. S5A). This model assumes
that free PTCH promotes production of the re-
pressor form of GLI (GLIR), which in turn in-
hibits target gene expression. Binding of PTCH
to HH inactivates both proteins, decreasing GLIR
production.We fit themodel to experimental data
for a range of SHH production rates at a single
PTCH level (fig. S5, B to D, and table S2) (17). The
model recapitulated ratiometric length-scale and
amplitude control across a broad range of PTCH
expression levels (Fig. 2F and fig. S5E). Further
analysis revealed that double-negative regulatory
logic is sufficient for ratiometric control (17). This
behavior was preserved when additional factors,
such as the activating form of GLI, were incor-
porated (fig. S6) (18). Together, these results
show that control of gradient properties is shared
by both senders (through the SHH production
rate) and receivers (through the PTCH produc-
tion rate) in the open-loop configuration.
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Ratiometric control provides robustness to
correlated changes in SHH and PTCH expres-
sion that preserve their ratio, but it implies sen-
sitivity to perturbations in these parameters
individually. Deletion of one SHH allele has no
obvious phenotype in mice (19). Although it is
not known whether gene dosage directly affects
the level of secreted SHH, this nevertheless sug-
gests that the system may have intrinsic mech-
anisms to buffer variations in the morphogen
production rate.

We hypothesized that negative feedback result-
ing from the highly conserved, SHH-dependent
up-regulation of PTCH expression could provide
robustness to SHH expression level (20–22). To
represent this feedback in the model, we intro-
duced a GLI-dependent PTCH production term,
with a single new parameter for feedback strength,
defined as the amount of PTCH expression for a
given level of signaling (Fig. 3A and fig. S7). In
simulations, the PTCH feedback had three effects.
First, it enhanced the robustness of gradient am-

plitude and length scale to variations in ligand
production rate (Fig. 3B). Second, it accelerated
the approach to steady state (Fig. 3C). Third, it
preserved the relatively linear gradient shape as
HH production rate increased, whereas the open-
loop gradients became increasingly plateau-like
(Fig. 3, D and E). Linear profiles have been sug-
gested to maximize the extent of the “useful” re-
gion for patterningmultiple cell fate domains (23).
To understandwhat features of PTCHproduce

these advantageous effects, we considered alternative

Li et al., Science 360, 543–548 (2018) 4 May 2018 2 of 6

Fig. 1. In vitro reconstitution of morphogen signaling gradients.
(A) Reconstitution enables quantitative analysis of the spatiotemporal
patterning dynamics, including length scale (ruler) and speed (clock),
generated by natural morphogen pathways, as well as by minimal and
rewired variants. The sensitivity of circuit variants to perturbations, such
as changes in ligand production, can also be determined. The various
components of the schematic are clarified in the subsequent panels.
(B) The distinctive combination of architectural features in the Hedgehog
(HH) pathway. (C) Sender and receiver cell lines for reconstituting the
SHH signaling gradient in wild-type NIH 3T3 cells. Senders constitutively
expressing GAL4 fused to a mutant estrogen receptor (ERT2) and
mTurquoise2 (mTurq2) fused to histone 2B (H2B) produce SHH upon
induction with 4-hydroxytamoxifen (4-OHT). An 8×GLI-binding sequence
(GBS) driving H2B-Citrine expression reports pathway activity in receivers.

(D and E) Reconstituting SHH signaling gradients in radial and linear geo-
metries. Blue and yellow cells (schematic) represent senders and receivers,
respectively, and the varying opacity of the yellow shading corresponds to the
level of intracellular pathway activity. Arrows indicate the direction of gradient
propagation. In the radial gradients [n = 13 (D)], all activation was due to a
single sender cell (blue, near the center of the dashed circle that indicates the
gradient’s outer edge). In the linear gradients [n = 7 (E)], the white dashed line
indicates the boundary between sending and receiving fields. (FandG) Ligand
transport requires continuous cell or extracellular matrix contact. In principle,
ligand transport could involve bulk diffusion through the medium [upper
schematic in (F)] or lateral movement within the cell layer [lower schematic in
(F)]. Gradient formation is unaffected by rocking that should disturb bulk
diffusion [n = 8 (F)] and is blocked by a 30-mm gap between senders and
receivers [n = 5 (G)]. Error bars (F) and shading (G), SEM. a.u., arbitrary units.
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feedback schemes mediated by hypothetical
PTCH-like proteins possessing subsets of its
features (Fig. 3A and fig. S7, A and B). Feedback
through a protein denoted “I,” possessing only
PTCH’s intracellular signal inhibition activity,
provided amplitude robustness but exacerbated
length-scale sensitivity (Fig. 3B and figs. S7, C
and D, and S8). On the other hand, feedback
through a protein denoted “E,” possessing only
PTCH’s ligand-binding activity, provided length-
scale but not amplitude robustness [consistent
with studies of self-enhanced ligand degradation
(21)]. Furthermore, simply coexpressing I and E
together in a single “uncoupled” model was not
sufficient to reproduce the benefits of the PTCH
feedback (Fig. 3, B to E, and fig. S7, C and D). A
model in which I and E were physically tethered,
but where the intracellular activity persisted even
when the extracellular domain was bound to lig-
and, also did not provide PTCH-like robustness
(fig. S9D). Thus, the bifunctional nature of PTCH—

specifically, its ability to switch between intra-
cellular inhibition (ligand-free) and extracellular
sequestration (ligand-bound) states—is essential
for the robustness provided by this feedbackmech-
anism. The coupling of multiple functions in the
sameprotein has similarly been shown to promote
robustness in other biological contexts (24).
The differences between PTCH and uncoupled

feedbacks can be understood in terms of their
divergent responses to high ligand concentra-
tions (fig. S8). In both models, high ligand levels
can deplete the extracellular feedback compo-
nent (E or PTCH). With the PTCH feedback, this
simultaneously reduces the intracellular activity,
which in turn activates the pathway, replenish-
ing PTCH and thereby continuing to limit ligand
penetration. In contrast, in the uncoupled model,
depletion of E does not directly reduce I; this
results in a disproportionate accumulation of I,
which blocks replenishment of E by suppressing
signaling. In this way, the uncoupled model fails

to keep upwith increasing ligand expression levels.
The benefit of the PTCH feedback compared
with the uncoupled feedback persists even if the
I and E feedback strengths are independently
fine-tuned (fig. S9, A to C). These qualitative dif-
ferences among feedback models are preserved
in models that incorporate the activator form of
GLI, positive feedback on GLI expression, or tem-
poral adaptation through GLI down-regulation
(figs. S6 and S10 to S12).
To experimentally test the prediction that the

PTCH feedback improves the speed and robust-
ness of gradient formation, we designed a syn-
thetic feedback (SynFB) pathway in which SHH
signaling up-regulates PTCH1 expression (Fig. 4A).
We placed the Tet3G activator under SHH sig-
naling control by using an additional copy of the
GBS promoter (Fig. 1C and fig. S1A). The SynFB
design mimics the natural PTCH1 feedback
but allows continuous modulation of feedback
strength through Dox concentration, from an
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Fig. 2. Open-loop SHH pathway architecture produces gradients
sensitive to variations in key parameters. (A) Engineering open-loop
receiver cells. Both Ptch1 alleles in wild-type receivers were deleted and
replaced by ectopic Ptch1 under Tet-3G control, enabling graded tuning of
PTCH1 abundance with doxycycline (Dox), indicated by coexpression of
mCherry (mChr). (B) Time-lapse images of representative radial and linear
SHH signaling gradients. Dashed lines are as in Fig. 1. (C) Quantifying
spatiotemporal dynamics of linear signaling gradients. Total fluorescence
(upper plot) reflects the time-integrated pathway activity (mean of n = 8).The
time derivative of Citrine (lower plot) approximates instantaneous pathway

activity over space and time (fig. S1C). (D) Signaling gradient sensitivity to
variations in SHH and PTCH1 production rates (aHH and aPTC, respectively).
aHH was increased by varying the sender density (upper panel), whereas aPTC
was increased in the receivers by varying the Dox concentration (lower panel).
(E) The ratio of aHH to aPTC determines gradient length scale, defined by the
distance at which the signal drops to 1/e of the amplitude.The aHH/aPTC
ratio also controls gradient amplitude, defined by the signaling strength
in the cells closest to the boundary (fig. S4D). Error bars, SEM. (F) A simple
model recapitulates the ratiometric dependence of gradient properties on aHH
and aPTC (fig. S5E). Relative aHH is an arbitrary unit.
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open-loop regime to a strong closed-loop regime
exceeding the feedback strength of wild-type 3T3
cells (fig. S13, A to C). Movies of gradient forma-
tion in the SynFB cell line revealed that the PTCH
feedback accelerated the approach to steady state,
made both the amplitude and the length scale of
the signaling gradient less sensitive to variations
in ligand production rates, and improved the
linearity of the gradient (Fig. 4, B to D; fig. S13,
D to F; and movies S3 to S6). Furthermore, the
magnitude of improvement increased with the
strength of the feedback (fig. S13D). These results
are consistent with model predictions.
As a further test of the model, we constructed

a cell line incorporating a synthetic intracellular
feedback (Fig. 4E). We substituted a PTCH mu-
tant, PTCH1DLoop2, which is unable to bind ligand,
for wild-type PTCH1 in SynFB (25) (Fig. 4E and

fig. S14). As predicted by the model, these cells
produced gradients whose amplitudes were more
robust to ligand production rate and whose length
scales and shapes were more sensitive (Fig. 4E
and fig. S13F). Together, these results demonstrate
that the PTCH feedback architecture has the
remarkable capability of both reducing gradi-
ent sensitivity to variations in ligand production
rates and accelerating the approach to steady
state, providing a functional rationale for this
highly conserved feature of the HH pathway
(6–8).
Spatial patterning is an active process inwhich

the dynamics of the morphogen and those of its
signaling pathway are intertwined. Compared
with analysis of embryos, reconstitution of mor-
phogen gradient formation in vitro provides sev-
eral advantages: It avoids interference from other

processes and pathways (isolation), permits quan-
titative control of key parameters, allows rewiring
of regulatory interactions, and facilitates straight-
forward analysis of patterning dynamics in space
and time. In this case, reconstitution revealed how
the distinctive combination of features in theHH
pathway provides a compact, elegant design so-
lution to the challenge of rapidly generating ro-
bust gradients (Fig. 4F and fig. S9C). Future work
should help to extend the bottom-up approach
developed here to more complex phenomena by
incorporating downstream signal interpretation
circuits (26) and integrating with additional, con-
current, morphogenetic patterning processes (27).
The HH architecture contrasts sharply with

that of other morphogen pathways, such as BMP
(bone morphogenetic protein) or FGF (fibroblast
growth factor), in which ligands activate receptors,

Fig. 3. Mathematical modeling shows that the PTCH feedback
improves patterning performance by physically coupling intracellular
and extracellular activities. (A) A negative feedback can act intra-
cellularly by inhibiting signaling (IC feedback) or extracellularly by
sequestering ligand (EC feedback). These functionalities can coexist,
implemented either through separate molecules (uncoupled feedback)
or through a bifunctional molecule such as PTCH (PTCH feedback).
(B) Steady-state gradient length scale and amplitude as a function of
aHH (marker size) for different models. The feedback strengths for the IC
and EC models were fine-tuned so that the amplitude or length scale,
respectively, matches that of the PTCH feedback at relative aHH =
0.0625. Those same feedback strengths were used for the uncoupled
model, but the qualitative differences between those models hold

across all nonzero feedback strengths (figs. S7, C and D, and S9, A and
B). The same feedback strengths were used for (C) to (E). (C) Time
to reach steady state (t) for each model as a function of aHH and l50, the
position at which steady-state signal activity equals 50% of the
amplitude. t is the first time point at which signal activity reaches 90%
of its steady-state value at l50 (schematic). (D) Amplitude-normalized
signaling gradient profiles for the open-loop, uncoupled, and PTCH
feedback models at different relative values of aHH (0.0625, 0.25, 0.50,
and 1.0) show distinct trends in length scale and shape. (E) Only the
PTCH feedback maintains a constant gradient shape with increasing
aHH. The shape factor q equals the ratio of the width of the second third
of the gradient (L2) to the width of the first third of the gradient
(L1) (schematic).
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which in turn activate intracellular effectors. These
“double-positive” architectures should exhibit a
different dependence on ligand and receptor levels
(17). Compared with the HH pathway, receptor
feedback appears to be less pervasive in these

systems, provoking the question of whether they
possess alternativemechanisms to achieve similar
patterning capabilities, or whether they are opti-
mized for distinct spatiotemporal behaviors (28).
The approaches developed here should provide

general insights into the performance trade-offs
among differentmorphogen systems and establish
a platform for designing synthetic circuits that
genetically program cells to self-pattern into spa-
tially organized tissues.
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Fig. 4. The PTCH feedback simultaneously improves gradient speed
and robustness. (A) A synthetic PTCH1 feedback loop (red), whose
strength is tunable with Dox, was introduced in Ptch1−/− receiver cells
to generate the PTCH1-SynFB cell line. At 0 ng/ml Dox, the basal activity
of the TRE promoter produces sufficient PTCH1 to suppress pathway
activity in the absence of SHH. (B) Temporal evolution of PTCH1-SynFB
signaling gradients (yellow) with (20 ng/ml Dox) or without (0 ng/ml Dox)
PTCH1 feedback. Sender cells (blue) remain throughout the experiment
but are visually obscured by increasing Citrine expression. (C) PTCH1-
SynFB accelerates the approach to steady state at l50 (defined in Fig. 3C).
(D) Profile of PTCH1-SynFB signaling gradients, with (right; 20 ng/ml Dox)
or without (left; 0 ng/ml Dox) PTCH1 feedback, at 42.5 hours after
100 nM 4-OHT induction. Gradient profiles are normalized to their own

amplitudes to show differences in length scale (distance at which the
dashed line is crossed) and shape. Bar plots show amplitudes (mean ± SEM;
n = 7 each). (E) A SynFB circuit was introduced in wild-type receiver cells
to generate the PTCH1-DLoop2-SynFB cell line (left). PTCH1DLoop2 lacks
the HH-binding domain but has the same capability as PTCH to suppress
intracellular signaling (fig. S14). This IC feedback circuit enables robust
gradient amplitude at the cost of greatly flattened shape and exacerbated
length-scale sensitivity to aHH (right). (F) Summary of the performance of
different feedback architectures (simulation results). The distinctive, con-
served architectural features of the HH pathway combine to enhance the
speed and robustness of signaling gradient formation. Performance is
measured relative to that of the open-loop model at relative aHH = 0.25, which
has a value of 1 in each dimension (fig. S9C shows plots at other aHH values).
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PALEOGENOMICS

Pleistocene North African genomes
link Near Eastern and sub-Saharan
African human populations
Marieke van de Loosdrecht,1 Abdeljalil Bouzouggar,2,3*† Louise Humphrey,4

Cosimo Posth,1 Nick Barton,5 Ayinuer Aximu-Petri,6 Birgit Nickel,6 Sarah Nagel,6

El Hassan Talbi,7 Mohammed Abdeljalil El Hajraoui,2 Saaïd Amzazi,8

Jean-Jacques Hublin,3 Svante Pääbo,6 Stephan Schiffels,1 Matthias Meyer,6

Wolfgang Haak,1† Choongwon Jeong,1*† Johannes Krause1*†

North Africa is a key region for understanding human history, but the genetic history of its
people is largely unknown. We present genomic data from seven 15,000-year-old modern
humans, attributed to the Iberomaurusian culture, from Morocco.We find a genetic affinity
with early Holocene Near Easterners, best represented by Levantine Natufians, suggesting
a pre-agricultural connection between Africa and the Near East. We do not find evidence
for gene flow from Paleolithic Europeans to Late Pleistocene North Africans. The Taforalt
individuals derive one-third of their ancestry from sub-Saharan Africans, best approximated
by a mixture of genetic components preserved in present-day West and East Africans.
Thus, we provide direct evidence for genetic interactions between modern humans across
Africa and Eurasia in the Pleistocene.

U
nder typical conditions (i.e., aside from in-
termittent greening periods), the Sahara
desert poses an ecogeographic barrier for
human migration between North and
sub-Saharan Africa (1). Sub-Saharan Africa

is home to the most deeply divergent genetic
lineages among present-day humans (2), and the
general view is that all Eurasians mostly descend
from a single group of humans that dispersed
outside of sub-Saharan Africa around 50,000 to
100,000 years before the present (yr B.P.) (3).
This group likely represented only a small frac-
tion of the genetic diversity within Africa, most
closely related to a Holocene East African group
(4). Present-day North Africans share a majority
of their ancestry with present-day Near Eastern-
ers but not with sub-Saharan Africans (5). Thus,
from a genetic perspective, present-day North
Africa is largely a part of Eurasia. However, the
temporal depth of this genetic connection be-

tween the Near East and North Africa is poorly
understood and has been estimated only in-
directly from present-day mitochondrial DNA
(mtDNA) variation (6, 7).
Owing to challenging conditions for DNA pres-

ervation, relatively few ancient genomes have
been recovered from Africa. Genome-wide data
from 23 individuals have been reported from
South and East Africa, with the oldest dating
back to 8100 yr B.P. (4, 8, 9). In North Africa, a
genomic study of Egyptian mummies from the
first millennium BCE showed that the genetic
connection between the Near East and North
Africa was established by that time (5). However,
the genetic affinity of North African populations
at a greater time depth has remained unknown.
Herewe present genome-wide data from seven

individuals, directly dated between 15,100 and
13,900 calibrated years before present (cal. yr B.P.)
(table S1), from Grotte des Pigeons near Taforalt
in eastern Morocco (10). These genomic data
provide a critical reference point to help explain
the deep genetic history of North Africa and the
broader Middle East (Fig. 1). The Taforalt indi-
viduals are associated with the Later Stone Age
Iberomaurusian culture, whose origin is debated.
These individuals may have descended either
directly from themanufacturers of the preceding
Middle Stone Age technologies (Aterian or local
West African bladelet technologies) or from an
exogenous population with ties to the Upper Pa-
leolithic technocomplexes of the Near East or
Southern Europe (10, 11).
For nine Taforalt individuals (table S2), we

created double-indexed single-stranded DNA
libraries (12) for next-generation sequencing
of DNA isolated from petrous bones. We then
used in-solution capture probes (13) to enrich
libraries for the whole mitochondrial genome

and ~1,240,000 single-nucleotide polymorphisms
(SNPs) in the nuclear genome (14). The DNA
fragments obtained from seven individuals, six
genetic males and one female, had postmortem
degradation characteristics typical of ancient
DNA (tables S3 to S5 and fig. S6).We reconstructed
the mitochondrial genomes of all seven individ-
uals (102× to 1701× coverage, unmerged libraries;
table S4) while maintaining a low level of con-
tamination from the DNA of modern humans
(1 to 8%; table S4). For the nuclear data analysis,
in which ancient DNA is more susceptible to con-
tamination than in mitochondrial analyses, we
analyzed five individuals (four males and one
female) on the basis of coverage (table S3,merged
libraries) and negligible modern human contam-
ination for males (1.7 to 2.5%; table S5). For each
individual, we randomly chose a single base per
site as a haploid genotype. We intersected our
new data with data from a panel of worldwide
present-day populations, genotyped on the
Affymetrix Human Origins array for ~600,000
markers, as well as ancient genomic data covering
Europe, the Near East, and sub-Saharan Africa
(4, 8, 15–17). The final data set includes 593,124
intersecting autosomal SNPs with 183,041 to
544,232 SNP positions covered for each of the
five individuals (table S3). For group-based anal-
yses involving other ancient individuals, we
adopted the population labels from the original
studies (4, 16). We found an overall high genetic
relatedness between the Taforalt individuals, sug-
gesting a strong population bottleneck (fig. S26).
We analyzed the genetic affinities of the Taforalt

individuals by performing principal components
analysis andmodel-based clustering of worldwide
data (Fig. 2). When projected onto the top prin-
cipal components of African and west Eurasian
populations, the Taforalt individuals form a dis-
tinct cluster in an intermediate position between
present-day North Africans [e.g., Amazighes
(Berbers), Mozabites, and Saharawis] and East
Africans (e.g., Afars,Oromos, andSomalis) (Fig. 2A).
Consistently, we find that allmaleswith sufficient
nuclear DNA preservation carry Y haplogroup
E1b1b1a1 (M-78; table S16). This haplogroup occurs
most frequently in present-day North and East
African populations (18). The closely related
E1b1b1b (M-123) haplogroup has been reported
for Epipaleolithic Natufians and Pre-Pottery Ne-
olithic Levantines (Levant_N) (16). Unsupervised
genetic clustering also suggests a connection of
Taforalt to the Near East. The three major com-
ponents that make up the Taforalt genomes are
maximized in early Holocene Levantines, East
African hunter-gatherer Hadza from north-central
Tanzania, and West Africans (number of genetic
clusters K = 10; Fig. 2B). In contrast, present-day
North Africans have smaller sub-SaharanAfrican
components with minimal Hadza-related contri-
bution (Fig. 2B).
We calculated outgroup f3 statistics of the form

f3(Taforalt, X; Mbuti) across worldwide ancient
and present-day test populations. Consistent with
previous analyses, we find that ancient Near East-
ern populations, especially Epipaleolithic Natufians
and early Neolithic Levantines, show the highest
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outgroup f3 values with Taforalt (Fig. 3A). This is
confirmed by f4 symmetry statistics of the form
f4(Chimpanzee, Taforalt; NE1, NE2) that measure
a relative affinity of a pair of Near Eastern (NE)
groups to Taforalt. A positive value indicates that
NE2 is closer thanNE1 to Taforalt.We consistently
find positive f4 values when the NE2 group is
Natufian or Levant_N and the NE1 group is rep-
resentative of other populations [z score = 2.2 to
11.0 standard error (SE); table S6]. Congruent to
the outgtoup-f3 results, the Natufian population
shows higher affinity to Taforalt than does the
Levant_N group (z score = 2.2 SE; table S6). This
indicates that the early Holocene Levantine pop-
ulations, overlapping with or postdating our
Taforalt individuals by up to 6000 years (16), are
most closely related to the Taforalt group, among
Near Eastern populations. Next, we evaluated
whether theTaforalt individuals have sub-Saharan
African ancestry by calculating f4(Chimpanzee,
X; Natufian, Taforalt). We observe significant

positive f4 values for all sub-Saharan African
groups and significant negative values for all
Eurasian populations, supporting a substantial
contribution from sub-Saharan Africa (Fig. 3B).
West Africans, such as Mende and Yoruba, most
strongly pull out the sub-Saharan African ances-
try in Taforalt (Fig. 3B and figs. S15 and S16).
We investigatedwhether two first-hand proxies,

Natufians and West Africans, are sufficient to
explain the Taforalt gene pool or whether amore
complex admixture model is required. We thus
tested whether Natufians could be a sufficient
proxy for the Eurasian ancestry in Taforalt with-
out explicit modeling of its African ancestry (fig.
S18). This line of investigation was inspired by
proposed archaeological connections between
the Iberomaurusian and Upper Paleolithic cul-
tures in Southern Europe, either via the Strait of
Gibraltar (19) or Sicily (20). If this connection is
true, both the Upper Paleolithic European and
Natufian ancestries will be required to explain

the Taforalt gene pool. For our admixturemodel-
ing with the program qpAdm (16), we chose
outgroups that can distinguish sub-Saharan
African, Natufian, and Paleolithic European
ancestries but are blind to differences between
sub-Saharan African lineages (11). A two-way
admixture model, comprising Natufian and sub-
Saharan African populations, does not signifi-
cantly deviate from our data (c2 P ≥ 0.128), with
63.5% Natufian and 36.5% sub-Saharan African
ancestry, on average (table S8). Adding Paleo-
lithic European lineages as a third source only
marginally increased the model fit (c2 P = 0.019
to 0.128; table S9). Consistently, by using the
qpGraph package (21), we find that a mixture
of Natufian and Yoruba reasonably fits the
Taforalt gene pool (|z|≤ 3.7; fig. S19 and table S10).
Adding gene flow from Paleolithic Europeans
does not improve the model fit and provides an
ancestry contribution estimate of 0% (fig. S19).
We thus find no evidence of gene flow from
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Fig. 1. Spatiotemporal locations of the Taforalt and other ancient
genomes. (A and B) Geographic locations of representative ancient
genomes from West Eurasia and Africa included in our analysis. The
Pleistocene Taforalt site is denoted by a red circle. (C) The date range
of each ancient group is marked by black bars, representing the range of

95% confidence intervals of radiocarbon dates across all dated
individuals (cal. yr B.P. on the x axis). Group labels are taken from
previous studies reporting each ancient genome (4, 16, 27). N, Neolithic;
WHG, Western European hunter-gatherers; EHG, Eastern European
hunter-gatherers; CHG, Caucasus hunter-gatherers.

RESEARCH | REPORT
on M

ay 6, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


Paleolithic Europeans into Taforalt within the
resolution of our data.
We further characterized the sub-Saharan

African–related ancestry in theTaforalt individuals
by using f4 statistics in the form f4(Chimpanzee,

African; Yoruba/Mende, Natufian). We find that
Yoruba or Mende and Natufians are symmetri-
cally related to two deeply divergent outgroups,
an ancient South African group from 2000 yr B.P.
(aSouthAfrica) and Mbuti Pygmy, respectively

(|z| ≤ 1.564 SE; table S11). Because f4 statistics
are linear under admixture, we expect the Taforalt
population not to be any closer to these out-
groups than Yoruba or Natufians if the two-way
admixture model is correct. However, we find

van de Loosdrecht et al., Science 360, 548–552 (2018) 4 May 2018 3 of 5

Fig. 2. Summary of the genetic
profile of the Taforalt individuals.
(A) The top two principal components
(PCs) calculated from present-day African,
Near Eastern, and Southern European
individuals from 72 populations. The
Taforalt individuals are projected
thereon (red inverted triangles), and
selected present-day populations
are denoted by various colored symbols.
Labels for other populations (denoted
by small gray squares) are provided in
fig. S8. (B) ADMIXTURE analysis results
of chosen African and Middle Eastern
populations (K = 10). Ancient individuals
are labeled in red. Major ancestry
components in Taforalt individuals are
maximized in early Holocene Levantines
(green), West Africans (purple), and
East African Hadza (brown). The ancestry
component prevalent in pre-Neolithic
Europeans (beige) is absent in Taforalt.

Fig. 3. Geographic
distribution of the
genetic affinity of the
Taforalt group with
worldwide popula-
tions. (A) Mean shared
genetic drift with the
Taforalt group, as
measured by outgroup f3
statistics in the form f3
(Taforalt, X; Mbuti).
Warm colors denote
populations genetically
close to Taforalt. Large
diamonds and squares
represent the 10 highest
and lowest f3 values,
respectively. Early
Holocene Levantine
groups (Natufians and
Neolithic Levantines)
show the highest affinity
with Taforalt.The statis-
tics and their associated
SEs for the top 30 signals
are presented in fig. S14.
(B) Extra genetic affinity
with the Taforalt group in
comparison to Natufians, as measured by f4 statistics in the form f4(Chimpanzee, X; Natufian,Taforalt). Large diamonds and squares represent the 10 most
positive and negative f4 values, respectively. Sub-Saharan Africans show high positive values, with West African Yoruba and Mende having the highest values,
supporting the presence of sub-Saharan African ancestry in Taforalt individuals. In contrast, all Eurasian populations are genetically closer to Natufians than to
the Taforalt group.The statistics and their associated SEs for the top 30 signals are presented in fig. S16.
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instead that the Taforalt group is significantly
closer to both outgroups (aSouthAfrica andMbuti)
than any combination of Yoruba and Natufians
(z≥ 2.728 SE; Fig. 4). A similar pattern is observed
for the East African outgroups Dinka,Mota, and
Hadza (table S11 and fig. S20). These results
can only be explained by Taforalt harboring an
ancestry that contains additional affinity with
South, East, andCentral African outgroups. None
of the present-day or ancient Holocene African
groups serve as a good proxy for this unknown
ancestry, because adding themas the third source
is still insufficient to match the model to the
Taforalt gene pool (table S12 and fig. S21). How-
ever, we can exclude any branch in human ge-
netic diversitymore basal than the deepest known
one represented by aSouthAfrica (4) as the source
of this signal: it would result in a negative affinity
to aSouthAfrica, not a positive one as we find
(Fig. 4). Both an unknown archaic hominin and
the recently proposed deepWest African lineage
(4) belong to this category and therefore cannot
explain the Taforalt gene pool.
Mitochondrial consensus sequences of the

Taforalt individuals belong to the U6a (six in-
dividuals) and M1b (one individual) haplogroups
(15), which are mostly confined to present-day
populations in North and East Africa (7). U6 and
M1 have been proposed as markers for autoch-
thonous Maghreb ancestry, which might have
been originally introduced into this region by a
back-to-Africa migration from West Asia (6, 7).
The occurrence of both haplogroups in the Taforalt
individuals proves their pre-Holocene presence
in theMaghreb.We used the BEAST v1.8.1 pack-
age (24) to analyze the seven ancient Taforalt
individuals in combination with four Upper Pa-
leolithic EuropeanmtDNA genomes (22, 23) and
present-day individuals belonging to U6 and M1
(7). By using a human mtDNA mutation rate
inferred from tip calibration of ancient mtDNA
genomes (23), we obtained divergence estimates

for U6 at 37,000 yr B.P. (40,000 to 34,000 yr B.P.
for 95% highest posterior density, HPD) and M1
at 24,000 yr B.P. (95% HPD: 29,000 to 20,000 yr
B.P.) (table S15). Our estimated dates are consid-
erably more recent than those of a study using
present-day data only (45,000 ± 7000 yr B.P. for
U6 and 37,000 ± 7000 yr B.P. for M1) (7) but are
similar to those of Pennarun et al. (25).Moreover,
we observed an asynchronous increase in the
effective population size for U6 andM1 (fig. S24),
which suggests that the demographic histories
of these North and East African haplogroups do
not coincide and might have been influenced by
multiple expansions in the Late Pleistocene (25).
Notably, the diversification of haplogroups U6a
and M1 found for Taforalt is dated to ~24,000 yr
B.P. (fig. S23), which is close in time to the earliest
known appearance of the Iberomaurusian cul-
ture in Northwest Africa [25,845 to 25,270 cal. yr
B.P. at Tamar Hat (26)].
The relationships of the Iberomaurusian cul-

ture with those of the preceding Middle Stone
Age, including the local backed bladelet tech-
nologies inNortheastAfrica, and theEpigravettian
in Southern Europe have been questioned (13).
The genetic profile of Taforalt suggests sub-
stantialNatufian-related and sub-SaharanAfrican–
related ancestries (63.5 and 36.5%, respectively)
but not additional ancestry from Epigravettian
or other Upper Paleolithic European popula-
tions. Therefore, we provide genomic evidence
for a Late Pleistocene connection betweenNorth
Africa and the Near East, predating the Neolithic
transition by at least four millennia, while reject-
ing the hypothesis of a potential Epigravettian
gene flow from Southern Europe into northern
Africa, within the resolution of our data. Archae-
ogenetic studies on additional Iberomaurusian
sites will be critical to evaluate the representa-
tiveness of Taforalt for the Iberomaurusian gene
pool. We speculate that the Natufian-related
ancestral population may have been widespread

across North Africa and theNear East, associated
with microlithic backed bladelet technologies
that started to spread out in this area by at least
25,000 yr B.P. [(10) and references therein]. How-
ever, given the absence of ancient genomic data
from a similar time frame for this broader area,
the epicenter of expansion, if any, for this ancestral
population remains unknown.
Although the oldest Iberomaurusian micro-

lithic bladelet technologies are found earlier
in the Maghreb than their equivalents in north-
eastern Africa (Cyrenaica) and the earliest Na-
tufian in the Levant, the complex sub-Saharan
ancestry in Taforalt makes our individuals an
unlikely proxy for the ancestral population of
later Natufians who do not harbor sub-Saharan
ancestry. An epicenter in the Maghreb is plau-
sible only if the sub-Saharan African admixture
into Taforalt either postdated the expansion into
the Levant orwas a locally confined phenomenon.
Alternatively, placing the epicenter in Cyrenaica
or the Levant requires an additional explanation
for the observed archaeological chronology.
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Fig. 4. Relative genetic affinity of representative sub-Saharan African
groups to a mixture of Yoruba and Natufians in comparison to the
Taforalt group.Wemeasured f4 statistics in the form f4(Chimpanzee, African;
Yoruba+Natufian,Taforalt) by using (A) aSouthAfrica, (B) Mbuti, and
(C) Hadza as the African group.The f4 statistics were calculated for the

proportions of Natufian-related ancestry ranging from0 to 100% in increments
of 1%.The blue rectangle marks a plausible range of Natufian ancestry
proportion, estimated by our qpAdmmodeling [0.637 ± (2 × 0.069)]. Gray
solid and dotted lines represent ±1 and −3 SE ranges, respectively. SEs were
calculated by 5-centimorgan block jackknife method.
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STRUCTURAL BIOLOGY

Structure of the DASH/Dam1 complex
shows its role at the yeast
kinetochore-microtubule interface
Simon Jenni1 and Stephen C. Harrison1,2*

Kinetochores connect mitotic-spindle microtubules with chromosomes, allowing
microtubule depolymerization to pull chromosomes apart during anaphase while
resisting detachment as the microtubule shortens. The heterodecameric DASH/Dam1
complex (DASH/Dam1c), an essential component of yeast kinetochores, assembles into
a microtubule-encircling ring. The ring associates with rodlike Ndc80 complexes to
organize the kinetochore-microtubule interface. We report the cryo–electron microscopy
structure (at ~4.5-angstrom resolution) of a DASH/Dam1c ring and a molecular model of its
ordered components, validated by evolutionary direct-coupling analysis. Integrating this
structure with that of the Ndc80 complex and with published interaction data yields
a molecular picture of kinetochore-microtubule attachment, including how flexible,
C-terminal extensions of DASH/Dam1c subunits project and contact widely separated
sites on the Ndc80 complex rod and how phosphorylation at previously identified sites might
regulate kinetochore assembly.

K
inetochore linkages between chromosomes
and spindle microtubules (MTs) persist de-
spite rapid gain and loss of tubulin subunits
during cell division (1). The capacity to fol-
low cycles of polymerization and depoly-

merization without dissociation is an important
and puzzling property of the kinetochore-MT
interface. The puzzle is particularly evident for
“point-centromere” kinetochores of budding yeast,
each of which connects a single MT with a small
(~125 to 200 base pairs) and well-defined centro-
mere (2, 3). Although motor proteins partici-
pate during an initial, side-on attachment to
MTs (4), the energy for chromosomemovement
during anaphase comes from the guanosine tri-
phosphatase (GTPase) activity of tubulin and
the polymerization-depolymerization events it
governs (5–7).
Stable association with the plus end of a MT

while the MT lengthens and shortens depends
most directly on two essential molecular com-
ponents of the budding-yeast kinetochore—the
heterotetrameric Ndc80 complex (Ndc80c) and
theheterodecamericDASH/Dam1 complex (DASH/
Dam1c). Ndc80c is an end-to-end, rodlike as-
sembly of two heterodimers (Ndc80-Nuf2 and
Spc24-Spc25), with a ~580-Å-long coiled-coil shaft
and small, globular domains at either end (8, 9).
It establishes the principal kinetochore axis, by
associating with the MT at its Ndc80-Nuf2 end
andwith chromosome-proximal substructures at
its Spc24-Spc25 end. A single kinetochore con-
tains multiple copies of Ndc80c; the most recent

estimates from quantitative fluorescence micros-
copy and biochemistry are in the range of 6 to 10
(10–12).
DASH/Dam1c is a more compact structure that

assembles into a ring encircling the MT, or-
ganizing the Ndc80c rods and potentially other
kinetochore components (13, 14). Ring forma-
tion under physiological conditions in vitro by
recombinant DASH/Dam1c requires MTs, and
at high enough concentrations, DASH/Dam1c
rings (or helical spirals) decorate the entire MT
length. The limited abundance of the 10 sub-
units in yeast cells indicates that kinetochores
in vivo have no more than one or two DASH/
Dam1c rings (table S1) (15). DASH/Dam1c and
Ndc80c interact with each other in addition to
their separate interactionswithMTs (16). Specific
phosphorylation regulates most of these con-
tacts, suggesting that a DASH/Dam1c-Ndc80c
assembly controls both the timing of end-on
attachment and themechanical coupling of chro-
mosome separation to MT shortening (17, 18).
DASH/Dam1c is not present inmetazoans, which
instead have the three-protein Ska complex (19).
The two complexes appear to have analogous
functions (20–22).
Multiple sequence alignments and secondary-

structure predictions (23) allowed us to identify
likely a-helical regions in the 10 DASH/Dam1c
subunits and tomake corresponding truncations
in all of them (table S2). We prepared multigene
expression vectors containing these truncated
subunits, individually and in various combina-
tions (see materials and methods and fig. S1)
and analyzed the integrity of the expressed com-
plexes by affinity purification and gel electropho-
resis (fig. S2, A and B). We did so for nine fungal
species in addition to Saccharomyces cerevisiae
(table S3 and fig. S2C). A 115-kDa Chaetomium
thermophilumDASH/Dam1c construct, compris-

ing the 10 subunits, crystallized as hexagonal
rods, but Bragg peaks extended only to very low
resolution (60 to 40 Å) (fig. S2, D to J). The ap-
parent unit-cell dimensions (table S4) suggested
that the crystallized DASH/Dam1c had formed
rings or helical spirals, like those observed when
it has assembled aroundMTs (13, 24, 25). Dynam-
ic light scattering (DLS) and negative-stain elec-
tronmicroscopy (EM) showed thatC. thermophilum
DASH/Dam1c assembled into tubes upon incu-
bation with increasing concentrations of mono-
valent salts (for example, sodium formate or
ammonium formate), consistent with the high-
salt conditions that gave the crystals.
For cryo–electron microscopy (EM), we locked

assembled DASH/Dam1c with bifunctional cross-
linkers in high-salt buffer and purified the tubes
by size exclusion chromatography in low salt
(fig. S3). The tubes are one-dimensional (1D)
crystals formed by alternate stacking of DASH/
Dam1c rings with 17 protomers (C17 symmetry,
fig. S4). Poor long-range order limited the reso-
lution of an initial helical reconstruction (fig. S5).
We therefore carried out a symmetric recon-
struction at 6.5-Å resolution of individual DASH/
Dam1c double rings, by masking images and refer-
ence volumes (fig. S6). At this stage, we validated
our reconstruction by tilt-pair analysis, which also
established the correct enantiomer (fig. S7). We
then independently refined sets of four adjacent
protomers in a ring (“asymmetric refinement” in
FREALIGN), improving the nominal resolution
to 4.5 Å (fig. S6). 3D classification did not yield
better maps, presumably because selecting par-
ticles from stacks had eliminated bad ones and
because the rings in a stack have a continuum of
small structural distortions or variations.
We built a de novo DASH/Dam1c molecular

model into the asymmetric reconstruction. We
could obtain a reliable model because the struc-
ture consists mostly of a helices, which are well
resolved at 4.5-Å resolution and for which more
than one large side chain can establish correct
sequence register for the rest of the helix (fig. S8).
After an initial manual build, we used RosettaCM
(26) to find low-energy conformations that fit the
density map and then refined the structure with
PHENIX (27).We validated themodel by predict-
ing molecular contacts within DASH/Dam1c by
direct-coupling analysis (DCA) of residue coevo-
lution (28). For this purpose, we identified and
annotated all DASH/Dam1c genes from about
1300 fungal genomes as input for the DCA (see
materials andmethods). Figure S9 shows residue
pairs with the highest coupling scores mapped
onto our molecular model. The analysis con-
firmed the subunit assignment and sequence
register. DCA has successfully predicted folded-
protein structure (29); its application to validat-
ing residue assignments is likely to be a powerful
tool for interpreting cryo-EM maps, when a
suitably large and diverse set of sequences is
available. The final model contains amino acid
residues for Ask1 (residues 13 to 78), Dad1 (18 to
76), Dad2 (25 to 95, 109 to 116), Dad3 (18 to 82),
Dad4 (3 to 70), Dam1 (53 to 107), Duo1 (49 to 121),
Hsk3 (22 to 77), Spc19 (7 to 112), and Spc34 (3 to
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48, 112 to 199). Data collection and model stat-
istics are provided in table S5.
DASH/Dam1c is a 160-Å-long, rod-shaped com-

plex, with two coiled-coil arms that merge in
themiddle, where a protruding domain extends
roughly perpendicular to the arms (Fig. 1). The
overall shape agrees well with a published, low-
resolution envelope of the S. cerevisiae com-
plex (24). Both coiled-coil domains are parallel
five-helix bundles, with the N termini of the
subunits at the distal ends of the arms, general-
ly consistent with previous assignments (30).
Arm I contains Ask1, Dad2, Dad4, Hsk3, and the
N-proximal segment of Spc19; arm II contains
Dad3, Duo1, Dad1, Dam1, and the N-proximal seg-
ment of Spc34. The subunits of the two five-helix
bundles interdigitate in themiddle of the complex,
forming what was called, at low resolution, a

“central domain.” The C-terminal halves of Spc19
and Spc34 form the base and extension of the pro-
trusion domain. Part of the base, formed by Spc34,
is not a helical; it is less conserved, and probably
flexible.We did not attempt tomodel it (fig. S10A).
A layer of buried hydrophobic amino acid

side chains lines the core of the central domain
(fig. S10B), and hydrophobic residues also line the
interiors of the two arms. The structure shows
that removal of any of the 10 subunits would
expose hydrophobic patches and probably induce
degradation of DASH/Dam1c in the cell. Indeed,
omitting Hsk3 from coexpression disrupts arm I,
leading to dissociation of Ask1, Dad2, and Dad4
and leaving a hexameric complex of the remain-
ing subunits. Similarly, omitting Dam1 disrupts
arm II so that Duo1, Dad1, and Dad3 no longer
associate with the complex (31).

Apart from the protrusion domain, the DASH/
Dam1c heterodecamer has approximate internal
twofold symmetry relating the left and right
arms (Fig. 1B). Each subunit in one arm has a
corresponding subunit in the other arm, with
similar organization and 3D conformation. Se-
quence analysis has shown homology between
some DASH/Dam1c subunits (20). Our structure
shows that each subunit has a structural para-
log, and we can assign the five pairs as Ask1-
Dad3, Dad2-Duo1, Dad4-Dad1, Hsk3-Dam1, and
Spc19-Spc34. Contemporary DASH/Dam1c may
thus have evolved from one or more gene dup-
lication events.
The stacking interactions between rings in our

in vitro assembled tubes are probably adventi-
tious contacts resulting from the high protein
and high salt concentrations that allow tube
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Fig. 1. Cryo-EM structure of the DASH/Dam1c heterodecamer.
(A) Cryo–electron micrograph of DASH/Dam1c helical tubes (1D crystals)
in vitreous ice recorded at 1.9-mm defocus. Scale bar, 50 nm. 1D crystals
formed by sequential stacking of DASH/Dam1c rings, composed of
17 heterodecamers. (B) Ribbon diagram of the DASH/Dam1c structure
with subunits colored: Ask1 (red), Dad2 (green), Dad4 (yellow), Hsk3 (cyan),
Spc19 (salmon), Dad3 (brick red), Duo1 (pale green), Dad1 (pale yellow),
Dam1 (pale cyan), and Spc34 (tan). On top, the view of the complex is along
the approximate twofold symmetry axis. N, N terminus; C, C terminus.
(C) Secondary-structure diagram. The same color scheme is used as in (B).

a Helices are shown as cylinders.The first and last residue numbers included
in the model are shown (numbers in parentheses are the corresponding
residues in S. cerevisiae). C-terminal residue numbers of all subunits
are shown. a Helices not modeled in the structure, but inferred from
secondary-structure prediction, are shown in gray. Zigzag lines show flexible
loops, N- and C-terminal extensions that were not included in the
expression construct or observed in the cryo-EM map (functionally
important termini of Dam1, Duo1, Ask1, and Spc19-Spc34 are in bold).
The description of a previous low-resolution structure identified arm I as
the “top rod” and arm II as the “bottom rod” (24).
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formation and crystallization. There is good
evidence, however, that the formation of lateral
interactions between protomers within a ring is
the physiological mechanism of DASH/Dam1c
oligomerization: (i) The same relative hetero-
decamer orientation (Fig. 2A) is present in a
low-resolution reconstruction of a S. cerevisiae
DASH/Dam1c dimer (24), (ii) the diameter of
the ring is very similar to that of the ring formed
by S. cerevisiaeDASH/Dam1c (25) and consistent
with the requirement that it surround a MT, (iii)
surface amino acid residues involved in the
lateral intercomplex interactions are conserved
(Fig. 2B), and (iv) we detect coevolution of res-
idues in the intercomplex interface (Fig. 2C,
bottom right).
There are two interfaces betweenDASH/Dam1c

heterodecamerswithin the lateral, interprotomer
contacts. At interface 2, arm I of one complex
(decamer 2) binds the central domain and prox-
imal parts of arm II of an adjacent complex
(decamer 1). At interface 1, the base of the pro-
trusion domain of decamer 2 engages the arm II
tip of an adjacent decamer 1 (Fig. 2A). From our
multiple amino acid sequence alignments, we cal-
culatedDASH/Dam1c residue conservation scores
within the fungal kingdom. Figure 2B shows that
thehighest conservation scores of surface residues
overlapwith the footprints of the oligomerization
interfaces. At interface 2 (Fig. 2C, top left), we
find a tight cluster of charged residueswhere Ask1
(Asp33) andDad4 (Arg15) of decamer 2 face Dad3
(Arg59, Glu62) of decamer 1 (Fig. 2C, bottom left);
these four residues have the highest conservation
scores. Moreover, conserved Pro4 at the tip of the
Dad4 helix (decamer 2) contacts a patch of hydro-
phobic residues (Thr70, Lys73, Ala74, Tyr77) at the
end of the Dad3 helix (decamer 1) (Fig. 2C, top
right). Because we could not model part of the
base of the protrusion domain, folded fromSpc34
sequence, we could not analyze specific interac-
tions at interface 1.
Under our experimental conditions, 17

C. thermophilum DASH/Dam1c protomers po-
lymerized into a ring with an outer diameter
of 560 Å, about twice that of a MT (Fig. 3A).
The ring has one protomer more than the 16-
membered rings reported for the S. cerevisiae
complex (25). Insertion of an additional DASH/
Dam1c does not substantially change the diam-
eter of the ring (fig. S11A), which could vary
among species. Evenwithin a species, theremay
be some variation from ring to ring in the num-
ber of protomers. When encircling a MT, the
gap between the MT lattice surface and DASH/
Dam1c is about 60 Å. Oligomerization interfaces
1 and 2 determine the relative orientation of
adjacent protomers; ring closure defines their
orientation with respect to the MT.
Near the N terminus of Dam1, phosphoryl-

ation of Ser20 (in S. cerevisiae) by Ipl1/Aurora
B inhibits cooperative binding of DASH/Dam1c
to MTs (17, 32). The location of the Dam1 N ter-
minus, on the outside of the ring (Fig. 3B, cen-
ter right), suggests that Ser20 phosphorylation
could modulate DASH/Dam1c oligomerization
either by destabilizing an interaction with a
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Fig. 2. Structural basis of DASH/Dam1c oligomerization. (A) Close-up view of two adjacent
protomers (labeled decamers 1 and 2) within the DASH/Dam1c ring. Interfaces 1 and 2 are identified
by dashed-line boxes. The subunits are colored as in Fig. 1. (B) Surface residue conservation of
DASH/Dam1c in the fungal kingdom. Conservation scores were calculated with ConSurf (46) and
mapped onto our structure. The protomers are flipped open, exposing interface 2. Black lines
surround the intercomplex binding footprints. The inset shows a close-up view of interface 1 for
decamer 1 only. (C) Interface 2 has patches of polar and hydrophobic contacts. Top left, surface
representation of the two protomers, colored according to the electrostatic potential, as calculated
with DelPhi (47). Bottom left, close-up view of the polar contact patch. Relevant amino acids are
labeled with residue numbers (S. cerevisiae numbers in parentheses) and conservation score [small
circle, color as in (B)]. Top right, close-up view of the hydrophobic patch. Bottom right, interface
molecular contact inferred from DCA of residue coevolution, shown as a black line.
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neighboring protomer or by stabilizing an auto-
inhibitory interaction within the same protomer.
The phosphorylation site is conserved among
budding yeast (data S1), and the length of the
Dam1 N-terminal extension could accommodate
either option.
Flexible polypeptide extensions that link part-

ner protein complexes are a general feature of
kinetochore architecture (33, 34). Apart from
ring formation, in which DASH/Dam1c cores in-
teract directly, contactswith bothMTandNdc80c
are through subunit extensions predicted to be
conformationally variable (Fig. 1C and data S1).
Although these extensions were either omitted
from our construct or undefined (owing to flex-
ibility) in the cryo-EM map, the structure of the
DASH/Dam1c core and its orientation with re-
spect to the MT together determine the direc-
tions in which the flexible extensions project
and, hence, their likely contacts.
The structure of the DASH/Dam1c ring also

suggests how to interpret three sets of contact
points, detected by chemical cross-linking of

Ndc80cwithDam1, Ask1, and Spc34, respectively
(35), leading to the interactions illustrated by
arrows in Fig. 3B and to the model for the MT-
proximal components of the yeast kinetochore
shown in Fig. 4. The lengths of the C-terminal
extensions of Dam1, Ask1, and Spc34 and the
directions in which they project permit all three
Ndc80c contacts to be established with a single
DASH/Dam1c ring (Fig. 4B). The molecular or-
ganization of this assembly is also consistent
with the assumption that a DASH/Dam1c ring
encircles a MT plus end with curled proto-
filaments, as observed in tomographic reconstruc-
tions of kinetochore MTs (36).
The C-terminal halves of Dam1 andDuo1 bridge

the gap between the DASH/Dam1c ring and the
MT and contact theMT surface (31, 37). The points
fromwhich the Dam1 and Duo1 extensions ema-
nate are next to each other on the inside of the
ring (Fig. 3B, right). Their proximity explains
the extensive cross-linking of Dam1 and Duo1
C-terminal extensions with each other (37, 38).
Both also cross-link to tubulin at positions on the

outer surface of a MT (37). Low-resolution den-
sity, likely fromDam1 andDuo1, is present in the
reconstruction of aMT-encircling, DASH/Dam1c
ring from S. cerevisiae (fig. S11B) (24, 25). The
longDam1 C-terminal projection in S. cerevisiae
cross-links to Ndc80 (35) and, hence, has a dual
role (Fig. 3B, right). The site of cross-linking, a
hairpin at the junction between the Ndc80 glob-
ular head and the coiled-coiled shaft, is also the
site of a deletion that affects chromosome seg-
regation (18).WhenNdc80c attaches to aMT, this
loop is close to the MT surface (39). Because of
the high symmetry of theDASH/Dam1c ring, how-
ever, the sameDam1 subunit need not participate
in bothMT andNdc80 contacts at the same time.
In some fungal species, includingC. thermophilum,
the C-terminal extension ofDam1maynot be long
enough to extend from a DASH/Dam1c ring to
the Ndc80 globular head (data S1).
The Ask1 C-terminal extension projects from

the outside of the ring (Fig. 3B, left). Its contact
on the Ndc80-Nuf2 shaft (35), possibly also in-
volving residues of the “Ndc80 loop” (16), is well
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Fig. 3. The DASH/Dam1c ring with flexible extensions. (A) Structure of
the 17-membered ring. Heterodecamers are shown as ribbons and colored
as in Fig. 1. Protomers are alternately shown with transparent surface.
The MTaxis (side view, left) and lattice surface (top view, right) are shown
as a vertical and circular dashed line, respectively. (B) Close-up views
of the anchor points on the ring [circled in (A)], from which flexible

extensions project. a-Carbon atoms of terminal amino acids modeled in
the cryo-EM map are shown as spheres with residue numbers (S. cerevisiae
numbers in parentheses). Flexible extensions are drawn schematically as
dotted lines, except for Spc19 and Spc34 (center left panel), for which we
indicate a C-terminal heterodimeric coiled coil based on secondary-structure
prediction and molecular contacts inferred from DCA of residue coevolution.
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within reach of the Ask1 C-terminal extension,
which would emerge from just beneath the
Ndc80c shaft as positioned in Fig. 4. The Spc19
and Spc34 C-terminal extensions project from
the tip of the protrusion domain. Secondary-
structure prediction (data S1) and the second-
highest peak in our Spc19-Spc34 molecular
contact map from DCA suggest that a hetero-
dimeric Spc19-Spc34 coiled coil is flexibly teth-
ered to the structured protrusion domain by two
short linkers (Fig. 3B, center left). The observed
cross-link toward the C terminus of Nuf2 (35),

near the junctionwith Spc24-Spc25, and binding
of S. cerevisiae Spc19 residues 128 to 165 and
Nuf2 residues 399 to 429 (40) then set the
polarity of the DASH/Dam1c ring with respect
to theMT, with the protrusion pointing toward
the plus end. As the C-terminal Spc19-Spc34
binding module is anchored to the structured
core of the DASH/Dam1c ring through a rela-
tively short linker, the Ndc80-Nuf2 coiled-coil
shaft probably bends around the DASH/Dam1c
ring, perhaps near the position of theNdc80 loop,
bringing the Spc24-Spc25 tip of Ndc80c closer to

the kinetochore central axis where it binds the
MIND adaptor complex (Fig. 4A).
DASH/Dam1c and Ndc80c are both essential

for kinetochore-MT attachments that are stable
enough to withstand the forces generated by MT
depolymerization (41, 42). A rigid DASH/Dam1c
ring that interacts through flexible extensions
with the MT and Ndc80c has several potential
functional advantages: (i) Junctions created by a
flexible peptide extension that fits into a specific
docking site can adapt to different relative orien-
tations of the partner complexes, as required by

Jenni et al., Science 360, 552–558 (2018) 4 May 2018 5 of 6

Fig. 4. Model of the yeast kinetochore-MT interface. (A) Overview
from the side (left) and top (right). (B) Close-up view and interactions
of DASH/Dam1c with the MT and Ndc80c. Approximate distances
between the attachments of the flexible extensions on the DASH/Dam1c
ring and their target sites, defined by cross-linking, are shown.

Interactions A, B, and C are between Ndc80c and DASH/Dam1c
subunits Dam1, Ask1, and Spc34-Spc19, respectively. S. cerevisiae
residues known to be phosphorylated by Ipl1/Aurora B are shown in
the magnified views, and arrows indicate release of Ndc80c binding upon
phosphorylation. P, phosphate.
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variable stoichiometry and unmatched symmetry
in the kinetochore (for example, a 13-protofilament
MT surrounded by a 16- or 17-protomer DASH/
Dam1c ring and six to eight Ndc80 complexes).
(ii) These junctions allow distinct interactions at
different stages of mitosis: Budding-yeast kineto-
chores first attach to the lateral surface of a MT,
along which they migrate toward the spindle
pole. DASH/Dam1c is dispensable at this stage,
but it is necessary for the transition to stable
end-on attachments (4). Adaptability of theDASH/
Dam1c contacts with Ndc80c is probably a func-
tional requirement for this process. (iii) Peptide
segments facilitate regulation of the assembly
state and interaction affinities by posttranslational
modifications in DASH/Dam1c (17, 43). Unfolded
and extended polypeptides are good substrates
for kinases and othermodifying enzymes, as they
fit readily into the enzymatic active sites. Ipl1/
Aurora B phosphorylation of DASH/Dam1c sub-
units switches off the interactions of all three sets
with Ndc80c (Fig. 4B) (35) to reset MT attach-
ments during activation of the spindle checkpoint.
(iv) Docked-peptide interactions are generally
of modest strength, so that individual contacts
dissociate and rebind rapidly, allowing a disas-
sembling agent, such as the Ipl1 kinase, to access
the DASH/Dam1c peptide segments for modifi-
cation and to release the kinetochore from the
MT. (v) Multiple weak contacts, flexible distance
constraints, and incommensurate symmetries en-
able the organized assembly ofNdc80c andDASH/
Dam1c to track the plus end of a depolymerizing
MT by stochastic, “hand-over-hand” biased dif-
fusion. The role of the DASH/Dam1c ring as a
structural organizer of Ndc80c is central to this
process. (vi) Coordinated structural changes in
the cagelike structure of the kinetochore, made
possible by flexibility of theDASH/Dam1c-Ndc80c
interactions (and of linkages in other parts of
the assembly),may be part of the tension-sensing
mechanism implicated in setting and releasing
the mitotic spindle assembly checkpoint. Com-
pliance of the overall structure can reposition
components in response to tension and convert
force into changes in molecular proximity.
Themolecularly detailedmodel of thekinetochore-

MT connection in budding yeast (Fig. 4), derived
from the DASH/Dam1c and Ndc80c structures
and from the constraints of published biochem-
ical and genetic data, unifies two proposals for
how the energy released by MT depolymeriza-
tion drives chromosome separation at anaphase
(44, 45). One model invokes biased diffusion, in

which rapid, asynchronous association and dis-
sociation of multiple, flexible contacts allows any
individual contact to break and form again fur-
ther along the shortening MT. The other invokes
a conformational wave (for example, protofila-
ment curling) that actively pushes the kineto-
chore in the direction of shortening. Protofilament
curling against a closed ring probably exerts
force directly, but MT contacts, from the Dam1-
Duo1 extensions and from the organized set of
Ndc80 complexes, must break and reform to al-
low MT shortening to progress. Thus, docking
and undocking of flexible connections between
defined subunits can allow a kinetochore to track
the end of the MT through cycles of growth and
shrinkage.
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IMMUNOLOGY

C1q restrains autoimmunity and
viral infection by regulating CD8+

T cell metabolism
Guang Sheng Ling,1 Greg Crawford,1 Norzawani Buang,1 Istvan Bartok,1 Kunyuan Tian,1

Nicole M. Thielens,2 Isabelle Bally,2 James A. Harker,1 Philip G. Ashton-Rickardt,1

Sophie Rutschmann,1 Jessica Strid,1 Marina Botto1*

Deficiency of C1q, the initiator of the complement classical pathway, is associated with
the development of systemic lupus erythematosus (SLE). Explaining this association
in terms of abnormalities in the classical pathway alone remains problematic because
C3 deficiency does not predispose to SLE. Here, using a mouse model of SLE, we
demonstrate that C1q, but not C3, restrains the response to self-antigens by modulating
the mitochondrial metabolism of CD8+ T cells, which can themselves propagate
autoimmunity. C1q deficiency also triggers an exuberant effector CD8+ T cell response to
chronic viral infection leading to lethal immunopathology. These data establish a link
between C1q and CD8+ Tcell metabolism and may explain how C1q protects against lupus,
with implications for the role of viral infections in the perpetuation of autoimmunity.

S
ystemic lupus erythematosus (SLE) is an
autoimmune condition that develops as a
result of complex genetic and environmental
interactions. B andCD4+T cell abnormalities
are well known features of SLE (1), but the

role of CD8+ T lymphocytes remains poorly un-
derstood. Transcriptomic data suggest that a
CD8+ T cell signature can predict disease out-
come (2, 3).
There is evidence for a strong association be-

tween SLE and complement C1q deficiency (4).
Previous work has shown that C1q deficiency
leads to the ineffective clearance of apoptotic
cells and consequently enhanced exposure to
self-antigens, which facilitate autoimmunity (5).
However, there are multiple pathways, including
those mediated by C3, through which apoptotic
cell clearance occurs (6). This suggests that the
contribution of C1q is redundant and the “waste
disposal” hypothesis (5) is inadequate to fully ex-
plain why C1q deficiency, and not C3 deficiency,
is associated with autoimmunity. Alternative, but
not mutually exclusive, hypotheses have been pro-
posed (7). However, an explanation for this strong
association in terms of classical complement path-
way abnormalities alone remains unsatisfactory.
Given that there is evidence that C1q has mul-
tiple roles that are independent of complement
activation (8), we searched for an alternative func-
tion that could explain why C1q is so critical for
maintaining self-tolerance.
Chronic graft-versus-host-disease (cGvHD) is

a well-established inducible model of SLE. We
used the bm12-cGvHDmodel (9) and injected
splenocytes from B6(C)-H2-Ab1bm12/KhEgJ (bm12)
mice into coisogenic C57BL/6 (B6) recipients

lacking C1q (C1qa−/−) or C3 (C3−/−). Lupus auto-
antibody levels were similar at disease onset
(weeks 0–4), but increased at later time points
only in the C1qa−/− mice (Fig. 1A). At week 10,
C1qa−/− mice displayed more severe glomerulo-
nephritis and increased glomerular deposition
of immunoglobulin G (IgG) and C3 (Fig. 1B).
They also had splenomegaly with higher per-
centages of germinal center B cells, follicular
helper T cells (TFH), activated CD4+ and CD8+

T cells than thewild-type (WT) andC3−/− counter-
parts (fig. S1). During the course of the disease
there were no differences in blood B and CD4+

T cell activation between experimental groups, but
the proportion of activated CD44hiCD62L−CD8+

T cells in the C1qa−/− mice was increased with a
relative expansion of KLRG1+IL-7R− short-lived
effector cells (SLECs) and a corresponding re-
duction in KLRG1−IL-7R+ memory precursor ef-
fector cells (MPECs) (Fig. 1C) (10). Consistent
with the alterations in blood, cGvH-treated
C1qa−/− mice had early (from week 1) splenic
CD8+ T cell abnormalities, whereas the initial B
and CD4+ T cell responses were similar to WT
and C3−/− animals (fig. S1). Furthermore, the
in vitro restimulation of C1qa−/− CD8+ T cells
resulted in increased interferon-g (IFN-g) and
granzyme B expression and fewer IL-2+ cells
(fig. S2), indicating that the lack of C1q, but not
of C3, resulted in CD8+ T cell responses skewed
toward an effector phenotype. To determine
whether bystander inflammation or self-antigen
stimulation promoted CD8+ T cell activation
during bm12-cGvH induction, naïve CD8+ T cells
from B6.CD45.1+ and ovalbumin (OVA)–specific
T cell receptor (TCR) transgenic (OT-I)micewere
cotransferred into B6.CD45.2+ animals, which
were challenged with bm12 splenocytes. Donor
CD45.1+CD8+ T cells expanded and became acti-
vated like the host CD45.2+CD8+ T cells, whereas
pentamer+ OT-I cells remained quiescent (fig. S3),

suggesting that TCR engagement by self-antigen
was required.
CD8a+ dendritic cells (DCs) cross-present

apoptotic cell-associated antigens to CD8+ T cells
(11). However, the cross-priming by CD8a+ DCs
in C1qa−/− animals was not impaired (fig. S4, A
to C). Furthermore, after cGvH induction, the
number and phenotype of CD8a+ DCs was un-
affected by C1q deficiency (fig. S4, D and E). We
then depleted CD8+ T cells to demonstrate their
direct contribution to the autoimmune response
in cGvHD. Although similar autoantibody levels
were initially detected in all groups (Fig. 1D),
from week 4 onwards, CD8+ T cell-depleted
C1qa−/− mice displayed a progressive decline in
lupus-associated autoantibodies, whereas total
IgG levels remained unaffected (Fig. 1D). CD8+

T cell-depleted C1qa−/−mice also showed reduced
glomerular deposition of IgG and C3 compared
with nondepleted mice (Fig. 1E). Thus, these data
suggest that CD8+ T cells are responsible for per-
petuating the lupus-like disease observed in cGvH-
treated C1qa−/− mice.
To explore whether C1q also modulates CD8+

T cell immunity during infections, we used lym-
phocytic choriomeningitis virus (LCMV) models.
C1qa−/−mice, subjected to acute LCVM-Armstrong
(Arm) infection, had an aberrant effector LCMV-
specific CD8+ T cell response at day 8 (Fig. 2A
and fig. S5A), but did not show markedly dif-
ferent memory and recall responses (fig. S5, B
to D). We next used the chronic LCMV-clone 13
(Cl13) model where an exaggerated effector
immune response can cause lethal lung immuno-
pathology (12). When compared with WT mice,
Cl13-infected C1qa−/− mice experienced greater
body weight loss and had to be culled at day 11
(Fig. 2B). Examination of C1qa−/− lung tissue
showed edema that was absent in the controls
(Fig. 2C and fig. S6A). Consistent with a vigor-
ous CD8+ T cell response, C1qa−/− mice showed
increased LCMV-specific gp33+ and gp276+CD8+

T cell populations (Fig. 2D and fig. S6B). On
day 8, when C1qa−/− mice still had numbers of
LCMV-specific CD8+ T cells comparable to WT
animals, virus-specific C1qa−/− CD8+ T cells were
functionally overreactive,with enhanceddegranu-
lation and cytokine production (Fig. 2, E and F).
Consistentwith an enhancedCD8+T cell response,
serumviral loadswere lower inCl13-infectedC1qa−/−

mice compared with WT mice (Fig. 2G). Moreover,
the up-regulation of PD-1 expression was similar
in WT and C1qa−/− LCMV–specific CD8+ T cells,
indicating that C1q deficiency did not impair the
PD-1 signaling pathway (Fig. 2H). These findings
demonstrate that C1q plays a pivotal role in reg-
ulating effector CD8+ T cell responses in both
autoimmunity and viral infection.
Complement can mediate its cellular effects

via both extracellular and intracellular pathways
(13). To explore how C1q affect CD8+ T cells, we
cotransferred naïve CD8+ T cells, isolated from
B6.CD45.1+ and C1qa−/−.CD45.2+ mice into B6.
CD45.1+.CD45.2+ mice, which were challenged
with bm12 CD4+ T cells one day later. C1q-
sufficient and C1q-deficient donor CD8+ T
cells showed similar expansion and activation,
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Fig. 1. Autoimmune features and CD8+ T cell response in C1qa−/−

mice after bm12-cGvH induction. (A) Autoantibody levels after bm12
injection (arrows) (n = 5 mice per group). (B) IgG, C3, and periodic
acid–Schiff (PAS) staining of kidney sections at week 10. Quantification of
glomerular IgG and C3 deposition expressed as arbitrary fluorescence
units (AFU). ND, not detectable. Glomerulonephritis score: 0 to 4, bars
indicate the median; *P < 0.05; Kruskal-Wallis H test. (C) Flow cytometric
analysis of blood cells after cGvH induction (arrows) (n = 8 to 10 mice
per group). (D and E) C1qa−/− mice were administrated phosphate-
buffered saline (PBS), antibody to CD8a (anti-CD8a), or isotype-matched
IgG2b antibody (n = 4 to 7 mice per group). (D) Autoantibody and IgG

levels after cGvH induction (arrows). (E) Images and quantification of
glomerular IgG and C3 deposition at week 10. *P < 0.05, **P < 0.01,
****P < 0.001; one-way analysis of variance (ANOVA) [(B) and (E)];
*P < 0.05, **P < 0.01, ***P < 0.005, ****P < 0.0001 (WT versus C1qa−/−),
#P < 0.05, ##P < 0.01, ###P < 0.005, ####P < 0.0001 (C1qa−/− versus
C3−/−) two-way ANOVA [(A) and (C)]; *P < 0.05, **P < 0.01, ***P < 0.005
(isotype versus anti-CD8a), ##P < 0.01, ###P < 0.005, ####P < 0.0001
(PBS versus anti-CD8a) two-way ANOVA (D). Data are mean ± SEM
unless indicated otherwise; pooled results of two experiments (C);
representative of two [(D) and (E)] or three [(A) and (B)] experiments.
Scale bars, 100 mm [(B) and (E)].
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suggesting a cell-extrinsic effect of C1q (fig. S7).
We corroborated this using the lymphopenia-
induced proliferation model by cotransferring
carboxyfluorescein diacetate succinimidyl ester
(CFSE)–labeled CD8+ and CD4+ T cells from
B6.CD45.1+ mice into irradiated B6.CD45.2+ and
C1qa−/−.CD45.2+ mice. Fourteen days later, donor
B6.CD45.1+CD8+ T cells showed greater prolifer-
ation and activation in C1qa−/−.CD45.2+ recipi-
ents, whereas the cotransferred B6.CD45.1+CD4+

T cells were unaffected (Fig. 3A and fig. S8A). As
in the bm12-cGvHD model, C1q operated inde-
pendently of C3 (fig. S8B). Lymphopenia-induced
T cell expansion is triggered by low-affinity inter-
actions (14). Analysis of OT-I proliferation with
OVA peptides of different affinities showed that
C1q had an inhibitory effect only in response to
partial (T4) and weak (G4) agonists but not to a
strong (N4) ligand (fig. S8C). Similarly, C1q in-
hibited human CD8+ T cell activation, prolifer-
ation, and cytotoxic functions under suboptimal
stimulation (fig. S9). C1q was detected mainly
on activated CD8+ T cells (mouse and human)
(Fig. 3B and fig. S10A) and almost exclusively
onMPECs (Fig. 3C). Preincubation with the glob-
ular C1q region, but not with the collagen tail,
inhibited C1q binding in a dose-dependent man-
ner (fig. S10, B and C), indicating that C1q recog-
nizes activated CD8+ T cells through its globular
domain. Correspondingly, expression of the glob-
ular C1q receptor (p32/gC1qR) (15), a mitochon-
drial molecule present on the surface of several
immune cells (fig. S11A), was increased on acti-
vated mouse and human CD8+ T cells (fig. S11, B
and C). Consistent with the preferential bind-
ing of C1q to MPECs (Fig. 3C), cGvH-treated
C1qa−/− MPECs expressed lower levels of the
anti-apoptotic factor Bcl-2 and higher levels of
Blimp-1, a repressor that promotes cytotoxic T
functions (16), than WT MPECs (Fig. 3D and
fig. S12, A and B). Furthermore, the proportion
of C1qa−/− MPECs, but not SLECs, secreting
granzyme Bwas higher comparedwithWT cells
(fig. S12C). Abnormal Bcl-2 expression in C1qa−/−

mice suggests that C1q may influence MPEC via-
bility. In cGvH-treated C1qa−/− mice, MPECs, but
not SLECs, displayed a higher rate of bromode-
oxyuridine (BrdU) decay compared with WT ani-
mals (Fig. 3E), indicating amore rapid turnover of
this subpopulation. Moreover, the percentage of
C1qa−/− MPECs expressing active caspase 3/7 was
higher (Fig. 3F and fig. S12D). Altogether, these
findings suggest that C1q controls the program-
ming and survival of MPECs through its globular
domain.
CD8+ T cells undergomajormetabolic changes

upon activation (17). CD44+CD62L+CD8+ (MPECs)
and CD44+CD62L−CD8+ (SLECs) T cells from
cGvH-treated C1qa−/− animals exhibited similar
extracellular acidification rate (ECAR) and basal
oxygen consumption rate (OCR) when compared
with WT cells. However, C1qa−/− MPECs, but not
SLECs, had impaired mitochondrial spare respi-
ratory capacity (SRC) (Fig. 4, A to C). SRC has
been shown to correlate withmitochondrial mass
(17), and MitoTracker staining showed reduced
mitochondrial content inC1qa−/−MPECs compared
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Fig. 2. Essential role for C1q in chronic LCMV infection. (A) Numbers of splenic np396+, gp33+,
and gp276+ CD8+ T cells and proportions of SLECs and MPECs among LCMV-specific CD8+ T cells
in LCMV-Arm–infected WTand C1qa−/− mice at day 8 (n = 5 to 8 mice per group). (B to G) Analysis
of WT and C1qa−/− mice infected with LCMV-Cl13. (B) Percentage of body weight loss (n = 5 mice
per group). (C) Representative lung histology on day 11. Scale bars, 100 mm. (D) Numbers of splenic
LCMV-specific CD8+ T cells at day 11 (n = 5 mice per group). [(E) and (F)] Percentages of CD8+

T cells positive for CD107a and the proportion of LCMV-specific CD8+ T cells producing IFN-g, tumor
necrosis factor–a (TNF-a), and interleukin-2 (IL-2) after incubation with LCMV gp33 peptide (E)
or gp276 peptide (F) at day 8 (n = 6 mice per group). (G) Serum viral load measured using
quantitative polymerase chain reaction (PCR). (H) PD-1 expression on LCMV-specific CD8+ Tcells at
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Fig. 3. C1q selectively regulates MPEC programming and survival.
(A) Analysis of CFSE+CD45.1+CD8+ and CD45.1+CD4+T cells cotransferred
in sublethally irradiated CD45.2+ WTor C1qa−/− hosts (n = 5 mice per
group). Percentages of activated and fast proliferating donor T cell subsets
in spleen on day 14. (B) Flow cytometric gating of C1q staining on blood
CD8+ T cells at day 14 after cGvHD. (C) KLRG1 and IL-7R expression in WT
CD44+CD8+ T cells (left); histogram of C1q staining (middle) and quantifica-
tion (right) on MPECs and SLECs. Dotted line indicates mean fluorescence
intensity (MFI) of isotype control. Each symbol represents a mouse.

(D) Expression of transcription factors in splenic SLECs and MPECs from
WTand C1qa−/− mice 2 weeks after cGvH induction (n = 3 to 5 mice per
group). (E) Decay of Brdu+ SLECs and Brdu+ MPECs over 6 days (from day 11
after cGvH induction) in WT and C1qa−/− mice. Half-life times (t1/2) of the
decay and the r2 value of the linear regressions are indicated (n = 6 mice per
group). (F) Fractions of splenic SLECs and MPECs caspase 3/7+ at week 3
after cGvHD (n = 6 mice per group). NS, not significant; *P < 0.05, **P < 0.01;
unpaired Student’s t test [(A), (C), (D), and (F)]; two-way ANOVA (E). Data
are mean ± SEM and representative of three experiments.
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with WT MPECs (Fig. 4D). The addition of C1q
increased theMitoTracker staining (Fig. 4E) and
up-regulated the expression of mitochondrial
biogenesis genes, such as Tfam and Ppargc1b,
in IL-15–differentiatedmemory-committed OT-I
cells but not in IL-2–differentiated effector-like

cells (Fig. 4F). Consistent with a C1q-dependent
pathway regulating MPEC mitochondrial bio-
genesis, in vitro metabolic conditions favoring a
MPECmolecular profile (18) promoted p32/gC1qR
surface expression on activated CD8+ T cells
(Fig. 4G and fig. S13). The internalization of

surface-bound C1q occurred via an endocytic
pathway (fig. S14), and C1q colocalized with p32/
gC1qR in the mitochondria (Fig. 4H).
Altogether, these data link C1q to the meta-

bolic reprogramming and regulation of activated
CD8+Tcells and leadus toproposeanewparadigm

Ling et al., Science 360, 558–563 (2018) 4 May 2018 5 of 6

Fig. 4. C1q regulates mitochondrial metabolism in MPECs. (A and B) ECAR and OCR under basal
conditions and after mitochondrial inhibitors in sorted splenic CD8+ T cells from WT and C1qa−/− mice 2
weeks after cGvHD. Curve shows mean ± SEM of four technical replicates of pooled samples
from four animals. Data are representative of three experiments. (C) SRC of the CD8+ T cell subsets, as
in (A) and (B). Each symbol represents a biological replicate. (D) MTDR staining in SLECs and MPECs
2 weeks after cGvHD (n = 3 mice per group). (E) MTDR staining of in vitro IL-2 (TE) and IL-15 (TM)–differentiated
OT-I cells with and without hC1q (n = 6 mice per group). (F) Mitochondrial gene expression in TE and TM cells
with and without hC1q (n = 5 mice per group). (G) Percentages of activated CD8+ T cells expressing
p32/gC1qR under different metabolic conditions (n = 4 mice per group). (H) Confocal images of TM cells
cultured with hC1q, stained with MitoTracker (red), anti-C1q (green), anti-p32/gC1qR (cyan), and
4′,6-diamidino-2-phenylindole (DAPI) (blue). Scale bar, 5 mm. NS, not significant; *P < 0.05, **P < 0.01, ***P < 0.005, ****P < 0.0001; two-way
ANOVA [(A) and (B)], unpaired Student’s t test [(C) to (G)]. Data are mean ± SEM and representative of three experiments [(D) to (G)]. FCCP,
fluorocarbonylcyanide phenylhydrazone; DMFI = MFI − FMO (fluorescence minus one); MTDR, MitoTracker deep red; 2DG, 2-deoxyglucose.
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for the protective role of C1q in SLE: C1q limits
tissue damage and autoimmunity by acting as a
“metabolic rheostat” for effector CD8+ T cells
that are capable of propagating autoimmunity
through the generation of unique autoantigen
fragments by granzyme B (19, 20) (fig. S15). The
role of CD8+ T cells in SLE has been largely
overlooked and remains poorly characterized,
with conflicting findings in human and ani-
mal studies (20–24), perhaps reflecting a changing
role of these cells at different stages of the disease.
By uncovering the role of effector CD8+ T cells in a
lupus-like disease associated with C1q deficiency,
our data demonstrate that an aberrant effector
CD8+ T cell response to viral infection may auto-
amplify the breakdown of self-tolerance. This
is in addition to molecular mimicry and the
bystander activation of autoreactive T cells (25).
Furthermore, very little is known about the meta-
bolic profile of CD8+ T cells in SLE. Because a
CD8+ T cell transcriptional signature can pre-
dict the clinical outcome (2, 3), it is conceivable
that metabolic abnormalities in these cells play
a key role. Our study showing that C1q, a key
lupus susceptibility gene in humans, can influ-
ence the mitochondrial metabolism of CD8+

T cells demonstrates this link. As p32/gC1qR
is ubiquitously present in mitochondria and
is indispensable for mitochondrial function
(26), we hypothesize that the surface expression
of p32/gC1qR coupled with another receptor may
determine the specificity of the cellular effect(s)
mediated by C1q. Thus, our findings describe a
new paradigm to explain how C1q may prevent

lupus flares and highlight the importance of the
interplay between complement and immuno-
metabolism in autoimmunity.
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> 10年間のAAAS会員資格およびScience誌のオンライン

購読権

> 1,000米ドル相当のエッペンドルフ製品を提供

>ドイツ、ハンブルクのエッペンドルフ本社にご招待

応募は簡単です！詳しくはこちら：

www.eppendorf.com/prize

Call for Entries
申込期限
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OFFICIAL JOURNAL OF CAST

An Open Access Journal

Research is a comprehensive, interdisciplinary, and selective Open Access journal from the
China Association of Science and Technology (CAST), published quarterly and distributed

by the American Association for the Advancement of Science (AAAS). Research provides

an international platform for academic exchange, research collaboration, and technological

advancements.The journal will publish fundamental research in the life and physical sciences aswell

as important fndings or issues in engineering and applied science.

The Science Partner Journals (SPJ) program was established by AAAS, the nonproft publisher

of the Science family of journals. The SPJ program features high-quality, online-only open access

publications produced in collaboration with international research institutions, foundations, funders

and societies. Through these collaborations, AAAS expands its eforts to communicate science

broadly and for the beneft of all people by providing top-tier international research organizations

with the technology, visibility and publishing expertise that AAAS is uniquely positioned to ofer as
the world’s largest general science membership society.
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STAND TOGETHER

Be a Force for Science

GET THE FACTS

Understand the

science behind the

issues that matter.

FOLLOWAAAS

ADVOCACY

Champion public

discussion and

evidence-based policy.

TAKE ACTION

Learn ways you can

become an advocate

and stand up for

science.
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One or more of these products are covered by patents, trademarks and/or copyrights owned or controlled by New England Biolabs, Inc.

For more information, please email us at gbd@neb.com.

The use of these products may require you to obtain additional third party intellectual property rights for certain applications.

© Copyright 2017, New England Biolabs, Inc.; all rights reserved.

be INSPIRED

drive DISCOVERY

stay GENUINE

We’ve spread
our wings.
Monarch

®

Nucleic Acid Purification Kits

Now available for DNA & RNA

Designed with sustainability in mind, Monarch® Nucleic Acid

Purification Kits are the perfect complement to many molecular

biology workflows. Available for DNA & RNA purification,

with bufers and columns available separately, Monarch kits

are optimized for excellent performance, convenience and value.

Quickly and easily recover highly pure, intact DNA and RNA

in minutes. Available kits include:

• Monarch Plasmid Miniprep Kit

• Monarch DNA Gel Extraction Kit

• Monarch PCR & DNA Cleanup Kit (5 µg)

• NEW MONARCH TOTAL RNA MINIPREP KIT Ð optimized for use

with a variety of sample types, including cells, tissues, blood, and more

Make the change and migrate to Monarch today.
Learn more at

NEBMonarch.com

Interested in trying a sample
of our new Monarch Total

RNA Miniprep Kit?
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representatives.

Step up your job search
with Science Careers

Search jobs on ScienceCareers.org today

• Access thousands of job postings

• Sign up for job alerts

• Explore career development tools and resources



Biological Sciences at PKU aspires to

advance education and research in the broad

spectrum of life sciences through learning,

discovery, and multidisciplinary team science.

As one of the oldest biology departments in

China, our education and research span a wide

spectrum of subjects, from single molecules

and individual cells in the laboratory to

endangered animals in our Conservation Biol-

ogy Field Stations. Our overarching missions

are: (1) To encourage students to achieve

academic excellence through an interdiscipli-

nary curriculum, inquiry-based learning and

extracurricular activities, so that they can

explore and develop their full potential; and to

educate students to be responsible citizens and

leaders who can be called upon to serve socie-

ty； (2) To encourage and respec t the

creativity of individuals, to generate new

knowledge and ideas through innovative

research and discovery; and to disseminate

new discoveries for the benefit of education,

scientific development and human health；(3)

To build long-term sustainable research

programs by encouraging teamwork and

col laborat ive effor ts , and to focus on

cutting-edge research through multidiscipli-

nary recruitment and national/international

collaborations.

We have benefited from significant increas-

es in the national budget for education and

research, as well as new and flexible national

recruitment programs and policies. The size of

our faculty has nearly doubled in the past 10

years, while the number of annual citations of

our publications has increased more than 20

times. Among the 78 principal investigators

(PIs), 5 are members of the Chinese Academy

of Sciences, 3 are members of the American

Academy of Sciences, 10 are Cheung Kong

Scholars, 21 have been designated as National

Natural Science Foundation Distinguished

Young Scholars, and 6 and 17 are recent

“1000 Talents” and “1000 Young Talents”

recruits, respectively. In addition, we house 3

National and Ministry of Education Key Lab-

oratories. Our user-friendly core facility

provides essential services and supports for

our research community. The 2018 QS World

University Subject Rankings ranked Biologi-

cal Sciences at PKU 38th in the world.

Here we highlight some major achieve-

ments in the research areas we are pushing

forward at PKU:

Regenerative medicine: Regenerative med-

icine holds great promise for treating chal-

lenging diseases such as diabetes and neuro-

degenerative disorders. One major question in

regenerative medicine is how to generate

pluripotent stem cells that can give rise to any

desired cell type of the body for clinical appli-

cations. Professor Hongkui Deng achieved a

groundbreaking milestone by using small

molecules to reprogram somatic cells into

pluripotent stem cells, establishing a funda-

mentally new, chemical-based method of

manipulating cellular identity and functionali-

ty. Using a new chemical cocktail, his group

established mouse and human extended pluri-

potent stem (EPS) cells that possessed both

embryonic and extra-embryonic developmen-

tal potential, a key functional feature of

totipotency. These pioneering undertakings

provide new resources for regenerative medi-

cine, as well as deep insight into cell fate

regulation and developmental potency.

Anti-virus infection: Viral infection causes

major global public health problems. In an

attempt to decipher the molecular mechanisms

of host defense against viral infection, Dr.

Zhengfan Jiang’ s team identified several criti-

cal genes required for innate immune activa-

tion by viruses, and revealed molecular mech-

anisms governing the coordination among

viral infection-induced cytokine production,

inflammation and apoptotic cell death. They

also discovered that a trace amount of Mn++

can alert cells to viral infection via sensitiza-

tion and activation of the cGAS-STING path-

way. These findings provide new ideas for

reestablishment of homeostasis of the host

immune system after a viral infection.

Maintaining genomic stability: Within each

round of the cell cycle, all genomic DNA

must be accurately replicated and packed into

the nucleosome in order to propagate the gene

expression state and cell identity to daughter

cells. Dr. Li Qing’ s group revealed a novel

mechanism that couples DNA replication with

nucleosome assembly. They established that

replication protein A binds directly with

histone H3-H4 in a process mediated by mul-

tiple histone chaperones and promotes nucle-

osome assembly on nascent DNA. Dr. Kong

Daochun’ s group discovered that fission yeast

protein Sap1 is a DNA replication initiation

protein that directly participates in assembling

the pre-replication complex. ATP-dependent

helicase/nuclease DNA2 functions during the

S-phase checkpoint to prevent fork reversal,

thus stabilizing stalled replication forks during

replication stress. These achievements have

advanced our knowledge on chromatin repli-

cation, epigenetic inheritance and genome

stabil i ty. Such knowledge may help in

preventing replication errors and genome

instability in precancerous cells.

Genome editing: Genome editing technolo-

gy has profoundly impacted biomedical

research and the pharmaceutical industry by

enabling efficient and precise genetic modifi-

cations. Dr. Wensheng Wei and his team have

focused on the development of various

genome ed i t i ng too l s , e spec i a l ly fo r

high-throughput functional genomics. After

establishing one of the first functional

CRISPR screening methods for identification

of protein-coding genes, they subsequently

developed a series of new approaches for

investigating long noncoding RNAs, topologi-

cally active chromatin hubs, and functional

domain mapping at single-amino-acid resolu-

tion. Wei and his team aim to facilitate the

development of better therapeutics by generat-

ing and dissecting functional big data in

biological contexts to provide critical insight

into disease mechanisms.

Plant biology: Unlike animals, the sperm

cells of the angiosperm are unable to swim

BiologicalSciences atPekingUniversity

ADVERTISEMENT



and have to be transported in pollen tubes as

cargo to female gametes to accomplish fertili-

zation. Professor LiJia Qu’ s group recently

revealed the precise regulatory mechanism

underlying the control of pollen tube integrity

and rupture. They demonstrated that a recep-

tor complex receives RALF4/19 autocrine

peptide signals secreted from the pollen tube

to maintain pollen tube integrity. However,

after pollen tubes arrive at the ovule, the same

receptor complex now receives ovule-pro-

duced RALF34 and triggers pollen tube

rupture, thus releasing sperm cells for fertili-

zation. This exciting study substantially

advances our understanding of how and when

a pollen tube maintains its integrity.

In addition to basic research and scientific

publications, our faculty has also contributed

significantly to society through various

outreach and educational programs, national

and international forums, as well as through

advisory roles for local and central govern-

ments on environmental and conservation

policies. That our faculty, staff, students and

alumni carry a tremendous sense of pride,

belonging and responsibility is the most

important foundation of Biological Sciences

and the driving force for our future growth.

Feel free to contact us:

Website: http://bio.pku.edu.cn/en/

Email: hqf@pku.edu.cn

In late 2014, at a critical stage of rural

reform and transformation in China, Peking

University formally launched a brand new

school: the School of Advanced Agricultural

Sciences (SAAS). Benefiting from the exist-

ing research and educational disciplines at

Peking University, including natural sciences,

social sciences, and humanities, the mission of

this new school is to become a new interna-

tional hub in modern agricultural research and

the cultivation of professional talents in agri-

culture and related fields. The initial plan of

SAAS is to develop four disciplines, including

plant genetics and development, agricultural

biotechnology, food nutrition and safety, and

agricultural economics and management. In

2017, the school collaborated with Shangdong

Province and set out to establish an associated

institute in Weifang branch campus (a leading

agricultural zone in Shangdong): the Research

Institute of Advanced Agricultural Sciences.

In January 2018, Professor Zhihong Xu,

academician of the Chinese Academy of

Sciences (CAS) and the Third World Acade-

my of Sciences (TWAS), was appointed as the

first dean of SAAS. Under his direction, the

School is endeavoring to accomplish its mis-

sion and goal of constructing a world-class

institution of advanced agricultural technolo-

gies and management.

Since its founding, SAAS has recruited 10

full-time faculty members in the field of agri-

cultural economics and has another 24 adjunct

faculty members, most of them from the

School of Life Sciences at Peking University,

in the field of plant genetics and development.

The school has developed curriculums for

undergraduates and graduates in the fields of

agricultural sciences and agricultural econom-

ics, and has taken in two classes of PhD can-

didates since 2016.

Among its full-time faculty, Professor

Xingwang Deng, a former Yale University

endowed professor and member of the US

National Academy of Sciences, is renowned

internationally for his research on “plant

responses to light environments” . Since

returning to China, he has dedicated himself

to developing new agricultural sciences and

biotechnologies, such as the molecular base of

plant heterosis and the new generation of

hybrid breeding technology for rice and

wheat. His team was the winner of both the

Creative Research Group grant award from

the National Natural Science Foundation of

China (NSFC) in 2016 and the National Key

Research and Development Program award

from the Ministry of Sciences and Technology

(MOST).

Professor Jikun Huang, fellow of TWAS

for the advancement of science in developing

countries and Honorary Life Member of the

International Association of Agricultural

Economists (IAAE), is another world-re-

nowned scholar in agricultural economics. He

is the founder and director of the China Center

for Agriculture Policy (CCAP), which was the

first winner of the Creative Research Group

grant award from NSFC in 2001. He has con-

ducted a wide range of research in agricultural

and rural development and generated an enor-

mous impact on academics and policy makers

domestically and internationally.

To enhance our research and teaching

capacities, the school is actively recruiting

new faculty members for its facility on the

main campus of Peking University as well as

its Shandong-branch research institute for all

relevant disciplines at all ranks. The school

welcomes both research and education collab-

oration from China and the rest of world.

More information is available on the website:

http://www.saas.pku.edu.cn/. You may also

inquire for information or send an application

through the following contact:

Contact Person:Ms. Qian Wan

Email Address: stellawan@pku.edu.cn

Mailing Address: the 4th Floor, Wangkezhen

Building, Peking University, No. 5 Yiheyuan

Road, Haidian District, Beijing 100871

TheSchool ofAdvancedAgricultural
Sciences atPekingUniversity

Jianhua Lin, the President of PKU,

appointed Prof. Xu as Dean of SAAS.
Prof. Deng gave a plenary talk

at Molecular Plant Breeding Conference 2017.

Prof. Huang gave a plenary talk at T20 Argentina

2018 Inception Workshop, Buenos Aires.

ADVERTISEMENT



POSTDOCTORAL RESEARCH POSITIONS

AVAILABLE

Virginia Commonwealth University School of Medicine

Postdoctoral positions are available for talented scientists to
be part of exciting projects directed by Dr. Sarah Spiegel,
Chair of Biochemistry and Molecular Biology, Virginia
Commonwealth University School ofMedicine, Richmond, VA.
We study the functions of the bioactive sphingolipid metabolite
sphingosine-1-phosphate in novel signaling pathways important
for inflammation and cancer (see Nature. 510:58, 2014).
Additional information about the Spiegel laboratory that includes
publications is found at https://www.ncbi.nlm.nih.gov/myncbi/
browse/collection/40908097/?sort=date&direction=ascending

Candidatesmust have a Ph.D., orM.D., orM.D.-Ph.D. and should
have experience in biochemistry, molecular biology, or other
relevant fields. Must be a U.S. citizen or have legal permanent
resident status. For highly qualified individuals with postdoctoral
experience, appointments as Instructor or Research Assistant
Professor will be considered.

Submit a cover letter with curriculum vitae, and three reference
letters by email to: Dr. Sarah Spiegel (sarah.spiegel@
vcuhealth.org) and cc michael.maceyka@vcuhealth.org.

University of Pittsburgh Tenure-track Faculty
Positions in the Department of Structural Biology

The University of Pittsburgh is conducting a broad faculty
candidate search for creative individuals who use structural and

biophysical methods to address fundamental biomedical questions. The ideal
candidate will be motivated to explore applications of his or her structural
expertise to disease related questions. We particularly encourage individuals
with research activities in cryo-electron microscopy/tomography for in situ
structural biology to apply.At present, the cryo-EM facility in the Department
comprises 3 Thermo Fisher (FEI) microscopes – a Polara equipped with a
Falcon 3 DED camera and Gatan US4000 and Orius CCD cameras; a TF20
equipped with a TVIPS XF416 camera and two Gatan 626 cryoholders; and a
T12 equipped with Gatan US 1000 and Orius CCD cameras. The University
has funding to replace the Polara with a Krios 3Gi instrument. Additional
accessory instrumentation is also available. The department also possesses
dedicated computing resources suitable for handling and storing large datasets.

Applications at any rank are invited.

TheUniversity of Pittsburgh is the ffth most highly ranked domestic institution
of higher education in terms of NIH funding, and a very wide spectrum of
collaborative opportunities exists. The research resources in the Department
of Structural Biology and the intellectual environment at the University are
truly extraordinary, from state-of-the-art instrumentation to expert support
and creative investigators.
Successful applicants are expected to develop and lead independent research
programs that address important problems in biomolecular systems of wide
scientifc and medical interest.

Competitive salaries and start-up packages will be offered. Applicants
should hold PhD and/or MD or equivalent degrees and have demonstrable
expertise and scholarly achievement in structural biology or biophysics.
Proposed starting date is October 1, 2018 or thereafter. In order to ensure full
consideration, applications must be received by August 31, 2018.

Application materials including the candidate’s curriculum vitae, the names
and contact information for three references, and a brief statement of research
interests should be sent to: Dean Duncan, Administrator, Department of
Structural Biology, 1050 BST3, 3501 5th Avenue, Pittsburgh, PA 15260;

dxd8@pitt.edu

EEO/AA/M/F/Vets/Disabled.
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Advance your career with expert
advice from Science Careers.

Featured Topics:

¤ Networking

¤ Industry or Academia

¤ Job Searching

¤ Non-Bench Careers

¤ And More

Download Free Career Advice Booklets!

ScienceCareers.org/booklets
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Advance.

Transform.
Join us. The University of California,

San Francisco has been the top

public recipient of NIH funding for

the past seven years, and offers a

diverse, inclusive environment for

research and teaching.

UCSF is currently accepting

applications for diverse faculty in

Basic Science, Dentistry, Medicine,

Nursing and Pharmacy. For more

information about our community,

visit aprecruit.ucsf.edu/.Saul Villeda, first-generation

PhD, assistant professor of

anatomy, shown here in the

Villeda Lab.

Geisinger Natonal Precision Health

Washington, DC Area

As part of a major expansion of its innovative and patient-centered programs in genomics and precision health, Geisinger has launched a new national initiative, based
in the Washington, DC area. Under the leadership of Huntington F. Willard, PhD, Geisinger National Precision Health will accelerate implementation in genomics
and data science and develop novel national partnerships to broaden Geisinger’s impact in precision and population health.

To spearhead this effort, Geisinger is seeking candidates for several new positions based at Geisinger National headquarters in North Bethesda, MD.

Early Career Investigators:We will recruit multiple Geisinger National Early Career Investigators to develop and extend programs of collaborative research that
build upon and leverage the extensive data-rich resources of the MyCode Community Health Initiative. Early Career candidates will have received an advanced
degree, such as PhD, MD, or Masters in Genetic Counseling, within the past five years, with a history of creative, non-traditional, and entrepreneurial experiences,
a record of contributions in emerging areas of science, technology, and implementation, and a commitment to a career with national impact. Successful candidates
will have experience in the development and application of analytical and translational approaches in relevant fields such as genomics, computational biology,
clinical/bioinformatics, or health policy/economics, as well as a demonstrated commitment to creative and mission-oriented multidisciplinary research. While these
are independent faculty-level appointments, candidates will be expected to collaborate with other investigators throughout the Geisinger network of research and
clinical sites in Pennsylvania, New Jersey, and Maryland. Early Career Investigators will receive an initial three-year appointment and will be eligible for a faculty
appointment at an appropriate level.

Bioinformatics Core Director: To expand our infrastructure in bioinformatics and implementation science and to facilitate collaborative research throughout the
Geisinger network of research and clinical sites, we seek candidates for the position of Director of the Bioinformatics Core, one of several core facilities that facilitate
and accelerate research by Geisinger scientists and clinicians, leveraging the MyCode Community Health Initiative and other data-rich resources across Geisinger.
The successful candidate will be expected to build, develop, and oversee operation of a new and progressive Bioinformatics Core, including planning, supervision
of staff, and collaborations with other core directors and investigators across the full spectrum of data analysis in bioinformatics, clinical informatics, and genomics.
Candidates should possess a doctoral degree in one of the following areas: bioinformatics, genomics, genetics, computational biology, biomedical informatics,
computer science, medicine, biostatistics, or a related discipline. A record of published collaborative research in bioinformatics and genomics and potential for
obtaining extramural funding are essential. The ideal candidate will have experience in developing and operating a successful core facility and will be eligible for a
faculty appointment at an appropriate level.

Applicants should send a letter of application, curriculum vitae, and a statement of research interests as a single PDF file C/O Skjoseph@geisinger.edu or apply
online at www.geisinger.org/careers. Letters of reference should not be sent at this time but will be sought during the evaluation process. Review of applications is
ongoing and will continue until the positions are filled.

Geisinger is an integrated health services organization widely recognized for its innovative use of the electronic health record and the development of innovative care
delivery models. Geisinger has a long-standing commitment to research, medical education, and community service.

Geisinger is an Affirmative Action, Equal Opportunity Employer. Women and minorities are encouraged to apply. All qualified applicants will receive
consideration for employment and will not be discriminated against on the basis of disability or their protected veteran status.



Life has a habit of throwing curve-

balls, and at about that time I was 

offered a chance to move from my 

stable post at the University of Cin-

cinnati to a nontenured research 

faculty appointment at Brown Uni-

versity. There I would help start a 

spinoff company to advance cell 

therapies for Parkinson’s disease 

and diabetes. For the first time, I 

could translate my laboratory work 

into real-world impact, and the idea 

of delivering treatments directly to 

otherwise hopeless patients spoke 

to me on a deep level. Giving up a 

tenured position and the kind of 

financial security my parents could 

have never imagined was risky, but 

the potential financial rewards that 

the startup offered made the choice 

easier. It also helped that I was 

young and had few responsibilities.

So I made the leap. In an old brick building on the banks 

of the Providence River, three mentors—an investor and 

startup founder, a university administrator, and an aca-

demic researcher—showed me how to combine the rigor of 

scientific discovery with a determination to develop practi-

cal solutions for real-world problems. They also encouraged 

me to file for patents, which made a bold personal state-

ment: My ideas had value beyond academia. 

But as much as I enjoyed the pace and challenge of that 

entrepreneurial experience, I also missed many aspects of 

traditional university research, including collaborating with 

other faculty members and publishing and presenting my 

work. I wanted to bring these two passions together. This 

desire led me to my next gamble a few years later: As the 

startup went public, I left the company—and my Ivy League 

appointment—for a little-known public university not yet 

40 years old. There I could have the best of both worlds. I 

would lead a laboratory conducting basic and translational 

research, and my superiors would support me in patenting 

new technologies and launching startups. 

The combination worked for me as 

a tenured scientist. But I discovered 

that more junior faculty members 

had less freedom. The University of 

South Florida (USF), despite its youth, 

had traditional tenure and promotion 

practices. I heard distressing stories: 

the faculty member who was denied 

a promotion because she was spend-

ing too much time on an invention, 

the physics professor whose depart-

ment chair discouraged him from 

starting a company because it would 

take time away from traditional re-

search and publishing. 

When I became a senior research 

administrator, I found that the chal-

lenge was even greater than I had re-

alized. I hosted a lunch for any USF 

faculty members who held a U.S. pat-

ent, expecting maybe a dozen people 

would show up. More than 100 did. 

All these faculty members wanted to embrace their inventive 

side, but the traditional academic environment constrained 

them. That was the beginning of the National Academy of 

Inventors, which I went on to establish in collaboration with 

the U.S. Patent and Trademark Office. It has since blossomed 

into an international organization to recognize and celebrate 

the contributions of academic inventors.

Over the intervening years, USF’s senior leadership updated 

the university’s promotion and tenure guidelines to credit fac-

ulty members who patent inventions and create startups, of-

fering one model for how universities can promote both basic 

research and applied entrepreneurship. I hope that other in-

stitutions will develop their own models, and that the days 

of having to choose between being a traditional academic 

scientist or a future-focused inventor are coming to an end. j

Paul R. Sanberg is the senior vice president for research, 

innovation, and knowledge enterprise at the University of 

South Florida in Tampa and the founder and president of 

the National Academy of Inventors.

“All these faculty members 
wanted to embrace 

their inventive side.”

Finding reward in risk

I 
was in my first full professorship, spending long hours in the lab and focused on publishing my re-

search. I was doing everything I had been taught to do in a traditional academic setting, exactly the 

way I had been taught to do it. I loved my field and was proud of my work. I should have been happy 

to have come this far. I was the only one in my family to have earned a bachelor’s degree, and a career 

as an academic researcher was far beyond what I had ever imagined when I was younger. Yet I had 

to acknowledge that I was a little bored with the routine that had been my life since graduate school.

By Paul R. Sanberg
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