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T
ransparency is critical when it comes to decision-

making that broadly affects the public, particularly 

when it comes to policies purported to be ground-

ed in scientific evidence. The scientific community 

has been increasingly focused on improving the 

transparency of research through initiatives that 

represent good-faith efforts to enhance the robust-

ness of scientific findings and to increase access to and 

utility of data that underlie research. Yet, concerns about 

transparency associated with scientific results continue 

to emerge in political discussions. Most recently in the 

United States, a new proposal 

by the Environmental Protec-

tion Agency (EPA) would elimi-

nate the use of publications 

in its policy discussions for 

which all underlying data are 

not publicly available. Here, a 

push for transparency appears 

actually to be a mechanism for 

suppressing important scien-

tific evidence in policy-making, 

thereby threatening the pub-

lic’s well-being.

Under the new policy, stud-

ies that do not fully meet 

transparency criteria would 

be excluded from use in EPA 

policy development. This pro-

posal follows unsuccessful at-

tempts to enact the Honest and 

Open New EPA Science Treat-

ment (HONEST) Act and its 

predecessor, the Secret Science 

Reform Act. These approaches 

undervalue many scientific 

publications and limit the impact of valuable information 

in developing policies in the areas that the EPA regulates.

Increasingly, many publications, including those from 

the Science family of journals, are linked to underlying 

data in accessible forms in repositories where they are 

readily available to interested parties, particularly those 

who seek to reproduce results or extend the analysis. 

The details of data deposition depend on the types of 

data involved, including those related to research on hu-

man subjects, as well as on the availability and maturity 

of relevant repositories, among other factors. Nonethe-

less, many publications are not explicitly linked to their 

underlying data for a variety of reasons, including, for 

example, restrictions related to the use of human sub-

jects data put in place prior to data collection. Under the 

proposed transparency rules, publications based on such 

data would not be considered in policy discussions. 

As a core skill, scientists are trained in judging research 

publications even without access to all the underlying 

data. Many factors are considered in analyzing research 

papers, including judging the articulation and logic of the 

research design, clarity of the description of the methods 

used for data collection and analysis, and appropriate cita-

tion of previous results. This does not necessarily require 

that scientists scrutinize the raw data. Most publications 

address potential sources of error and uncertainty, which 

can be used to judge reliability 

of the results. Publications also 

increasingly disclose conflicts 

of interest that might influ-

ence the authors’ approaches 

to data collection, interpreta-

tion, or conclusions. Of course, 

scientific progress depends not 

just on individual publications 

but on the accumulation of evi-

dence from multiple sources. 

Scientists integrate results 

across multiple publications. 

If several publications address 

overlapping or similar ques-

tions, scientists judge the in-

dividual publications and then 

combine the results to gener-

ate interpretations that are 

consistent with the reliable ob-

servations across the entire set.

In developing effective poli-

cies, earnest evaluations of 

facts and fair-minded assess-

ments of the associated un-

certainties are foundational. Policy discussions require 

an assessment of the likelihood that a particular obser-

vation is true and examinations of the short- and long-

term consequences of potential actions or inactions, 

including a wide range of different sorts of costs. Those 

with training in making these judgments with access 

to as much relevant information as possible are crucial 

for this process. Of course, policy development requires 

considerations other than those related to science. Such 

discussions should follow clear assessment after access 

to all of the available evidence. The scientific enterprise 

should stand up against efforts that distort initiatives 

aimed to improve scientific practice, just to pursue 

other agendas.

–Jeremy Berg 

Obfuscating with transparency

Editor-in-Chief, 

Science Journals. 

jberg@aaas.org

10.1126/science.aat8121

“These approaches…limit the 
impact of valuable information 

in developing policies…”
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China tightens grip on data
SCIENCE POLICY |  In a move few scien-

tists saw coming, China’s powerful State 

Council has decreed that all scientific 

data generated in that nation must be 

submitted to government-sanctioned 

data centers before appearing in publica-

tions. The rules, posted last week, apply 

to all groups and individuals generating 

research data in China. The directive 

calls for open access and data sharing but 

exempts from that provision data involv-

ing state and business secrets, national 

security, and individual privacy. The U.S. 

National Science Foundation (NSF) has 

qualms about the new regulation. “NSF 

bases its funding and its international 

collaboration on the principle of the 

freedom for scientists to publish all 

the data they generate with U.S. fund-

ing, regardless of where the data are 

collected,” Nancy Sung, head of NSF’s 

Beijing office, told Science. “We would be 

concerned about any potential impact to 

this principle.”

Controversial linguist to return
WORKPLACE |  Florian Jaeger, a linguist 

at the University of Rochester (U of R) 

in New York whose sexual behavior and 

comments involving students and col-

leagues sparked three investigations, an 

active lawsuit, and the resignation of U 

of R President Joel Seligma n, will begin 

teaching again this fall. Jaeger will teach 

one upper-level course and supervise his 

graduate students and research lab, the 

university said on 2 April. “We acknowl-

edge that there may be a negative reaction 

from some to Professor Jaeger’s return to 

teaching,” university spokesperson Sara 

Miller said in a statement that empha-

sized the university’s belief that “people 

can learn and improve.” Two months ago, 

the U of R Faculty Senate censured Jaeger 

for his interactions with students and 

colleagues but stopped short of calling for 

his ouster. In January, a university-hired 

team led by a former federal prosecutor 

concluded that Jaeger had not sexually 

harassed students or colleagues, or vio-

lated any university policies in place at 

the time of his alleged infractions.

W
eeks after a rebuke from Congress over a lack of transparency, 

the U.S. Department of Agriculture (USDA) has restored de-

tails in its most recent animal welfare inspection reports. The 

agency sparked an outcry early last year when it scrubbed 

from its public database tens of thousands of reports about 

the treatment of lab animals housed at research institutions 

and companies. When USDA revived the database last August and be-

gan posting new reports, it omitted some information, including inven-

tories that list the number and species of animals housed at a facility. 

In a report accompanying USDA’s 2018 spending bill, lawmakers wrote 

that the redactions violate previous congressional directives and make 

it hard to track the agency’s findings and activities. Newly posted in-

spection reports, dated March, appear to be the first since August 2017 

to show animal inventories. A USDA spokesperson said the inventories 

haven’t been included because the agency has been reviewing them for 

accuracy, but that it intends to include them in the future.

Newly released inspection reports have resumed showing animal inventories.

NEWS
I N  B R I E F

Edited by Jeffrey Brainard
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USDA restores lab animal counts
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A relic from an early traveler
ANTHROPOLOGY | For more than a decade, 

researchers have scoured the Arabian 

Desert for evidence that some of the earli-

est Homo sapiens passed through. Now, 

they may have it. An ostensibly modern 

human finger bone uncovered in Saudi 

Arabia in 2016 (viewed from four sides, 

below) has been dated to about 88,000 

years old. If the species identification holds 

up, this would be the oldest directly dated 

H. sapiens fossil found outside Africa or 

the neighboring eastern Mediterranean. 

The bone, found near the former banks of 

a freshwater lake in the Nefud Desert, sup-

ports the idea that early modern humans 

spread into Eurasia in multiple waves, 

much earlier than the 50,000 to 60,000 

years ago that some scientists have sug-

gested. Though some scientists aren’t fully 

convinced the finger is human, its date 

appears unimpeachable, says John Shea, 

an anthropologist at the State University 

of New York in Stony Brook who studies 

human origins.

India’s twist on plagiarism
RESEARCH INTEGRITY | The Indian 

government has adopted its first regula-

tions on academic plagiarism, which 

some researchers say are too lenient and 

others fear go too far and will be difficult 

to implement. The University Grants 

Commission of India (UGC India), which 

oversees higher education, decided last 

week that a small amount of plagiarism—

10% of a thesis, book, or research paper—

is acceptable, but that more extensive 

copying will result in increasingly severe 

punishments. Students can copy up to 

60% of an original source before they are 

kicked out of a program, while faculty 

members who plagiarize to that extent 

will lose 2 years of pay increases and be 

banned from supervising students for 

3 years. “Is this a joke?” asks one promi-

nent Indian scientist who wants UGC 

India to reconsider its decision. But 

India’s Society for Scientific Values in 

New Delhi, which monitors academic 

misconduct, told the commission last fall 

that it’s not uncommon for authors to use 

content from other sources in the meth-

ods section of their manuscripts, and that 

forcing researchers to paraphrase would 

“only lead to more confusion.” The regula-

tions also require universities to create a 

two-step investigation and appeal process. 

India still lacks any formal definition of 

scientific misconduct or mechanism for 

dealing with it.

Mars orbiter starts sniffing 
PLANETARY SCIENCE |  The long wait 

is over. Although the European Space 

Agency’s ExoMars Trace Gas Orbiter (TGO) 

arrived at the Red Planet in October 2016, 

the spacecraft has only now settled into 

an orbit suitable for science. Initially, 

the probe was in a highly elliptical orbit, 

swooping from an altitude of 98,000 

kilometers to just 200 kilometers above 

the surface. Over 16 months, these dips 

into the thin upper atmosphere produced a 

drag on the TGO’s solar arrays that gradu-

ally slowed it down. Now in a circular, 

400-kilometer orbit, the TGO will in a few 

weeks begin sniffing out trace gases that 

make up less than 1% of the atmosphere, 

such as methane. Mapping the distribution 

of methane could reveal geologic or even 

microbial sources.

CONSERVATION 

Forecasts of bird migrations could prevent deaths

S
cientists have developed a forecasting system for bird 

migrations that could help save millions of birds by reducing 

collisions with wind turbines and buildings. Billions of birds 

fly vast distances each spring to spend the summer in North 

America; most travel at night and can be attracted to brightly 

lit buildings. The warning system, developed by the Cornell Lab of 

Ornithology, could help alert managers all over the country when to 

turn off unnecessary lights or shut down wind farms. The lab has 

for years issued regional forecasts on its BirdCast website, based on 

weather reports and local sightings of birds. In a 1 April preprint on 

bioRxiv, the researchers describe how they scaled up and automated 

these forecasts. By comparing 23 years of radar data on migrations 

with air temperature and other atmospheric factors, they con-

structed a computer model that can reliably predict bird movements 

up to 3 days in advance, and they suspect that longer forecasts are 

possible. “It’s impressive how precise the prediction is, and how accu-

rate,” says Wouter Vansteelant, a freelance bird migration researcher 

in Bennekom, the Netherlands, who was not involved in the research. 

The specimen is said to be the oldest Homo sapiens 

fossil discovered outside of Africa.
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U.S. Department of Agriculture geneticist 

Wengui Yan in Stuttgart, Arkansas, earlier 

pleaded guilty to one count of making false 

statements. Department of Justice officials 

are touting Zhang’s sentence as a victory in 

the fight against intellectual property theft 

from China. 

Climate panel diversifies
CLIMATE SCIENCE |  More female scien-

tists and researchers from developing 

nations will serve as authors on the Sixth 

Assessment Report of the United Nations 

Intergovernmental Panel on Climate 

Change (IPCC), its definitive review of 

global warming’s physical basis, impacts, 

and potential solutions. Some 33% of the 

authors will be women, up from 21% in 

the last report; 44% come from developing 

countries, compared with 37% previously, 

IPCC announced last week. The three legs 

of the report will be finalized in 2021, with 

a synthesis published in 2022, in time for 

a review of global progress toward cutting 

greenhouse gas emissions enough to meet 

the long-term goals of the Paris agreement.

NASA chief scientist named
SCIENCE POLICY |  Robert Lightfoot, 

NASA’s outgoing acting administrator, 

announced this week that Jim Green, the 

agency’s head of planetary science since 

2006, will become NASA’s chief scientist 

effective 1 May. Green succeeds Gale Allen, 

who has held the office in an acting capac-

ity since 2016. Green will advise NASA’s 

leadership and represent the agency as it 

pursues new missions to the moon.

F
rom 1957 to 2016, space-faring nations launched 458 government-operated, Earth-

observing satellites, which gather data for weather forecasts and climate studies. But 

data from just 38% of the satellites are shared without restrictions, Mariel Borowitz, a 

space policy researcher at the Georgia Institute of Technology in Atlanta, notes in her 

new book Open Space: The Global Effort for Open Access to Environmental Satellite Data. 

Whereas Europe and the United States have set the standard for open data, she says, Russia 

and Japan tend to restrict their availability, for example, by requiring agreements and condi-

tions that can be cumbersome. And sometimes countries attempt to sell satellite data, as in 

the case of Canada’s RadarSat series. Nations less experienced in launching satellites often 

build them as technology demonstrations, with little thought to data dissemination. Still, 

Borowitz notes, data sharing is on the rise. “It’s getting significantly better.”

SCIENCEMAG.ORG/NEWS

Read more news from Science online.

THREE QS

Will AI get the blues?
As artif cial intelligence (AI) allows 

machines to perform more tasks that 

humans do, will it experience similar 

psychological quirks, such as depression? 

Zachary Mainen, a neuroscientist at the 

Champalimaud Centre for the Unknown, 

a neuroscience and cancer research 

institute in Lisbon, thinks so. He spoke 

last month at a symposium at New 

York University in New York City where 

neuroscientists and AI experts discussed 

overlaps in the way humans and 

machines think. He talked with Science 

afterward. This interview has been edited 

for brevity and clarity; a longer version is 

available at https://scim.ag/sadAI.

Q: Why do you think AI might 

get depressed? 

A: I’m drawing on the f eld of 

computational psychiatry, which 

assumes we can learn about a patient 

who’s depressed or hallucinating from 

studying AI algorithms like reinforcement 

learning. If you reverse the arrow, why 

couldn’t an AI be subject to the sort of 

things that go wrong with patients? 

Q: Why might studying the effect of 

the neurotransmitter serotonin 

on the human brain shed light on 

machine emotions?

A: If serotonin is helping solve a general 

problem for intelligent systems, then 

machines might implement a similar 

function, and if serotonin goes wrong 

in humans, the equivalent in a machine 

could also go wrong. Similar issues 

face a person or an AI whenever the 

environment changes radically. Serotonin 

seems to help the brain in such new 

situations to rewire itself and get rid of old 

habits. So humans—or machines—with 

low serotonin or its equivalent may fail to 

rewire adequately, getting stuck in the rut 

that we call depression.

Q: Could AI have emotions, too? 

A: Yes, I think robots would likely have 

something like emotions. Picture a 

robot sent to a distant planet to collect 

specimens with no help from Earth. 

Say it has a hardware malfunction—

something in its arm is broken. It may 

get frustrated at f rst. Eventually, if 

it lacks the f exibility to change its 

algorithms or adopt new goals, it may 

even get depressed—[and] stop trying.

NIH’s billion-dollar opioid plan
PUBLIC HEALTH |  The National Institutes 

of Health (NIH) unveiled last week a 

$1.1 billion blueprint for how it will tackle 

the opioid crisis that now results in more 

than 115 fatal overdoses a day. Called 

Helping to End Addiction Long-Term, the 

initiative includes a clinical trials network 

for testing nonaddictive pain medicines. 

Another component will seek better ways 

to prevent opioid misuse and treat the 

2 million Americans who are addicted to 

such drugs. The funding includes NIH’s 

existing annual budget of $600 million for 

opioid research and $500 million in new 

money that NIH received for fiscal 2018.

Seed theft draws 10-year term
BIOTECHNOLOGY |  A plant breeder in 

Kansas was sentenced last week to 

10 years in prison for conspiring to 

steal bioengineered rice seeds from his 

employer and pass them to researchers 

in China. Weiqiang Zhang was accused 

of plotting to pilfer trade secrets from 

Ventria Bioscience, a firm headquartered 

in Fort Collins, Colorado, that developed 

bioengineered rice that produces human 

proteins used in drugs and other thera-

peutic products. Zhang, a U.S. permanent 

resident who was working for Ventria as a 

rice breeder, kept hundreds of proprietary 

seeds in his home, giving some to a delega-

tion of Chinese crop scientists in August 

2013. When the visitors were leaving for 

home, U.S. customs officers discovered 

Ventria seeds in their luggage. A jury found 

Zhang guilty last year. A co-defendant, 

Availability of data from 458 government-operated satellites

Unknown/unavailable

27%

Restricted

25%

Commercial

10%

Open

38%

REMOTE SENSING 

Countries fail to share satellite climate data
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I
f you walked the cobblestone streets and 
bustling markets of 16th and 17th century 
Mexico City, you would see people born 
all over the world: Spanish settlers on 
their way to mass at the cathedral built 
atop Aztec ruins. Indigenous people from 

around the Americas, including soldiers who 
had joined the Spanish cause. Africans, both 
enslaved and free, some of whom had been 
among the first conquistadors. Asians, who 
traveled to Mexico on Spanish galleons, some 
by choice and some in bondage. All these 
populations met and mingled for the first 
time in colonial Latin America.

Historical documents describe this cul-
tural mixture, but now international teams of 
researchers are enriching our view by analyz-
ing the genomes of people today. Aided by so-
phisticated statistics and worldwide genetic 
databases, they can tease apart ancestry and 
population mixing with more nuance than 
ever before. The results, reported at a meet-
ing here this week and in a preprint, tell sto-
ries of Latin America that have been largely 
forgotten or were never recorded in histori-
cal documents. From the immigration of en-
slaved Filipinos to that of formerly Jewish 
families forbidden to travel to the colonies, 
hidden histories are emerging. 

“It’s helping us to recognize the ways that 
really fine-scale historical experiences and 
practices have left this deeply significant im-

print on our genomes,” says Deborah Bolnick, 
an anthropological geneticist at the Univer-
sity of Texas here.

Juan Esteban Rodríguez, a graduate stu-
dent in population genetics at the National 
Laboratory of Genomics for Biodiversity 
(LANGEBIO) in Irapuato, Mexico, initially 
planned to study a recent thread in the global 
tapestry that is Mexican ancestry. Starting in 
the 19th century, many Chinese immigrants 
moved to Mexico to construct railroads in the 
country’s northern states. Growing up near 
the U.S. border, Rodríguez knew this history 
well, and he wanted to see whether he could 
identify the Chinese immigrants’ genetic con-
tribution to the modern Mexican population.

But when he searched a database of 
500 Mexican genomes—initially assembled 
for biomedical studies—and sought genetic 
variants more common in Asian populations, 
he found a surprise. Some people from north-
ern Mexico did have significant Asian ances-
try, but they weren’t the only ones. Rodríguez 
discovered that about one-third of the people 
sampled in Guerrero, the Pacific coastal state 
that lies nearly 2000 kilometers south of the 
U.S. border, also had up to 10% Asian ances-
try, significantly more than most Mexicans. 
And when he compared their genomes to 
those of people in Asia today, he found that 
they were most closely related to populations 
from the Philippines and Indonesia.

Rodríguez and his adviser, Andrés 
Moreno-Estrada, a population geneticist at 

LANGEBIO, turned to the historical record 
to figure out who these people’s ancestors 
might be. They learned from historians who 
study ship manifests and other trade docu-
ments that during the 16th and 17th centu-
ries, Spanish galleons sailed between Manila 
and the port of Acapulco in Guerrero, car-
rying goods and people, including enslaved 
Asians. Although historians knew of this 
transpacific slave trade, the origins of its vic-
tims were lost. Once they landed in Mexico, 
they were all recorded as “chinos”—Chinese, 
says Moreno-Estrada, who will present the 
work this weekend at the American Associa-
tion of Physical Anthropologists (AAPA) an-
nual meeting here. “We’re uncovering these 
hidden stories of slavery and people who lost 
their identities when they disembarked in a 
whole new country.”

Other researchers study the legacy of an-
other marginalized group in colonial Mex-
ico: Africans. Tens of thousands of enslaved 
and free Africans lived in Mexico during 
the 16th and 17th centuries, outnumbering 
Europeans, and today almost all Mexicans 
carry about 4% African ancestry. The per-
centage is much higher in some commu-
nities, says geneticist María Ávila-Arcos of 
the International Laboratory for Human 
Genome Research in Juriquilla, Mexico. She 

I N  D E P T H

By Lizzie Wade, in Austin

HUMAN EVOLUTION

Latin America’s 

lost histories 

revealed
Clues to forgotten 
migrations emerge from 
today’s genomes

British ships often harassed Spanish galleons, 

which ferried long-forgotten peoples to Latin America, 

including enslaved Filipinos and former Jews.
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found that in Afro-descendent communities 
in Guerrero and Oaxaca, many of which re-
main isolated, people had about 26% Afri-
can ancestry, most of it from West Africa.

Other data also suggest a strong African 
presence in colonial Mexico. Bioarchaeo-
logist Corey Ragsdale of Southern Illinois 
University in Edwardsville and his col-
leagues examined skeletons for dental and 
cranial traits that tend to be more common 
among Africans. They estimated that 20% to 
40% of the people buried in cemeteries in 
Mexico City between the 16th and 18th cen-
turies had some African ancestry, as they will 
present this weekend at the AAPA meeting. 
“It could be that Africans played as much of 
a role in developing population structure, 
and in fact developing the [Spanish] empire, 
as Europeans did,” Ragsdale says.

Ávila-Arcos hopes to use genetic data to 
trace the ancestors of those in her study back 
to specific West African groups or regions. 
She’s also found significant Asian ancestry 
in some of her volunteers, likely an echo of 
communities once formed by enslaved Afri-
cans and Asians on the Pacific coast.

Some Europeans carried hidden histo-
ries with them to colonial Latin America. 
A preprint recently posted on the bioRxiv 
server used genetic data from more than 
6500 people born in Brazil, Chile, Colombia, 
Mexico, and Peru to tease apart how specific 
Native American groups and multiple popu-
lations from the Iberian peninsula contrib-
uted to modern genomes. “It’s undoubtedly 
the most comprehensive genetic analysis of 
Latin American populations to date,” Ávila-
Arcos says. (The authors declined to com-
ment because the paper has been submitted 
to a peer-reviewed journal.) One striking 
finding was that genetic variants common 
in the eastern Mediterranean and North Af-
rica, and especially in Sephardic Jews, show 
up all over Latin America, in nearly a quar-
ter of the individuals sampled.

The authors, led by geneticists Andrés 
Ruiz-Linares of Fudan University in Shang-
hai, China, and Garrett Hellenthal of Uni-
versity College London, trace a significant 
portion of this ancestry to conversos, or 
Jews who converted to Christianity in 1492, 
when Spain expelled those who refused to 
do so. Conversos were prohibited from mi-
grating to the Spanish colonies, though a 
few are known to have made the trip any-
way. But widespread Sephardic ancestry in 
Latin America implies that migration was 
much more common than records suggest.

For Ragsdale, the work serves as a  re-
minder that even migrations scientists 
think are well understood can contain sur-
prises. “The way we think about coloniza-
tion is simplified,” Ragsdale says. “We’re 
missing a lot of subtleties here.” j

A
lpha Centauri, a three-star system just 
4 light-years away that is the sun’s 
nearest neighbor, ought to be a great 
place to look for Earth-like planets. 
But last week, at a meeting of the Eu-
ropean Astronomical Society (EAS) 

here, astronomers lamented the way the sys-
tem has thwarted discovery efforts so far—
and announced new efforts to probe it. “It’s 
very likely that there are planets,” says Pierre 
Kervella of the Paris Observatory in Meudon, 
France, but the nature and positions of the 
stars complicate the search. “It’s a little frus-
trating for planet searchers.”

The system’s two sunlike stars, Alpha Cen-
tauri A and B, orbit each other closely while 
Proxima Centauri, a tempestuous red dwarf, 
hangs onto the system tenuously in a much 
more distant orbit. In 2016, astronomers 
discovered an Earth-mass planet around 
Proxima Centauri (Science, 26 August 2016, 
p. 857), but the planet, blasted by radiation 
and fierce stellar winds, seems unlikely to 
be habitable. Astrobiologists think the other 
two stars are more likely to host temperate, 
Earth-like planets.

Maksym Lisogorskyi, an astronomer at 
the University of Hertfordshire in Hatfield, 
U.K., tried to find them with an instrument 
on the European Southern Observatory’s 
(ESO’s) 3.6-meter telescope in Chile. He 

Alpha Centauri’s siren call 
has frustrated planet hunters
The nearest sunlike stars have failed to yield exoplanets 
so far, but searches for Earth-like ones are ramping up

ASTRONOMY

By Daniel Clery, in Liverpool, U.K. and his colleagues looked for Doppler shifts 
in the spectral lines of the stars’ light that 
would be caused if a planet tugged them 
back and forth. But Lisogorskyi told the 
meeting that the stars’ surfaces are turbu-
lent, and prone to flares that also jiggle the 
spectral lines, masking the subtle signals 
from any Earth-size planets. “The lines do 
all kinds of things,” he says. Although Alpha 
Centauri has been a primary target for the 
planet-finding instrument since it was inau-
gurated in 2005, it has seen nothing so far.

Also hampering observations are the cur-
rent positions of the two stars. As viewed 
from Earth, they are very close together, 
making them harder to study individually, 
Lily Zhao of Yale University told the meet-
ing. More precise observations should be-
come possible as their 80-year orbit carries 
them farther apart. In the meantime, Zhao 
and her colleagues have succeeded in ruling 
out the presence of giant planets around ei-
ther star, based on a decade’s worth of data 
from three instruments on different tele-
scopes. “There are no Jupiters in the sys-
tem, but there may be plenty of Earth-sized 
planets still to discover,” she said.

In a binary system like Alpha Centauri the 
lack of giant planets in Jupiter-like orbits is 
no surprise, because the gravity of each star 
would tend to kick any such planets orbiting 
the other star out of the system, Kervella says. 
But he says that temperate planets in the 

Alpha Centauri
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habitable zone, closer in, would be immune 

to these perturbations. A chance to get a close 

look is coming soon: Kervella’s team mapped 

out the system’s trajectory and found that in 

a decade, Alpha Centauri A will pass in front 

of a more distant star and act as a gravita-

tional lens, distorting the light of the star be-

hind it. How the light from the distant star 

flickers and mutates over time will provide a 

wealth of information about any inner plan-

ets. By that time, ESO’s 39-meter Extremely 

Large Telescope is expected to be operating 

and capable of observing the distortion in 

detail. “We will see all the planets, big and 

small,” says astronomer Hans-Ulrich Käufl of 

ESO in Garching, Germany.

The privately funded Breakthrough Ini-

tiatives wants an even closer look. In 2016, 

the organization announced its Starshot 

program, a $100 million effort to equip a 

microchip-size spacecraft with a camera 

and light-sails. A blast of photons from a gi-

ant ground-based laser would accelerate the 

craft to 20% of the speed of light, allowing 

it to make the 4-light-year trip in 20 years. 

During a flyby that might last only seconds, 

it would snap close-ups of the Alpha Cen-

tauri planets—assuming they exist.

Finding targets for the Starshot is one 

aim of a Breakthrough-funded effort that 

ESO announced last year: adapting an ex-

isting instrument on the Very Large Tele-

scope in Chile to directly image possible 

planets. Called VISIR, the instrument will 

be equipped with a coronagraph—a mask to 

block out the light of the star so that the 

much fainter planets can be seen. VISIR ob-

serves in the midinfrared, an advantage for 

imaging a temperate planet because the dis-

parity in brightness between the dim planet 

and its brilliant parent star is smaller in this 

part of the spectrum. The ESO team is test-

ing the hardware and hopes to start observ-

ing in mid-2019 with 100 hours of dedicated 

telescope time.

Others at the EAS meeting think the fast-

est and cheapest way to detect an Earth-like 

planet around either of the sunlike stars is 

with a space telescope. A privately backed 

organization called Project Blue is seeking 

$70 million to build and launch a 50-centi-

meter telescope that would stare at 

Alpha Centauri. Last year, the project raised 

$150,000 through crowdfunding to design 

the spacecraft. Franck Marchis, an astrono-

mer at the SETI Institute in Mountain View, 

California, a partner with Project Blue, says 

such a telescope, outfitted with a corona-

graph, would be able to obtain an image. “It’s 

doable. The technology is there,” Marchis 

said. “The goal is to image a pale blue dot.” j

The Very Large Telescope in Chile will target Alpha 

Centauri, which glows brightly in the southern sky.

Chemists seek antiaddiction 
drugs to battle hijacked brain
Candidate medications could help addicts overcome 
cravings that lead to relapse and death

DRUG DEVELOPMENT

P
owerful chemical countermeasures 

could one day enter the battle against 

opioid addiction, which killed more 

than 42,000 people in the United 

States in 2016. Doctors and first re-

sponders already use medications to 

combat the effects of opioids, including the 

high and the slowed breathing of an over-

dose. But the new candidate drugs target 

the neural circuitry of addiction itself. 

A compound known as OV329 is the lat-

est addition. In animal studies it quiets 

the brain’s reward system, sharply reduc-

ing cravings and halting addicted animals’ 

tendency to self-administer cocaine and 

other habit-forming drugs. Other drugs in 

the pipeline also target the reward system, 

albeit through a different mechanism. All 

raise hopes that doctors could soon have 

a new way to treat addiction, and not just 

to drugs and alcohol. The medicines could 

potentially also be used to fight food and 

gambling addictions.

“It’s a great unmet medical need,” says 

Richard Silverman, a chemist at North-

western University in Evanston, Illinois, 

who developed OV329. OV329 has now 

been picked up by Ovid Therapeutics in 

New York City, which is continuing animal 

studies and hopes to launch human trials 

of the would-be drug. “It’s a very interest-

ing compound and clearly very promising,” 

says Andrea Hohmann, a neuroscientist at 

Indiana University in Bloomington who is 

not involved in the work.

Addiction occurs when drugs or other 

pleasurable stimuli hijack the brain’s nor-

mal reward system, which has evolved to 

reinforce beneficial behaviors, such as eat-

ing food and having sex. Such behaviors 

produce spikes in the release of the neuro-

transmitter dopamine in brain regions that 

are associated with motivation. Opioids and 

other drugs activate other neural recep-

tors and create a euphoric high, which in 

turn triggers addiction-forming dopamine 

spikes. When addicts try to quit, encounter-

ing familiar scenes associated with drug-

taking can trigger dopamine spikes, leading 

to cravings that make it hard to stay clean. 

“Their brain is constantly reminding them 

of how good it felt,” says Brett Abrahams, 

Ovid’s director of preclinical biology. “That’s 

what we’re fighting against.”

By Robert F. Service
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1  Dopamine spike

triggered

2  GABA suppresses 

dopamine spike

3  Dopamine 

blocked directly
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Off the hook

Addictive drugs hijack the brain’s reward system by triggering 

dopamine spikes (1), which lead to cravings. Candidate treat-

ments block the spikes by boosting the inhibitory transmitter 

GABA (2) or blocking dopamine receptors (3).
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Most existing medications for addiction 

try to counter the effects of specific drugs. 

For example, buprenorphine, used in fight-

ing opioid addiction, binds to opioid recep-

tors without providing as much euphoria 

as the opioid. At the same time, it satisfies 

some of the addict’s cravings by triggering 

the dopamine reward system. But addicts 

on buprenorphine continue to want the 

real thing, and they often raise the level of 

opioids they take in an attempt to get high, 

causing an overdose.

OV329 and other compounds come 

at the problem from another direction. 

OV329 blocks an enzyme, called GABA-AT, 

that breaks down GABA, an “inhibitory” 

neurotransmitter that helps suppress the 

firing of some neurons. The resulting higher 

GABA levels dampen the neural firing of 

dopamine-releasing neurons—and thereby 

block the brain’s reward system.

OV329 isn’t the first drug to act this way. 

A GABA-AT–blocking drug called vigabatrin 

is already on the market to treat epilepsy 

by calming overactive neurons. It has also 

been studied as a possible antiaddiction 

medication, but the results have been mixed 

in people. And because the drug isn’t very 

good at binding to its GABA-AT target, pa-

tients must take large doses, which in turn 

can lead to retinal damage.

In 2003, Silverman and his colleagues 

came up with a compound, known as CPP-

115, that was 186 times more effective than 

vigabatrin at blocking GABA-AT. A com-

pany called Catalyst Pharmaceuticals is 

testing the drug to treat spasms in infants, 

and it has already cleared initial safety tri-

als in people, raising hopes that it may also 

be useful in fighting addiction.

Now, Silverman, a veteran drug devel-

oper whose work 30 years ago led to Lyrica, 

a blockbuster drug to treat epilepsy and 

muscle pain, has gone one step further. In 

a paper published on 30 January in the 

Journal of the American Chemical Soci-

ety, he and his colleagues report slightly 

tweaking the structure of CPP-115 to cre-

ate OV329. OV329 binds more tightly to 

GABA-AT than its predecessor did—and 

that makes it 10 times more potent. When 

the researchers gave OV329 to cocaine- or 

nicotine-addicted rats, dopamine spikes 

were neutralized, blocking the addictive re-

ward response and halting the animals’ self-

administration of the drugs. “It’s extremely 

exciting,” says Stephen Dewey, a neuro-

scientist at New York University’s School 

of Medicine in New York City who led tri-

als on vigabatrin and is now collaborating 

with Silverman.

Other compounds in the new wave of 

would-be addiction medications target the 

dopamine reward pathway more directly, 

by blocking a subset of dopamine recep-

tors known as D3 receptors (D3Rs) that are 

abundant in brain regions associated with 

motivation and reward. Imaging studies 

have shown that people with cocaine ad-

dictions have even higher 

levels of D3Rs in those 

brain regions. And in recent 

years several studies have 

shown that D3R-blocking 

drugs sharply reduce an 

animal’s propensity to 

self-administer drugs such 

as cocaine, methamphet-

amine, and opioids. Unfor-

tunately, several such D3R 

blockers have drawbacks, 

among them that the com-

pounds don’t persist long 

enough in the body.

But that problem may be 

on the way to being solved. 

Last year, for example, re-

searchers led by Amy Hauck 

Newman, a medicinal chem-

ist at the National Institute 

on Drug Abuse in Baltimore, 

Maryland, reported in Neuropharmacology 

that two of the group’s newer D3R blockers, 

CAB2-015 and BAK4-5,4 appeared highly 

stable and potent. When rats hooked on the 

common opioid pain medication oxycodone 

were given the D3R blockers, the animals 

sharply reduced their drug taking.

Newman says she and her colleagues 

have still newer compounds in the works 

that also appear highly effective in rats, 

and studies with nonhuman primates are 

underway. Although it’s still early days for 

these compounds, blocking D3Rs “is a re-

ally clever strategy and a fruitful way to go,” 

Dewey says. j

A 
new front has opened in the destruc-

tion of archaeological heritage in the 

Middle East. Across northern Iraq 

and Syria, the Islamic State (IS) group 

devastated antiquities during its reign 

of terror starting in 2014, pulverizing 

classical statues such as those of Palmyra in 

Syria and bulldozing a 3000-year-old ziggu-

rat at Iraq’s Nimrud. The IS group has now 

been routed by Iraqi and Syrian forces, curb-

ing the destruction but giving archaeologists 

a firsthand look at an aftermath that is grim-

mer than many had expected. Meanwhile, the 

assault on antiquity has extended to Yemen, 

2000 kilometers to the south, another ar-

chaeological treasure house riven by conflict.

“Our immortal history has been wasted by 

wars,” lamented Mohanad Ahmad al-Sayani, 

chair of Yemen’s General Organization of An-

tiquities and Museums in Sana’a.

In Yemen, the cultural losses have gone 

largely unnoticed by the wider world but are 

keenly felt by archaeologists. Although the 

country has been far less studied than Meso-

potamia, it played a critical role in the rise of 

empires and economies in the region start-

ing around 1000 B.C.E., researchers said at a 

meeting here last week of the International 

Congress on the Archaeology of the Ancient 

Near East.

By 1200 B.C.E., the kingdom of Saba in 

what is now central Yemen controlled the 

export of frankincense, derived from a tree 

that grew only along the country’s southern 

coast. The prized resin was burned for a mil-

lennium and a half in temples from Persia 

to Rome. The vast wealth of Saba—home to 

the biblical Queen of Sheba—funded impres-

sive temples, cities, and engineering marvels. 

Among them was the Marib Dam, built on 

Wadi Adhanah in the eighth century B.C.E. to 

help expand agriculture in this arid region; 

some claim it is the world’s oldest dam.

Today, Yemen is racked by civil war and 

Islamic extremists who, in a campaign 

against heresy, have destroyed ancient 

Ancient sites 
savaged in 
Yemen, Iraq
Firsthand accounts reveal 
worse damage than expected 
in war-torn regions 

ARCHAEOLOGY

By Andrew Lawler, in Munich, Germany

NEWS   |   IN DEPTH

Dopamine-blocking medications could target not only addictive drugs 

such as cocaine, but also compulsive behaviors like gambling or eating. 
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mosques in the port city of Aden, and a 

multidomed shrine in the Hadhramaut re-

gion (see map, right).

Bombs dropped by the Saudi-led coalition 

have wreaked the most damage, Al-Sayani 

said. The Marib Dam, in an unpopulated 

area far from the capital, was struck in 2015, 

leaving a deep gash in the well-preserved 

northern sluice gate. The regional museum 

of Dhamar in the southwest, which contained 

thousands of artifacts from the Himyarite 

Kingdom, was completely destroyed. The 

Himyarites conquered Saba in 280 C.E., took 

over the frankincense monopoly, and became 

key players in the expanding Indian Ocean 

trade between the Roman Empire and India 

until Ethiopian forces overthrew them in 

525 C.E.

Al-Sayani showed images from a dozen 

flattened or severely damaged sites, including 

medieval castles such Aden’s Sira Fortress, 

and the centuries-old al-Qassimi neighbor-

hood in Sana’a. More than 60 sites have been 

destroyed or severely damaged since the con-

flict began in 2015, Al-Sayani said, chiefly from 

Saudi bombings. Although some were strate-

gic targets, he charged that the Saudi attacks 

were a conscious campaign to wreck Yemen’s 

heritage and demoralize its citizens. “After 

3 years of assessing the damage, I believe the 

bombing is being done with a purpose, since 

many of these sites are not suitable or useful 

for military use,” he says. 

The destruction seems deliberate, agrees 

archaeologist Sarah Japp of Berlin’s German 

Archaeological Institute. “The Saudis were 

given information on important cultural her-

itage sites, including exact coordinates,” by 

UNESCO, said Japp, who was based in Sana’a 

before the war. UNESCO intended to protect 

the sites, but she fears that the data may in-

stead have been used for targeting. “There is 

no reason to say all of these [bombings] are 

just accidents.” The Saudi embassy in Berlin 

and officials in Riyadh did not respond to re-

peated requests for comment.

Meanwhile, 2000 kilometers to the north 

in Syria and Iraq, the damage wrought by 

years of IS group control is only now coming 

into focus. “It is nothing short of a catastro-

phe,” said Michel al-Maqdissi, former head of 

excavations in Syria’s antiquities department 

in Damascus, who now works at the Louvre 

in Paris and maintains contacts in Syria. 

Some of the worst reports come from Mari, 

a 60-hectare site on the banks of the Euphra-

tes River that 4000 years ago was one of the 

world’s largest cities. Just north of Sumer 

and the Akkadian Empire, Mari served as a 

key trading center for Mesopotamian goods 

and Anatolian metals and stone, and once 

boasted the best preserved early palace in the 

Middle East.

But no longer. Archaeologist Pascal 

Butterlin of Pantheon-Sorbonne University 

in Paris, who worked at Mari for years and 

has gathered information from Syrian 

sources, displayed an image of the palace 

from the ground that shows near total de-

struction of Mari’s central area. The site’s 

ancient statues were removed to muse-

ums long ago, so the reasons behind the 

destruction remain 

murky, although the 

IS group’s desire to 

profit from antiqui-

ties is well-known. A 

nearby large mound 

called Tell Medkouk 

was bulldozed com-

pletely to unearth 

objects for looting. 

From satellite data 

on the center of Mari, 

Butterlin estimates 

that looters dug some 

1500 pits, many of 

them more than 5 meters deep and 6 me-

ters wide. The vehicle tracks “make it look 

like they had traffic jams there,” he said. He 

suspects that thousands of looted cuneiform 

tablets, small figurines, and bronze objects 

won’t show up on the art market for years, as 

sellers wait for international outrage to cool.

The situation is even worse at Dura-

Europos , which until recently was a remark-

ably well-preserved city upstream of Mari. 

From the first century B.C.E., this city lay 

on the frontier of the Roman and Persian 

empires, which took turns controlling it, 

and once held both one of the world’s old-

est Jewish synagogues and oldest Christian 

churches. “The scale of the disaster there 

is profound,” said Chekmous Ali, a Syrian 

archaeologist now at the University of Stras-

bourg in France. “There are innumerable 

pits—some 9500—and the necropolis is gone.”

Across the border in Iraq, the old city of 

Mosul once boasted a host of Islamic and 

Christian monuments, many destroyed or 

damaged during the 

IS group’s 3 years 

of control. But the 

worst devastation 

came last summer, 

when more than 

30,000 bombs and 

missiles hit historic 

buildings during the 

battle for the city, 

said Karel Nováček 

of Palacký Univer-

sity Olomouc in 

the Czech Republic. 

“The old city was 

annihilated,” he said at the meeting. He 

charges that the destruction continues, as 

Iraqi construction crews clear the wreck-

age without trying to preserve what’s left or 

tally the damage.

“The heritage management is nonexistent,” 

he said. “We need careful removal of the 

rubble, but that is not happening.” His team 

is assembling what data they can from old 

reports and photographs that could provide 

some basis for reconstructing historic sites. 

He plans to lead an on-the-ground assess-

ment in June, in hopes of providing Iraqis a 

chance to mend what they can of their bat-

tered cultural heritage. j
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Some Yemenis suggest that the 2800-year-old Marib Dam, one of the country’s best known ancient sites (shown 

before it was bombed), was deliberately targeted.
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B
efore biomedical researchers can test 

a new therapy in humans, a review 

panel is typically asked to consider 

not just the risks, but also the poten-

tial benefits. After all, it makes little 

sense to expose people to a new drug 

or vaccine if there is little or no chance that 

it will do some good. This “therapeutic po-

tential” is almost always based on preclinical 

studies in animals. But a new study suggests 

that review panels may have a hard time 

evaluating those studies because they don’t 

receive nearly enough information.

That information usually comes to the 

institutional review board (IRB) in the form 

of an “investigator brochure,” a packet with 

relevant findings on the potential therapy. 

But when researchers examined more than 

100 brochures provided to IRBs in Ger-

many, they found that the vast majority 

included animal efficacy studies that were 

unpublished or potentially vulnerable to bias. 

And the brochures often seemed to leave out 

less flattering studies, the team reported on 

5 April in PLOS Biology.

The findings point to a potentially perva-

sive global problem, says lead author Daniel 

Strech, a bioethicist at Hannover Medical 

School in Germany. Almost half of the exam-

ined trials, for example, were sponsored by 

a major pharmaceutical company that likely 

used the same paperwork in other countries.

Researchers not involved in the study 

are divided on the severity of the problem. 

“This is incredibly alarming,” says Shai 

Silberberg, director of research quality at 

the National Institute of Neurological Dis-

orders and Stroke in Bethesda, Maryland. 

The work “shows that decision-makers for 

ethics related to clinical trials don’t get the 

information they really need.” But Gerald 

Batist, who has led many clinical studies 

at Jewish General Hospital’s Segal Can-

cer Centre in Montreal, Canada, says it’s 

well-known that animal models are poor 

predictors of human studies; that makes 

it important to get more compounds into 

clinical trials and see what really works, he 

says, rather than focus on the efficacy infor-

mation provided to IRBs beforehand.

Clinical trials in the United States and 

Europe generally need approval from both 

an IRB and government regulatory agencies 

such as the U.S. Food and Drug Administra-

tion (FDA). Those agencies tend to focus on 

safety and leave weighing the potential ben-

efits to IRBs, says Jonathan Kimmelman, 

a bioethicist at McGill University in Mon-

treal and a co-author on the new study. But 

evidence is growing that potential benefits 

aren’t always well-supported. A 2014 study 

published in Nature argued that poorly de-

signed animal studies were used to justify 

human trials of several drugs against the 

neurodegenerative disease amyotrophic lat-

eral sclerosis that ultimately failed.

Strech, Kimmelman, and their colleagues 

decided to study the issue more systemati-

cally. Investigator brochures aren’t public 

information, but the chairs of three IRBs 

at German medical institutions agreed to 

share the documents with the researchers 

after they agreed not to identify individual 

trial sponsors, researchers, or candidate 

drugs. (Three other IRB chairs refused.) 

Overall, the team obtained 109 brochures 

from phase I and II trials approved from 

2010 to 2016 that together cited 708 efficacy 

studies in animals.

Only 11% of those were reported in a 

peer-reviewed paper, the team found; most 

were confidential company studies, mean-

ing the IRBs could not see the full studies 

and whether they had been peer reviewed 

was unclear. Fewer than 5% of the studies 

included information on whether the au-

thors had taken steps to minimize bias, such 

as randomizing the animals to treatment or 

placebo groups, or blinding researchers to 

which animal was in which group. And 82% 

of the brochures reported only studies that 

showed a drug worked, suggesting sponsors 

left out studies finding no effect, Strech says. 

He is “surprised” that IRBs and regulatory 

agencies accept such incomplete packets. 

“Why is nobody complaining about this?”

It’s not clear why so much informa-

tion is missing, Strech says. Trial sponsors 

may choose not to publish studies because 

they’re worried about tipping off competi-

tors, and they may withhold information 

because they think IRBs, which usually 

include nonscientists, aren’t equipped to 

judge the studies. IRBs may assume that 

no sponsor would invest in a clinical trial 

without convincing evidence, and give the 

companies the benefit of the doubt rather 

than thoroughly analyze the animal studies.

In a January 2017 Nature commentary, 

Kimmelman and his McGill colleague Carole 

Federico, also an author on the new study, 

suggested several measures to strengthen 

oversight. IRBs could appoint ad hoc mem-

bers with specialist expertise to help evalu-

ate individual proposals, they said. And 

regulatory agencies could create a special 

mechanism to evaluate so-called first-in-

human studies, where the potential risks 

are highest; ban trial sponsors from cherry-

picking their preclinical studies; and give 

better instructions on weighing efficacy evi-

dence to the ethics panels. “If the FDA has 

clear guidance on what they expect from the 

IRB,” Silberberg says, “then it’ll happen.” j

Emma Yasinski is a science journalist in 

Jupiter, Florida.

Study questions animal 
efficacy data behind trials
Information provided to ethical review panels may often 
be insufficient to judge a drug’s therapeutic potential

ETHICS

By Emma Yasinski

Many trial sponsors seem to omit negative animal 

studies when they seek approval for a clinical trial.
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K
elley Harris wishes humans were 

more like paramecia. Every newborn’s 

DNA carries more than 60 new muta-

tions, some of which lead to birth de-

fects and disease, including cancers. 

“If we evolved parameciumlike repli-

cation and DNA repair processes, that would 

never happen,” says Harris, an evolutionary 

biologist at the University of Washington in 

Seattle. Researchers have learned that these 

single-cell protists go thousands of genera-

tions without a single DNA error—and they 

are figuring out why human genomes seem 

so broken in comparison.

The answer, researchers reported at the 

Evolution of Mutation Rate workshop here 

late last month, is a legacy of our origins. 

Despite the billions on Earth today, humans 

numbered just thousands in the early years 

of our species. In large populations, natural 

selection efficiently weeds out deleterious 

genes, but in smaller groups like those early 

humans, harmful genes that arise—includ-

ing those that foster mutations—can survive.

Support comes from data on a range of 

organisms, which show an inverse relation-

ship between mutation rate and ancient 

population size. This understanding offers 

insights into how cancers develop and also 

has implications for efforts to use DNA to 

date branches on the tree of life. “Clarifying 

why mutation rates vary is crucial for under-

standing all areas of biology,” says evolution-

ary biologist Michael Lynch of Arizona State 

University (ASU) here.

Mutations occur, for example, when cells 

copy their DNA incorrectly or fail to repair 

damage from chemicals or radiation. Some 

mistakes are good, providing variation that 

enables organisms to adapt. But some of 

these genetic mistakes cause the mutation 

rate to rise, thus fostering more mutations.

For a long time, biologists assumed muta-

tion rates were identical among all species, 

and so predictable that they could be used as 

“molecular clocks.” By counting differences 

between the genomes of two species or pop-

ulations, evolutionary geneticists could date 

when they diverged. But now that geneticists 

can compare whole genomes of parents and 

their offspring, they can count the actual 

number of new mutations per generation.

That has enabled researchers to measure 

mutation rates in about 40 species, includ-

ing newly reported numbers for orangutans, 

gorillas, and green African monkeys. The 

primates have mutation rates similar to hu-

mans, as ASU co-organizer Susanne Pfeifer 

reported in the December 2017 issue of Evo-

lution. But, as Lynch and others reported at 

the meeting, bacteria, paramecia, yeasts, and 

nematodes—all of which have much larger 

populations than humans—have mutation 

rates orders of magnitude lower.

The variation suggests that in some 

species, genes that cause high mutation 

rates—for instance, by interfering with DNA 

repair—go unchecked. In 2016, Lynch de-

tailed a possible reason, which he calls the 

drift barrier hypothesis. It invokes genetic 

drift, or chance genetic changes—“noise 

in the evolutionary process that is greater 

than the directional force” of selection, as 

he puts it. Genetic drift plays a bigger role 

in smaller populations. In large popula-

tions, harmful mutations are often counter-

acted by later beneficial mutations. But in 

a smaller population with fewer individuals 

reproducing, the original mutation can be 

preserved and continue to do damage.

Today, 7.6 billion people inhabit Earth, but 

population geneticists focus on the effective 

population size, which is the number of peo-

ple it took to produce the genetic variation 

seen today. In humans, that’s about 10,000—

not so different from that of other primates. 

Humans tend to form even smaller groups 

and mate within them. In such small groups, 

Harris says, “we can’t optimize our biology 

because natural selection is imperfect.”

Harris detected those imperfections even 

among populations of people—further evi-

dence, she notes, to support the drift barrier 

hypothesis. Rather than look at the overall 

number of DNA changes, Harris focused on 

the frequency of changes in each kind of 

DNA base in the populations she studied. 

That “mutation spectrum” varies widely 

between different groups of people, she re-

ported. In 2017, she and her colleagues esti-

mated that between 15,000 and 2000 years 

ago, Europeans had an unusually high num-

ber of some conversions of the base cytosine 

to thymine. She has since found differences 

in the mutation spectrum between Japanese 

and other East Asian populations. “The way 

the genome tends to break is not the same in 

Europeans” as in people elsewhere, she says.

Now, Harris and researchers at the Univer-

sity of Copenhagen have extended the analy-

sis to ancient DNA. Among Europeans, the 

excess cytosine to thymine mutations existed 

in early farmers but not in hunter-gatherers, 

she reported. She speculates that these farm-

ers’ wheat diet may have led to nutrient defi-

ciencies that predisposed them to a mutation 

in a gene that in turn favored the cytosine-

to-thymine changes, suggesting environment 

can lead to changes in mutation rate. Drift 

likely played a role in helping the mutation-

promoting gene stick around. 

Eventually she hopes to pinpoint the 

pathways and the genes responsible. That’s  

increasingly necessary, says Charles Baer, 

an evolutionary biologist at the Univer-

sity of Florida in Gainesville. It’s become 

clear that “mutation rates can evolve pretty 

quickly and in all sorts of ways. If you really 

want to understand mutation rate, you have 

to put a fine magnifying glass to it.” j

By Elizabeth Pennisi, in Tempe, Arizona

GENETICS

Human mutation rate a legacy from our past
By assessing mutation rates among species, researchers are understanding why they vary 

African green monkey

Human

Chimpanzee

Orangutan

 Honey bee Mouse

Gorilla
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Circle size represents
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Butterfy Tetrahymena
thermophila

Escherichia coli

Pseudomonas

aeruginosa

0 

Efective population in thousands of individuals
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The highs and lows of mutation rates 
The rate at which new mutations appear in a genome (sizes of circles) is inversely proportional to the so-called 

effective population size of the species. Microbes (right) have the largest populations and lowest mutation rates.
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Monumentally complex models are gaming out disaster 
scenarios with millions of simulated people  By M. Mitchell Waldrop

FREE AGENTS

FEATURES

A
t 11:15 on a Monday morning in May, an ordinary 

looking delivery van rolls into the intersection of 

16th and K streets NW in downtown Washington, 

D.C., just a few blocks north of the White House. 

Inside, suicide bombers trip a switch.

Instantly, most of a city block vanishes in a nu-

clear fireball two-thirds the size of the one that engulfed 

Hiroshima, Japan. Powered by 5 kilograms of highly en-

riched uranium that terrorists had hijacked weeks ear-

lier, the blast smashes buildings for at least a kilometer 

in every direction and leaves hundreds of thousands of 

people dead or dying in the ruins. An electromagnetic 

pulse fries cellphones within 5 kilometers, and the 

power grid across much of the city goes dark. Winds 

shear the bomb’s mushroom cloud into a plume of 

radioactive fallout that drifts eastward into the Mary-

land suburbs. Roads quickly become jammed with 

people on the move—some trying to flee the area, but 

many more looking for missing family members or 

seeking medical help. 
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It’s all make-believe, of course—but with 

deadly serious purpose. Known as National 

Planning Scenario 1 (NPS1), that nuclear at-

tack story line originated in the 1950s as a 

kind of war game, a safe way for national 

security officials and emergency managers 

to test their response plans before having to 

face the real thing.

Sixty years later, officials are still reckon-

ing with the consequences of a nuclear catas-

trophe in regular NPS1 exercises. Only now, 

instead of following fixed story lines and 

predictions assembled ahead of time, they 

are using computers to play what-if with an 

entire artificial society: an advanced type 

of computer simulation called an agent-

based model. 

Today’s version of the NPS1 model in-

cludes a digital simulation of every building 

in the area affected by the bomb, as well as 

every road, power line, hospital, and even 

cell tower. The model includes weather data 

to simulate the fallout plume. And the sce-

nario is peopled with some 730,000 agents—

a synthetic population statistically identical 

to the real population of the affected area 

in factors such as age, sex, and occupation. 

Each agent is an autonomous subroutine 

that responds in reasonably human ways 

to other agents and the evolving disaster 

by switching among multiple modes of 

behavior—for example, panic, flight, and 

efforts to find family members.

The point of such models is to avoid de-

scribing human affairs from the top down 

with fixed equations, as is traditionally done 

in such fields as economics and epidemio-

logy. Instead, outcomes such as a financial 

crash or the spread of a disease emerge from 

the bottom up, through the interactions of 

many individuals, leading to a real-world 

richness and spontaneity that is otherwise 

hard to simulate.

That kind of detail is exactly what emer-

gency managers need, says Christopher 

Barrett, a computer scientist who directs the 

Biocomplexity Institute at Virginia Polytech-

nic Institute and State University (Virginia 

Tech) in Blacksburg, which developed the 

NPS1 model for the government. The NPS1 

model can warn managers, for example, that 

a power failure at point X might well lead to 

a surprise traffic jam at point Y. If they decide 

to deploy mobile cell towers in the early hours 

of the crisis to restore communications, NPS1 

can tell them whether more civilians will take 

to the roads, or fewer. “Agent-based models 

are how you get all these pieces sorted out 

and look at the interactions,” Barrett says.

The downside is that models like NPS1 

tend to be big—each of the model’s initial 

runs kept a 500-microprocessor computing 

cluster busy for a day and a half—forcing 

the agents to be relatively simple-minded. 

“There’s a fundamental trade-off between 

the complexity of individual agents and the 

size of the simulation,” says Jonathan Pfautz, 

who funds agent-based modeling of social 

behavior as a program manager at the De-

fense Advanced Research Projects Agency in 

Arlington, Virginia.

But computers keep getting bigger and 

more powerful, as do the data sets used to 

populate and calibrate the models. In fields as 

diverse as economics, transportation, public 

health, and urban planning, more and more 

decision-makers are taking agent-based mod-

els seriously. “They’re the most flexible and 

detailed models out there,” says Ira Longini, 

who models epidemics at the University of 

Florida in Gainesville, “which makes them by 

far the most effective in understanding and 

directing policy.”

THE ROOTS of agent-based modeling go back 

at least to the 1940s, when computer pio-

neers such as Alan Turing experimented with 

locally interacting bits of software to model 

complex behavior in physics and biology. But 

the current wave of development didn’t get 

underway until the mid-1990s.

One early success was Sugarscape, devel-

oped by economists Robert Axtell of George 

Mason University in Fairfax, Virginia, and 

Joshua Epstein of New York University 

(NYU) in New York City. Because their goal 

was to simulate social phenomena on ordi-

nary desktop computers, they pared agent-

based modeling down to its essence: a set of 

simple agents that moved around a grid in 

search of “sugar”—a foodlike resource that 

was abundant in some places and scarce in 

others. Though simple, the model gave rise 

to surprisingly complex group behaviors 

such as migration, combat, and neighbor-

hood segregation.

Another milestone of the 1990s was the 

Transportation Analysis and Simulation Sys-

tem (Transims), an agent-based traffic model 

developed by Barrett and others at the Los 

Alamos National Laboratory in New Mexico. 

Unlike traditional traffic models, which used 

equations to describe moving vehicles en 

masse as a kind of fluid, Transims modeled 

each vehicle and driver as an agent moving 

through a city’s road network. The simula-

tion included a realistic mix of cars, trucks, 

and buses, driven by people with a realistic 

mix of ages, abilities, and destinations. When 

A plume of radioactive fallout (yellow) stretches east 

across Washington, D.C., a few hours after a nuclear 

bomb goes off near the White House in this snapshot 

of an agent-based model. Bar heights show the 

number of people at a location, while color indicates 

their health. Red represents sickness or death. 
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applied to the road networks in actual cities, 

Transims did better than traditional models 

at predicting traffic jams and local pollution 

levels—one reason why Transims-inspired 

agent-based models are now a standard tool 

in transportation planning.

A similar shift was playing out for 

epidemiologists. For much of the past cen-

tury, they have evaluated disease outbreaks 

with a comparatively simple set of equations 

that divide people into a few categories—such 

as susceptible, contagious, and immune—and 

that assume perfect mixing, meaning that 

everybody in the affected region is in con-

tact with everyone else. Those equation-

based models were run first on paper and 

then on computers, and they are still used 

widely. But epidemiologists are increasingly 

turning to agent-based models to include 

factors that the equations ignore, such as 

geography, transportation networks, family 

structure, and behavior change—all of which 

can strongly affect how disease spreads. Dur-

ing the 2014 Ebola outbreak in West Africa, 

for example, the Virginia Tech group used 

an agent-based model to help the U.S. mili-

tary identify sites for field hospitals. Planners 

needed to know where the highest infection 

rates would be when the mobile units finally 

arrived, how far and how fast patients could 

travel over the region’s notoriously bad roads, 

and a host of other issues not captured in the 

equations of traditional models.

In another example, Epstein’s laboratory 

at NYU is working with the city’s public 

health department to model potential out-

breaks of Zika, a mosquito-borne virus that 

can lead to catastrophic birth defects. The 

group has devised a model that includes 

agents representing all 8.5 million New 

Yorkers, plus a smaller set of agents repre-

senting the entire population of individual 

mosquitoes, as estimated from traps. The 

model also incorporates data on how people 

typically move between home, work, school, 

and shopping; on sexual behavior (Zika can 

be spread through unprotected sex); and on 

factors that affect mosquito populations, 

such as seasonal temperature swings, rain-

fall, and breeding sites such as caches of old 

tires. The result is a model that not only pre-

dicts how bad such an outbreak could get—

something epidemiologists could determine 

from equations—but also suggests where the 

worst hot spots might be.

In economics, agent-based models can 

be a powerful tool for understanding global 

poverty, says Stéphane Hallegatte, an econo-

mist at the World Bank in Washington, D.C. 

If all you look at are standard metrics such 

as gross domestic product (GDP) and to-

tal income, he says, then in most countries 

you’re seeing only rich people: The poor have 

so little money that they barely register.

To do better, Hallegatte and his colleagues 

are looking at individual families. His team 

built a model with agents representing 

1.4 million households around the globe—

roughly 10,000 per country—and looked at 

After the frst 48 hours

11:15 a.m.  A 10-kiloton nuclear 

bomb detonates, blasting a 

50-meter-deep crater near 

the White House.

2:35 p.m.  A 16-year-old boy makes 

his way downtown from the 

Chesapeake Bay, 30 kilometers 

away, in search of his mother.

5:45 p.m.  The boy reaches his 

mother and fnds her dead. He 

shifts to evacuation mode.

3:45 p.m.  After sheltering in 

place, a 45-year-old man 

fnds his health deteriorating 

because of radiation. He 

heads for a hospital.

5:15 p.m.  The 45-year-old 

man waits for help at an 

overwhelmed hospital, then 

gives up and leaves the city.

12:45 p.m.  A 27-year-old 

woman panics and circles 

a hospital while trying to 

call her roommate.

2:45 p.m.  After getting in touch with 

her roommate, a 26-year-old woman 

makes plans to meet up and escape.

All four agents 

escape to Virginia.
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Agent behaviors

Several hours after a nuclear attack, 

behavior shifts from eforts to fnd family 

members to evacuation. Total numbers 

drop as people fee the study area.

A recipe for disaster
The U.S. government relies on an agent-based 

model to predict the effects of a nuclear 

attack in downtown Washington, D.C. The 

model contains many layers—infrastructure, 

transportation, weather—and hundreds of 

thousands of “agents” interact in this virtual 

landscape, changing their behavior in ways 

thought to mimic actual human behavior. The 

model helps planners identify trouble spots 

and assess potential damage. It also yields 

surprising patterns, such as some agents’ 

movements toward the blast in efforts to find 

family members. 
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how climate change and disasters might af-

fect health, food security, and labor produc-

tivity. The model estimates how storms or 

drought might affect farmers’ crop yields and 

market prices, or how an earthquake might 

cripple factory workers’ incomes by destroy-

ing their cars, the roads, or even the factories.

The model suggests something obvious: 

Poor people are considerably more vulnera-

ble to disaster and climate change than rich 

people. But Hallegatte’s team saw a remark-

able amount of variation. If the poor people 

in a particular country are mostly farm-

ers, for example, they might actually ben-

efit from climate change when global food 

prices rise. But if the country’s poor people 

are mostly packed into cities, that price rise 

could hurt badly.

That kind of granularity has made it easier 

for the World Bank to tailor its recommen-

dations to each country’s needs, Hallegatte 

says—and much easier to explain the model’s 

results in human terms rather than economic 

jargon. “Instead of telling a country that cli-

mate change will decrease their GDP by X%,” 

he says, “you can say that 10 million people 

will fall into poverty. That’s a number that’s 

much easier to understand.”

GIVEN HOW MUCH is at stake in those simula-

tions, Barrett says, users always want to know 

why they should trust the results. How can 

they be sure that the model’s output has any-

thing to do with the real world—especially in 

cases such as nuclear disasters, which have 

no empirical data to go on?

Barrett says that question has several an-

swers. First, users shouldn’t expect the mod-

els to make specific predictions about, say, 

a stock market crash next Tuesday. Instead, 

most modelers accommodate the inevitable 

uncertainties by averaging over many runs of 

each scenario and displaying a likely range 

of outcomes, much like landfall forecasts for 

hurricanes. That still allows planners to use 

the model as a test bed to game out the con-

sequences of taking action A, B, or C.

Second, Barrett says, the modelers should 

not just slap the model together and see 

whether the final results make sense. In-

stead, they should validate the model as they 

build it, looking at each piece as they slot it 

in—how people get to and from work, for 

example—and matching it to real-world data 

from transit agencies, the census, and other 

sources. “At every step, there is data that 

you’re calibrating to,” he says.

Modelers should also try to calibrate 

agents’ behaviors by using studies of human 

psychology. Doing so can be tricky—humans 

are complicated—but in crisis situations, 

modeling behavior becomes easier because 

it tends to be primal. The NPS1 model, for 

example, gets by with built-in rules that cause 

the agents to shift back and forth among 

just a few behaviors, such as “health care–

seeking,” “shelter-seeking,” and “evacuating.”

Even so, field studies point to crucial nu-

ances, says Julie Dugdale, an artificial in-

telligence researcher at the University of 

Grenoble in France who studies human be-

havior under stress. “In earthquakes,” she 

says, “we find that people will be more afraid 

of being without family or friends than of the 

crisis itself.” People will go looking for their 

loved ones first thing and willingly put them-

selves in danger in the process. Likewise in 

fires, Dugdale says. Engineers tend to assume 

that when the alarm sounds, people will im-

mediately file toward the exits in an orderly 

way. But just watch the next time your build-

ing has a fire drill, she says: “People don’t 

evacuate without first talking to others”—and 

if need be, collecting friends and family.

The evidence also suggests that blind, 

unthinking panic is rare. In an agent-based 

model published in 2011, sociologist Ben 

Aguirre and his colleagues at the University 

of Delaware in Newark tried to reproduce 

what happened in a 2003 Rhode Island 

nightclub fire. The crowds jammed together 

so tightly that no one could move, and 

100 people died. Between the police, the lo-

cal paper, and survivors’ accounts, Aguirre’s 

team had good data on the victims, their be-

havior, and their relationships to others. And 

when the researchers incorporated those 

relationships into the model, he says, the 

runs most consistent with the actual fire in-

volved almost no panic at all. “We found that 

people were trying to get out with friends, 

co-workers, and loved ones,” Aguirre says. 

“They were not trying to hurt each other. 

That was a happenstance.”

The NPS1 model tries to incorporate such 

insights, sending its agents into “household 

reconstitution” mode (searching for friends 

and family) much more often than “panic” 

mode (running around with no coherent 

goal). And the results can sometimes be 

counterintuitive. For example, the model 

suggests that right after the strike, emer-

gency managers should expect to see some 

people rushing toward ground zero, jam-

ming the roads in a frantic effort to pick 

up children from school or find missing 

spouses. The model also points to a good 

way to reduce chaos: to quickly restore par-

tial cell service, so that people can verify 

that their loved ones are safe.

IF AGENT-BASED MODELERS have a top pri-

ority, it’s to make the simulations easier to 

build, run, and use—not least because that 

would make them more accessible to real-

world decision-makers.

Epstein, for example, envisions national 

centers where decision-makers could access 

what he calls a petabyte playbook: a library 

containing digital versions of every large 

city, with precomputed models of just about 

every potential hazard. “Then, if something 

actually happens, like a toxic plume,” he says, 

“we could pick out the model that’s the clos-

est match and do near–real-time calculation 

for things like the optimal mix of shelter-in-

place and evacuation.”

At Virginia Tech, computer scientist 

Madhav Marathe is thinking along the same 

lines. When a Category-5 hurricane is bear-

ing down, he says, someone like the mayor of 

San Juan can’t be waiting around for a week-

long analysis of the storm’s possible impact 

on Puerto Rico’s power grid. She needs infor-

mation that’s actionable, he says—“and that 

means models with a simple interface, run-

ning in the cloud, delivering very sophisti-

cated analytics in a very short period of time.”

Marathe calls it “agent-based modeling 

as a service.” His lab has already spent the 

past 4 years developing and testing a web-

based tool that lets public health officials 

build pandemic simulations and do what-if 

analyses on their own, without having to hire 

programmers. With just a few clicks, users 

can specify key variables such as the region 

of interest, from as small as a single city to 

the entire United States, and the type of dis-

ease, such as influenza, measles, Ebola, or 

something new. Then, using the tool’s built-

in maps and graphs, users can watch the 

simulation unfold and see the effect of their 

proposed treatment protocols.

Despite being specialized for epidemics, 

Marathe says, the tool’s underlying geo-

graphic models and synthetic populations 

are general, and they can be applied to other 

kinds of disasters, such as chemical spills, 

hurricanes, and cascading failures in power 

networks. Ultimately, he says, “the hope is 

to build such models into services that are 

individualized—for you, your family, or your 

city.” Or, as Barrett puts it, “If I send Jimmy 

to school today, what’s the probability of him 

getting Zika?” 

So it won’t just be bureaucrats using those 

systems, Barrett adds. It will be you. “It will 

be as routine as Google Maps.” j

M. Mitchell Waldrop is a journalist based 

in Washington, D.C.

“We find that people will be 
more afraid of being without 
family or friends than of the 
crisis itself.” 
Julie Dugdale, University of Grenoble
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By Bjørn Hallvard Samset

A
erosols have a strong influence on 

the present climate, but this influ-

ence will likely be reduced over the 

coming decades as air pollution 

measures are implemented around 

the world. At a global level, aero-

sols have helped to reduce the warming 

effect from greenhouse gas emissions, and 

necessary reductions in air pollution may 

thus make it harder to achieve ambitious 

global climate and environmental aims, 

such as the Paris Agreement’s 2°C target. 

Furthermore, the local nature of air pollu-

tion means that the impacts of changes to 

aerosol emissions—on temperature, pre-

cipitation, extreme events, and health—are 

likely to differ widely from one place to 

another. Model and observational stud-

ies are beginning to assess these impacts, 

particularly the link between aerosols and 

precipitation, to elucidate the climate ef-

fects of cleaning up our air.

Human influence on the climate is a tug-

of-war, with greenhouse gas–induced warm-

ing being held partly in check by cooling 

from aerosol emissions. In a Faustian bar-

gain, humans have effectively dampened 

global climate change through air pollution. 

Increased greenhouse gas concentrations 

from fossil fuel use are heating the planet by 

trapping heat radiation. At the same time, 

 CLIMATE

How cleaner air changes the climate
Air quality improvements affect regional climate in complex ways 
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emissions of aerosols—particles that make 

up a substantial fraction of air pollution—

have an overall cooling effect by reflect-

ing incoming sunlight (1). The net effect of 

greenhouse gases and aerosols is the ~1°C 

of global warming observed since 1880 CE. 

The individual contributions of greenhouse 

gases and aerosols are, however, much more 

uncertain. Recent climate model simulations 

indicate that without anthropogenic aero-

sols, global mean surface warming would 

be at least 0.5°C higher, and that in their 

absence there would also be a much greater 

precipitation change (2, 3) (see the figure).

Many climate effects from aerosols 

are, however, regional rather than global. 

Whereas the major greenhouse gases, carbon 

dioxide and methane, get distributed globally, 

aerosols are removed from the atmosphere 

in a matter of days, leading to quite differ-

ent patterns of impact. A reduction in aerosol 

emissions—as has already occurred in the 

United States and Europe and is assumed to 

continue in most climate scenarios—can be 

expected to have disproportionately strong 

impacts near emission regions, where most 

of the world’s population lives. The effects of 

global warming on society are therefore dif-

ferent if the warming is due to loss of aerosol 

cooling, rather than from greenhouse gas–

induced warming. Simply put, it matters not 

only that we limit global warming to 2°C, but 

also how we do it.

Since 1990, there has been little change 

in the global volume of anthropogenic aero-

sol emissions. Regionally, however, there 

are large differences, with reductions in 

Europe and the United States balanced by 

increases in Africa and Asia (see the photo) 

(4). Recent simulations of the industrial era 

suggest that aerosols have prevented most 

surface warming from greenhouse gases in 

East Asia and, at the same time, changed 

what would have been a precipitation in-

crease into a marked drying (see the fig-

ure). Although there are large differences 

between models, these results are broadly 

consistent with observations (5).

Regional cooling has likely also strongly 

influenced the rates of occurrence of ex-

treme events (3) and the hydrological 

cycle (6). Modeling cannot, however, give 

definitive answers regarding these effects, 

because the model resolution is too coarse 

and it remains difficult to accurately repro-

duce the relevant cloud processes. It there-

fore remains unclear how an Asian aerosol 

cleanup would affect local precipitation and 

extreme weather events such as storms and 

droughts. The topic is urgent because Asian 

emissions levels are changing rapidly. Ac-

cording to one recent study, Chinese emis-

sions of SO
2
, a main precursor of cooling 

sulfate aerosols, have declined by 75% since 

2007, whereas those from India increased 

by 50% over the same period (7). 

Aerosols also affect region-specific climate 

and weather phenomena, such as the South 

Asian monsoon. Indian summer monsoon 

rainfall has steadily declined since the 1950s, 

and model simulations indicate that aerosol 

forcing is critical to explaining this trend (8). 

Aerosol-induced surface cooling is thought 

to lead to anomalous circulation patterns 

over much of the region, weakening mois-

ture transport from the Indian Ocean and 

thereby reducing monsoon rainfall (9).

Furthermore, aerosols are mainly emit-

ted over Northern Hemisphere land masses, 

resulting in a hemispheric asymmetry that 

may have driven a shift in the position of 

the Intertropical Convergence Zone over the 

past century (10). Overall, today’s precipita-

tion patterns in the Northern Hemisphere 

are likely markedly influenced by aerosols, 

both near and far from emission sources.

To add to the complexity, not all aerosols 

cool the climate. Carbonaceous aerosols, by-

products of incomplete combustion, absorb 

sunlight and can therefore heat the atmo-

sphere. The global warming effects of black 

carbon, the main absorbing aerosol type, 

are likely to be moderate, but black carbon 

can have substantial regional climate im-

pacts (11). Absorbing aerosols change the 

temperature profile of the atmosphere and 

therefore also alter circulation, cloud for-

mation, and precipitation. These processes 

may have contributed to the observed dry-

ing trend in Southern Africa since the 1950s 

(12). Also, the deposition of dark aerosols 

on white snow has likely contributed to the 

strong Arctic warming since the 1980s (13). 

Currently, most anthropogenic aerosol 

emissions are related to fossil fuel use. The 

massive emission reductions necessitated 

South America

Southern Africa

South and East Asia

Europe

United States

Arctic

Global land area

−2 −1 0 1 2 3

Surface temperature change (°C)

−100 −50 0 50

Precipitation change (mm year−1)

Greenhouse gasesAerosols Net change (aerosols + greenhouse gases) since 1880
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Smog covers Lujiazui, Shanghai, China. 

Cleaning up air pollution affects regional 

air temperature and precipitation.

Tug-of-war between aerosol cooling and greenhouse gas warming
Surface temperature and precipitation have, since preindustrial times, been affected by both greenhouse gases 

and aerosols. Model simulations comparing the periods 1985 to 2005 and 1880 to 1900 show that across the 

global land area, aerosols have limited the impacts of greenhouse gas warming. The regional patterns are more 

complex for precipitation. Data from (14).
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By Joanne M. L. Ho1 and 

Matthew R. Bennett1,2

S
ynthetic biologists have long sought 

to make cells more like computers. 

This is not because they think cells 

will be more efficient than silicon—

current microelectronics make excel-

lent computers and are less messy 

than cell cultures—but instead because 

synthetic cells can interface with biology to 

perform biochemical tasks. Synthetic cells 

might one day be capable of attacking tu-

mors or releasing site-specific drugs inside 

the human body. But to carry out these 

tasks, synthetic biologists must be able to 

program cells much in the same way we 

program computers—by providing them 

with decision-making capabilities based on 

inputs. Indeed, prototypes of many of the 

genetic parts necessary for turning cells 

into biocomputers have been constructed, 

including transcriptional logic gates (1), 

timers (2, 3), counters (4), memory devices 

(5, 6), tunable sensors (7, 8), and even in vi-

tro DNA systems that can perform complex 

calculations (9). On page 169 of this issue, 

Tang and Liu (10) expand the capabilities 

of cellular computers by engineering a new 

memory device that records events directly 

onto DNA.

To collect, process, and act on informa-

tion, cells must be able to accurately record 

signals. Given the fundamental importance 

of memory devices to biocomputing, sev-

eral cell-based memory systems have been 

built in the past decade. The first synthetic 

memory device was the bistable toggle 

switch, which featured two repressible pro-

moters arranged in a mutually inhibitory 

gene regulatory network. In this setup, the 

system can switch between either of two 

stable states by exposure to small molecules 

(11). Next, a memory device that provided 

a more permanent record etched in the 

genome was built with DNA recombinases 

(4). Orthogonal recombinases, enzymes 

that cut and paste specific pieces of DNA, 

have enabled implementation of logic-gated 

memory devices (6) even in complex envi-

ronments such as the mammalian gut (12, 

13). Such devices allow for real-time sur-

veillance of complex microbiomes and may 

lead to the development of living diagnos-

tics and therapeutics. However, owing to 

the limited number of orthogonal recombi-

nases, their use precludes facile multiplex-

ing of complex information systems. 

An elegant solution to this problem was 

the development of SCRIBE (synthetic 

cellular recorders integrating biological 

events) (5), a memory device that translates 

exogenous signals into point mutations in a 

bacterial genome via reverse transcription 

and recombination. With the discovery and 

development of CRISPR for genome edit-

ing, researchers have recognized the util-

ity of CRISPR-mediated DNA storage as a 

stable means of capturing large amounts 

of data. Recently, digitization of a movie 

into the genomes of living bacteria was ac-

complished, with no single cell encoding 

more than a small snippet of the movie 

(14). However, these memory devices face 

the problem of low conversion frequency, 

which necessitates the use of large cell 

populations. By using DNA base editors and 

high–copy number plasmids carrying the 

recorder DNA (see the figure), Tang and Liu 

have developed a sensitive recording device 

that needs few cells. These improvements 

are a considerable advance in the arena of 

cell-based memory systems.

Tang and Liu’s memory device, called 

CRISPR-mediated analog multi-event re-

cording apparatus (CAMERA), can record 

a variety of biological and chemical signals, 

1Department of Biosciences, Rice University, Houston, 
TX, USA. 2Department of Bioengineering, Rice University, 
Houston, TX, USA. Email: matthew.bennett@rice.edu

SYNTHETIC BIOLOGY

Improved memory devices 
for synthetic cells
CRISPR enables efficient recording of signaling 
events in cells onto DNA

“Because the order and 
timing of biological events 
determine cell fate, memory 
devices that can reveal the 
order of cellular events are 
of great utility.”

by the Paris Agreement will therefore also 

reduce aerosol-induced cooling. Health and 

air quality considerations provide further, 

strong motivations for rapid reductions in 

particle emissions. Legislation targeting air 

pollution, such as the U.S. Clean Air Act and 

the European Union’s Ambient Air Quality 

Directive, has proven that such mitigation 

is possible. Despite limited regulation, aero-

sol concentrations are currently falling in 

parts of Asia, although the driving factors 

are incompletely understood. Health con-

cerns may drive local and regional aerosol 

reductions faster than foreseen in the cli-

mate scenarios used, e.g., in the IPCC (In-

tergovernmental Panel on Climate Change) 

assessments. This, in turn, implies that re-

ductions in greenhouse gas emission may 

need to be even more rapid than has been 

assumed, in order to meet the goals of the 

Paris Agreement. Policy measures may also 

target cooling sulfate aerosols and heating 

carbonaceous aerosols differently, making 

it even more challenging to predict the out-

comes of specific mitigation strategies.

Aerosol emissions are an important com-

ponent of human influence on the climate 

today. Fossil fuel use reductions and air 

quality measures make it likely that this 

influence will be greatly reduced over the 

coming decades, with consequences for the 

climate that may even dominate over those 

from greenhouse gas warming in some 

regions. However, understanding of the 

complex interactions between cooling and 

heating aerosols, atmospheric circulation, 

and precipitation patterns remains limited. 

The regional effects of cleaning our air, in 

all their complexity, must be taken into ac-

count when developing climate adaptation 

and mitigation strategies, if we are to be 

prepared for the changes to come. j
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as well as signals from the environment. 

When exposed to a specific stimulus, cells 

express CRISPR-associated (Cas) nucleases 

and single guide RNAs (sgRNAs) that al-

ter the sequence of a reporter gene. Upon 

specific binding of an sgRNA to its 20-base 

DNA target, the Cas nuclease edits the tar-

get sequence. Because recording plasmids 

are identical apart from a three-base cod-

ing mutation in the reporter gene, high-

throughput sequencing is used to measure 

the plasmid ratio, which reflects the stimu-

lus intensity. The first version (CAMERA 

1) uses the Streptococcus pyogenes Cas9 

(SpCas9) as the writing module. To main-

tain the accuracy of memory recording and 

readout, memory devices that record to the 

genome require sampling of large popula-

tions of cells for accurate information re-

trieval. To circumvent the need for large 

cell populations, Tang and Liu designed a 

high–copy number plasmid compensation 

system to store DNA modification states. By 

monitoring a large number of recorder plas-

mids within each cell, only 10 to 100 cells 

are needed for accurate recording in analog 

format. Using this strategy, the authors suc-

cessfully recorded the intensity and order 

of presentation of multiple stimuli. The au-

thors further increased the versatility of the 

memory device by designing recorder plas-

mids with different antibiotic resistances. 

With this design, they could erase and 

rewrite data by simply adding antibiotics 

to reset the plasmid ratio. This rewritable 

memory device is multiplexable, durable, 

can implement Boolean logic in response to a 

large spectrum of inputs, and is particularly 

useful in cases where limited cell material 

is available—for example, sample collection 

to track cell lineages and map complex cell 

states in organismal development.

However, CRISPR nucleases make double-

stranded DNA breaks (DSBs); owing to the 

mutagenic process of DSB repair by the 

nonhomologous end joining pathway, this 

approach can cause stochastic undesired 

mutations such as insertions and deletions 

(indels) and translocations. Thus, the au-

thors developed a second version (CAMERA 

2) that uses base editors rather than nucle-

ases as the writing module. These base edi-

tors consist of a cytidine deaminase fused to 

a catalytically dead Cas9 to change C-G base 

pairs to T-A within target sequences with-

out DNA cleavage (15). This feature low-

ers the frequency of stochastic miswriting 

events and increases recording accuracy. 

The editing events accumulate in a linear 

fashion, making base editors an excellent 

choice for recording in an analog format. 

Because of its continuous nature, analog 

recording provides a more accurate and 

nuanced record of environmental signals 

compared to digital recording. Additionally, 

the slow yet constant rate of DNA editing by 

the base editor means that CAMERA 2 can 

function as a molecular clock that records 

over hundreds of cell generations. 

Because the order and timing of biological 

events determine cell fate, memory devices 

that can reveal the order of cellular events 

are of great utility. To this end, the authors 

designed two overlapping base editing tar-

gets such that the first editing event must 

occur before the second writing module can 

recognize the target. By layering two sgRNA 

circuits, the order of exposure to various in-

ducers was recorded. Remarkably, reliable 

recording of exposure to a wide array of 

stimuli could be achieved with just 10 cells. 

Finally, the authors implemented CAMERA 

2 in a human cell line and achieved robust 

multiplexed recording with minimal cross-

talk between stacked sgRNAs. 

As synthetic biologists build more tightly 

regulated induction systems, we can expect 

the development of increasingly sensitive 

and complex cellular memory devices. This 

work has clear clinical applications. Poten-

tially, synthetic cell recorders could be de-

veloped as a probiotic that stably localizes 

to the gut, and a small clinical sample can 

provide a record of the environmental as-

saults experienced by an individual or the 

dosage of therapeutic drugs administered 

to a patient. Given the remarkable stabil-

ity of DNA, these records can potentially 

persist for a million years (the theoretical 

upper limit for readability of DNA stored 

under ideal conditions). This powerful tech-

nology enables scientists to obtain real-time 

information regarding cell states during 

important processes including cell division, 

lineage differentiation, metabolic aging, 

tumorigenesis, and disease progression.        j
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CAMERA 2 

Properties of environmental stimuli can be 

deduced from the extent of base editing in the 

recorder plasmids. 

Reading exposure information

Information can be read by monitoring cellular fuorescence 

or via high-throughput sequencing of the recorder plasmids. 
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A DNA base editor to record cellular exposure to stimuli
CAMERA 2 uses base editor 2 (BE2) to record cellular exposure to specific stimuli, and properties 

of the stimuli can be deduced from the extent of base editing.
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By Ervin E. Kara1 and

Michel C. Nussenzweig1,2

I
mmunity to pathogens and tolerance 

to self are cardinal features of immune 

systems. Immunological specificity is 

encoded by receptors expressed on the 

surface of lymphocytes that are gen-

erated through random assembly of 

variable, diversity, and joining (VDJ) gene 

segments during B and T lymphocyte devel-

opment. In addition, B lymphocytes further 

diversify this initial repertoire 

through somatic hypermutation 

of antibody genes in germinal 

centers (transient structures 

that form in lymphoid organs 

in which high-affinity antibod-

ies arise). On page 223 of this 

issue, Burnett et al. (1) devise 

a strategy to track the fate of 

self-reactive B cells in germinal 

centers elicited by a foreign an-

tigen that structurally mimics a 

self-antigen (antigen mimicry). 

The authors provide evidence 

that hypermutation of antibody 

genes in germinal centers can 

repair self-reactive antibodies. 

These results have implications 

for how broadly neutralizing 

antibodies to HIV-1 may be 

formed.

Because antibody gene re-

combination events are random, 

more than 50% of immune re-

ceptors (antibodies) assembled 

during B cell development are 

self-reactive (2). Most developing B cells re-

place self-reactive receptors through persis-

tent recombination or receptor editing (3). 

Any remaining self-reactive cells are either 

removed through cell death (4) or develop 

into short-lived inactivated (anergic) cells 

that express low levels of surface immuno-

globulin M (IgM) antibodies (5). The result 

is that the vast majority of mature B cells 

(~95%) lack self- or poly-reactivity (binding 

to multiple antigens) (2). 

Foreign antigenic challenge activates B 

cells to differentiate into germinal center 

cells. B cells entering the germinal center 

join a dynamic environment that is divided 

into dark and light zones. The dark zone is 

the site of rapid rounds of cell division and 

antibody gene diversification from somatic 

hypermutation, which involves the mutator 

enzyme activation-induced cytidine deami-

nase (AID). Subsequently, dark zone B cells 

migrate to the light zone, where a small 

proportion are selected through interaction 

with antigen and cognate T cells to return 

to the dark zone for further rounds of clonal 

expansion and somatic hypermutation (6). 

High-affinity antibodies are products of re-

peated rounds of division, mutation, and 

selection. Overall, ~50% of germinal center 

cells die every 6 hours, a rate of cell death 

that maintains homeostasis in the context 

of rapid cell division (7). 

The few self-reactive anergic cells that 

survive, which have the potential to elicit 

autoantibodies, are at a disadvantage for 

germinal center entry because they are 

short-lived and excluded from the B cell 

follicle (8). In addition, these cells are more 

difficult to activate than non–self-reactive B 

cells (5). Thus, germinal center entry by an-

ergic cells requires receptor cross-linking by 

high-affinity multivalent antigen. Further, it 

is likely that anergic cells need to be present 

at a relatively high frequency in the naïve 

compartment to compete with non–self-

reactive cells for germinal center entry. 

Burnett et al. show that despite these dis-

advantages, self-reactive B cells can enter and 

thrive in germinal centers. They demonstrate 

that in addition to diversifying antibody 

genes, somatic hypermutation in germinal 

centers can also repair self-reactive cells and 

make them non–self-reactive by means of a 

process the authors call receptor revision (see 

the figure). The observation that such cells 

can survive in germinal centers 

despite their initial self-reactiv-

ity is consistent with the high 

threshold for selection against 

self- and poly-reactivity in the 

germinal center (9, 10). 

Burnett et al. carried out 

detailed antibody gene muta-

tional analyses of single self-

reactive B cells and found that 

clones carrying a mutation that 

simultaneously increased af-

finity to foreign antigens and 

reduced affinity to self were en-

riched in germinal centers. Ad-

ditional compound mutations 

in antibody genes ultimately 

conferred a 5000-fold differen-

tial affinity toward foreign over 

self-antigens. This mutational 

pathway was specific to self-re-

active cells. The authors detail 

how somatic mutation alters 

the structure of the self-reactive 

receptor to discriminate foreign 

from self and propose a model 

in which self-reactive anergic B cells can 

be redeemed in germinal centers through 

the introduction of a randomly occurring 

but strongly selected “foundation” muta-

tion that initially guides affinity away from 

self, followed by additional selection for 

mutations that increase affinity to foreign 

antigens. 

The idea that self-reactive cells can con-

tribute to immunity through germinal 

center redemption may be particularly 

important in responses to pathogens that 

cloak themselves in host antigens to avoid 

immunity. HIV-1 is one such pathogen. It 

covers its antigenic membrane proteins 

with host glycans that are believed to shield 

it from broadly effective antibody responses 

that neutralize most HIV-1 strains (host gly-
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Revising self-reactive B cells
Stimulation with multivalent foreign antigen can recruit self-reactive anergic 

B cells into the germinal center. These cells then incur somatic mutations 

in antibody genes, and those that enhance affinity toward foreign antigen and 

reduce affinity to self-antigen are selected to propagate.
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cans are a self-antigen, and so antibodies to 
such antigens are selected against). When 
broadly neutralizing antibodies to HIV-1 
do arise, they display a number of highly 
unusual features, including high levels of 
somatic mutation. These features allow the 
antibodies to interact with the self-antigen 
glycan shield and to reach past it to contact 
foreign peptidic determinants on the HIV-1 
spike protein (11). Thus, many of these an-
tibodies recognize a particular combina-
tion of self- and foreign antigens, and their 
development may involve redemption of 
self-reactive B cells through mutation, as 
described by Burnett et al. 

Consistent with a requirement for some 
level of self-reactivity, broadly neutralizing 
antibodies to HIV-1 frequently demonstrate 
cross-reactivity to self-antigens (12). More 
generally, poly-reactivity was found in 75% 
of a large collection of human monoclonal 
antibodies to HIV (13). The notion that some 
of these antibodies arise from self-reactive 
precursors is supported by antibody gene 
knock-in experiments that have demon-
strated that B cells that express predicted 
germline versions of broadly neutralizing 
antibodies to HIV-1 frequently show precur-
sor cell deletion or absence of allelic exclu-
sion that is indicative of self-reactivity (14, 
15). However, when present at high precur-
sor frequencies and challenged with high-af-
finity multivalent antigen, the knock-in cells 
can participate in immune responses (14, 15). 

The findings of Burnett et al. further our 
understanding of the biology of B cell an-
ergy and provide a framework for thinking 
about why such cells might be allowed to 
persist in immune systems despite their 
self-reactivity.        j
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GENETICS 

Crowdsourced genealogies 
and genomes
Genealogical study provides insight into history and life 
span and heralds crowdsourced genetic research

By Alexandre A. Lussier1 and 

Alon Keinan1,2

G
enealogies are likely the first, centuries-
old “big data,” with their construction 
as old as human civilization. Recent 
renewed interest led to the largest 
genealogical websites (Ancestry.com, 
MyHeritage, and Geni) amassing 130 

million users who generated billions of online 
genealogical profiles, offering ample research 
opportunities that would otherwise require 
extensive recruitment. On page 171 of this is-
sue, Kaplanis et al. (1) showcase the research 
potential of this type of crowdsourced data, 
studying genealogies based on processing 86 
million public Geni profiles. 

An important research tool throughout 
human history, genealogical studies reach 
from anthropology to modern genetics and 
medicine. Of note are centuries of Icelandic 
genealogical enthusiasts combining fam-
ily information with early-age scriptures. 
The founding of deCODE genetics sped up 
the process to create an online genealogy of 
864,000 Icelanders, the Íslendingabók, by 
2003. It has proven an incredible research 
tool, for example, in studying the relative 
roles of genetic heritability and shared envi-
ronment in many complex diseases and other 
traits (2). Another unique genealogy has been 
constructed from historical records by the 
Mormon Church since 1921. Continued more 

recently by hundreds of thousands of volun-
teers, they created about half a million new 
profiles daily, with many connected to health 
care records (3)—a true crowdsourcing effort.   

Entering the age of genomics, genealogy 
enthusiasts greeted a new tool. Direct-to-
consumer (DTC) genetic testing companies 
all provide a service for finding relatives, 
while obtaining powerful, crowdsourced 
genome-wide data for millions of individu-
als. AncestryDNA and 23andMe applied 
their data to study migrations, structure, and 
admixture of U.S. populations (4, 5). How-
ever, most crowdsourced genetic research 
is medically driven, focusing on the genetic 
basis of complex traits. For example, a recent 
study describing how genetic risk factors are 
shared across many traits included analyses 
of 23andMe customers for 17 of the traits (6). 

Kaplanis et al. demonstrate the potential 
of large-scale genealogies, although with no 
genetic data, but at the hands of statistical 
and population geneticists. Extensively pro-
cessing and validating genealogical data, they 
compiled 5.3 million genealogies, including 
one with 13 million individuals that often de-
picts at least 20 generations. 

They analyze relatedness and distance at 
birth between married couples. Distance for 
most was less than 10 km before the Indus-
trial Revolution (1750), followed by a gradual 
increase, which then accelerated to over 
100 km after the start of the Second Indus-
trial Revolution (1870). Average relatedness 
remained the same (equivalent to fourth 
cousins) prior to the Second Industrial Revo-
lution, when it began decreasing in line with 
increasing distance. Kaplanis et al. postulate 
that recently decreased relatedness is due to 
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By Alexander Sinitskii

G
raphene is widely regarded as a 
promising material for electronic ap-
plications because the exceptionally 
high mobilities of its charge carriers 
enable extremely fast transistors (1). 
However, the lack of an energy band 

gap in graphene limits its use in logic ap-
plications; without a band gap, the devices 
remain highly conductive at any gate volt-
age and thus cannot be fully switched off. 
Researchers have therefore turned their 
attention to semiconducting forms of gra-
phene that have the necessary band gap to 
enable transistors with high on-off ratios. 
On page 199 of this issue, Moreno et al. (2) 
report on the synthesis and device char-
acterization of nanoporous graphene with 
semiconducting properties.

So far, researchers mostly have focused 
their attention on a different class of gra-
phene-based materials that could have the 
desired energy band gap: one-dimensional 
graphene nanoribbons. Theoretical studies 
have shown that depending on their struc-
tural parameters, such as shape, width, and 
edge structure, graphene nanoribbons may 
possess not only a tunable electronic band 
gap (3), but also other intriguing physical 
properties, such as edge magnetism and 
highly localized electronic states. However, 
carving few-nanometer-wide strips is not 
the only nanostructuring approach that 
could create a band gap in graphene. The 
same can be achieved by patterning an ar-
ray of closely spaced nanoscopic holes in 
graphene, thus forming a nanoporous gra-
phene. Similar to nanoribbons, the prop-
erties of nanoporous graphene strongly 
depend on their structural parameters, 
such as the pore diameter and the periodic-
ity of the structure (4). 

NANOMATERIALS

A recipe for 
nanoporous 
graphene
Nanoporous graphene 
created from molecular 
precursors shows promise 
for electronic applications

shifting cultural norms, rather than increased 
distance, because of the inconsistent relation-
ship between relatedness and distance. This 
appears concurrent with popular writing 
from the time, which led 13 U.S. states to pass 
cousin marriage prohibitions by the 1880s 
(7) (although more distant relatedness is in 
question in Kaplanis et al.). A related study 
considered 160,000 couples in the Íslending-
abók to show that increased couple related-
ness (equivalent to third or fourth cousins) 
is associated with higher fertility that is not 
explained by socioeconomic influences on 
number of offspring, and hence is claimed to 
have a potential biological basis (8).  

The main results of Kaplanis et al. involve 
life span. The resolution of the data set al-
lows them to discern not only that average 
life span decreased during World War I and 
World War II, but also that the decrease was 
larger for individuals of military age. De-
spite these major events, life span appears 
to have increased at an almost constant rate 
of ~4 years per generation since ~1850. They 
conducted a meticulous study of factors af-
fecting life span, attributing ~7% to gender, 
birth year, and geography combined. They 
estimated life span heritability at 16.1 ± 0.4%, 
lower than most previous studies, although 
among them, the largest genealogy-based 
study until now provided a comparable esti-
mate of 15 ± 3% in the Mormon genealogy 
(9). Kaplanis et al. estimate that an additional 
~4% of life span is attributable to dominance 
(where having a single copy of a genetic vari-
ant constitutes the majority of the effect of 
having two) and none to interaction between 
different genetic variants.

Despite extensive analyses, Kaplanis et al. 
only scratch the surface of their resource, 
which is publicly available, stripped of per-
sonal information. It may be interesting to 
reanalyze life-span factors focused on very 
high longevity, and revisit other questions 
previously studied with smaller genealogies. 
The resource may benefit many disciplines, 
with unique promise in the combination 
with genetic data of the same individuals, 
an opportunity that led to large investments 
in DTC genetic services by the companies 
with the largest genealogical websites. 

DTC genetic data are not publicly available, 
but Kaplanis et al. provide an academic ver-
sion of their resource where individuals can 
consent to being identified. It can be used on 
websites to which participants upload their 
genetic data, as Kaplanis et al. implemented 
in DNA.Land, which, for example, collates 
family history of breast cancer and allows 
users to contribute their genomes to the Na-
tional Breast Cancer Coalition (10). In a recent 
study, deCODE genetics highlighted yet again 
the power of large-scale genealogies with 
matched genetic data. They reconstructed 

an ancestor’s genome by mining descendants 
for inherited genetic fragments, which they 
tested via unique genealogical analyses (11).

One critical limitation of available crowd-
sourced data is that the “crowd” is mostly 
from 15% of the worldwide population that 
comprises Europe and North America. The 
overwhelming majority of DTC genetic test-
ing customers are from these regions, as 
are 85% of the profiles in the Kaplanis et 

al. study. Partly due to local laws and con-
sent, the potential unleashed by integrat-
ing worldwide diversity should provide an 
incentive to overcome these obstacles. An-
other shortcoming is the underutilization of 
the X chromosome by DTC genetic compa-
nies for both customer services and medical 
research (12). Its inclusion via newly devel-
oped analytical methods may improve these 
and, importantly, provide a key step toward 
closing the gender disparity in disease diag-
nosis and treatment (12). 

The era of precision medicine heralds a 
greater potential for crowdsourcing, with 
distinct opportunities when familial, genetic, 
and medical data are integrated. Funding de-
tails of large-scale endeavors such as the U.S. 
National Institutes of Health All of Us pro-
gram have put an effective price tag on the 
recruitment of each participant, their genetic 
data, and medical records. Recently founded 
companies, in turn, are attempting to resur-
rect the option for participants to lease their 
data to researchers. This may increase the po-
tential for research based on crowdsourced, 
although not fully crowdfunded, data.

Beyond explosive growth of DTC genetic 
testing services (of ~16 million current cus-
tomers, almost two-thirds joined since early 
2017), whole-genome sequencing will likely 
become a cost-effective DTC choice within 2 
to 3 years. This will enable tracing, and flag-
ging of potentially harmful, de novo muta-
tions in families and allow crowdsourced 
genetic research to more substantially ad-
vance disease risk prediction, diagnosis, 
and treatment.

Although many fields make use of crowd-
sourcing, none is better positioned, since all 
7.5 billion of us have a genealogy, DNA, traits, 
and medical information to share. j
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Original attempts to fabri-

cate graphene nanoribbons 

and nanoporous graphene for 

device studies relied on top-

down approaches, in which the 

structures were directly etched 

from graphene (see the figure). 

Nanoribbons were fabricated 

by using electron-beam lithog-

raphy (5), whereas nanoporous 

graphenes were patterned us-

ing self-assembled etch masks 

(6, 7). However, to open band 

gaps of ~1 eV (comparable to 

that in silicon, a conventional 

semiconductor material), the 

feature sizes in graphene na-

noribbons and nanoporous 

graphenes should be less than 

2 nm (3, 4). This is beyond the 

structural resolution of top-

down approaches.

In 2010, Cai et al., showed 

that very narrow graphene na-

noribbons can be made with 

atomic precision by a bottom-

up approach from smaller mo-

lecular building blocks, such 

as DBBA (10,109-dibromo-9,99-

bianthracene) molecules (8) 

(see the figure). When DBBA is 

sublimed onto a single crystal 

Au(111) substrate under ultra-

high vacuum (UHV) conditions 

at about 200°C, the molecules 

couple into linear polymer 

chains. Upon further anneal-

ing to about 400°C, the chains 

planarize, producing graphene 

nanoribbons. Cai et al. showed 

that other halogenated polycyclic aromatic 

hydrocarbon precursors can engage in simi-

lar on-surface reactions, producing a large 

variety of graphene nanoribbons with dif-

ferent structural parameters (8).

Moreno et al. now report that nanopo-

rous graphenes can also be prepared by a 

bottom-up approach through on-surface 

coupling of specially designed halogenated 

molecular precursors on a single crystal 

Au(111) surface (see the figure). It was previ-

ously demonstrated that when straight gra-

phene nanoribbons are produced on Au(111) 

at high coverage, they start fusing together 

to form wider but still straight ribbons (9). 

For example, the nanoribbon shown in the 

figure is N = 7 carbon atoms wide, and their 

parallel fusing can result in wider nanorib-

bons with N = 14, 21, etc. But what if the 

original nanoribbons are not straight?

Moreno et al. designed a new nanorib-

bon precursor that is closely related to the 

DBBA monomer (see the figure). When the 

resulting diphenyl-substituted DBBA (DP-

DBBA) is sublimed on Au(111) substrate in 

UHV, similar to DBBA, the molecules first 

polymerize at about 200°C and then form 

graphene nanoribbons at about 400°C. 

However, because of the nonuniform width 

of the resulting ribbons, their fusion during 

the additional annealing at 450°C produces 

graphene nanostructures with nanoscopic 

holes (see the figure). Spectroscopic studies 

revealed that the resulting nanoporous gra-

phene has a highly anisotropic electronic 

structure with a band gap of about 1 eV.

Some previous studies also used a bottom-

up strategy to prepare nanoporous graphenes 

based on polyphenylene units through sur-

face-assisted coupling of halogenated molec-

ular building blocks (10, 11). Other authors 

have also fused chevron-shaped graphene 

nanoribbons to form nanoscale graphene 

pores (12). However, Moreno et al. go further 

by showing that their nanoporous graphenes 

can be transferred to a dielectric substrate 

for the fabrication of transistors with high 

on-off ratios. Device characterization of 

graphene nanoribbons remains 

extremely challenging because 

of their relatively short length 

(typically <50 nm), the necessity 

of accurate alignment relative to 

the device structure, and high 

contact resistances; in studies of 

electrical properties of nanorib-

bons the yield of working de-

vices is often rather low (13). By 

contrast, Moreno et al.’s nano-

porous graphenes form larger 

electrically conducting domains, 

from which devices for electrical 

property measurements could 

be produced at an impressive 

~75% yield.

Moreno et al.’s study opens 

numerous avenues for research 

in different disciplines. It will 

likely stimulate chemists to de-

velop new molecular precursors 

for nanoporous graphenes with 

various combinations of struc-

tural parameters (size, geometry 

and arrangement of pores).  One 

possibility for improvement of 

the reported nanoporous gra-

phene design is the absence of 

long-range order in the direction 

perpendicular to the nanoribbon 

chains. Future studies may yield 

such order in new kinds of nano-

porous graphene  with complete 

atomic precision. The complex, 

highly anisotropic structure of 

nanoporous graphenes may also 

be of great interest for spec-

troscopic studies. The author’s 

demonstration of high-yield 

fabrication of nanoporous graphene–based 

electronic devices should stimulate further 

nanoscale transport measurements. Finally, 

graphene nanostructures with nanoscopic 

pores may be of interest for applications such 

as separation, sensing, and potentially even 

DNA sequencing. j
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Two ways to make nanostructured graphene
Graphene nanoribbons and nanoporous graphene can be made by top-down
or bottom-up approaches. Top-down approaches involve patterning and
etching of graphene sheets, but the feature sizes of the resulting structures are 
too large for device applications that require a band gap. Bottom-up assembly 
from molecular precursors can overcome this limitation, as shown by Moreno 
et al.for nanoporous graphene.
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By John Preskill

S
tephen William Hawking died on 14 

March (Albert Einstein’s birthday) at 

the age of 76 after decades of battling 

the incurable disease amyotrophic lat-

eral sclerosis (ALS). His early scientific 

work transformed our understanding 

of general relativity, Einstein’s theory of gravi-

tation. Later in life, Stephen became an im-

mensely successful popularizer of science; his 

courage and high spirits in the face of his dis-

ability inspired millions. Stephen Hawking’s 

achievements as a scientist, communicator, 

and public figure were commensu-

rate with his great fame. 

Stephen was born in Oxford on 8 

January 1942 (which, as he enjoyed 

pointing out, was the 300th anniver-

sary of Galileo’s death) and entered 

the University of Oxford in 1959. Al-

though his mathematical aptitude 

was quickly recognized, Stephen 

was not a diligent student, and his 

performance was lackluster. None-

theless, he graduated in 1962 with a 

bachelor’s degree in natural sciences. 

Soon after beginning doctoral studies 

at the University of Cambridge, where 

he joined the research group of physi-

cist Dennis Sciama, Stephen was 

diagnosed with ALS. Although ter-

minal, the disease progressed more 

slowly than anticipated, and with 

Sciama’s encouragement, Stephen fo-

cused on research with newfound de-

termination, completing his Ph.D. in 1965. He 

remained at Cambridge for the rest of his ca-

reer, confounding expectations by surviving 

for 55 years after his initial diagnosis. From 

1979 until 2009, Stephen was the Lucasian 

Professor of Mathematics at Cambridge, fol-

lowing in the footsteps of Isaac Newton, Paul 

Dirac, and other scientific luminaries. He re-

mained scientifically active until his death. 

Stephen’s scientific career divides naturally 

into two phases, which could be called his 

classical gravity phase and his quantum grav-

ity phase. During his classical phase, one of 

his early achievements was proving that time 

had a beginning—that the laws of physics as 

we now understand them must have broken 

down very early in the history of the uni-

verse, at the Big Bang. Stephen also greatly 

advanced our understanding of black holes, 

where gravitational forces are so strong that 

time comes to an end; in particular, he discov-

ered and elucidated a deep analogy between 

classical black holes and thermodynamics. 

Stephen’s pivot from classical to quantum 

gravity was precipitated by his greatest sci-

entific achievement, which shook the world 

of physics in 1974. According to Einstein’s 

theory, nothing, including light, can escape 

from inside a black hole, which explains why 

it’s black. But Stephen found that black holes 

are not really completely black. Instead, due 

to the subtle consequences of quantum phys-

ics, they emit what we now call Hawking 

radiation. He computed the temperature of 

a radiating black hole, and derived a beau-

tiful formula for its entropy, validating and 

refining an earlier conjecture by theoretical 

physicist Jacob Bekenstein (which Stephen 

had hoped to refute). A major milestone in 

the history of science, the theory of Hawking 

radiation established a profound connection 

among gravitation, quantum physics, and 

information science, which still guides the 

ongoing search for a more complete theory 

of quantum gravity. Stephen’s subsequent 

research focused on that quest, emphasizing 

the role of quantum physics in the origin and 

early history of the universe. 

Although his scientific accomplishments 

alone would suffice to ensure an enduring 

legacy, Stephen Hawking also became one 

of the world’s most successful science com-

municators. Stephen firmly believed that the 

quest for a complete theory of the universe 

should be accessible to everyone, at least in 

broad principle, not just to a few special-

ists. That conviction drove him to write 

A Brief History of Time. Whereas other sci-

entists have tried to write books for lay read-

ers, Stephen earned tenure on the New York 

Times best seller list, thanks in part to that 

ingenious title. The book sold more than 10 

million copies and was translated into dozens 

of languages. Its extraordinary success led to 

more books, including a series for children, 

which Stephen coauthored with his daughter 

Lucy.

Stephen achieved scientific greatness 

despite a severe physical disability, while 

displaying a zest for life and buoyant sense 

of humor that seemed miraculous under 

the circumstances. People rooted for Ste-

phen, and he appreciated having 

millions of fans. 

I first got to know Stephen at a 

1982 workshop in Cambridge, but we 

became closer after he began making 

regular visits to the California Insti-

tute of Technology in 1991. Stephen 

was fun to be with; we could always 

make each other laugh, and he en-

joyed being treated irreverently. In 

the middle of a scientific discussion, 

I could interject, “And what makes 

you so sure of that, Mr. Know-It-All?” 

knowing that Stephen would respond 

with his eyes twinkling: “Wanna bet?”

With our friend Kip Thorne, we 

made some of those bets “official,” 

and we were all taken aback by how 

much attention they received. Ste-

phen conceded our most famous bet 

(regarding whether black holes de-

stroy information) in 2004, before an 

audience in Dublin of 700 scientists and at 

least 50 reporters from print and electronic 

media. To pay his debt, he presented me with 

Total Baseball: The Ultimate Baseball Ency-

clopedia. You can’t buy one of those in Ire-

land, so Stephen’s assistant had arranged to 

have it shipped overnight. Not knowing what 

else to do, I held the book over my head as 

though I had just won the Wimbledon final, 

while what seemed like a million flashbulbs 

popped to record the moment. 

We made bets for fun, but physicists pas-

sionately care about the scientific issues 

in question, founded on some of Stephen’s 

most far-reaching contributions. Combining 

extraordinary depth of thought with an ir-

repressible sense of play—that’s what I’ll re-

member best about Stephen Hawking. j

10.1126/science.aat6775
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Stephen Hawking (1942–2018)
The world’s best-known scientist richly deserved his fame
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By Judith Kimble1,2

S
ir John Sulston, a pivotal figure in the 

Human Genome Project, died on 6 

March 2018. He was 75. His extraor-

dinary ability to tackle and solve bio-

logical problems of immense scale and 

vision, coupled with his lifelong com-

mitment to ethics, shaped the Caenorhab-

ditis elegans nematode and human genome 

communities. Sulston shared the 2002 Nobel 

Prize in Physiology or Medicine for discover-

ies in organ development and programmed 

cell death. In addition to his earlier work, 

Sulston will be remembered for leading the 

British effort to sequence the human genome 

and defending free access to the data. 

Born in Buckinghamshire in 1942, Sulston 

described his young self as a mechanically 

minded artisan who preferred science to 

sport. As an adult, he combined those arti-

san’s gifts of design and creation with vision 

and hard work. He received his B.A. in natu-

ral sciences in 1963 from Pembroke College, 

Cambridge, UK, and his Ph.D. in Chemistry 

in 1966 from the University of Cambridge. 

After a brief postdoctoral fellowship at the 

Salk Institute in California, he returned to 

Cambridge and took a position at the Medical 

Research Council Laboratory of Molecular 

Biology (MRC LMB). In 1992, Sulston became 

director of the Sanger Centre. After stepping 

down in 2000, he continued to devote him-

self to pressing societal issues. 

John Sulston first touched my life through 

a 1975 letter to my graduate adviser detailing 

his unpublished method to glean cell-lineage 

data from living nematodes. John had discov-

ered that, by looking through a microscope, 

he could see not only each cell division but 

also the fate of each daughter cell, including 

its movement and differentiation. We were 

working on an organ peripheral to John’s in-

terests, and he suggested we use his method 

to determine its cell lineage. That generos-

ity decided my Ph.D. project. I met John in 

1977 at a C. elegans workshop. Already a ma-

jor player because of his pioneering lineage 

work, John opted to present a poster. Aston-

ishingly, the “poster” was just a 35-mm slide 

of the postembryonic lineage taped to a win-

dow! He wanted viewers to discuss concepts 

rather than data details, a decision some 

considered quirky but others like me found 

refreshingly focused on the larger picture. 

John’s intense commitment to pushing 

the limits of scientific frontiers, along with 

his approachability and easy-going nature, 

convinced me to do postdoctoral research 

with him at the MRC LMB. His 1976 lineage 

publication had reported reproducible cell 

deaths, paving the way for C. elegans studies 

to dissect the regulation of programmed cell 

death. Soon after I arrived at LMB in 1978, 

John sequestered himself to decipher the em-

bryonic lineage. He sat in a darkened room 

each day for about 12 hours, time for the cells 

of an early embryo to transform themselves 

into a wriggling worm. Normally charismatic 

and social, John tackled each day of solitude 

with renewed drive to track each division 

and daughter cell as it assumed its role in 

the developing embryo. After more than a 

year, John finished his work, connecting the 

embryonic and postembryonic lineages to 

generate the first complete developmental 

map of a metazoan. This feat laid the founda-

tion for the now-burgeoning C. elegans field, 

which has revealed secrets applicable to all 

animals, including human health and cancer. 

With his first megaproject complete, John 

settled on his next visionary idea: generating 

a physical map of the C. elegans genome. The 

scope of this effort was immense, but John 

understood the genome’s significance as a 

path to molecular understanding. His first 

step, in 1982, established methods to break 

the genome into bits and assemble a map 

from its pieces. Ever generous, he made map 

fragments publicly available soon after as-

sembly and long before publication, catapult-

ing a host of molecular studies. 

With the advent of DNA sequencing, John’s 

vision broadened to the Human Genome 

Project. As director of the Sanger Centre, 

he led a large and talented team to improve 

methods, produce enormous quantities of 

data, and computationally analyze sequences 

of the worm and then the human genome. 

Throughout this time, John worked at the 

bench, devising new methods to sequence 

seemingly impossible parts of the C. elegans 

genome, which was published in 1998 as the 

first complete metazoan genome sequence. 

John’s greatest challenge came when 

Celera Genomics set out to sequence the hu-

man genome and patent its contents. The 

idea that a private company might sequence 

the human genome for profit and prevent 

free access to the scientific community was 

anathema to John. Given the enormous im-

plications of the human genome for human 

health, he considered free access nonnegotia-

ble. For the first time in his life, John became 

the center of controversy, but his heroic ef-

forts kept the human, mouse, and now many 

other genomes in the public domain, as de-

scribed in his book, The Common Thread. 

In 2001, after stepping down as Sanger 

director, John reluctantly accepted an invi-

tation to be knighted after being convinced 

that the recognition benefited science. He 

next was awarded a Nobel Prize in 2002. He 

then threw himself into his work as chair of 

the Institute for Science, Ethics, and Inno-

vation at the University of Manchester and 

chair of a Royal Society task force to assess 

the effects of increasing human population 

on human health and the environment.

John and his wife, Daphne—inseparable 

for more than 50 years—raised two children, 

Ingrid and Adrian. As his first postdoc, I was 

included in family cycling outings and visits 

to his home, which was cluttered yet com-

fortable in classical English style. Each No-

vember, John invited the lab to celebrate Guy 

Fawkes Night, with glowing lanterns hung 

around their garden and a roaring bonfire. 

John Sulston and his wonderfully generous 

and humble spirit will be sorely missed. j

10.1126/science.aat6705
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By S. K. Shah,1 J. Kimmelman,2 A. D. 

Lyerly,3 H. F. Lynch,4 F. G. Miller,5 

R. Palacios,6 C. A. Pardo,7 C. Zorrilla8

T
wo critical, recurring questions can 

arise in many areas of research with 

human subjects but are poorly ad-

dressed in much existing research 

regulation and ethics oversight: How 

should research risks to “bystanders” 

be addressed? And how should research be 

evaluated when risks are substantial but 

not offset by direct benefit to participants, 

and the benefit to society (“social value”) is 

context-dependent? We encountered these 

issues while serving on a multidisciplinary, 

independent expert panel charged with ad-

dressing whether human challenge trials 

(HCTs) in which healthy volunteers would 

be deliberately infected with Zika virus 

could be ethically justified (1). Based on our 

experience on that panel, which concluded 

that there was insufficient value to justify a 

Zika HCT at the time of our report, we pro-

pose a new review mechanism to preemp-

tively address issues of bystander risk and 

contingent social value. 

BYSTANDER RISKS

A Zika HCT would pose risks to bystanders 

not enrolled in the study because subjects 

could transmit the virus through sexual ac-

tivity, pregnancy, mosquito vectors, or other 

unknown ways (2). Zika HCTs are not the 

only type of research involving bystander 

risk. Dual-use research, such as research on 

avian influenza that could be used to make 

biological weapons, could harm bystanders. 

HIV cure trials that withdraw antiretrovirals 

to study new treatments can place subjects’ 

sexual partners at risk of HIV infection (3). 

Experimental mitochondrial replacement 

techniques can affect future children (4).

There are some, albeit incomplete, protec-

tions for certain types of bystanders. In dual-

use research, bystander risk is addressed 

by institutional biosafety committees and, 

in the United States, by the National Safety 

Advisory Board for Biosecurity (NSABB). 

Many countries have regulations on research 

involving pregnancy and reproduction. For 

research that can harm identifiable commu-

nities by generating data that could cause 

stigma or contradict cultural beliefs, com-

munity consultation can help address group 

harm, although this may be difficult to imple-

ment for fragmented communities (5).

However, there is no clear or systematic 

mechanism for protecting bystanders from 

research risks arising through sexual or en-

vironmental transmission. These types of 

bystanders are generally not attended to in 

research regulations, international ethics 

guidance, and institutional review board 

(IRB) deliberations because they are not “hu-

man subjects”—researchers do not directly 

intervene or interact with them, or collect 

their identifiable data (6). IRBs are instructed 

only to consider risks to subjects, and be-

cause “possible long-range effects” should not 

be considered, it is unclear whether existing 

regulations permit IRBs to address bystander 

risk (7). A U.S. Institute of Medicine report 

merely instructs investigators that they may 

have ethical obligations to anticipate and 

plan to address bystander risks that are “fore-

seeable and significant” (8). 

It is important to protect all research by-

standers because they may be unable to 

protect themselves; obtaining their consent 

might be impossible in some cases and prob-

lematic in others. For example, Zika HCT 

participants might choose sexual partners 

spontaneously or anonymously, precluding 

advance consent from all at-risk bystanders. 

Some studies might expose large numbers of 

bystanders to risk of environmental trans-

mission, rendering consent infeasible. One 

approach might be to inform participants 

about risks to bystanders in consent forms. 

Yet researchers cannot simply pass their 

responsibilities on to subjects who lack ac-

countability to inform and protect others. 

Unfortunately, researchers or IRBs at-

tempting to address bystander risks will 

find no consensus on or framework for de-

termining when bystander risks are ethically 

and legally justifiable (6). For instance, an 

individual could be infected with Zika virus 

from an HCT participant, and then become 

pregnant. This risk could be mitigated but 

not eliminated. How high of a chance of 

bystander harm should be tolerated? How 

should direct conflicts between the interests 

of participants and bystanders be resolved?

IRBs are not well-suited to consider these 

issues. IRBs are explicitly charged with pro-

tecting participants’ welfare and liberty, but 

lack a mandate to protect bystanders. They 

may also be reluctant to address such unset-

tled ethical issues (9). Public trust is critical 

to biomedical research, and the public often 

reacts strongly when researchers or institu-

tions impose risks on individuals—even if 

risks of similar magnitude are already natu-

rally present (10). Taking steps to protect by-

standers may help avoid public outcry in the 

event that bystanders are harmed. 

SUBSTANTIAL RISK, CONTINGENT VALUE 

In addition to bystander risk, Zika HCTs 

pose risk of potentially long-term harms to 

participants (11), and substantial uncertainty 

about the level of risk. That HCT researchers 

RESEARCH ETHICS

Bystander risk, social value,
and ethics of human research
Contentious risks demand a new approach 
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A lab worker exposes his arm to Aedes aegypti 
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deliberately induce pathology in otherwise 

healthy people may be hard for the public to 

understand, even if ethically justifiable (12). 

When direct benefits cannot justify the risks 

participants face, the risks must be weighed 

against potential social value. Zika HCTs 

therefore needed an especially high social 

value to justify the risks, but measuring this 

value was challenging because it hinged on 

several factors external to the research.

The panel deliberated about whether re-

sults from Zika HCTs were likely to meaning-

fully contribute to Zika vaccine research. This 

required considering evidence about active or 

planned research trajectories for candidate 

vaccines from regulators and researchers. 

HCTs are not part of the standard require-

ments for regulatory approval to license and 

market new vaccines, so the extent to which 

regulators would be willing to rely on them 

was unclear. We assessed whether the results 

from proposed research would alter the re-

search trajectory in some critical way and 

whether the epidemiology would continue to 

make field testing possible and necessary. 

Addressing highly contingent social value 

is a persistent ethical challenge, with some 

clear (if not exhaustive) examples. When the 

Ebola epidemic was ongoing and different 

studies sought to test many interventions in 

the same population, the value of particular 

trials was relative to the alternatives and de-

pended on outcomes of others in a way that 

was difficult to predict and stage (13). Bio-

terrorism countermeasure studies, such as 

anthrax vaccine studies, need to be relevant 

to current threats in order to have social 

value, but the probability of an attack is hard 

to assess. Some have argued that trials with 

highly uncertain risk, innovative designs, and 

broader policy implications (e.g., repeated 

transplantation of neural stem cells) require 

a new approach to ethics review (14).

Our current system is ill-equipped to han-

dle this challenge. Many studies may not re-

quire exacting judgments about social value, 

but if the risks are contentious, precision be-

comes more important. IRBs review one pro-

tocol at a time and lack both the capacity and 

mandate to gather evidence to contextualize 

each individual protocol. Decisions made 

by individual IRBs may also be inconsistent 

with each other, causing unfairness and con-

fusion. The type of programmatic assessment 

done by the Zika HCT ethics panel, in con-

trast, required forecasting the trajectory of 

the Zika vaccine research program and evo-

lution of the epidemic. Such information may 

be necessary to determine whether a study 

contributes to a broader research program, 

and thus has adequate social value, rather 

than duplicating effort or generating results 

that will not be integrated into a path toward 

development or application. 

A MORE COMPREHENSIVE APPROACH 

The type of review provided by the Zika HCT 

ethics panel was an important response to an 

evolving research ethics landscape where the 

status quo was insufficient. IRBs tasked pri-

marily with protecting individual subjects in 

individual protocols are not the right bodies 

to address programmatic issues we identified. 

We therefore propose that agencies fund-

ing biomedical research establish databases 

of reviewers qualified to serve on ad hoc 

Comprehensive Ethics Review Committees 

(CERCs). CERCs should involve ethicists, 

policy experts, clinicians, patient represen-

tatives, and scientists, supplementing with 

subject matter expertise and/or community 

input as needed. They should conduct proac-

tive review of research programs (e.g., all pro-

posed projects involving a new study design 

in a particular disease area) and have at least 

two clear triggers for activation: (i) substan-

tial risk to bystanders who cannot protect 

themselves, and (ii) research with conten-

tious risk and highly contingent social value. 

CERCs should be activated by members of 

funding agencies and their reviewers, and 

have jurisdiction primarily over projects sub-

mitted to a particular agency, but also made 

available to IRBs or researchers. 

To illustrate how CERCs could fill impor-

tant gaps in the current research oversight 

system, consider how the Zika HCT ethics 

panel engaged with the bioethics literature, 

ensured its members had expertise in rel-

evant ethical and scientific areas, consulted 

with other experts, and gathered additional 

evidence. This went far beyond what a typical 

IRB could reasonably accomplish, and would 

be duplicative and taxing if marshalled at ev-

ery institution facing similar questions. 

We assessed the acceptability of bystander 

risks by comparing their likelihood and mag-

nitude to data on adverse events from similar 

trials that are generally viewed as ethically ac-

ceptable (e.g., phase 1 drug trials with healthy 

volunteers, malaria HCTs). We noted that key 

uncertainties about Zika virus transmission 

might resolve, and protections to avoid the 

most serious consequences for bystanders 

could then be developed. We therefore pro-

posed high-priority research questions iden-

tifying the duration of infectivity and modes 

of transmission associated with Zika virus to 

be addressed in advance of a Zika HCT. 

To assess highly contingent social value, 

the panel was empowered to gather evidence 

about active or planned research trajectories 

for various candidate vaccines from regula-

tors and researchers, and were not confident 

that results from proposed Zika HCTs were 

likely to be harnessed in a useful way. To un-

derscore the contingent nature of this judg-

ment, circumstances have changed in the 

past year. Field trials of Zika vaccines have 

become difficult as ongoing outbreaks are 

unpredictable or short-lived, yet the threat 

of future (and larger) outbreaks has not gone 

away (15). Zika HCTs may become the only 

way to prioritize vaccine candidates, giving 

them clear and considerable social value. 

Some may object that generalizing and 

institutionalizing this approach could slow 

valuable research by adding an additional 

layer for review. However, embedding this 

process within funding agencies could pre-

empt ethical problems that might otherwise 

stymie research. Concerns that CERCs might 

suffer from “mission creep” could be coun-

tered by establishing clear charters and trig-

gers for deploying CERCs. Unlike IRBs, their 

opinions should be publicly available to pro-

vide precedent for future research programs 

or for IRBs evaluating particular protocols at 

a later date. CERCs should work with existing 

review bodies, such as by referring dual-use 

issues to the NSABB or sending protocols not 

requiring heightened scrutiny back to IRBs 

for standard research review. Using CERCs 

to proactively address these critical ethical is-

sues may signal a commitment to ethical re-

search to policy-makers and the public, which 

could redound to the benefit of researchers 

through future funding and support. j
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M
etal-excreting pigeons, pigeon-

eating catfish, cigarette-wielding 

sparrows, soprano-voiced great 

tits: The modern city is a fantas-

tical menagerie of the odd and 

unexpected. Through a 

series of 20 short but connected 

chapters that mix natural history 

vignettes, interviews with vision-

ary scientists, and visits to child-

hood haunts, science journalist 

and biology professor Menno 

Schilthuizen introduces readers 

to the striking facts of ongoing 

urban evolution in Darwin Comes 

to Town. But while the prose 

may be playful (“Cut to the Hol-

lywood bobcats”), the underlying 

message may cause discomfort.

Two cross-cutting ideas per-

meate the book. The first is the notion 

of rampaging sameness. Because we are 

incessant, but messy, busybodies, Schil-

thuizen argues, we scatter species across 

countries and continents. And we move 

most among cities. 

The author does a fine job of convey-

ing this urban sameness when describing 

a scene along an estuary in Singapore: 

the house crows and the mynas feeding in 

the cow grass, the apple snails laying eggs 

among the mimosa, the red-eared slider 

turtles dipping into the water, and the pea-

cock bass breaking the surface for 

a gulp of air. Every one of the spe-

cies he describes is a non-native, 

every one is found in countless 

other cities the world over, and 

every one is at home in its new 

habitat. Schilthuizen has even 

borrowed a name from parasitol-

ogy for them: anthropophiles. 

 And the reason for this biologi-

cal sameness is urban sameness. 

Cities around the world produce 

the same sorts of garbage and the 

same sorts of noise, house the 

same sorts of skyscrapers, and 

produce the same fragmented landscapes. 

They can even generate the same sort of 

weather via particulate pollution and the 

heat-island effect. 

The book’s second major theme is that 

rapid change is an enduring part of the 

urban environment. Urban plants and ani-

mals evolve and adapt to their novel sur-

roundings at remarkable speed. The city 

pigeons’ darker, more melanic feathers, 

for example, sequester poisonous metals; 

the great tit’s new soprano notes are better 

heard above the city din; and city moths 

in Europe have become less attracted to 

deadly artificial lights. 

Indeed, the realization that adaptive evo-

lutionary change occurring on human time 

scales in multicellular species is common, 

rather than rare, is both fairly new and 

fairly profound. The ubiquity of the phe-

nomenon has even given rise to a new field 

known as eco-evolutionary dynamics (1). 

It is now clear that adaptation can be 

so fast as to affect the very environment 

that sets the stage for those adaptations, 

leading to possible merry-go-rounds of 

organism-environment-organism changes 

through time. The implications of this are 

still not fully known, but it’s safe to assume 

that this is not what Darwin envisioned 

from his seat in the Kent countryside. (Per-

haps he should have come up to the city 

more often.)

The fact that urban evolution is surpris-

ingly fast also supports one of the radical 

ideas promulgated at the very end of this 

book: a vision of a city engineered to en-

courage the continued adaptive evolution 

of other species. We could, Schilthuizen ar-

gues, become evolution engineers, promot-

ing the evolution of traits that will stand 

both us and our anthropophiles in good 

stead, such as using thriving non-native 

plants to populate green roofs or actively 

suppressing genetic mixing. As lineages 

continue to evolve, we can reengineer their 

environments as needed.

A project of engineering urban evolution 

is likely to pique interest, discussion, and 

perhaps even directed research. But this is 

clearly a view of nature that is more Abu 

Dhabi than Amazon rainforest, more engi-

neering than awe. 

Schilthuizen tacitly acknowledges that 

we have bent Earth to our bidding and that 

the rest of its inhabitants will either adapt 

or perish. This is undoubtedly true (2). But 

his view of the future replaces a nature 

where we decidedly do not meddle (3) with 

one where we decidedly do. For some, this 

will seem the very opposite of natural. And 

that dissonance may put a sting in an oth-

erwise fascinating tale. j 
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EVOLUTIONARY BIOLOGY 

By Arne Mooers

Adapting to life in the big city

Dark pigments in a pigeon’s feathers may help it 

sequester toxic metals in polluted cities.

Darwin Comes 

to Town

How the Urban Jungle 

Drives Evolution

Menno Schilthuizen
Picador, 2018. 304 pp.
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To thrive in rapidly changing urban areas, plants and 
animals are evolving at astonishing rates
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W
ritten by Kevin Bailey, a marine 

fisheries biologist, Fishing Les-

sons is a small book with an ur-

gent plea for readers, seafood 

consumers, and society in general 

to pay more attention to the chal-

lenges faced by artisanal fisheries, where 

much of the fish used for human 

consumption is caught. Although 

definitions vary among countries, 

artisanal fishers usually rely on 

small, owner-operated boats of 

less than 12 meters and deploy in 

coastal waters a variety of gears 

to catch fish for local sale rather 

than for their own consumption.

Bailey faces a daunting task 

from the start, as the premise 

that artisanal fisheries contrib-

ute substantially to food secu-

rity, particularly in developing 

countries, is difficult to prove 

with the most commonly used 

data set. The global fisheries catch statistics 

that the Food and Agriculture Organization 

(FAO) compiles, harmonizes, and dissemi-

nates do not distinguish between fisheries 

sectors, meaning that data from large-scale 

commercial operations can obscure the role 

played by smaller operations. 

Yet artisanal and subsistence fisheries 

generate about one-third to one-half of the 

total global catch that is used for direct hu-

man consumption, as assessed by catch re-

constructions for all maritime countries of 

the world (1). (Industrial fisheries discard 

10% of their catch and send another 30% to 

be processed as animal feed.)

Using case studies from Italy, Chile, east-

ern Canada, the west coast of the United 

States, and the Brazilian Amazon, Bailey in-

troduces us to the challenges faced by arti-

sanal fisheries. These include dwindling fish 

populations as large-scale industrial vessels 

move in and take “all the fish” and a lack 

of governance systems that would provide 

small fisheries a measure of control over the 

coastal resources that are accessible to them.

In the Amazon, where Bailey examines 

the harvesting practices surrounding the 

“arapaima”—a giant air-breathing fish—the 

threat to artisanal fisheries is not industrial 

fishing but industrial aquaculture. Such 

ventures are able to deliver preplanned and 

preordered quantities to international mar-

kets, thus marginalizing the value of cap-

ture fisheries. 

Contrary to the author’s suggestion that 

arapaima are “easy prey for hunters,” they 

are, in fact, extremely difficult to 

harpoon. To do so effectively re-

quires years of training. As such, 

the potential loss of traditional 

fisheries represents a cultural 

loss as well.

However, the biggest challenges 

for artisanal fisheries—at least in 

the highly developed areas such 

as the United States, Canada, and 

Europe—are explicit government 

policies that seek to privatize ac-

cess to what, until recently, were 

public goods: the fish resources of 

the coastal seas. These policies are 

structured such that governments 

distribute quotas—called catch shares—to 

fisheries based on their previous catch his-

tory, which means that owners of large fleets 

get the lion’s share. Such inequality, which 

is aggravated by the fact that the shares are 

tradable, gives large-scale fisheries access to 

a fixed fraction of the total allowable catch 

(TAC), as determined by a science-based 

management agency, in perpetuity. 

Bailey correctly points out that such poli-

cies invariably lead to the quotas or shares 

being concentrated in the hands of a few in-

dustrial fleet operators, with formerly inde-

pendent owner-operators (mostly artisanal 

in nature) having few options but to work 

as hired crew on the quota owners’ vessels. 

The seeming intractability of this problem 

explains the melancholic tone of the book, 

much of which is dedicated to describing 

the vanishing of coastal fishing cultures. 

However, Bailey also describes some 

positive developments, including the 

emergence of community-based artisanal 

fisheries, where members pay in advance 

for certain quantities of fresh fish. Such 

ventures enable artisanal fishers to pur-

chase supplies for a fishing season and 

to later deliver high-quality fresh fish at 

lower prices than through conventional 

outlets. This provides livelihood security 

for the artisanal fishers and assurance of 

good-quality fresh seafood supply for the 

communities involved.

There are several small errors through-

out the book (e.g., the main shellfish 

caught in Chile—the “loco”—is sold in in-

ternational markets, not local ones), which 

would have merited better editing. How-

ever, overall, Fishing Lessons makes a good 

case for abandoning current practices and 

policies that marginalize artisanal fisher-

ies and disrupt fishing jobs and communi-

ties all over the world. j
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Fishermen in Nungwi, Tanzania, prepare to set out to sea.
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Editor’s note
In her Working Life piece “Instagram won’t solve inequality” (16 March, p. 1294), 

Meghan Wright examined why she feels conflicted reading #scicomm Instagram 

posts by fellow women scientists. She explained that she recognizes the good they 

can do, yet it seems unfair that such scientists must devote time to social media 

outreach to combat systemic inequities. So, she has decided that she prefers to 

separate her social media use from her scientific activities. Wright named a social 

media role model at her university—the Science Sam Instagram account run by 

Samantha Yammine—before detailing why she did not want to participate in 

this kind of outreach. Although she intended to use Science Sam as an example 

of social media success, Wright’s critical comments about such outreach were 

interpreted by some as a sexist and mean-spirited personal attack on Samantha 

Yammine in particular and women science communicators in general. In this 

section, Samantha Yammine and colleagues describe the power of social media, 

the 500 Women Scientists organization responds to the Working Life article, and 

two scientists recognized by AAAS (the publisher of Science) for public engagement 

discuss how outreach and institutional reform can go hand in hand. In the Online 

Buzz box, we provide several excerpts from the online eletters we received.

Jeremy Berg
Editor-in-Chief

10.1126/science. aat7935

other marginalized scientists must 

overcome as minorities in science, tech-

nology, engineering, and mathematics 

(STEM) (6), they should not be expected 

to bear the full responsibility for out-

reach—nor should they be penalized 

for choosing to do this work. Diversity 

among communicators should be 

encouraged because multiple styles and 

approaches of science communication 

can make science more accessible and 

relatable to more people, including those 

who may not otherwise seek STEM edu-

cation. Selfies on Instagram are optional, 

but they receive 38% more engagement 

than pictures without a face (7), enabling 

open dialogue with broad audiences in 

an effectively personal manner. Further 

research can determine whether shar-

ing selfies from a research setting helps 

confer more trust without sacrificing 

credibility, and these data will inform 

strategies for improving the public’s lack 

of trust in scientists (1, 2).

Social media serve an important role in 

the movement toward increased equity, 

diversity, and inclusion within STEM 

because it provides a widely available, 

readily accessible platform for many 

to use easily. Social media allow high-

throughput networking and exploration 

of careers, which benefits trainees who 

may otherwise lack access to professional 

development (8). Although not free from 

the bias and prejudice inherent in society, 

social media can connect diverse groups, 

enable rapid information exchange, and 

mobilize like-minded communities. 

This connectivity can allow those same 

groups to challenge tradi-

tional structures, identify 

and call out systemic 

barriers, and question 

hierarchies of power. 

Instagram, for example, 

allows for visible represen-

tation of individuals who 

are often unseen, and can 

amplify voices that may 

go unheard in traditional 

settings. Furthermore, 

increased representa-

tion of those who break 

stereotypes and are 

underrepresented creates 

a more inviting percep-

tion of STEM careers, and 

these efforts can improve 

diversity and inclusion 

in academia (9–11). For a 

diverse academic com-

munity to thrive, inclusion 

and acceptance of every 

scientist, regardless of 

Edited by Jennifer Sills

component of publicly funded research 

grants, and public engagement activities 

should have weight in merit, tenure, and 

promotion assessments. Whether scien-

tists do outreach themselves or work with 

communication and media experts, public 

engagement with science is a responsibil-

ity requiring important skills that should 

be valued accordingly.

Given the other barriers women and 

LETTERS

INSIGHTS

Social media for social 
change in science
Although we agree with M. Wright (“Insta-

gram won’t solve inequality,” Working 

Life, 16 March, p. 1294) that there are 

many systemic structures perpetuating 

the marginalization of women in science, 

we view social media as a powerful tool 

in a larger strategy to dismantle such 

structures. In addition, scientists have 

been using social media productively to 

address several other concerns in aca-

demia, including engaging with the public 

about science, increasing science literacy, 

promoting trust, exploring career options, 

networking internationally, and influenc-

ing policy. 

Strong public trust in science con-

tributes to a democratic, civil society. 

Scientists have a responsibility to engage 

effectively with society, especially when 

trust is lacking (1, 2) and scientific 

knowledge is not equitably accessible 

(3). Within academic science, much of 

this outreach is done by women (4) and 

underrepresented groups (5). Thus, not 

surprisingly, outreach has been grossly 

undervalued and sometimes demeaned. 

Instead of urging academia to stop 

celebrating this essential service, we 

should ensure sufficient compensation 

and recognition for public engagement. 

Evidence of outreach is increasingly a 
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ONLINE BUZZ

SciComm speaks
The Working Life “Instagram won’t solve 

inequality” (M. Wright, 16 March, p. 

1294) sparked a wide-ranging discus-

sion about the value and purpose of 

social media in science. Excerpts from 

readers’ reactions to the article are 

below. Read the full eletters and add 

your own at http://science.sciencemag.

org/content/359/6381/1294/

tab-e-letters.  

A selection of your thoughts:

Not every tweet, post, or YouTube video 

that happens to feature a woman sci-

ence communicator is uploaded with the 

express intent of challenging the status 

quo or systemic and institutionalized 

bias…. To assume this…fails to under-

stand the many reasons why women 

choose to communicate science to the 

public. There are indeed activists who 

constantly challenge the institutional-

ized bias favoring men, people who 

sporadically participate in collective 

events such as Women in Science day, and 

also science communicators who just hap-

pen to be women. We should applaud all of 

their efforts….

Victoria J. Forster

…Like the author, I strongly believe that 

women and other underrepresented minori-

ties in science should feel no obligation to 

take on additional emotional labor for the 

sake of educating others. I also agree that 

systemic issues of inequality will likely 

require systemic solutions to enact lasting 

change.… It is evident that the author views 

#scicomm on Instagram as a chore, but 

for some of us it is a labor of love. If build-

ing model satellites out of cake…or posing 

my dog in front of Apollo 14 moon trees…

weren’t incredibly fun, I wouldn’t be doing 

it.… Instagram has significant and largely 

untapped potential as a vehicle for science 

communication. The visual nature of the 

platform, in conjunction with the large and 

diverse userbase,…provides tremendous 

opportunity to reach nontraditional audi-

ences. I agree with the author that science 

communication must be performed in a 

manner authentic to each individual, but my 

hope is that we can continue to encour-

age each other to promote science in 

a variety of ways. Right now, we need 

#scicomm more than ever.

Beth R. Gordon

…As an early-career researcher, the 

first in my family to go to university, 

social media has provided me with 

both community and opportunities that 

would have been unimaginable without 

it. Having a window into the lives other 

academics and scientists from a range 

of backgrounds has helped me feel I 

belong and reassured me that there is 

a place in the academy for people like 

me…. At the same time, I was recently 

invited to publish a comment piece…

after an editor noticed my tweets. I have 

also found coauthors on Twitter and 

used it to keep up with recent publica-

tions and research…. I have nonetheless 

begun to limit time spent on social 

media, realizing that it…distracts me 

from important work. But the benefits 

far outweigh the limitations….

Glen Wright

10.1126/science.aat7933 
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appearance (whether conventional or not) 

is necessary.

No single post or person on social media 

should be expected to change the world, 

but social media have been instrumental 

in mobilizing grassroots political move-

ments, including those related to safety 

in education, research, and equity, such 

as the March for Our Lives, the March for 

Science, Black Lives Matter, #MeToo, and 

the Women’s March. Thus, we challenge 

the false dichotomy that use of social 

media for public engagement with science 

and working to change policy and remove 

systemic barriers to inclusion are mutu-

ally exclusive. Rather, they are intrinsically 

linked, and we need to harness the poten-

tial power of social media to create social 

change. As scientists, we must look to data 

and evidence to inform our understanding 

of the benefits and pitfalls of the use of 

social media for public outreach and policy 

change, and uphold the same rigor and 

analysis in determining what has value and 

what should be celebrated. 

Samantha Z. Yammine,1* Christine Liu,2 

Paige B. Jarreau,3,4 Imogen R. Coe5

1Department of Molecular Genetics, University of 

Toronto, Toronto, ON M5S 3E1, Canada. 2Helen Wills 

Neuroscience Institute, University of California, 

Berkeley, Berkeley, CA 97404, USA. 3LifeOmic, 

Journal editors should 
not divide scientists
We’re writing to express our disappoint-

ment at the poor judgment that led to 

the publication of “Instagram won’t solve 

inequality” (M. Wright, Working Life, 16 

March, p. 1294), which singled out and 

criticized a successful woman science 

communicator for her Instagram presence 

promoting and celebrating science. The 

editor of this piece should have ensured 

that the message focused on the issues: 

Women and underrepresented minorities 

take on a great deal of science com-

munication, mentorship, and outreach 

work without recognition or professional 

reward from their institutions. Despite 

increasing institutional pressure to com-

municate about science — whether to 

increase a university’s public profile or 

meet the National Science Foundation’s 

Broader Impact requirements — many 

institutions expect the work to be done on 

personal time without compensation or 

additional resources. Although the piece 

hinted at these systemic issues, those 

arguments were undermined when the 

editors allowed the author to criticize the 

work of another woman with an 

DA_0413Letters.indd   163 4/11/18   11:17 AM

Published by AAAS

on A
pril 15, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


unabashed tone of condescension and 

did not give the target of the comments 

an opportunity to respond.

Rather than address the roadblocks 

facing women and underrepresented 

groups in science, technology, engi-

neering, and mathematics (STEM) or 

grapple with the author’s personal 

misgivings around science communica-

tion, the piece was framed as an attack. 

The tone implied that anything beyond 

basic research is a frivolous waste of 

time, belittling meaningful approaches 

to science communication and public 

engagement. It offered a false choice 

between an authentic and relatable 

social media presence and effective 

advocacy for institutional change. The 

choice to run this inflammatory article 

demonstrates a lack of thoughtfulness on 

the editors’ part.

Pitting one woman scientist against 

another is destructive and irresponsible, 

and it perpetuates unreasonable standards 

for women and underrepresented groups 

in STEM. It is antithetical to the open, 

accessible, and inclusive future that we at 

500 Women Scientists envision for science.

Maryam Zaringhalam,* Rukmani 

Vijayaraghavan, Juniper Simonis, 

Kelly Ramirez, and Jane Zelikova, on 

behalf of 500 Women Scientists
500 Women Scientists, Boulder, CO 80303, USA.
*Corresponding author. 
Email: info@500womenscientists.org
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Efforts large and small 
speed science reform
The Working Life article “Instagram won’t 

solve inequality” (M. Wright, 16 March, p. 

1294) asserts that science outreach efforts by 

individual women cannot counteract struc-

tural inequities and that women are doing 

outreach at a cost to their own careers. We 

concur that collective action and structural 

change are needed to diversify science and 

improve meaningful science engagement 

with the public. However, when such reform 

is absent or too slow, individual efforts fill 

the vacuum and should not be condemned. 

Along with hundreds of other scientists, 

we devote time and energy to individual 

public engagement initiatives, while pushing 

for institutional reforms to support more 

scientists who wish to engage effectively. 

These reforms would provide support and 

incentives through professional recognition, 

financial and logistical resources, networks of 

support, and an inclusive culture and capac-

ity for public engagement. With support, 

more scientists could develop collabora-

tive and innovative engagement practices 

to broaden participation in science. While 

changing the culture of public engagement, 

we must similarly push to dismantle other 

structural barriers to women and minorities 

in the sciences. To accelerate these changes, 

data collection and learning networks would 

enable us to improve the effectiveness of 

our efforts to create a diverse workforce and 

tackle science-societal challenges. Individual 

action versus structural change is not an 

“either/or” question; it is a “yes, and.” 

Anne J. Jefferson1* and Melissa A. Kenney2

1Department of Geology, Kent State University, Kent, 
OH 44242, USA. 2CMNS-Earth System Science 
Interdisciplinary Center, University of Maryland, 
College Park, MD 20742, USA.
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“...when [structural change] 
is absent or too slow, 
individual efforts fill 
the vacuum...”
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(cyclic structures with an N–O 

bond) during C–N bond forma-

tion. The predictions also helped 

to guide analysis of the catalyst 

inhibition mechanism. —JSY

Science, this issue p. 186

PLANT SCIENCE

Dormancy by 
communication shutdown
Trees become dormant in winter, 

with encapsulated buds pro-

tected against harsh conditions. 

Tylewicz et al. found that, as the 

days get shorter, communication 

channels between cells in aspen 

trees shut down. The blocked 

plasmodesmata sequester the 

dormant meristems from growth 

signals. Growth-promoting C
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signals can be turned on and off 

relatively rapidly, but the closed 

plasmodesmata are not so 

nimble. Thus, despite the occa-

sional sunny day, the trees stay 

dormant until spring. —PJH

Science, this issue p. 212

NOROVIRUS

Aiding and abetting 
norovirus disease
Norovirus is highly infectious 

and usually causes transient, 

acute disease. In some indi-

viduals, norovirus persists and 

is associated with inflamma-

tory bowel disorders. While 

investigating the cell tropism for 

murine norovirus, Wilen et al. 

discovered that a rare cell type, 

QUANTUM INFORMATION

Scaling up to supremacy
Quantum information scientists 

are getting closer to building 

a quantum computer that can 

perform calculations that a 

classical computer cannot. It 

has been estimated that such 

a computer would need around 

50 qubits, but scaling up existing 

architectures to this number is 

tricky. Neill et al. explore how 

increasing the number of qubits 

from five to nine affects the 

quality of the output of their 

superconducting qubit device. If, 

as the number of qubits grows 

further, the error continues to 

increase at the same rate, a 

quantum computer with about 

60 qubits and reasonable fidelity 

Edited by Caroline Ash
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might be achievable with current 

technologies. —JS

Science, this issue p. 195

ORGANIC CHEMISTRY

A guide for catalyst 
choice in the forest
Chemists often discover reac-

tions by applying catalysts to 

a series of simple compounds. 

Tweaking those reactions to tol-

erate more structural complexity 

in pharmaceutical research is 

time-consuming. Ahneman et al. 

report that machine learning can 

help. Using a high-throughput 

data set, they trained a random 

forest algorithm to predict which 

specific palladium catalysts 

would best tolerate isoxazoles 

CARBON CYCLE  

Microbes eat rocks and
leave carbon dioxide 

T
he reaction of atmospheric 

carbon dioxide (CO2) with silicate 

rocks provides a carbon sink 

that helps counterbalance the 

release of CO2 by volcanic degas-

sing. However, some types of rocks 

contain petrogenic organic carbon, the 

oxidation of which adds CO2 to 

the atmosphere, counteracting the 

drawdown by silicates. Hemingway et 

al. present evidence from the rapidly 

eroding Central Range of Taiwan 

showing that microbes oxidize roughly 

two-thirds of the petrogenic organic 

carbon there and that the rate of 

oxidation increases with the rate of 

erosion. —HJS

Science, this issue p. 209

Microbes oxidize most of the petrogenic organic 

carbon in Taiwan’s fast-eroding Central Range.
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tuft cells, carrying the CD300lf 

receptor were the virus’s specific 

target. Tuft cells proliferate in 

response to the type 2 cytokines 

interleukin-4 and interleukin-25, 

which thereby amplify norovirus 

infection. Moreover, infected tuft 

cells are resistant to immune 

clearance. This effect may 

explain the associated persistent 

disease symptoms that humans 

can suffer. —CA

Science, this issue p. 204

METROLOGY

Refining the fine-
structure constant
The fine-structure constant, 

a, is a dimensionless con-

stant that characterizes the 

strength of the electromagnetic 

interaction between charged 

elementary particles. Related 

by four fundamental constants, 

a precise determination of a 

allows for a test of the Standard 

Model of particle physics. 

Parker et al. used matter-wave 

interferometry with a cloud of 

cesium atoms to make the most 

accurate measurement of a to 

date. Determining the value of a 

to an accuracy of better than 1 

part per billion provides an inde-

pendent method for testing the 

accuracy of quantum electrody-

namics and the Standard Model. 

It may also enable searches of 

the so-called “dark sector” for 

explanations of dark matter. 

—ISO

Science, this issue p. 191

STRUCTURAL BIOLOGY 

The RNA exosome 
captured in action 
The RNA exosome, a major RNA 

degradation machine, processes 

ribosomal RNA (rRNA) precur-

sors and is directly coupled to 

the protein synthesis machine, 

the ribosome. Using cryo–elec-

tron microscopy, Schuller et 

al. investigated the structure 

of the precursor large ribo-

somal subunit from yeast with 

unprocessed rRNA in complex 

with the RNA exosome. The 

structure captures a snapshot 

of two molecular machines 

Edited by Caroline Ash 

and Jesse Smith 
IN OTHER JOURNALS

MATERIALS SCIENCE

Silicon sheds its 
harmonicity
The widespread technological 

uses for silicon make under-

standing this element’s physical 

properties very important. Kim 

et al. performed inelastic neutron 

scattering experiments on single 

crystals of silicon to measure the 

vibrational properties up to 

1500 K. Silicon has some odd 

thermal properties at certain 

temperatures, and these experi-

ments show the need to account 

for a number of factors to explain 

the unusual thermal expansion 

transiently interacting and 

explains how the RNA exosome 

acts on an authentic physiologi-

cal substrate and remodels the 

large subunit during ribosome 

maturation. —SYM

Science, this issue p. 219

PALEONTOLOGY

Early evolution of 
insect scales
Organisms use tiny structures 

on their surfaces to produce 

striking optical effects. The wing 

scales of butterflies and moths 

exhibit some of the most diverse 

physical colors produced by 

insects, but whether they have 

always been equipped with 

photonic structures is unknown. 

Zhang et al. used fossil evidence 

to establish that these insects 

possessed color-eliciting struc-

tures at least 130 million years 

earlier than previously thought. 

They determined the ultrastruc-

ture of wing scales from Jurassic 

Lepidoptera and mid-Cretaceous 

Tarachoptera. They then used 

optical modeling to reconstruct 

the colors that these features 

would produce. —PJB

Sci. Adv. 10.1126/

sciadv.1700988 (2018).

HIV

Zooming in on human 
lymph nodes
Follicular helper T cells (T

FH
) 

play an essential role in shap-

ing B cell–mediated antibody 

responses. Wendel et al. used 

mass cytometry and T cell 

receptor sequencing to examine 

the T
FH

 response in lymph node 

tissue collected from HIV+ 

individuals. HIV infection altered 

the clonality of T
FH

 cells, with 

severe infections associating 

with pronounced oligoclonal 

T
FH

 responses. T
FH

 cells in the 

lymph nodes of HIV+ individu-

als secreted interleukin-21 but 

were less polyfunctional than 

T
FH

 cells from healthy individu-

als. The lack of polyfunctionality 

correlated with impaired isotype 

switching of B cells in the lymph 

nodes. —AB

Sci. Immunol. 3, eaan8884 (2018).

SOCIAL SIGNALS

Sexual signals not so strict

S
exual signals in animals, such as bright plumage, are 

thought to be predetermined or to be badges of quality 

that can reflect an animal’s current condition. Direct and 

immediate effects of the environment in which an animal 

lives are rarely considered to shape these phenotypes. 

Funghi et al., however, found that in waxbills, bill color—a trait 

that can change quickly—is not the result of predetermined 

sexual differences, aggression, or sexual selection, but rather 

appears to be influenced by changes in the abiotic environ-

ment. Bill brightness was reduced in females after a series 

of lower-temperature nights. The authors suggest that this 

indicates that environmental conditions place constraints on 

these types of traits, limiting the degree to which they can 

reflect quality or be used for social interaction. —SNV

Behav. Ecol. Sociobiol. 10.1007/s00265-018-2486-6 (2018).

Bill color in waxbills changes 

with external temperature.
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SYNTHETIC BIOLOGY 

Writing a cell’s history in 
its DNA
Recording cellular events could 

advance our understanding of 

cellular history and responses 

to stimuli. The construction of 

intracellular memory devices, 

however, is challenging. Tang and 

Liu used Cas9 nucleases and 

base editors to record amplitude, 

duration, and order of stimuli as 

stable changes in both genomic 

and extrachromosomal DNA 

content (see the Perspective by 

Ho and Bennett). The recording 

of multiple stimuli—including 

exposure to antibiotics, nutri-

ents, viruses, and light, as well 

as Wnt signaling—was achieved 

in living bacterial and human 

cells. Recorded memories could 

be erased and re-recorded over 

multiple cycles. —SYM

Science, this issue p. 169; 

see also p. 150

CELL BIOLOGY 

The mitoCPR unclogs 
mitochondria
The import of proteins into 

mitochondria is essential for cell 

viability. How cells respond when 

mitochondrial protein import is 

impaired is poorly understood. 

Weidberg and Amon showed 

that upon mitochondrial import 

stress, yeast cells mounted a 

response known as the mitoCPR. 

mitoCPR was activated when 

mitochondrial protein import 

was impaired and unimported 

precursors accumulated on the 

organelle’s surface. mitoCPR 

restored mitochondrial functions 

by clearing stalled proteins from 

the import channels. It did this 

by inducing expression of Cis1, 

which recruited the adenosine 

triphosphatase Msp1 to import 

channels to remove unimported 

precursors and target them for 

degradation by the proteasome. 

—SMH

Science, this issue p. 170

POPULATION BIOLOGY

Quantitative analysis of 
millions of relatives
Human relationships, as 

documented by family trees, 

can elucidate the heritability of 

a host of medical and biologi-

cal parameters. Kaplanis et al. 

collected 86 million publicly 

available profiles from a crowd-

sourced genealogy website 

and used them to examine the 

genetic architecture of human 

longevity and migration patterns 

(see the Perspective by Lussier 

and Keinan). Various models of 

inheritance suggested that life 

span is predominantly attribut-

able to additive genetic effects, 

with a smaller component from 

dominant genetic inheritance. 

The data also suggested that 

relatedness between individuals 

is less attributable to advances 

in human transportation than to 

cultural changes. —LMZ

Science, this issue p. 171; 

see also p. 153

TOPOLOGICAL MATTER

A topological 
superconductor
A promising path toward topo-

logical quantum computing 

involves exotic quasiparticles 

called the Majorana bound 

states (MBSs). MBSs have been 

observed in heterostructures 

that require careful nanofabrica-

tion, but the complexity of such 

systems makes further progress 

tricky. Zhang et al. identified a 

topological superconductor in 

which MBSs may be observed 

in a simpler way by looking into 

the cores of vortices induced by 

an external magnetic field. Using 

angle-resolved photoemission, 

the researchers found that the 

surface of the iron superconduc-

tor FeTe0.55Se0.45 satisfies the 

required conditions for topologi-

cal superconductivity. —JS

Science, this issue p. 182

SINGLE-CELL GENOMICS

Identifying single-cell 
types in the mouse brain
The recent development of 

single-cell genomic techniques 

allows us to profile gene expres-

sion at the single-cell level 

easily, although many of these 

methods have limited through-

put. Rosenberg et al. describe 

a strategy called split-pool 

ligation-based transcriptome 

sequencing, or SPLiT-seq, which 

uses combinatorial barcoding to 

profile single-cell transcriptomes 

without requiring the physical 

isolation of each cell. The 

authors used their method to 

profile >100,000 single-cell tran-

scriptomes from mouse brains 

and spinal cords at 2 and 11 days 

after birth. Comparisons with in 

situ hybridization data on RNA 

expression from Allen Institute 

atlases linked these transcrip-

tomes with spatial mapping, 

from which developmental lin-

eages could be identified. —LMZ

Science, this issue p. 176

STRUCTURAL BIOLOGY

A close-up view of 
oligosaccharyltransferase
Many secretory and membrane 

proteins are modified through 

the attachment of sugar chains 

by N-glycosylation. Such 

modification is required for cor-

rect protein folding, targeting, 

and functionality. In mam-

malian cells, N-glycosylation is 

catalyzed by the oligosaccharyl-

transferase (OST) complex via 

its STT3 subunit. OST forms a 

complex with the ribosome and 

the Sec61 protein translocation 

channel. Braunger et al. com-

bined cryo–electron microscopy 

approaches to visualize mam-

malian ribosome-Sec61-OST 

complexes in order to build an 

initial molecular model for mam-

malian OST. —SMH

Science, this issue p. 215

IMMUNOLOGY

Autoantibody redemption 
through rapid mutations
Antibodies distinguish for-

eign epitopes from closely 

related self-antigens by poorly 

understood mechanisms. 

In mice, Burnett et al. found 

that a proportion of B cells 

could cross-react with similar 

foreign and self-antigens (see 

the Perspective by Kara and 

Nussenzweig). Challenge with 

self-antigen resulted in anergy 

(i.e., a lack of immune response), 

which was reversed by exposure 

to high-density foreign antigen. 

Mutations that decreased self-

affinity were rapidly selected for, 

whereas selection for epistatic 

mutations that enhanced 

foreign reactivity took longer. 

Self-reactivity, rather than being 

an impediment to immuniza-

tion, resulted in higher affinities 

against a foreign immunogen. 

—STS

Science, this issue p. 223; 

see also p. 152

 CLIMATE

Climate effects of 
aerosol cleanup
Many aerosols emitted by 

human activities have a cooling 

effect on the climate and can 

also change precipitation pat-

terns. In a Perspective, Samset 

highlights the magnitude of 

these influences at regional 

levels. Worldwide, aerosols 

have reduced the impacts of 

greenhouse gas emissions on 

air temperatures. Impacts on 

precipitation have also been 

substantial but more variable. 

Because of the negative impacts 

of aerosol emissions on health, 

efforts to reduce them are 

gathering pace, but this has 

important implications for future 

warming and precipitation 

patterns in many regions of the 

world. —JFU

Science, this issue p. 148

Edited by Caroline Ash
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CANCER

Can wound healing worsen 
metastasis?
Early metastatic recurrence in 

breast cancer patients could be 

caused by tumor cells released 

into the circulation during 

primary resection or could be 

the result of existing meta-

static outgrowth. To distinguish 

between these possibilities, Krall 

et al. used a common wound-

healing model in mice harboring 

breast cancer cells in which 

the primary tumor bed was not 

disturbed by surgery. They found 

that T cells can keep tumor cells 

in check, but if wound healing is 

induced, inflammation disrupts 

this balance. Anti-inflammatory 

treatment reduced metastasis 

in the mice. Existing clinical 

data indicate that perioperative 

anti-inflammatories reduce early 

metastatic recurrence in breast 

cancer patients. By separating 

surgery from resection, these 

results may explain this curious 

clinical occurrence. —LP

Sci. Transl. Med. 10, eaan3464 (2018).

STRUCTURAL BIOLOGY

Signaling for nitrogen 
fixation
The nitrogen-fixing bacterium 

Bradyrhizobium japonicum 

enables high-yield production of 

soybeans with little use of nitro-

gen fertilizers, a major source 

of nutrient pollution. Using struc-

tural and modeling techniques, 

Wright et al. generated a model 

by which a two-component 

system of this bacterium, 

comprising the histidine kinase 

sensor and response regula-

tor, responds to low oxygen 

to stimulate the expression of 

genes required for nitrogen fixa-

tion. These results may help in 

the development of plant growth 

modulators that are unlikely 

to affect mammalian species, 

which do not signal through two-

component systems. —AV

Sci. Signal. 11, eaaq0825 (2018). 
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NANOMATERIALS

Synthesizing graphene 
nanopores
Nanosize pores in graphene can 

make its electronic properties 

more favorable for transistor 

applications and may also be 

useful for molecular separations. 

Moreno et al. used Ullmann 

coupling to polymerize a 

dibromo-substituted diphenyl-

bianthracene on a gold surface 

(see the Perspective by Sinitskii). 

Cyclodehydrogenation of the 

resulting polymer produced 

graphene nanoribbons, and 

cross-coupling of these struc-

tures created a nanoporous 

graphene sheet with pore sizes 

of about 1 nanometer. Scanning 

tunneling spectroscopy revealed 

an electronic structure in which 

semiconductor bands with an 

energy gap of 1 electron volt 

coexist with localized states cre-

ated by the pores. —PDS

Science, this issue p. 199; 

see also p. 154
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behavior. This in-depth look at 
silicon helps refine theoretical 
models and provides a better 
understanding of this technologi-
cally important material. —BG

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1707745115 (2018).

GENOMICS

Denisovans shaped our 
genomes, twice
Studies of “molecular relics” 
from archaic humans in modern 
human genomes have shown that 
independent interbreeding events 
occurred between the ancestors 
of Eurasians and the Neandertals 
and Denisovans. Because these 
archaic admixtures happened 
after the out-of-Africa migration 
of the modern human ances-
tors, comparing present-day 
non-African and African genomes 
can reveal introgression events 
without the need for an archaic 
reference genome. Using this 
approach, Browning et al. found 
evidence for two pulses of gene 
flow from distinct Denisovan pop-
ulations into modern humans in 

East Asian and Papuan genomes. 
These findings point to at least 
two populations of Denisovans 
that contributed genes to modern 
humans. —SYM

Cell 173, 53(2018).

CARBON SEQUESTRATION

Reforestation to enhance 
the soil carbon sink
Soil is a major pool of carbon 
and hence can play a key role 
as a carbon sink in strategies 
to mitigate climate change. For 
the United States, Nave et al. 
quantified the carbon stocks 
in forest topsoils, focusing on 
the potential of reforestation 
to enhance carbon sequestra-
tion. Their estimates indicate 
that managed reforestation of 
>500,000 km2 would increase 
the topsoil sink by 1.3 to 2.1 
petagrams of carbon within a 
century, enhancing the forest 
carbon sink in the United States 
by 10% annually. Their results 
also indicate that this enhanced 
sink would persist for decades, 
contributing to the offsetting 

of greenhouse gas emissions 
and reversing a decline in the 
strength of the carbon sink in 
U.S. forests. —AMS

Proc. Natl. Acad. Sci. U.S.A. 115, 2776 

(2018).

STRUCTURAL BIOLOGY

Seeing the clasps that 
stabilize prion fibrils
A cryo–electron microscopy 
method called MicroED (micro–
electron diffraction) has been 
used to reveal the core struc-
tures of several amyloid fibrils. 
With this technique, Gallagher-
Jones et al. determined a 
0.72-Å-resolution structure of 
fibrils formed by a peptide at the 
core of the infectious scrapie 
form of mammalian prion 
protein (proto-PrPSc). Like the 
full PrPSc, the fibril is character-
ized by unusually high stability. 
The high-resolution structure 
shows b-strands that stack into 
b-sheets, with sheets pairing 
front-to-back to form fibrils. 
A network of hydrogen bonds 
within and between b-strands 

forms “polar clasps,” which are 
shielded by aromatic residues 
that stack in the fibrils. —VV

Nat. Struct. Mol. Biol. 25, 131 (2018).

TECHNOLOGY ADOPTION

Superstars drive regional 
drug use
A recent study finds that early 
adoption of new cancer drugs 
was geographically influenced 
by high-profile investigators 
(“superstars”) on the key clinical 
trials supporting the drugs. Agha 
and Molitor combed treatment 
records and clinical trial publica-
tions for 21 newly approved drugs 
in the United States. Patients 
in the same region as the lead 
investigator on the key trial were 
36% more likely to use the drug 
during the first 2 years after it 
was approved and showed better 
rates of survival. These findings 
suggest that policies to promote 
the adoption of technology may 
blunt the potential impact if they 
do not include improved local 
information. —BW

Rev. Econ. Stat. 100, 29 (2018).

ENVIRONMENT

Wildflower contamination 
with neonicotinoids

N
eonicotinoid pesticides are the 

most widely used type of insecticides, 

but there are concerns that they 

are toxic to nontarget species such 

as bees and butterflies. Basley and 

Goulson report on a combined field and 

laboratory experiment aimed at assess-

ing the impact of neonicotinoids on the 

common blue butterfly (Polyommatus 

icarus). Wildflowers planted along the 

margins of fields of neonicotinoid-treated 

wheat were contaminated with the 

pesticide at levels similar to those in the 

treated crops. Common blue butterfly 

larvae exposed to neonicotinoid-contam-

inated plants showed increased mortality 

and reduced growth in the early stages 

of development. Wildflower margins that 

specifically aim to boost pollinator popu-

lations may chronically expose these 

species to harmful levels of neonicoti-

noids. —JFU

Environ. Sci. Technol. 52, 3990 (2018).

Exposure to pesticide-

contaminated wildflowers 

harms common blue 

butterflies.
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SYNTHETIC BIOLOGY

Rewritable multi-event analog
recording in bacterial and
mammalian cells
Weixin Tang and David R. Liu*

INTRODUCTION: The stable recording of cel-
lular events has the potential to advance our
understanding of a cell’s history and how cells
respond to stimuli. However, the construction
of intracellular memory devices that record a
history of cellular events has proven challenging.

RATIONALE: We developed two CRISPR-
mediated analog multi-event recording appa-
ratus (CAMERA) systems that record cellular
events as durable changes in the DNA of bac-
teria ormammalian cells. In CAMERA 1, Cas9
nucleases are used to shift the ratio of two re-
cordingplasmids, and signals are recorded in the
form of plasmid ratios. Writing in CAMERA
2 uses base editors to produce single-basemod-
ifications at designated positions of plasmid or
genomic DNA. Both Cas9 nucleases and base
editors can be programmed to target multiple
DNA sequences with different guide RNAs,
and both are known to function across many
cell types. These features enable CAMERA to
serve as a multiplexable, analog, rewritable
intracellular recording system.

RESULTS: We demonstrate that the ratio of
the recording plasmid pair in CAMERA 1 can
be stablymaintained in bacteria over 144 hours
and a dilution ratio of 1017. By using a writing
complex of the Cas9 nuclease and a guide RNA
to selectively target one of the recording plas-
mids, we can cause this plasmid ratio to shift in
a dose-dependent manner. The presence or ab-
sence of a stimulus is recorded in CAMERA 1 by
linking to the expression of the writing com-
plex. The analog format of CAMERA 1 enables
recording of signal amplitude over a known
time scale, or recording of the duration of a
signal of known strength. Two resettingmethods
enable cells harboring CAMERA 1 to function
over repeated cycles of recording and erasing.
CAMERA2uses base editors to record stimu-

li of interest as permanent single-base mod-
ifications in cellular DNA. Predictable and
dose-dependent accumulation of base editing
was observed over 68 generations in bacteria.
CAMERA 2 achieved analog recording of mul-
tiple stimuli of interest, including exposure to
antibiotics, nutrients, viruses, and light. When

recording to a high-copy plasmid, CAMERA 2
provides reliable readout by sequencing only
10 to 100 cells and can record event order
using an overlapping guide RNA design.
CAMERA 2 also functions in human cells by

recording stimuli to safe-harbor genomic loci.
We show that CAMERA 2 can be multiplexed,
such that two responsive guideRNAexpression
cassettes can be used to record the presence of
two exogenous small molecules in mammalian
cells. Finally, we demonstrated CAMERA 2 re-

cording of Wnt signaling,
acrucial endogenousmam-
malian signalingpathway,
as a permanent change in
genomic DNA in human
cells by placing the expres-
sion of the writing com-

plex under the control of a Wnt-responsive
promoter.

CONCLUSION: Base editors and CRISPR nu-
cleases were used to create “cell data record-
ers” that enable durable, analog recording of
stimuli and cell states. CAMERA systems are
sensitive, multiplexable, resettable, and com-
patible with both bacteria and mammalian
cells, and thus may be useful for applications
such as recording the presence of extracellular
and intracellular signals, mapping cell lineage,
and constructing cell state maps.▪
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Tang et al., Science 360, 169 (2018) 13 April 2018 1 of 1
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Multiplexed analog cellular
recording by CAMERA systems in
bacteria and mammalian cells.
CAMERA 1 records stimuli as
changes in the ratio of mutually
exclusive DNA sequences. CAMERA
2 uses base editors to record the
duration or amplitude of signals as
single-nucleotide changes. Both
systems can be multiplexed to
independently record multiple
events, including exposure to
antibiotics, nutrients, viruses, and
light, as well as Wnt signaling.
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SYNTHETIC BIOLOGY

Rewritable multi-event analog
recording in bacterial and
mammalian cells
Weixin Tang and David R. Liu*

We present two CRISPR-mediated analog multi-event recording apparatus (CAMERA)
systems that use base editors and Cas9 nucleases to record cellular events in bacteria and
mammalian cells. The devices record signal amplitude or duration as changes in the ratio
of mutually exclusive DNA sequences (CAMERA 1) or as single-base modifications
(CAMERA 2). We achieved recording of multiple stimuli in bacteria or mammalian cells,
including exposure to antibiotics, nutrients, viruses, light, and changes in Wnt signaling.
When recording to multicopy plasmids, reliable readout requires as few as 10 to 100 cells.
The order of stimuli can be recorded through an overlapping guide RNA design, and
memories can be erased and re-recorded over multiple cycles. CAMERA systems serve as
“cell data recorders” that write a history of endogenous or exogenous signaling events
into permanent DNA sequence modifications in living cells.

R
ecent technologies have enabled the study
of the internal state of cells in exquisite
detail, including the sequence of the geno-
me, the status of epigenetic modifications,
and the identity and abundance of cellular

RNAs, proteins, and metabolites that collectively
determine cell state (1, 2). Far less developed are
tools to reveal a cell’s history and how that history
determines present and future cell states, despite
the potential impact of such capabilities. For ex-
ample, detailed information about cell states dur-
ing division and differentiation could illuminate
the process of aging, and recording the presence
and duration of exposure to external or internal
stresses could yield clues about the emergence
of cancer and other diseases. Recording a cell’s
history in a highly multiplexable, durable, and
minimally perturbative form has been a long-
standing challenge in the life sciences (3, 4).
Transient recording of environmental signals

has been achieved bymanipulating transcription
and translation in bacteria (5). Information re-
corded in thismanner, however, cannot be passed
on to future generations of cells, and the record-
ing process itself is delicate because many factors
contribute to transcription and translation effi-
ciencies. In contrast, recombinases can modify
designated genomic sequences, and the resulting
information stored in DNA can be read even after
cell death (6–9). Although individual signals of in-
terest can be stably recorded using recombinase-
basedmemory devices, orthogonal recombinases

are required to record more than one bit of in-
formation. Cellular recording devices operated by
recombinases have been applied to record the
presence or suggest the absence of stimuli, but
their use to record signal strength, duration, or
order is more challenging (3).
Cellular memory devices can record in digital

and analog formats. Whereas digital memory de-
vices store information in one of two distinct
states (on or off), analog memory devices leave
permanent marks in DNA in a manner that re-
flects the strength or duration of endogenous or
exogenous stimuli. Such recordings, in theory,
could illuminate cellular history, reveal how a
stimulus dictates downstream responses, and
improve our ability to predict cell behavior (3).
Recently, Farzadfard and Lu (10) reported syn-
thetic cellular recorders integrating biological
events (SCRIBE), an elegant memory device that
translates exogenous signals into point mutations
in a bacterial genome through beta protein–
assisted single-stranded DNA incorporation. Be-
cause the production of single-stranded DNA by
the adapted retrovirus cassette is not efficient,
SCRIBE requires the sampling of large populations
of bacteria for both recording and readout (10).
To develop a memory device that is less de-

pendent on a large cell population, we chose the
CRISPR (clustered regularly interspaced short
palindromic repeats)–Cas9 nuclease (11–14) and
Cas9-derived base editors (15, 16) to serve asDNA
writing modules. Both Cas9 nuclease and base
editors make changes in cellular DNA in an ef-
ficient and programmable manner when com-
plexedwith guideRNAs (11, 15). If linked to stimuli
or cell state changes, these DNAmodifications in
principle could serve as durable messages that
reflect a cell’s history and could be read out using
modern sequencing technologies, even after cell

death. Here, we present two CRISPR-mediated
analogmulti-event recording apparatus (CAMERA)
systems and demonstrate their ability to simul-
taneously record multiple cell states, including
exposure to antibiotics, nutrients, viruses, light,
and a kinase inhibitor that alters endogenous
Wnt signaling.

A plasmid compensation system as an
information carrier in bacteria

Wechose the Streptococcus pyogenesCas9 (SpCas9)
nuclease as an initial DNA writing module be-
cause it functions robustly across many different
cell types in vitro and in vivo (13, 17). SpCas9
makes double-stranded DNA breaks at loci that
match the 20-base “spacer region” of a single
guide RNA (sgRNA) and that are near an NGG
protospacer-adjacent motif (PAM). In mamma-
lian cells, the resulting double-stranded breaks
can be repaired by nonhomologous end joining
and similar processes to introduce insertions and
deletions (indels), or through homology-directed
repair by supplying a template strand. In bacteria,
however, double-stranded DNA breaks frequently
cause cell death or a loss of extrachromosomal
DNA (18, 19). To translate DNA loss after double-
stranded breaks into durable information, we
designed a high–copy number plasmid compen-
sation system to store DNA modification states.
This strategy enables analog recording within
each cell and thereby avoids dependence on large
cell populations.
The plasmid compensation system includes a

pair of nearly identical recording plasmids, R1 and
R2, that differ only by 3 nucleotides in an EGFP
gene that encodes enhanced green fluorescent
protein (Fig. 1A). The EGFP gene in R1 expresses
full-length fluorescent protein, whereas the EGFP
gene in R2 contains a premature stop codon and
cannot produce fluorescent protein (Fig. 1A). Be-
cause the two plasmids are virtually identical, we
hypothesized that their fitness cost to host cells
is very similar and that they should coexist in a
stable ratio for long periods of time.
The R1/R2 ratio serves as the information

carrier that reflects the signal of interest in an
analog mode. To convert the signal of interest
into an R1/R2 ratio change, a Cas9-sgRNA pair
induced by the stimulus cleaves plasmid R1 but
not R2 (Fig. 1A). The resulting double-stranded
break causes the loss of R1. Because the two rec-
ording plasmids share the same origin of repli-
cation that controls the total copy number of the
plasmids in bacteria, the loss of R1 initiates the rep-
lication of the remaining plasmids and the gradual
accumulation of R2. A high–copy number plas-
mid origin (pUC) was chosen to maximize the
analog recording range of the system (Fig. 1A).
To test the stability of the plasmid compensation

recording system, we cotransformed Escherichia
coli strain S1030 (20) with R1 and R2 and then
isolated two single colonies with different R1/R2
ratios. The colonies were separately grown in LB
media at 37°C, and the culture was diluted 500-
or 1000-fold six times over 144 hours for a total
dilution ratio of 1017 (Fig. 1B). The two starting
colonies contained 29%R1 and 60%R1, and their
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R1/R2 ratiowas very stablymaintained throughout
the growth and dilution process (Fig. 1B), end-
ing at 29% R1 and 59% R1, respectively. These
results indicate that the R1/R2 ratio can serve
as a stable analog information carrier across
a range of plasmid ratios.
To assess the potential growth burden that the

recording plasmid pair might impose on bacte-
ria, wemeasured growth curves for the parental
E. coli strain S1030 and two S1030 colonies con-
taining R1 andR2 in different ratios (29% or 60%
R1; fig. S1). The colonies harboring the recording
plasmid pair exhibited the same growth rate as
the parental strain in the presence or absence of
the selection antibiotic, and all bacterial cultures

reached the same final cell density; these results
suggest that the recording plasmids do not sub-
stantially impair bacterial fitness.

A CRISPR nuclease writing module
enables CAMERA 1

We designed a writing module that cleaves R1,
but not R2, near the 3-nucleotide region that dif-
fers between R1 and R2. This region was chosen
to be proximal to the PAM to maximize the se-
lectivity of the writing module (21) (Fig. 1A). The
EGFP gene fragments from both plasmids were
incubated in vitrowith the Cas9-sgRNA complex.
The functional EGFP gene amplified from plasmid
R1, but not the mutated EGFP gene encoded by

plasmid R2, was cleaved into two fragments
(Fig. 1C). These results establish that the writing
module can distinguish plasmids R1 and R2
and introduce double-stranded breaks selectively
in R1.
Next, we moved the system into live bacteria

to test whether we could translate an exogenous
signal into a durable change in the DNA content
of the cell. We placed a TetO promoter that is in-
ducible with anhydrotetracycline (aTc) upstream
of the Cas9 gene, and placed a constitutive Lac
promoter upstream of the R1-targeting sgRNA in
writing plasmids W1.0.1 to W1.0.3 (Fig. 1D and
fig. S2), thereby forming the CAMERA 1.0 system.
Bacteria containing CAMERA 1.0 with an R1/R2
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Fig. 1. Recording in CAMERA 1 uses Cas9 nuclease to shift the ratio between
a pair of recording plasmids. (A) Schematic representation of CAMERA 1.
Recording plasmids R1 and R2 are identical except a 3-nucleotide codingmutation
in the EGFP gene.The expression of the Cas9-sgRNA complex is controlled
by the signal of interest and results in R1 depletion in the bacteria that carry the
recording plasmid pair. (B) Stability of the R1/R2 ratio in E. coli S1030 cells in

the absence of the writing plasmid. (C) In vitro cleavage of the wild-type
and mutated EGFP gene by Cas9 in the presence of sgRNA1.The designed
spacer sequence targets the distinct region in EGFP so the Cas9-sgRNA
complex cleaves R1 much faster than R2. (D) Recording the amplitude and
duration of aTc by CAMERA 1.0.Values and error bars reflect the mean and SD
of three replicate cultures derived from a single bacterial colony.
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ratio of 58:42 were used to test aTc-stimulated
recording. After being cultured in the presence
or absence of aTc for 3 hours and 6 hours, the
bacteria were harvested and analyzed for their
R1 content by high-throughput sequencing (HTS).
In the absence of aTc, R1 content remained steady
(59%) after 3 hours and was only slightly lower
(56%) after 6 hours (Fig. 1D). This basal level of
R1 consumption can be attributed to low-level
transcription of the uninduced TetO promoter.
In contrast, R1 content responded strongly to the
presence of aTc and decreased to 21% in 3 hours,
and to 4% after 6 hours (Fig. 1D). Collectively,
these results suggest that CAMERA 1.0 can sen-
sitively detect and record the presence of an ex-

ogenous small molecule and the duration of
exposure in an analog format.

Using CAMERA 1 derivatives to record
multiple stimuli

To enable recording of more than one stimulus,
we installed the LacO promoter, which is sup-
pressed by LacI and activated by isopropyl b-D-
thiogalactopyranoside (IPTG), upstream of the
sgRNA to generate CAMERA 1.1 (Fig. 2A). Both
aTc and IPTG are required to initiate recording
in CAMERA 1.1. We chose a bacterial colony car-
rying CAMERA 1.1 with a starting R1 content of
77% and applied different inducer combinations
for 3 hours (Fig. 2A). As expected, the R1/R2 ratio

remained stable in the absence of stimuli or in the
presence of 0.5mM IPTG only. A slight decline in
R1 content (to 70%) was observed when the bac-
teria were treated only with aTc (100 ng/ml) (Fig.
2A), consistent with the known leakiness of the
LacO promoter in the absence of IPTG (22). How-
ever, R1 content decreased to 37% when bacteria
were cultured in the presence of both aTc and
IPTG (Fig. 2A); this result indicates that both
stimuli are required to promote substantial R1/
R2 ratio changes, recapitulating an “AND”Boolean
logic gate (23).
One advantage of the CAMERA 1 design is that

it records signals in an analog format that can
capture more information than binary switches.
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Fig. 2. Multi-event recording and resetting of CAMERA 1 systems.
(A) Constructionof a “AND”Boolean logic gateusingCAMERA1.1. Both IPTGand
aTc are required for initiation of the recording process. (B) Analog recording of
IPTG concentration by CAMERA 1.1 as reported by EGFP fluorescence.
(C) Repeated recording and erasing of CAMERA 1.2 by application of the small-

molecule inducers and kanamycin. S, starting state; E, erase (5 to 20
generations); R, record (5 to 10 generations). (D) Repeated recording and erasing
of CAMERA 1.3 by inducing different writing complexes.The inducer aTc was
constantly supplied at 100 ng/ml. (E) Dose-dependent recording and erasing
using CAMERA 1.3.Values and error bars reflectmean and SD of three replicates.
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To explore the analog recording capabilities of
CAMERA 1.1, we treated the bacterial culture
with different doses of IPTG ranging from 0 to
150 mM with a constant aTc input of 50 ng/ml
for 3 hours (Fig. 2B). The R1 content was followed
by monitoring EGFP fluorescence and by DNA
sequencing. EGFP expression was initiated by
diluting the bacterial culture with fresh media
lacking aTc or IPTG after the recording process
was finished. As anticipated, the EGFP signal de-
creased as the concentration of IPTG increased,
reflecting an increased depletion rate of R1, sat-
urating at 30 mM IPTG (Fig. 2B). The relationship
between EGFP loss and IPTG concentration at
low dosages (≤5 mM) was predictable and linear
(Fig. 2B), which suggests that the R1/R2 ratio can
be used to infer signal amplitude in a reliable
manner. HTS of the bacterial culture confirmed
these dose-dependent changes in R1/R2 ratio
(fig. S3). Collectively, these findings establish that
CAMERA 1.1 can record multiple stimuli of in-
terest in an analog, dose-dependent, and durable
manner.

Erasing and re-recording of CAMERA 1

Memory devices are particularly versatile if they
can be erased and rewritten as needed. Instead
of using R1 and R2, the CAMERA 1.2 system con-
tains two recording plasmids, R3 and R4, that
each confer resistance to different antibiotics.
Similar to R1, R3 can be targeted by a writing
plasmid expressing Cas9 and an sgRNA to cause
a shift in the R3/R4 ratio. To minimize the dif-
ference in fitness cost of R3 and R4 to host cells,
we fused genes encoding two antibiotic resistance
proteins, chloramphenicol acetyltransferase (Cat,
which inactivates chloramphenicol), and amino-
glycoside-3′-phosphotransferase (Aph3′, which
targets kanamycin), and incorporated a single
amino acidmutation in either of the two domains.
R3 expressed inactive Cat H195A (24) fused to
wild-type Aph3′, whereas R4 expressed inactive
Aph3′ D208A (25) fused to wild-type Cat (Fig.
2C). Because both plasmids express two nearly
identical proteins, their relative fitness cost in the
absence of antibiotic should be minimal. In the
presence of either antibiotic, R3 and R4 should
confer different fitness benefits.
Bacteria containing a starting R3 content of

39% maintained a steady R3/R4 ratio in con-
ditions lacking antibiotic and responded to the
presence of chloramphenicol or kanamycin by
shifting the plasmid ratio in a dose-dependent
manner favoring the plasmid with the correspond-
ing functional resistance domain (fig. S4). These
results indicate that the information stored in
the R3/R4 ratio can be reset in either direction
using exogenous small molecules. By successively
exposing cells to media containing either kana-
mycin (to reset the R3/R4 ratio to a high level) or
aTc + IPTG (to induce Cas9 + sgRNA production
and cleave R3, lowering the R3/R4 ratio), we per-
formed three successive rounds of erasing and
recording using CAMERA 1.2, with strong re-
sponse levels in each round (Fig. 2C). Hence, this
system can be used repeatedly to record and
erase exposure to stimuli.

We developed an alternative resetting mecha-
nism in CAMERA 1.3 that is independent of anti-
biotic resistance by including a second sgRNA
circuit. In addition to one guide RNA cassette
(sgRNA1) present in writing plasmid W1.2 that
targets R3, we incorporated a second guide RNA
expression unit (sgRNA2) under the control of a
rhamnose-inducible promoter (PRha) to generate
writing plasmid W1.3. The Cas9-sgRNA2 complex
targets R4. Similar to the recording process in
which the expression of sgRNA1 controlled by
IPTG results in the loss of R3, the transcription of
sgRNA2, induced by rhamnose, should lead to
the cleavage of R4 and thus restore plasmid R3
levels. Indeed, E. coli strain S1030 that carried
36% or 77%R3 successfully went throughmultiple
rounds of recording and erasing upon alternating
exposure to rhamnose or IPTG (Fig. 2Dand fig S5).
In addition, the strength of the stimulus (here,
the concentration of rhamnose or IPTG) was
reflected in the rate of R3/R4 change (Fig. 2E).
HTS analysis of the recording plasmids after

the final round of resetting and recording revealed
a minimal frequency (≤0.06%) of insertions and
deletions (indels) (table S1). This suggests that
Cas9-mediated DNA cleavage does not substan-
tially induce random mutations in the plasmid
compensation system in bacteria, and that both
the recording and erasing processes result inmin-
imal loss of future recording or erasing function.
Taken together, these results validate CAMERA
1.2 and 1.3 as rewritable, durable cellular memory
devices with distinct resetting mechanisms.

Base editing mediates recording
in CAMERA 2

We recently developed base editors, chimeric
proteins consisting of a DNA base modification
enzyme, a catalytically impaired Cas9 nickase, and
a base excision repair inhibitor (15, 26–28). Base
editors efficiently introduce single C•G → T•A
mutations at guide RNA–programmed loci in a
wide variety of eukaryotic cells and organisms
(15, 16, 29–34). Predictable, durable point muta-
tion of genomic or plasmid DNA resulting from
base editing has the potential to serve as an
ideal information carrier in synthetic memory
devices (Fig. 3A). To incorporate a base editor in
CAMERA, we first characterized base editing in
E. coli, as base editors have not been extensively
used in prokaryotic cells. Because bacteria lack
nick-directed mismatch repair exploited by the
third-generation base editor (BE3), we used the
second-generation base editor (BE2) that contains
a cytidine deaminase fused to a catalytically dead
Cas9 (dCas9), rather than to a Cas9 nickase, as the
protein component of our writing complex (15).
In writing plasmid 2.0 (W2.0), BE2 expression

is induced by aTc and sgRNA1 is constitutively
transcribed (Fig. 3A). To test whether CAMERA
2.0, constructed using W2.0 and recording plas-
mid R1, can faithfully record the amplitude and
duration of an exogenous signal, we treated the
bacterial culture with aTc at different concentra-
tions and diluted it repeatedly to ensure constant
expression of the writing complex. When com-
plexedwith sgRNA1, BE2 introduces aC•G→T•A

mutation at position 166 of the EGFP gene in re-
cording plasmid R1. As anticipated, base editing
occurred in an analog mode, and the total per-
centage of modified base increased with bacterial
passage number in a highly linear and remark-
ably reproducible relationship (Fig. 3B). This ob-
servation indicates that base editing with BE2 in
bacteria is robust and cumulative, reflecting the
duration of exposure to the stimulus that induces
expression of the writing complex. Moreover,
the rate of editing can be controlled in a dose-
dependent manner (Fig. 3B). By the end of the
experiment (68 passages), 66% editing was ob-
served with aTc supplied at a concentration of
200 ng/ml and no significant decrease in editing
rate was observed as the recording proceeded;
these results suggested that given enough time,
base editing could approach 100% in bacteria.
Editing at the target locus accumulated at a

slow but constant rate when aTc was present at a
low concentration of 2 ng/ml (Fig. 3B). Under
these low induction conditions, only 12% of the
total recording range (C•G → T•A conversion at
position 166 of the EGFP gene) was consumed by
bacterial generation 68 (Fig. 3B), which suggests
that CAMERA 2.0 can function as a molecular
clock that records over hundreds of generations.
Collectively, these findings establish CAMERA
2.0 is a highly responsive analogmemory device
that uses base editing to faithfully record the
amplitude of an exogenous signal over a known
time scale, or the duration of a signal of known
strength, in the form of single nucleotide changes.

Using CAMERA 2 systems to record
multiple stimuli

We hypothesized that multiplexed recording
could be achieved by CAMERA through the use
of multiple responsive guide RNA expression cas-
settes. To test this possibility, we constructed ad-
ditional base editor writing plasmidsW2.1,W2.2,
and W2.3 by replacing the Lac promoter of the
guideRNA inwriting plasmidW2.0with promoters
regulated by IPTG, arabinose, and rhamnose, re-
spectively, to generate devices CAMERA 2.1, 2.2,
and 2.3 (Fig. 3C and fig. S6). Similar to CAMERA
2.0, writing promoted by the BE2-sgRNA1 com-
plex in CAMERA 2.1 occurred in a highly repro-
ducible, predictable, and dose-dependent manner
(Fig. 3C). The leaky transcription of the TetO
promoter enabled very slow but steady record-
ing in the absence of aTc, whereas the recording
space was consumed at a much faster speed in
the presence of both IPTG and aTc (Fig. 3C).
To test whether the information recorded

in CAMERA could be used to deduce the total
exposure time of the device to a stimulus, we
passaged bacteria carrying CAMERA 2.0 for 40
generations and treated either the first 20 gen-
erations or the second 20 generations with aTc
(100 ng/ml; Fig. 3D). The accumulation rate of
editing at position 166 of the EGFP gene was
strongly determined by exposure duration, and
the presence or absence of aTc within a certain
time window could be determined by comparing
the editing rate of the sample with those of
control samples that were always exposed to, or
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always shielded from, the stimulus (Fig. 3D).
Similarly, bacteria carrying CAMERA 2.1 were
treated with 0.5 mM IPTG for either the first
half or the second half of the total incubation
time (Fig. 3E). The editing rate strongly correlated
with the presence of IPTG, and the total ac-
cumulated editing frequencies in the two groups
werenearly identical by the endof the experiment;
this indicated that the information recorded by
CAMERA 2.1 faithfully reflected the duration of
exposure to the signal, regardless of when the
exposure took place (Fig. 3E). Collectively, these
observations suggest that the rate of base editing
at a given time point can be used to deduce the
dose of the stimulus, and that the stimulus dura-
tion can be calculated from the total base-editing
conversion if the stimulus dose is known.
The presence of both aTc and a second stim-

ulus is required for CAMERA 2.1, 2.2, and 2.3 to
initiate recording—a process that mimics the
behavior of an “AND” gate. Indeed, in the ab-

sence of stimuli, CAMERA 2.2 showed no de-
tectable activity, with ≤0.1% C•G → T•A editing
at position 186 of the EGFP gene (fig. S6). Neither
arabinose nor aTc by itself increased editing sig-
nificantly. However, the presence of both inducers
resulted in 9.0% C•G → T•A conversion after
24 hours, which suggests that CAMERA 2.2 func-
tions as a tightly regulated “AND” gate. Similarly,
both rhamnose and aTc were required to initiate
recording at position 195 of the EGFP gene by
CAMERA 2.3 (fig. S6). We tested the recording
efficiency at different concentrations of rham-
nose in the presence of aTc (200 ng/ml) and
confirmed that C•G → T•A conversion at posi-
tion 195 correlatedwell with the dose of rhamnose,
again demonstrating that signal intensity can
be faithfully recorded and stored by CAMERA 2.
One advantage of adapting CRISPR technolo-

gies to build synthetic memory devices is that
multiple stimuli can in theory be recorded using
multiple guide RNA units. To test whether

CAMERA could simultaneously record multiple
independent signals, we integrated all three small
molecule–responsive guide RNA expression cir-
cuits fromwriting plasmidsW2.1, W2.2, andW2.3
into writing plasmid W2.4. Bacteria carrying
CAMERA 2.4 were treated with different com-
binations of the four small-molecule inducers,
and indeed, editing at the designated EGFP posi-
tions could be used to infer the presence of the
corresponding writing complexes and hence their
corresponding stimuli (Fig. 3F and fig. S7). The
fidelity of the device is not compromised even in
more complicated environments in which more
than two stimuli are provided (Fig. 3F and fig.
S7). These findings indicate that CAMERA 2 is a
versatile and multiplexable memory device.

CAMERA 2 enables recording
of event order

Memory devices that are capable of recording
the order of biological events are of great interest
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Fig. 3. CAMERA 2 systems use base editing to record the amplitude
and duration of exogenous signals. (A) Schematic representation
of CAMERA 2. The writing plasmid expresses the writing complex
consisting of BE2 and sgRNAs. The recording plasmid is targeted by the
writing complex to generate memory in the form of C•G → T•A
substitutions at guide RNA-specified loci. (B) Recording the concentration
of aTc and the treatment duration in analog mode using CAMERA 2.0.
(C) Recording the concentration of IPTG in the presence or absence
of aTc and the treatment duration in analog mode using CAMERA 2.1.
(D) The rate of base editing recorded in CAMERA 2.0 reflects the schedule
of exposure to the inducer. (E) CAMERA 2.1 records the total time of

exposure to IPTG, regardless of treatment pattern. (F) Recording
four exogenous stimuli using CAMERA 2.4. The presence of each signal,
individually or in different combinations, was recorded by base
editing at each of three specified positions in the EGFP gene. We
constructed two mathematical models to simulate the behavior of
CAMERA 2.4. A model that accounts for promoter leakage and
competition between multiple guide RNAs for BE2 results in a more
“digital” CAMERA 2.4 in which the absolute editing level at each position
more readily reveals the presence or absence of the corresponding
stimulus (fig. S7). Values and error bars reflect the mean and SD
of three replicates.
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(3), as the order of changes in a cell’s environment
or in the state of a cell can strongly determine cell
fate (35). Murray and co-workers recently de-
scribed a two-input temporal logic gate that was
constructed using integrases to record the order
and timing of inputs, but the limited number of
possible output states (GFP, RFP, or neither)
necessitated the sharing of the same output
among five different combinations of ordered
inputs, complicating the assignment of multiple
cell states (36). We hypothesized that CAMERA 2
systems could record events that occur in a spe-
cific order by overlapping two base-editing targets,
such that base editing ofDNA target 1mediated by
writing complex 1 (BE2-sgRNA5) is required be-
fore DNA target 2 can be recognized by writing
complex 2 (BE2-sgRNA6). To test this possibility,
we constructed CAMERA 2.5 in which the order
of exposure to two small-molecule inducers, arab-
inose and rhamnose, could be recorded (Fig. 4A).
The three arabinose-induced C•G → T•A mod-
ifications resulting from base editing by writing
complex 1 are located within target site 2 near its
PAM. Rhamnose-induced sgRNA6 recognizes
target site 2 only after modification by writing
complex 1, but should not edit this site before
base editing bywriting complex 1 has taken place
(Fig. 4A). Thus, base editing at this sgRNA6-
specified position should be initiated if rhamnose
(stimulus 2) is providedafter arabinose (stimulus 1),
but not if the order of stimuli is reversed.

By using an additional target site of sgRNA6
spanning positions 116 to 135 of amodified EGFP
gene, CAMERA 2.5 is further equipped with the
ability to independently record two stimuli (Fig.
4A). Whereas editing at positions 205 to 207 and
at position 129 records exposure to arabinose
and rhamnose, respectively (Fig. 4B and fig. S8),
the ratio of base editing at position 216 versus
that at position 129—both promoted by writing
complex 2—reflects the order of application of
the two stimuli (Fig. 4C). The activating treatment
order of arabinose followed by rhamnose resulted
in a position 216/position 129 base-editing ratio
of 0.54. The ratio was lower by a factor of 6.8
(0.08; Fig. 4C) when the treatment order was re-
versed such that rhamnose exposure preceded
arabinose exposure. Together, these results in-
dicate that CAMERA2.5 can record cellular events
in a strongly order-dependent manner.

Using CAMERA 2 derivatives to record
phage infection and light

We further applied the CAMERA 2 architecture
in bacteria to sense (i) viral infection of host cells
by bacteriophage and (ii) exposure to light. A
phage shock promoter (PSP) driving sgRNA1
transcription was included in CAMERA 2.6 (Fig.
4D) (37, 38). Without phage infection, 9% base
editing was observed at EGFP position 166 (Fig.
4D), consistent with previous reports of back-
ground transcriptional activity of PSP in the

absence of phage (39). Base editing at position
166 increased by a factor of 4.7 (to 42%) after
infection with phage (Fig. 4D). Similarly, using a
light-responsive expression system based on light-
inhibited expression of the cI repressor gene,
CAMERA 2.7 could record the presence of light
with a factor of 59 increase in recording site edit-
ing efficiency (Fig. 4E) (40). These results col-
lectively demonstrate that the CAMERA 2 is
capable of recording, as single-nucleotide changes
in bacterial DNA, a wide range of signals includ-
ing exposure to antibiotics, nutrients, viruses,
and light.
In principle, the recording process carried out

by CAMERA systems should not require a large
population of cells because the recording plas-
mid is present in hundreds of copies in each cell.
To test the possibility of recording and reading
CAMERA data in small cell populations, we char-
acterized how light exposure was recorded by
CAMERA 2.7 in a handful of cells as well as at the
single-cell level (Fig. 4E and fig. S9). As expected,
CAMERA 2.7 reliably recorded bacterial exposure
to light in bulk cultures, with editing at EGFP po-
sition 166 in ~106 cells increasing in a linear
fashion with light exposure duration (from 1.2%
to 57% editing over 3 days; Fig. 4E).
Reliable recording and signal readout were

also achieved using only 100-cell or 10-cell samples
throughout the 3-day recording process, although
larger variations were observed with fewer cells,
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Fig. 4. CAMERA 2 records the order of stimuli and a wide range of
environmental signals. (A) Schematic representation of CAMERA 2.5
that records stimuli in an order-dependent manner. (B) CAMERA 2.5
records the presence of arabinose at positions 205 to 207 in format of
C•G → T•A mutations. (C) The ratio of base editing at position 216 versus
that at position 129 in CAMERA 2.5 indicates the order of exposure to two
stimuli. A position 216/position 129 base-editing ratio above 0.1 was only
observed when the bacteria were treated first with arabinose and then with

rhamnose, but not when arabinose exposure followed rhamnose exposure.
(D) Phage infection recording by CAMERA 2.6. (E) Light exposure recording
with CAMERA 2.7 in bulk culture and in small numbers of cells. Light
exposure duration can be recorded faithfully in bulk culture as well as in
samples of only 100 or 10 cells.Values and error bars in bar graphs and the dot
plot in (E) for bulk cultures reflect the mean and SD of three replicates.
Dots and error bars in dot plots in (E) for 100 and 10 cells represent the mean
and SD of 15 replicates of randomly sorted sets of 100 and 10 cells.
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as expected (Fig. 4E). Even measuring 15 single-
cell signals yielded average light duration–
dependent editing efficiencies similar to those
from bulk cultures (fig. S9). These data dem-
onstrate that CAMERA can support analog-
like recording even in very small populations
of cells.

CAMERA 2m systems record cell states
in mammalian cells

Finally, we tested CAMERA 2 variants (CAMERA
2m systems) in human embryonic kidney (HEK)
293T cells and chose an established human safe-
harbor gene, CCR5 (41), as the recording locus
(Fig. 5A). We designed three individual sgRNAs
that target different regions of the CCR5 gene
(CAMERA 2m.0; Fig. 5B and fig. S10). Total
C•G → T•A editing of 37%, 46%, or 19% was
obtained at target positions A, B, or C of the CCR5
gene when using corresponding guide RNAs A,
B, or C with BE3 (fig. S10). The C•G → T•A con-
version frequency at each site increased by at
least a factor of 270 relative to controls lacking
the corresponding guideRNA.Robustmultiplexed
recording was also achieved using the three
sgRNAs in all possible combinations, and less
than 0.07% editing was observed at any site for
which the corresponding guide RNA was not
supplied; this finding suggests that base-editing
cross-talk between guide RNAs is minimal in
these human cells.
By placing BE3 expression under a doxycycline-

controlled promoter, the presence of the drug
was recorded in theCCR5 loci with a base-editing
frequency higher than in cells that never en-
countered doxycycline by a factor of 60 (CAMERA
2m.1, Fig. 5C). In addition, by placing sgRNA ex-
pression under TetR- and LacI-suppressed pro-
moters, CAMERA 2m.1 recorded the presence
of both doxycycline and IPTG at different posi-
tions in the CCR5 loci (CAMERA 2m.2, Fig. 5D);
this result confirms that CAMERA 2m can be
multiplexed to record combinations of inputs
in human cells.
TheWnt signaling pathway plays a crucial role

in embryonic development, and aberrant Wnt
signaling is associated with a variety of diseases
in humans (42). We sought to record Wnt sig-
naling using CAMERA 2m in human cells. To
achieve this goal, we placed the expression of BE3
under a (LEF-TCF)7 promoter (43) that responds
to Wnt signaling to initiate downstream gene
expression in CAMERA 2m.3. Cells transfected
with CAMERA 2m.3 were treated with LiCl, a
GSK3 inhibitor that has been demonstrated to
activate Wnt signaling (Fig. 5E) (44). We included
a (LEF-TCF)7-BE3-P2A-Luc construct that expresses
a firefly luciferase protein togetherwith BE3 so that
we couldmonitorWnt both by luminescence and
by HTS of the CCR5 recording locus. As expected,
cells transfectedwith (LEF-TCF)7-BE3-P2A-Luc ex-
hibited a factor of 140 increase in Wnt signaling–
driven luciferase expression upon LiCl treatment
(fig. S11). This increase in Wnt signaling was
permanently recorded by a factor of 53 increase
in base editing at the CCR5 locus (Fig. 5E). These
results demonstrate that Wnt signaling, a major

endogenous mammalian signaling pathway,
can be recorded by CAMERA 2m in human cells.

Discussion

Wedeveloped synthetic memory devices that rec-
ord events of interest in live cells bymeans of two
distinct CRISPR-mediatedDNAmodificationmech-
anisms: Cas9 nuclease–catalyzed double-stranded
DNA cleavage and base editor–mediated point
mutation. CAMERA records the amplitude of
stimuli over a known time scale, or the duration of
stimuli with a known amplitude, permanently in
the DNA of live cells. The analog nature of both
recording systems allows the continuous monitor-
ing of signals of interest and thereby providesmore
information than canonical digitalmemorydevices.
In CAMERA 1 systems (table S2), information

is recorded in the form of plasmid R1/R2 ratios.
Because R1 but not R2 expresses a functional fluo-
rescent protein, information stored in CAMERA 1
systems can be read out transiently bymonitoring
post-recording cellular fluorescence in addition
to the permanent readout by HTS. During the
development of CAMERA 1, we decreased the
ribosome-binding site (RBS) strength of Cas9 by
four orders ofmagnitude (see supplementary text)
to slow down the recording process, indicating
that these systems can respond quickly and are
highly sensitive. This exceptional sensitivity may
enable recording of very weak environmental
signals that would otherwise be difficult to de-
tect using other methods. Endy and co-workers
achieved resetting using recombinase-based syn-
thetic memory devices (6). In this work, we
developed two different strategies for CAMERA
resetting that also enable repeated cycles of
erasing and rewriting.
CAMERA2 systems (table S2) translate stimuli

of interest into single-nucleotide modifications.
The devices can be multiplexed by stacking mul-
tiple responsive sgRNA units, and we demonstra-
ted that four exogenous signals could be recorded
using CAMERA 2.4. Through a ratcheted over-
lapping protospacer design, CAMERA 2.5 rec-
orded events in an order-dependent manner—a
capability that is difficult to achieve using other
syntheticmemorydevices.By includingenvironment-
responsive circuits, virus infection and light ex-
posure have also been faithfully recorded using
CAMERA 2.6 and 2.7. The cI repressor translation
mechanism integrated in CAMERA 2.7 is partic-
ularly versatile and can be used to translate a
variety of environmental signals. Similar repres-
sion systemshavebeen applied tomonitor genetic
(mutational inactivation of the cI gene) and epi-
genetic (proteolytic inactivation of cI) changes
in E. coli by Radman and co-workers (45). We
also demonstrated that by recording to high-copy
plasmids, CAMERA 2 maintains its reliability
even in samples containing only 10 to 100 cells.
The mammalian cell compatibility of base editing
enablesCAMERA2msystems to function inhuman
cells, including its use to record both exposure to
external stimuli and flux through an endogenous
signaling pathway.
Incorporating the recently developed adenine

base editor that mediates A•T → G•C base edit-

ing (27) could expand the versatility of CAMERA
2 systems by adding an additional dimension
of recording that can directly reverse the edits
introduced by BE3. CRISPR technology has been
applied in mammalian cells for molecular rec-
ording of exogenous signals and mapping of cell
lineage using genomically integrated circuits
(46–48). The Cas1/Cas2DNA sequence capture sys-
tem has been applied for analog recording in
bacteria using large cell populations (49). While
thisworkwas under review,Wang and co-workers
further developed this recording mechanism and
reported anelegant “biological tape recorder”using
Cas1/Cas2 and copy-inducible plasmids to follow
exogenous signals in a multiplexed format over
time (50). In contrast to these devices, CAMERA
systems are less dependent on genomic integra-
tion of barcoded scratchpads or protospacer arrays
that could result in unpredictable changes in the
genome and undesired cellular perturbations.
As a synthetic memory device that uses novel

recording mechanisms, CAMERA has its own
limitations. Because of the sensitivity of the writ-
ing process, background recording in the absence
of the stimulus can be observed when using less
tightly regulated induction circuits. As a result,
the sensitivity of CAMERA may need to be tuned
for different applications. For example, a weaker
RBS can be used to express base editors and Cas9
nucleases when background recording is unde-
sired. Moreover, when recording to genomic loci,
CAMERA 2 cannot achieve single-cell readout
of analog information and will typically require
the analysis of a population of cells.
We demonstrated only the construction of a

simple AND logic gate in this work. Additional
research is needed to explore more complicated
logic gates (23) using CAMERA. The shortage of
orthogonal inducible expression cassettes also lim-
its the application of CAMERA in more complex
setups. This limitation might be addressed as
more inducible transcriptional and translational
regulation circuits are developed.
These limitations notwithstanding, the use of

base editors in CAMERA 2 systems minimizes
stochastic indels and translocations that arise
from double-stranded DNA breaks. The capabil-
ity of recordingmany endogenous signaling path-
ways of interest in a minimally perturbative and
highly multiplexable manner offers substantial
benefits for investigations of mammalian cell
states. The small sample size of 10 to 100 cell
states that CAMERA requires to achieve faithful
analog recording in bacteria may prove especially
useful for applications in which limited cellular
material is available.We envision that CAMERA
can be used for applications such as recording
the presence of low-abundance extracellular
and intracellular signals, mapping cell lineage,
and constructing complex cell state maps.

Materials and methods
Cloning and plasmids

Oligonucleotides were ordered from Integrated
DNATechnologies. PCR fragments for plasmid con-
structionwere amplified using PhuU polymerase
(ThermoFisher Scientific) and assembled byUSER
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enzymemix (New England Biolabs) according to
themanufacturer’s instructions. All DNA cloning
was performedwithNEBTurbo cells (NewEngland
Biolabs). Plasmids used in this work (see table S3
for plasmid design specifics) are available fromAd-
dgene. Primers used for HTS are listed in table S6.

Strains and chemicals

All bacterial CAMERA devices developed in this
work were tested in E. coli strain S1030 (19) with
the exception of CAMERA 2.6, which was charac-
terized in E. coli strain S2063. The complete geno-
types of S1030 and S2063 are listed in table S4.
Unless otherwise noted, antibiotics were used
at the following concentrations: carbenicillin,
100mg/ml;kanamycin, 50mg/ml; chloramphenicol,
25mg/ml; spectinomycin, 100mg/ml. All chem-
icals were purchased from Sigma-Aldrich and
Fisher Scientific.

Characterization of CAMERA 1.1 in
E. coli S1030

E. coli S1030 were transformed with a mixture
of 500 ng of R1, 500 ng of R2, and 100 ng of W1.1
and plated on LB agar containing carbenicillin
and spectinomycin. A total of eight colonies were
picked, grown to dense cultures, and analyzed
for their R1 content. The bacterial culture carrying
CAMERA 1.1 with 77% R1 and 23% R2 was se-
lected for further testing and split into three
individual cultures. A bacterial culture was in-
oculated 1:500 (v/v) into fresh LB media contain-
ing (i) no inducer, (ii) aTc (100 ng/ml), (iii) 500 mM

IPTG, and (iv) aTc (100 ng/ml) and 500 mM IPTG.
The treated bacteria were allowed to grow at
37°C with shaking for 3 hours, and the R1/R2
ratio was analyzed by amplifying the EGFP frag-
ment and sequencing using HTS.
To characterize the analog behavior of CAMERA

1.1, the starting cultures were inoculated 1:100 (v/v)
into fresh LB media containing 0, 2, 5, 10, 20,
30, 40, 60, 80, 100, or 150 mMIPTG in the presence
of aTc (50 ng/ml). The treated bacteria were
allowed to grow at 37°C with shaking for 3 hours
and the inducers were removed by diluting the
culture in a 1:250 ratio with fresh LB and cul-
turing overnight. The resulting R1/R2 ratio in the
bacterial culture was analyzed by amplifying the
EGFP gene and sequencing in a high-throughput
manner. To induce the EGFP expression as a
transient readout, the bacterial culture was di-
luted again in a 1:125 ratio with fresh LB con-
taining 0.25 mM arabinose. EGFP fluorescence
was measured after 4 hours of induction using a
TECAN Infinite M1000 Pro plate reader with
excitation/emissionwavelengths set to 485/530nm.

Recording and erasing of CAMERA 1.2

E. coli S1030 were transformed with 500 ng of
R3 and 500 ng of R4. The transformed bacteria
were plated on LB agar containing kanamycin
(50 mg/ml) and chloramphenicol (25 mg/ml) to
select for the presence of both plasmids. A total
of eight colonies were picked, grown in fresh LB,
and analyzed for their R3 content. A bacterial cul-
ture containing 38% R3 and 62% R4 was se-

lected to test whether antibiotic treatment could
promote the R3/R4 ratio shift. The selected bac-
terial culture was split into two individual cultures
and diluted 1:30 into fresh LB media contain-
ing kanamycin (0.4, 0.8, 1.2, or 1.6 mg/ml) or
chloramphenicol (100 mg/ml). The process was
repeated one more time before the resulting bac-
teria were analyzed for their R3 content.
Toperform recording anddevice resettingusing

CAMERA 1.2, E. coli S1030 were transformed with
500 ng of R3, 250 ng of R4, and 100 ng of W1.1
and plated on LB agar containing kanamycin
(25 mg/ml), chloramphenicol (10 mg/ml), and
spectinomycin (100 mg/ml). A bacterial colony
carrying CAMERA 1.2 with 36% R3 and 64% R4
was selected for further characterization and
split into three independent cultures. To initiate
the recording process, the bacterial culture was in-
oculated 1:30 into fresh LB media containing aTc
(50 ng/ml) and 100 mM IPTG, whereas to reset the
device, a similar inoculation protocol was perform-
ed with fresh LB media containing kanamycin
(0.8 mg/ml). The inoculated culture was allowed
to grow at 37°Cwith shaking for 12 to 24 hours to
saturation. The process was repeated until a de-
sired R3/R4 ratio was obtained. The R3 content
was characterized by HTS analysis of the EGFP
fragment amplified from the bacterial culture.

Characterization of CAMERAs 2.0 and
2.1 in E. coli S1030

E. coli S1030were transformedwith R1 andW2.0
and plated on LB agar containing carbenicillin
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Fig. 5. CAMERA 2m functions in mammalian cells. (A) Schematic
representation of CAMERA 2m in mammalian cells. (B) CAMERA 2m.0
records information in the format of C•G→T•A modifications at guide
RNA-specified positions of the human safe-harbor gene CCR5. (C) The
presence of doxycycline is recorded by CAMERA 2m.1 through a
doxycycline-controlled transcriptional activator. (D) CAMERA2m.2 records the

presence of doxycycline and IPTG in a multiplexed manner. Expression of
sgRNA A and sgRNA B is repressed by LacI and TetR in the absence of stimuli
and can be turned on by the addition of IPTG and doxycycline, respectively.
(E) CAMERA 2m.3 responds to Wnt signaling and records the presence of a
Wnt signaling stimulus at a target genomic safe-harbor locus. Values and
error bars reflect mean editing and SD of three replicates.
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and spectinomycin. A single colony was picked
and cultured at 37°C with shaking to obtain a
dense culture as the starting material of the re-
cording experiments. The split bacterial cultures
were diluted 500- or 1000-fold into fresh LB
media containing aTc (2, 20, or 200 ng/ml) and
were grown in a 96-deep-well plate at 37°C with
shaking for 16 to 24 hours before being diluted
again. The process was repeated until 68 gen-
erations of bacteria were produced. Editing
promoted by the BE2-sgRNA1 complex was
characterized by amplifying the EGFP gene from
the bacterial culture and analyzing the amplicon
using HTS.
E. coli S1030 carrying CAMERA 2.1 were

treated with (i) no inducer, (ii) 1 mM IPTG, or
(iii) aTc (200 ng/ml) and 1, 0.1, or 0.01 mM IPTG.
Similar repeated diluting and inducing protocol
was adapted as that was used for CAMERA 2.0.
To confirm that CAMERA 2.0 could record the

duration of a stimulus, E. coli S1030 cultures
carrying CAMERA 2.0 were diluted 1000-fold
into fresh LB media and treated with or with-
out aTc (100 ng/ml). The bacteria were grown
in a 24-deep-well plate at 37°C with shaking
for 12 hours and diluted 1000-fold again into
fresh LB containing the same concentrations of
aTc. In the third dilution, bacteria that had not
encountered the inducer were split into fresh LB
media with or without aTc (100 ng/ml). The
process was repeated once in the fourth dilution.
Similarly, bacteria that had been treated with
aTc were split and treated with or without aTc
from generation 20 to 40. E. coli S1030 carrying
CAMERA 2.1 were tested for IPTG sensing using a
similar setup.

Recording in the genomic safe-harbor
gene CCR5 in human cells

HEK293T cells (GenTarget Inc.) were cultured in
48-well plates (collagen-coated, ∼40,000 cells
seeded per well) in DMEM plus GlutaMAX (Life
Technologies) with 10% FBS. Transfection was
performed 24 hours after plating when cells
reached 60 to 70% confluence. To initiate re-
cording in the human safe-harbor gene CCR5,
800 ng of BE3 plasmid and 40 ng of guide
RNA plasmid (CAMERA 2m.0; see table S5
for guide RNA sequences) were transfected in
eachwell using 1.2 ml of Lipofectamine 2000 (Life
Technologies) following the manufacturer’s pro-
tocol. To multiplex recording using multiple
guide RNAs, each guide RNA plasmid was ap-
plied at a dose of 40 ng together with 800 ng of
BE3plasmid. The transfected cells were incubated
for an additional 3 days before being harvested
for genomic DNA extraction. Base editing was
quantified by amplifying the CCR5 gene frag-
ment from genomic DNA by PCR and analyzing
by HTS.

Recording Wnt signaling in the CCR5
loci of human cells

To enable CAMERA 2m to recordWnt signaling,
we installed a (TCF/LEF)7 promoter upstream of
BE3 and BE3-P2A-Luc to generate CAMERA 2m.3
[(TCF/LEF)7-BE3 and (TCF/LEF)7-BE3-P2A-Luc].

TOPFlash [(TCF/LEF)7-Luc] (43) was used as a
transient readout of Wnt signaling. A control
plasmid that encodes the Renilla luciferase was
included to normalize transfection efficiency for
luminescence readout.
HEK293T cells were cultured in 96-well plates

(collagen-coated, ∼20,000 cells seeded per well) in
DMEM plus GlutaMAX with 10% FBS. Transfec-
tion was performed 24 hours after plating when
cells reached 60 to 70% confluence. CAMERA
2m.3 were prepared in 5 ml of reduced serum
media (Opti-MEM, Life Technologies) with 200
ng of (TCF/LEF)7-BE3 or (TCF/LEF)7-BE3-P2A-
Luc plasmids, 20 ng of U6-sgRNAB plasmid, and
10 ng of Renilla luciferase plasmid, and trans-
fected using 0.5 ml of Lipofectamine 2000. TOP-
Flash plasmid (200 ng) was transfected using
a similar setup without including the guide
RNA plasmid. A stock solution of 1 M LiCl was
prepared in ddH2O and added to the media to
a final concentration of 50 mM 10 hours after
transfection.
Firefly luciferase and Renilla luciferase activ-

ities were measured 24 hours after LiCl treat-
ment. Luciferase substrates were purchased from
Promega. To characterize Wnt-stimulated base
editing, we incubated the transfected cells for
3 days before harvesting for genomic DNA extrac-
tion. Base editing was quantified by amplifying
the CCR5 gene fragment from genomic DNA by
PCR and analyzing by HTS.
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MitoCPR—A surveillance pathway that
protects mitochondria in response to
protein import stress
Hilla Weidberg* and Angelika Amon*

INTRODUCTION:Mitochondria provide cells
with energy and numerous essential metab-
olites such as lipids, amino acids, iron sulfur
clusters, and heme. All mitochondrial func-
tions rely on import of proteins into the or-
ganelle because the mitochondrial proteome
is almost exclusively encoded by nuclear genes.
Given the central importance of mitochondria
for cell viability, it is not surprising that cells
mount a nuclear responsewhenmitochondrial
functions are compromised. Thesemitochondria-
to-nucleus signaling pathways include the
mtUPR (mitochondrial unfolded protein re-
sponse),which triggers expression ofmitochon-
drial chaperones when mitochondrial protein
folding is defective, and the UPRam (unfolded
protein response activated by mistargeting of

proteins) andmPOS (mitochondrial precursor
over-accumulation stress) pathways, which re-
duce translation and induce degradation of
unimported proteins in the cytosol whenmito-
chondrial import is impaired. Even though
mitochondrial import is central to all mito-
chondrial functions, no response to protein
import defects had been described that pro-
tects mitochondria during this stress.

RATIONALE: To determine how cells respond
to defects in mitochondrial protein import, we
first developed a system in budding yeast with
which to specifically inhibit this process. We
found that overexpression of proteins that rely
on a bipartite signal sequence for their mito-
chondrial localization inhibited mitochondrial

import and led to the accumulation of mito-
chondrial precursors. Protease protection and
carbonate extraction assays that were performed
on isolated mitochondria revealed that these
unimported proteins accumulated on the mito-
chondrial surface and in the import channel
known as the translocase.

RESULTS:Having developed a system that al-
lowed us to specifically inhibit mitochondrial
protein import, we examined the cellular re-
sponse to this defect. Transcriptome analysis of
cells overexpressing bipartite signal–containing

proteins identified a gene
expression pattern related
to themulti-drug resistance
response. We termed this
response mitochondrial
compromised protein im-
port response (mitoCPR).

mitoCPR was triggered by protein import de-
fects but not other mitochondrial deficiencies,
such as respiratory failure, and was mediated
by the transcription factor Pdr3. Our analyses
further showed that mitoCPR was critical for
the protection of mitochondria during import
stress. Cells lacking PDR3 did not mount a
mitoCPR during import stress and accumu-
lated higher levels of unimported proteins on
the organelle surface as compared with those of
wild-type cells. Consequently, pdr3D cells exhi-
bited decreased respiratory function and loss of
mitochondrial DNAwhenmitochondrial import
was restored. Our results also shed light on the
mechanism by which mitoCPR protected mito-
chondria. Upon mitochondrial import stress,
Pdr3 induced expression of Cis1. Coimmuno-
precipitation analyses showed that Cis1 recruited
the AAA+ adenosine triphosphatase Msp1 to the
translocase by binding to the translocase re-
ceptor Tom70. There, the two proteins mediated
the clearance and proteasomal degradation
of proteins that failed to be imported into
mitochondria.

CONCLUSION:Wediscovered amitochondrial
import surveillancemechanism in budding yeast.
This surveillance mechanism, mitoCPR, is acti-
vated when mitochondrial import is stalled in
order to induce the removal of mitochondrial
proteins accumulating on the mitochondrial
surface. Clearance of precursors is critical for
maintaining mitochondrial functions during
import stress. We propose that mitoCPR could
be especially important when the import ma-
chinery is overwhelmed, as may occur in sit-
uations that require the rapid expansion of the
mitochondrial compartment.▪
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CELL BIOLOGY

MitoCPR—A surveillance pathway that
protects mitochondria in response to
protein import stress
Hilla Weidberg* and Angelika Amon*

Mitochondrial functions are essential for cell viability and rely on protein import into
the organelle. Various disease and stress conditions can lead to mitochondrial import
defects. We found that inhibition of mitochondrial import in budding yeast activated
a surveillance mechanism, mitoCPR, that improved mitochondrial import and protected
mitochondria during import stress. mitoCPR induced expression of Cis1, which associated
with the mitochondrial translocase to reduce the accumulation of mitochondrial precursor
proteins at the mitochondrial translocase. Clearance of precursor proteins depended on
the Cis1-interacting AAA+ adenosine triphosphatase Msp1 and the proteasome, suggesting
that Cis1 facilitates degradation of unimported proteins. mitoCPR was required for
maintaining mitochondrial functions when protein import was compromised, demonstrating
the importance of mitoCPR in protecting the mitochondrial compartment.

M
itochondrial function is required for cell
viability, producing energy, and many es-
sential biologicalmolecules such as iron-
sulfur clusters and heme (1). Even though
mitochondria contain their own genome,

the vastmajority of their proteins are encoded by
the nucleus. Import of nuclear-encoded proteins
into mitochondria is essential for mitochondrial
function and cell viability (1, 2). Defects in mito-
chondrial protein import are associated with
various humandiseases, such as deafness-dystonia
syndrome and Huntington’s disease (3–5). How-
ever, even though mitochondrial protein import
is essential for all mitochondrial functions, little
is known about how cells respond tomitochondrial
protein import defects. Recently, two pathways—
mPOS (mitochondrial precursor over-accumulation
stress) and UPRam (unfolded protein response
activated by mistargeting of proteins)—have been
identified in yeast that respond to the accumu-
lation of unimported mitochondrial proteins in
the cytosol (6, 7). UPRamandmPOS reduce global
translation, and UPRam protects the cytosol from
proteotoxic effects of unimported proteins by ac-
celerating their degradation. In mammals, the
Ubiquilin family of proteins has a similar role
in mediating the degradation of mitochondrial
transmembrane proteins that fail to get imported
and remain in the cytosol (8). Whether mecha-
nisms exist that protect mitochondrial functions
in the face of mitochondrial import stress is un-
clear. We identified a response to mitochondrial
protein import defects that protected mitochon-
drial functions by reducing the accumulation of

precursor proteins at the mitochondrial surface
and translocase. This response was brought about
by the transcription factor PDR3, which has pre-
viously been shown to mediate a multidrug re-
sistance (MDR) response.
The canonical MDR response is conserved from

bacteria to mammals (9). It protects organisms
from xenobiotics and can limit the effectiveness
of microbial and cancer chemotherapy (9, 10). In
budding yeast, the MDR response is activated by
a variety of chemical compounds and is primarily
mediated by the two related transcription factors
Pdr1 and Pdr3 (11–13). They induce the expres-
sion of several adenosine 5′-triphosphate (ATP)–
binding cassette (ABC) transporters to mediate
efflux of xenobiotics (13). A transcriptional re-
sponse related to the MDR and specifically medi-
ated by Pdr3 is active in yeast cells with defective
mitochondrial DNA (mtDNA) (14). In such cells,
Pdr3 induces the expression of genes encoding
ABC transporters, sphingolipid biosynthesis en-
zymes, and a number of genes of unknown func-
tion (15). We show here that Pdr3 mediates a
mitochondrial import defect response.

A system to acutely inhibit mitochondrial
protein import

All mitochondrial functions depend on proteins
being imported from the cytosol into the organ-
elle. Whether pathways exist that monitor im-
port of proteins into mitochondria and elicit a
cellular response under conditions of mitochon-
drial import stress is unknown. To determine
whether cells respond to mitochondrial import
stress, we examined the consequences of acutely
interfering with mitochondrial protein import.
Compounds that uncouple the mitochondrial
respiratory chain, such as CCCP (carbonyl cya-
nidem-chlorophenyl hydrazine), prevent mito-

chondrial import, which is dependent on the
mitochondrial membrane potential (2). However,
these same compounds can also affect potential
across other cellular membranes and induce a
MDR response, which complicates delineating
responses specific to mitochondrial import de-
fects. We hypothesized that acute induction of
mitochondrial import stress could be achieved
without drugs by overloading the mitochondrial
import machinery through overexpression of
mitochondrial proteins.We overexpressed a num-
ber of mitochondrial proteins from the strong
galactose-inducible GAL1-10 promoter and asses-
sed the mitochondrial import of Cox5a, a nuclear-
encoded subunit of mitochondrial complex IV.
Likemostmitochondrial proteins, Cox5a harbors
an N-terminal presequence that is cleaved upon
import into the mitochondrial matrix (16). In un-
treated cells,mitochondrial import and precursor
cleavage was so efficient that the Cox5a prepro-
tein (Cox5apre) was not detected (Fig. 1A). Upon
disruption of membrane potential and hence pro-
tein import with CCCP, Cox5apre accumulated in
cells (Fig. 1A).
Overexpression of the majority of mitochon-

drial proteins did not affect Cox5a processing,
but high levels of Psd1, Ccp1, Cyb2, Cox5a, or
Tim50 led to Cox5apre accumulation (Fig. 1A).
All five proteins use the same mitochondrial im-
port machinery. They contain a bipartite signal
that inhibits translocation into the mitochondrial
matrix. This results in the lateral release of pro-
teins out of the inner-membrane translocase
TIM23 into the inner membrane itself (2). A broad
survey of mitochondrial proteins known to con-
tain a bipartite signal confirmed this conclusion
(Fig. 1B). By contrast, inner-membrane proteins
that use other import mechanisms (for exam-
ple, the TIM22 pathway) or proteins that translo-
cate across the TIM23 translocase, such as matrix
proteins, did not affect Cox5a processing (Fig. 1A).
Overexpression of bipartite signal–containing
proteins affected import of proteins other than
Cox5a.High levels of the bipartite signal–containing
protein Psd1 interfered with the processing of a
number of presequence-containing proteinswhose
import ismediatedby theTIM23 complex (Fig. 1C).
Thus, saturation of the TIM23 lateral diffusion
import pathway leads to the accumulation of
mitochondrial preproteins.
The accumulation ofmitochondrial preproteins

could reflect defects in either translocation into
mitochondria or presequence cleavage in the
matrix. To test the former possibility, we deter-
mined the localization of Cox5apre. Both the ma-
ture and the preprotein forms of Cox5a were
detected in mitochondrial but not cytosolic frac-
tions after overexpression of PSD1 or CCCP treat-
ment (Fig. 2A). Addition of proteinase K to the
mitochondrial fractions led to loss of Cox5apre

but not mature Cox5a, which resides in the inner
membrane with its C terminus facing the inter-
membrane space. Because Cox5awas detected by
using a C-terminal V5 tag in this analysis, we
conclude that at least the C terminus of Cox5apre

resides at the surface of mitochondria that faces
the cytosol. These results lead to two important
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conclusions. First, overexpressed bipartite signal–
containing proteins interfere withmitochondrial
protein translocation. Second, the C-terminus of
Cox5apre accumulates at the mitochondrial sur-
face when mitochondrial import is impaired.
Cox5apre could be peripherally associated with

the mitochondrial outer membrane by binding to
receptors on themitochondrial surface, be trapped
in the translocase, or be incorrectly inserted into
the outer membrane via its transmembrane do-
main. To determine the exact localization of
Cox5apre, we treated mitochondria preparations
with sodium carbonate (pH 11), which extracts
peripheral membrane proteins frommembranes
(17). As expected, the inner-membrane localized,
mature Cox5a was largely resistant to sodium
carbonate extraction, while the peripheral outer
membrane protein Cis1 dissociated from mito-
chondria during this treatment (Fig. 2B). Most
of Cox5apre remained associated with mitochon-
drialmembranes during sodium carbonate treat-
ment, indicating that a large fraction of Cox5apre

was either inappropriately integrated into the
outer membrane or stalled in the TOM (translo-
case of the outermembrane) translocase (Fig. 2B).
To distinguish between these possibilities, we
investigated the localization of Sod2, amitochon-
drialmatrix protein that lacks any transmembrane
domains. Like Cox5apre, Sod2pre accumulated at
the mitochondrial outer membrane after over-
expression of PSD1; association of the precur-
sor with mitochondrial fractions was sensitive
to proteinase K treatment (fig. S1). Sod2pre was
also largely resistant to sodium carbonate extrac-
tion (Fig. 2C). By contrast, sodium carbonate treat-
ment solubilized mature matrix-localized Sod2.
Thus, during import stress, mitochondrial pre-
proteins are tightly bound to the mitochondrial

outer membrane independently of transmem-
brane domains. This suggests that at least a
fraction of the preproteins is stalled in the mito-
chondrial translocase during import stress.
How do bipartite signal–containing proteins

interferewith protein import when overexpressed?
To address this question, we determined which
bipartite signal element interfered with protein
import when overexpressed. Bipartite mitochon-
drial targeting signals comprise a mitochondrial
targeting sequence (MTS) and a hydrophobic seg-
ment that directs the protein to the inner mem-
brane. Overexpressed Psd1 lacking its MTS did
not inhibit mitochondrial protein import, dem-
onstrating that Psd1 must be imported intomito-
chondria to interfere with Cox5a import (Fig. 2D).
Consistent with this conclusion, Psd1’s bipartite
signal was sufficient to inhibit Cox5a mitochon-
drial import. Overexpression of green fluorescent
protein (GFP) fused to Psd1’s bipartite signal in-
hibited Cox5a import, whereas a fusion between
only Psd1’sMTS and GFP did not (Fig. 2D). Thus,
when present in excess, bipartite signal–containing
proteins interfere with import only when targeted
to the innermembrane. This finding indicates that
lateral diffusion out of TIM23 translocase is a rate-
limiting step in mitochondrial import that can be
saturated by overexpressing proteins imported via
this route.

Mitochondrial import defects activate
the mitoCPR

Does inhibiting protein import elicit a cellular re-
sponse? To address this question, we examined
the transcriptional consequences of overexpress-
ing PSD1. Overexpression of PSD1 up-regulated
217 genes and down-regulated 11 genes by two-
fold or more (table S1). Among the up-regulated

genes was a group of genes previously shown to
be induced by the transcription factor Pdr3, but
not its close homolog Pdr1, in response to PSD1
overexpression and loss of mtDNA (14, 18). We
identified 19 genes whose induction upon mito-
chondrial import stress depended on PDR3 (Fig. 3,
A and B, and table S1). This group of genes in-
cluded MDR response genes such as genes encod-
ing ABC transporters, proteins involved in lipid
metabolism and transport, reduced nicotina-
mide adenine dinucleotide phosphate (NADPH)–
dependent enzymes, and a number of proteins
of unknown function (Fig. 3A). Other, well-
characterized mitochondrial stress responses
were, however, not activated by PSD1 overex-
pression within the time frame of the experiment.
PSD1-overexpressing cells did not induce RTG
(retrograde)–regulated genes, such as CIT2 and
PDH1, that are known to be activated in response
to defects in Krebs cycle function (table S1) (19).
The finding that overexpression of PSD1 inhib-
ited mitochondrial import suggests that it is
mitochondrial import defects that elicit this PDR3-
mediated transcriptional response. The finding
that cells lacking mtDNA, which exhibit severe
mitochondrial import defects (20, 21), also show
that this transcriptional response is consistent
with this idea.
To further explore a potential link between the

PDR3-mediated transcriptional response andmito-
chondrial import defects, we first asked whether
proteins—which, when overexpressed, inhibited
mitochondrial import—also induced the PDR3-
mediated transcriptional response. This was the
case. All mitochondrial proteins that caused pro-
tein import defects when overexpressed induced
the PDR3-mediated transcriptional response as de-
termined by up-regulation of the PDR3-responsive
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Fig. 1. Overexpression of bipartite signal–containing proteins
induces mitochondrial protein import defects. (A) Immunoblot
of Cox5a-V5 and Cox5apre-V5 (Cox5a preprotein) in control cells,
CCCP-treated cells (20 mM, 1 hour), or cells overexpressing mitochondrial
proteins through the addition of galactose for 4 hours. Overexpressed
proteins are divided by their localization to the outer membrane
(outer mem.), matrix, inner membrane, and intermembrane space
compartments. Pgk1 was used as a loading control. (B) Same as (A).

Asterisk represents a nonspecific band, result of PSD1 overexpression.
(C) Immunoblot of Rip1-V5, Sod2-V5, Mdh1-V5, and Pam17-V5
(expressed from their endogenous promoter) in control cells or after
overexpression of PSD1 for 4 hours. Asterisks identify the precursor
form of the indicated proteins. OE, overexpression. As previously
shown (50), Sod2 migrates in SDS–polyacrylamide gel electrophoresis
(PAGE) as a doublet under conditions when mitochondria are intact
and as a triplet when its cleavage is inhibited.
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gene CIS1. Conversely, proteins whose overex-
pression did not interfere with mitochondrial im-
port did not induce CIS1 (Fig. 3C and fig. S2, A
and B). The perfect correlation between the abil-
ity to inhibit mitochondrial import and induction
of a PDR3-mediated transcriptional response was
also observedwhen analyzing cells overexpressing
various PSD1 domains. Cells overexpressing Psd1
that lacked its mitochondrial targeting signal or
that harbored an N-terminal V5 tag to prevent
targeting of the protein tomitochondria failed to
induce CIS1 (Fig. 3, D and E, and fig. S2, C and D)
or any other PDR3-mediated transcripts (table S1).
By contrast, GFP that was fused to the complete
Psd1 bipartite signal induced CIS1 when overex-

pressed, whereas GFP that was fused only to
Psd1’s MTS did not (Fig. 3D and fig. S2C).
The PDR3-mediated transcriptional response

was not only induced through acute induction of
mitochondrial import defects but was also seen
in mutants in which mitochondrial import was
constitutively impaired. Cells harboring deletions
in mtDNA (rho– cells) or lacking mtDNA (rho0
cells), both of which cause mitochondrial import
defects, expressed CIS1 at an elevated level (Fig. 3F)
(22). Cells lacking TAM41, a gene encoding a car-
diolipin biosynthesis enzyme, have severe mito-
chondrial import defects but intactmtDNA(23,24).
These cells, too, expressed CIS1 at high levels
(Fig. 3F). Not all mitochondrial defects elicited

the PDR3-mediated transcriptional response.
Deletion of genes encoding subunits of respi-
ration complexes III and IV results in respiration
defects (25, 26) but did not cause induction of
CIS1 expression (fig. S2E). Our results reveal a
tight correlation between mitochondrial import
defects and induction of a PDR3-mediated tran-
scriptional response.
To further test the hypothesis that induction

of the PDR3-mediated transcriptional response
is caused by mitochondrial import defects, we
examined the consequences of suppressingmito-
chondrial import defects on CIS1 expression. The
ATP1-111 allele increases membrane potential
and improves protein import in rho0 cells by
altering the ATP:ADP (adenosine 5′-diphosphate)
ratio between the matrix and the intermembrane
space (20, 21, 27). Introduction of the ATP1-111
allele into either rho0, rho–, or tam41D cells caused
a large decrease in CIS1 expression (Fig. 3G). Thus,
either defects in membrane potential or import
defects elicit a PDR3-mediated transcriptional
response. The finding that overexpression of PSD1
for 4 hours, which is sufficient to induce the
PDR3-mediated transcriptional response, did not
significantly affect mitochondrial membrane po-
tential (Fig. 3B and fig. S2F) suggested that mem-
brane potential defects do not lead to induction
of Pdr3 target genes. Thus, mitochondrial im-
port defects cause a PDR3-mediated transcrip-
tional response.We termed this responsemitoCPR
for mitochondrial compromised protein import
response.

The mitoCPR protects mitochondrial
functions during import stress.

What is the role of the mitoCPR whenmitochon-
drial protein import is impaired? To address this
question, we first determined the consequences
of deleting PDR3 on the fate of Cox5apre under
conditions in which protein import is impaired.
As shown above, overexpression of PSD1 led to
the accumulation of Cox5apre (Fig. 1A). Cox5apre

had a half-life of ~19min in PSD1-overexpressing
cells (Fig. 4, A and B). The eventual loss of Cox5apre

in PSD1-overexpressing cells could be due to im-
port of the preprotein intomitochondria, cytosolic
degradation, or both. Deletion of PDR3 prolonged
the half-life of Cox5apre (Fig. 4, A and B). Converse-
ly, overexpression of PDR3 partially suppressed
the accumulation of Cox5apre under conditions
of mitochondrial import stress (Fig. 4C). Thus,
PDR3 and by extension mitoCPR are critical for
either maintaining some level of mitochondrial
import and/or clearingpreproteins from themito-
chondrial importmachinery during import stress.
Next, we determined whether mitoCPR was

important for maintaining mitochondrial func-
tions under conditions of import stress. Upon
overexpression of PSD1, oxygen consumption
rate decreased (Fig. 4D and fig. S3A). Deletion of
PDR3 further exaggerated this effect (Fig. 4D and
fig. S3A), indicating that PDR3 is critical for main-
taining mitochondrial respiration when mito-
chondrial import is compromised.
PDR1 and PDR3 preventmtDNA loss resulting

frommitochondrial fusion defects (28). We tested
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whether mitoCPR was important for protecting
cells from mtDNA loss during import stress.
Respiratory competence is a readout of mtDNA
integrity. Assaying respiration, however, requires
the analysis of colonies. This prerequisite pre-
cluded us from inducing mitochondrial import
stress through overexpression of PSD1 because
prolonged overexpression of PSD1 is lethal (fig.
S3B). In fact, overexpression of all bipartite signal–
containing proteins is lethal (fig. S3C). The mito-
chondrialHsp70 chaperoneSsc1 and its cochaperone
Mge1 are essential formitochondrial import (29–31).
We hypothesized that overexpression of SSC1 or
MGE1 alone would lead to a mitochondrial im-
port defect because the proper ratio of Hsp70 to
its cochaperone is crucial for its chaperone acti-
vity in bacteria (32). Overexpression ofMGE1, al-
though not lethal (fig. S3B), caused amild protein
import defect comparable with that of cells lack-
ing mtDNA. Cox5apre did not accumulate in
MGE1-overexpressing cells or rho0 cells upon in-
duction of Cox5a expression from the methionine-
regulatedpromoter (MET25) (fig. S3D).Nevertheless,
mature Cox5a levels were reduced in GAL-MGE1
and rho0 cells as compared with control cells,
whereas COX5amRNA expression was compa-
rable in all strains (fig. S3, D and E). Thus, less
Cox5a is imported into mitochondria inMGE1-
overexpressing cells, and unimported Cox5apre

is rapidly degraded. Consistent with a mild mito-
chondrial import defect, overexpression of MGE1
induced a mitoCPR as determined by elevated
CIS1 levels (as did overexpression of SSC1) (fig.
S3, F and G).
Having established that overexpression ofMGE1

causes a mild mitochondrial import defect that
is not lethal, we examined its effects on mtDNA
stability. Overexpression of MGE1 for 24 hours
led to an increase in rho– cells (Fig. 4E). Inacti-
vation of mitoCPR by deleting PDR3 caused a
threefold increase in cells harboring defective
mtDNA (Fig. 4E). Becausemaintenance of mtDNA
largely depends on nuclear-encoded genes (33),
we conclude that mitochondrial import stress
prevented their import. This caused mtDNA
damage and the generation of rho– cells. Fur-
thermore, the mitoCPR protects mtDNA only
during import stress. The absence of PDR3 did
not affect respiration or mtDNA maintenance
under normal growth conditions. Thus,mitoCPR
has a protective role specifically during mito-
chondrial import stress.

Cis1 protects mitochondria during
import stress

One of the most strongly induced genes after
mitochondrial import stress is CIS1 (Fig. 3A) (34).
CIS1 overexpression improves cellular fitness in
the presence of citrinin, amycotoxin that reduces
mitochondrial membrane potential (35). The pro-
tein itself, however, neither harbors domains with
known functions nor has homologs in higher eu-
karyotes. Cis1 protein only accumulated under
conditions of mitochondrial import stress and
was unstable even when expressed (fig. S4, A
and B). Cis1 associates withmitochondria in high-
throughput localization studies (36), which promp-

ted us to investigate whether the protein played
a role in protecting mitochondria during import
stress. To study Cis1, we placed the gene under
the constitutive TEF2 promoter (fig. S4A). A con-
stitutively expressed Cis1-GFP fusion indeed pre-

dominantly localized to the outer membrane of
the organelle (Fig. 5, A to C). Cis1 is not predicted
to have a transmembrane domain. We conclude
that Cis1 associates with the outer mitochondrial
membrane facing the cytosol.
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Fig. 3. Inhibition of mitochondrial protein import induces the mitoCPR. (A) Gene expression
analysis of control wild-type cells and wild-type or pdr3D cells that overexpressed PSD1 for
4 hours through galactose induction. The heat map describes the transcription profiles of cells
overexpressing PSD1 and pdr3D cells overexpressing PSD1. The 19 genes shown met the following
criteria: (i) genes that exhibited an increase in expression of at least (log2) 0.6 and adjusted P values
that are equal to or lower than 0.05 in PSD1-overexpressed cells versus PSD1-overexpressed cells
lacking PDR3; (ii) genes that exhibited an increase in expression of at least (log2) 0.6 and adjusted
P values that are equal to or lower than 0.05 in PSD1-overexpressed cells versus control cells. WT,
wild type. OE, overexpression. (B) CIS1 mRNA levels in wild-type cells, cells overexpressing PSD1,
or pdr3D cells overexpressing PSD1. PSD1 expression was induced through the addition of galactose
for 4 hours. n = 3 experiments; data are mean ± SD. (C) CIS1 mRNA levels in control cells or cells
overexpressing mitochondrial proteins through galactose induction (4 hours) were analyzed by
means of quantitative reverse transcription polymerase chain reaction (RT-PCR). n = 3 experiments;
data are mean ± SD. (D) Same as (C), after overexpression of PSD1-GFP fusion genes for
4 hours. MTS, mitochondrial targeting sequence; HS, hydrophobic segment. n = 3 experiments;
data are mean ± SD. (E) Same as (C), after overexpression of PSD1 or V5-PSD1 for 4 hours.
n = 3 experiments; data are mean ± SD. (F) CIS1 mRNA levels of wild-type, rho0, rho–, and tam41D
cells in the presence or absence of PDR3. n = 3 experiments; data are mean ± SD. (G) Same as
(F), in the presence or absence of the ATP1-111 allele. n = 3 experiments; data are mean ± SD.
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The expression of Cis1 proved to be important
for cells during mitochondrial protein import
stress. Although deletion of CIS1 did not have a
noticeable effect on Cox5apre levels (fig. S4C), it
did cause a defect inmtDNAmaintenance during
mitochondrial import stress caused byMGE1 over-
expression (Fig. 5D). The effects of deleting CIS1
on the mitoCPR were subtle, presumably because
proteins acting in parallel could substitute for CIS1
function. The expression of CIS1 from the consti-
tutive TEF2 promoter, however, had a substantial
protective effect during mitochondrial import
stress. It led to a decrease in Cox5apre levels after
PSD1 overexpression and an increase in the
levels of mature Cox5a (Fig. 5E).

Drugs such as CCCP could not be used to study
the role of PDR3 during mitochondrial import
stress because the drug caused PDR3-independent
expression of mitoCPR genes, including CIS1.
TEF2 is, however, not controlled by any MDR
response, which allowed us to explore the role of
CIS1 expressed from the TEF2 promoter in the
mitoCPR using CCCP. We induced expression of
COX5a from the MET25 promoter and simulta-
neously treated cells with CCCP. CCCP treatment
partially blocked mitochondrial import, causing
Cox5apre to accumulate. Constitutive expression
of CIS1 prevented this accumulation (Fig. 5, F
to H). Constitutive Cis1 had the same effect on
thematrix proteinsRmd9, Ilv2, andMss116 (fig. S4,

D and E). Thus, high levels of Cis1 affect pre-
cursor levels of many and perhaps all mito-
chondrial proteins. ConstitutiveCIS1 (tagged and
untagged) also protected mtDNA during mito-
chondrial import stress caused by overexpres-
sion ofMGE1 and even partially suppressed the
detrimental effects of deleting PDR3 on mtDNA
maintenance (Fig. 5I and fig. S4F). Thus, CIS1
is an important effector of the mitoCPR. Cis1
reduces the levels of unimported proteins and
protects mitochondrial functions during mito-
chondrial import stress.

Cis1 and Msp1 mediate mitochondrial
preprotein clearance during
mitochondrial import stress

Our results indicate that during mitochondrial
import stress, Cox5apre accumulated on the sur-
face of mitochondria and appeared to be stalled
in the translocase (Fig. 2, A and B). Cis1 aided in
the import of preproteins, facilitated their degra-
dation at the mitochondrial surface, or contrib-
uted to both. To test whether Cis1 promoted the
degradation of unimported proteins, we asked
whether down-regulation of Cox5apre brought
about by constitutive CIS1 expression depended
on the proteasome. Although constitutive CIS1
prevented the accumulation of Cox5apre in wild-
type cells treated with CCCP (Fig. 5, F to H), it
failed to do so in cells that carried the temperature-
sensitive rpn6-1 allele and thus had compromised
proteasome function (Fig. 6, A and B). MET25-
COX5a was likely induced before methionine
depletion in the rpn6-1mutant because the tran-
scription factor responsible for activatingMET25
is a proteasome substrate (37). Thus,CIS1promotes
proteasomal degradation of unimported proteins
that accumulate at the mitochondrial surface.
How does Cis1 promote the degradation of un-

imported proteins? The AAA–adenosine triphos-
phatase (ATPase) Msp1 is a dislocase that extracts
endoplasmic reticulum (ER) and peroxisomemem-
brane proteins mistargeted to the mitochondrial
outer membrane for proteasomal degradation
(38–41). Our results show thatMsp1 has a similar
function in reducing preprotein accumulation
duringmitochondrial import stress. Cells lacking
MSP1 accumulated high levels of Cox5apre when
Cox5a expression was induced under conditions
of mitochondrial import stress (CCCP treatment)
(Fig. 6, C and D). Furthermore, accumulation of
mature Cox5a was significantly delayed, suggest-
ing that less Cox5a was imported into mitochon-
dria (Fig. 6, C and E). Cells lackingMSP1 neither
accumulatedCox5apre nor inducedmitoCPRunder
normal growth conditions (Fig. 6F and fig. S5A),
excluding the possibility that msp1D cells were
generally defective in importing proteins into
mitochondria. An effect on Cox5apre was also
observed when the msp1-E193Q allele was over-
expressed from the GAL1-10 promoter in cells
lacking endogenousMSP1 (Fig. 6, G and H, and
fig. S5B). The E193Q substitution, located in the
Walker B motif of the ATPase domain, is pre-
dicted to disrupt ATPase activity and stabilizes
ER- and peroxisome-mistargeted proteins in the
outer membrane of mitochondria (38–40). Thus,
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Fig. 4. The mitoCPR protects mitochondrial functions during import stress. (A) PSD1 was
overexpressed for 6 hours, and the half-life of Cox5a preprotein was examined after cycloheximide
(0.5 mg/ml) addition in wild-type or pdr3D cells. CHX, cycloheximide; OE, overexpression. Pgk1
served as a loading control. (B) Quantification of (A); Cox5a preprotein half-life. n = 4 experiments;
data aremean ± SD. (C) Immunoblot of Cox5a-V5 fromGAL-PSD1 cells or GAL-PSD1 cells overexpressing
PDR3 (TEF2-PDR3) 6 hours after galactose induction. Quantification of Cox5a preprotein from three
independent experiments is depicted on the right. Data are mean ± SD. Statistics were performed
by using the Student’s t test; *P ≤ 0.05. (D) Oxygen consumption of wild-type and pdr3D cells that
did or did not overexpress PSD1 for 4 hours. The oxygen consumption rate (nmol s−1 ml) of this
experiment is shown in parentheses. (E) GAL-MGE1 and GAL-MGE1 pdr3D cells were grown for
24 hours in the presence or absence of galactose so as to induce GAL-MGE1. Mitochondrial DNA loss
was analyzed by the appearance of rho– colonies on 1% yeast extract, 2% peptone (YEP) plates
containing 2% ethanol and 0.3% glucose. n = 4 experiments; data are mean ± SD.
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like Cis1, Msp1 limits the accumulation of un-
imported precursor proteins.
Next, we determined the epistatic relationship

betweenMSP1 and CIS1. We asked whether CIS1’s
ability to limit the accumulation of Cox5apre re-
quired MSP1. Whereas TEF2-CIS1 prevented the
accumulation of Cox5apre in wild-type cells (Fig. 5,
F and G), it failed to do so in cells lacking MSP1
(Fig. 6, I and J). Thus, Cis1’s effect on preprotein
clearance depended on MSP1.
Having established that Cis1 and Msp1 both

function in preprotein clearance during mito-
chondrial import stress, we next asked whether
the two proteins act in the same pathway. Cis1
expressed from the TEF2 promoter coimmuno-
precipitated with Msp1-E193Q-FLAG, and vice
versa (Fig. 7A and fig. S6A). We were not able to
detect binding between Cis1 and wild-type Msp1
most likely because this interaction is transient
(fig. S6B). We did, however, obtain genetic evi-
dence to indicate that the two proteins interact.
In cells lacking GET1, ER membrane proteins

accumulate in the mitochondrial outer mem-
brane (38, 39). These conditions did not induce
the mitoCPR but caused a growth defect at 37°C
(fig. S5, A and C) (38). Overexpression of CIS1,
like deletion of MSP1, enhanced this growth de-
fect (fig. S5C), suggesting that high levels of Cis1
reduce the interaction of Msp1, with ER proteins
mistargeted to themitochondrial outermembrane.
The observation that the association of pre-

proteins with mitochondrial membranes was re-
sistant to sodium carbonate treatment suggested
that preproteins accumulate at translocases dur-
ing mitochondrial import stress (Fig. 2, B and C).
We therefore asked whether Cis1 was also found
at translocases. This appeared to be the case.
Localization of Cis1 to mitochondria was depen-
dent on Tom70, a receptor of the outer-membrane
translocase (Fig. 7B). Furthermore, Cis1 interacted
with Tom70 as well as with Msp1 as assessed
with coimmunoprecipitation analysis (Fig. 7C).
Because Cis1 is only expressed during mito-

chondrial import stress (fig. S4A), we conclude

that Cis1 is recruited to mitochondria under im-
port stress, during which it interacts with both
Tom70 and Msp1. Consistent with this conclu-
sion, the interaction between Tom70 and Msp1
was enhanced duringmitochondrial import stress
(Fig. 7, D and E). We propose that upon recruit-
ment to the translocase via Cis1, Msp1 evicts pre-
proteins from the translocase and themitochondrial
surface to target them for proteasomal degrada-
tion. Our results do not exclude the possibility
that Cis1 and Msp1 also improve import efficien-
cy. We have some evidence to suggest that this
may in fact be the case. Overexpression of CIS1
caused an increase inmature Cox5a levels during
prolonged mitochondrial import stress brought
about by high levels of Psd1 (Fig. 5E). Similarly,
msp1D cells accumulated less mature Cox5a after
CCCP treatment (Fig. 6, C and E).

Discussion

Here, we describe the discovery of a surveillance
mechanism, mitoCPR, that detects mitochondrial
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Fig. 5. Cis1 maintains mitochondrial function
during protein import stress. (A) Live cell
fluorescence imaging of cells expressing TEF2-
CIS1-GFP and mitochondrial targeted mCherry
(mt-mCherry). (B)Mitochondria were isolated from
cells expressing TEF2-CIS1-V5 that were grown
in 3% glycerol. Mitochondria (M) (± proteinase K)
are shown. mt-mCherry-matrix control protein,
Tom70-GFP–outer membrane control protein.
(C) Cytosolic fraction of cells presented in (B).
Cytosolic (C) fraction as well as total cell lysate (T)
are shown. Pgk1 served as a cytosol control
protein,Tom70-GFP served as an outer-membrane
control protein, and Cox4 served as a control
matrix protein. (D) Wild-type, pdr3D, and cis1D cells
were grown for 48 hours in the presence of
galactose so as to induceGAL-MGE1. Mitochondrial
DNA loss was analyzed through the appearance
of rho– (petite) colonies. n = 3 experiments;
data are mean ± SD. Student’s t test was used;
*P ≤ 0.05, **P ≤0.005. (E) Immunoblot analysis of
Cox5a from GAL-PSD1 or GAL-PSD1 TEF2-CIS1
cells after PSD1 overexpression (6 hours).
OE, overexpression. Quantifications of Cox5a
preprotein (middle) and mature Cox5a (right)
are shown. n = 3 experiments; data are
mean ± SD. Student’s t test was used; *P ≤ 0.05.
(F) Wild-type or TEF2-CIS1 cells were grown
in the presence of methionine. MET25-COX5a
was then induced through methionine removal in
the presence of CCCP. Cox5a-V5 protein levels
were analyzed at the indicated times (Pgk1,
loading control). (G) Quantification of (F);
Cox5a preprotein. n = 4 experiments; data are
mean ± SD. (H) Quantification of Cox5a
preprotein levels 60 min after induction of
MET25-COX5a in the presence of CCCP. n = 6
experiments; data aremean ± SD. Student’s t test
was used; **P ≤ 0.005. (I) Wild-type and
pdr3D cells (± TEF2-CIS1-GFP) were grown for
24 hours in the presence of galactose so as
to induce GAL-MGE1. Mitochondrial DNA loss
was analyzed as in (D). n = 4 experiments; data
are mean ± SD.
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import stress and protects mitochondrial func-
tions in response. We propose that the mitoCPR
effector Cis1 recruitsMsp1 to the outer-membrane
translocase to clear stalled proteins from the trans-
locase, and consequentially improvemitochon-
drial import (Fig. 7F). This response is essential
to protect mitochondrial functions and to main-
tain the mitochondrial genome during import
stress. Recently, it was discovered that translation
by ribosomes at the surface of mitochondria can
stall (42). Whether the Msp1-Cis1 complex can
clear preproteins from ribosomesduring cotrans-
lational import or whether the complex only rec-
ognizes posttranslationally imported proteins
has yet to be determined. We also do not yet
knowwhether Cis1 andMsp1 improvemitochon-
drial import solely by clearing unimported pro-
teins. Our data suggest that they may also aid in
the import process itself. Mitochondrial prepro-
teins must be kept unfolded in order to translo-
cate intomitochondria (2). A delay inmitochondrial
import could result in premature folding and
perhaps even aggregation of preproteins at the
organelle’s surface. We speculate that Msp1, whose

ATPase domain faces the cytosol, could unfold
prematurely folding or aggregated preproteins,
giving them a second chance to translocate into
mitochondria or, when this does not occur, tar-
get them for degradation (Fig. 7F).
The mitoCPR likely performs additional func-

tions. Mitochondrial import defects lead to wide-
spread mitochondrial dysfunction. Up-regulation
of NADPH-dependent enzymes suggests a poten-
tial role formitoCPR in restoring redox potential.
Induction of genes involved in lipid metabolism
argues for an effort to compensate for lipid bio-
synthesis disruption. Last, up-regulation of ABC
transporter gene expression may be indicative
of detoxification efforts aimed at removing toxic
metabolic intermediates that could accumu-
late in the cytosol as a result of mitochondrial
dysfunction.
We have not yet been able to identify the sig-

nal (or signals) that activates the mitoCPR. We
can thus only speculate as to how the pathway
is activated. In the MDR, Pdr1 and Pdr3 are
activated by binding to xenobiotics (43). Mito-
chondrial dysfunction resulting from defects in

mitochondrial import could lead to accumula-
tion ofmetabolic intermediates in the cytoplasm,
which in turn bind to and activate Pdr3. It is also
possible that specific unimported proteins ac-
tivate Pdr3. Such mechanisms have been de-
scribed for the mitochondrial unfolded protein
response and the recognition of damaged mito-
chondria in mammals (44, 45).
We have studied the mitoCPR in response to

overexpression of bipartite signal–containing pro-
teins. Although this is unlikely to occur under
physiological conditions, budding yeast cells are
exposed to microorganisms that produce com-
pounds known to interfere with mitochondrial
import in the wild (35). Import defects could also
result from disease or mitochondrial stress con-
ditions such as high levels of reactive oxygen spe-
cies. CIS1 and other mitoCPR genes are induced
during diauxic shift, a physiological state defined
as the switch from glycolysis to respiration that
occurs when fermentable carbon sources become
limiting (46). Switch to respiratory growth requires
an expansion of the mitochondria compartment.
We propose that this increase in mitochondrial
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Fig. 6. Cis1 and Msp1 are required for preprotein
clearance after mitochondrial import stress.
(A) rpn6-1 or rpn6-1 TEF2-CIS1 cells were grown
at room temperature in the presence of
methionine. Cells were then transferred into
medium lacking methionine with 20 mM CCCP at
30°C. The accumulation of Cox5a-V5 preprotein
(encoded by MET25-COX5a) is shown. (B) Quanti-
fication of (A); Cox5a preprotein levels from four
independent experiments. Data are mean ± SD.
(C) Wild-type or msp1D cells were grown at 30°C
with methionine and treated as in (A). (D) Quanti-
fication of (C); Cox5a preprotein levels from four
independent experiments. Data are mean ± SD.
(E) Quantification of (C); Mature Cox5a levels
60 min after induction. n = 4 experiments; data
are mean ± SD. Statistics were determined by using
the Student’s t test. *P ≤ 0.05. (F) Immunoblot
analysis of Cox5a-V5 from wild-type cells, wild-type
cells treated with 20 mM CCCP for 1 hour, or msp1D
cells. (G) Wild-type cells or cells expressing
msp1-E193Q from the inducible GAL1-10 promoter
were grown in the presence of galactose for
6 hours. Cells were then transferred to medium
lacking methionine and containing 20 mM CCCP,
and the accumulation of inducible Cox5a-V5
preprotein (encoded by MET25-COX5a) was
examined. Cox5a levels were higher in this
experiment because MET25-COX5a expression
is higher in medium containing raffinose/galactose
than in glucose (fig. S5B). (H) Quantification
of (G); Cox5a preprotein levels from three
independent experiments. Data are mean ± SD.
(I) msp1D cells or msp1D cells expressing
TEF2-CIS1 were treated as in (C). The experiment
shown in (C) was performed in parallel, and
results can thus be directly compared.
(J) Quantification of (I); Cox5a preprotein
levels from three independent experiments. Data
are mean ± SD.

0 20 40 60 80 100
0.00

0.05

0.10

0.15

0.20

Time (min)

C
ox

5a
 p

re
pr

ot
ei

n/
P

gk
1

msp1-E193Q
Wild type

Cox5a+CCCP 
pulse (min)

rpn6-1 rpn6-1 constitutive CIS1
0 10 20 30 40 50 60 0 10 20 30 40 50 60

Cox5a

Pgk1

0 20 40 60 80 100
0.0

0.5

1.0

1.5

Time (min)

C
ox

5a
 p

re
pr

ot
ei

n/
P

gk
1

rpn6-1 constitutive CIS1
rpn6-1

0 15 30 45 60 75 90 0 15 30 45 60 75 90

Wild type msp1Δ

Cox5a

Pgk1

Cox5a+CCCP 
pulse (min)

0 20 40 60 80 100
0.0

0.4

0.8

1.2

Time (min)
C

ox
5a

 p
re

pr
ot

ei
n/

P
gk

1

msp1Δ
Wild type

0 15 30 45 60 75 90 0 15 30 45 60 75 90

msp1Δ msp1Δ constitutive CIS1

Cox5a

Pgk1

Cox5a+CCCP 
pulse (min)

0 20 40 60 80 100
0.0

0.5

1.0

1.5

2.0

Time (min)

C
ox

5a
 p

re
pr

ot
ei

n/
P

gk
1

msp1 constitutive CIS1
msp1

Cox5a

Pgk1

msp1Δ
Wild 
type

CCCP
treat.

W
ild

 ty
pe

m
sp

1

M
at

ur
e 

C
ox

5a
/P

gk
1

0.0

0.5

1.0

1.5

2.0 *

Wild type msp1-E193Q

Cox5a

Pgk1

0 15 30 45 60 75 90 0 15 30 45 60 75 90
Cox5a+CCCP 

pulse (min)

RESEARCH | RESEARCH ARTICLE
on A

pril 15, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


mass, which requires increased mitochondrial
import, leads tomitochondrial import stress.Mito-
chondria ofmulticellular eukaryotes are less like-
ly to be exposed to mitochondrial poisons in the
environment but do undergo increased biogenesis
in specific tissues andduring development.Wheth-
er a mitochondrial import stress response exists
in higher eukaryotes has yet to be determined.

Materials and methods
Yeast strains and growth conditions

All strains are derivatives of W303 (AA2587) and
are listed in table S2. Cells were grown overnight
in YPD (1% yeast extract, 2% peptone, 2% glu-
cose) at 30°C to saturation, then diluted in fresh
YPD (OD600 = 0.1) and grown until they reached
logarithmic phase. To induce the GAL1-10 promo-
ter, cellswere grownovernight at 30°C inminimal
selective medium containing 2% raffinose or in
YPR (1% yeast extract, 2% peptone, 2% raffinose).
Cells were then diluted to OD = 0.3 or OD = 0.1
and recovered for an hour or 3 hours, respective-
ly, following the addition of galactose to a final
concentration of 1% for 4 hours (for measuring

mRNA levels) or 6 hours (for protein analysis).
To induceMET25-COX5a, cells were grown over-
night in YPD supplemented with 8 mM methi-
onine. Cells were diluted to OD = 0.1, grown for a
few hours and then switched to medium lacking
methionine [Complete supplement mixture w/o
methionine (CSM, MP Biomedicals), yeast nit-
rogen base w/o amino acids (Difco), 2% glucose,
titered to pH 7]. CCCP was added to a final con-
centration of 20 mM.
Wild-type cells were incubated in the presence

of 5 mg/ml ethidium bromide in YPD for 72 hours
to obtain rho0 cells. rho0 state was verified by
DAPI staining. rho– cells were obtained by de-
letion of the mitochondrial ribosomal subunit
MRPL16 (47). Themrpl16D strain was confirmed
to be rho– by its inability to grow on medium
lacking a fermentable carbon source as a haploid
and as a diploid followingmatingwith rho0 cells.
The presence of mitochondrial DNA in mrpl16D
cells was tested by DAPI.
The plasmid pRS426 was used as an empty plas-

mid control. A plasmid expressingmt-mCherry and
integrated into the LEU2 locus was cloned from

plasmid pHS12-mCherry (a gift from Benjamin
Glick, Addgene plasmid # 25444).

Immunoblot analysis

For immunoblot analyses, ~2 OD600 units of cells
were harvested and treated with 5% trichloro-
acetic acid overnight at 4°C. The acid was washed
away with acetone and the cell pellet was sub-
sequently dried. The cell pellet was pulverized
with glass beads in 100 ml of lysis buffer (50 mM
Tris–HCl at pH 7.5, 1 mM EDTA, 2.75 mM DTT)
using a bead-beater. 3 × SDS sample buffer was
added and the cell homogenates were boiled.
Samples were separated by SDS-PAGE, blotted
onto nitrocellulosemembranes, and subsequent-
ly incubated with anti-V5 antibodies (1:2000 dilu-
tion; Life Technologies), anti-3-PhosphoGlycerate
Kinase antibodies (1:5000 dilution; Invitrogen),
anti-GFP antibodies (1:1000; Clontech, JL-8), anti-
Kar2 (1:200,000 dilution; kindly provided by
Mark Rose), anti-Myc antibodies (1:1000 dilu-
tion; Sigma, 9E10), anti-Cox4 antibodies (1:1000;
Abcam) or anti-FLAG antibodies (1:1000; Sigma).
HRP-linked sheep anti-mouse antibodies and
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Fig. 7. Cis1 interacts with Msp1
and with the outer-membrane
translocase. (A) Cells expressing
msp1-E193Q-FLAG and cells expressing
msp1-E193Q-FLAG and TEF2-CIS1-V5
were grown in yeast extract, peptone,
and glucose (YPD). Cells were lysed,
and Cis1-V5 was immunoprecipitated by
using antibodies to V5. (B) Live
cell fluorescence imaging of
wild-type or tom70Δ cells expressing
TEF2-CIS1-GFP and mitochondrial-
targeted mCherry (mt-mCherry).
(C) Cis1-V5 (encoded by TEF2-CIS1-V5)
was immunoprecipitated by using
antibodies to V5 from TOM70-GFP–
and msp1-E193Q-FLAG–expressing
cells. Cells expressing only TOM70-GFP
and msp1-E193Q-FLAG were used
as control. (D) Cells expressing
TOM70-GFP or msp1-E193Q-FLAG
and TOM70-GFP were grown in
YPD in the presence or absence of
20 mM CCCP for 1 hour. Msp1-E193Q-
FLAG was immunoprecipitated by
using antibodies to FLAG. (E) Quantifica-
tion of (D); coimmunoprecipitated
Tom70 levels (normalized to
coimmunoprecipitated Msp1 levels)
in nontreated and CCCP-treated
cells from three independent
experiments. No treatment was
set to 100%. Data are mean ± SD.
Statistics were performed by using the
Student’s t test; **P ≤ 0.005. (F) A
model for how Cis1 and Msp1
affect mitochondrial import during
import stress. IMS, intermembrane
space. No 
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HRP-linked donkey anti-rabbit antibodies (GE
Healthcare) were used as secondary antibodies.
Statistics were performed using the Student’s
t test. The protein half-life in Fig. 4B was ana-
lyzed as a one-phase exponential decay chart using
Prism software.

Fluorescence microscopy

Cells were grown overnight in minimal medi-
um at 30°C, diluted to OD = 0.1 and grown to
logarithmic phase. Images were acquired with
a DeltaVision Elite microscope (GE Healthcare
Bio-Sciences, Pittsburgh, PA). Images were taken
with a 100× plan-Apo objective, an InsightSSI
solid-state light source, and a CoolSNAP HQ2
camera.

Real-time PCR

Total RNA was isolated using the RNeasy mini-
kit (Qiagen). RNA (750 ng) was used to generate
cDNAs using the SuperScript III first strand
synthesis system (Life Technologies). Quantitative
PCR was performed using a SYBR greenmix (Life
Technologies) and amplified using a LightCycler
480 II (Roche). Signals were normalized to ACT1
transcript levels and are presented as fold increase
of control conditions.

Gene expression analysis

For RNA expression analysis, PSD1 was over-
expressed for 4 hours. Total yeast RNAwas isolated
using the RNeasy mini-kit (Qiagen) and samples
were sequenced on a HiSeq 2000. S. cerevisiae
RNA-seq reads were aligned to the sacCer3 ge-
nome with STAR version 2.5.3a and Ensembl
transcripts were quantified using rsem version
1.3.0. Differential expression analysis was per-
formed using deseq2 version 1.16.1 running un-
der R version 3.4.0. Default options were selected
for deseq2 runs except cooksCutoff and indepen-
dent Filtering were both set to false during re-
sults preparation and unmoderated fold changes
were used. RNA sequencing data can be accessed
via the following link: www.ncbi.nlm.nih.gov/geo/
query/acc.cgi?acc=GSE107784.

Mitochondrial oxygen consumption

Cells were grown overnight at 30°C in minimal
selective medium with 2% raffinose. The cells
were then diluted to OD = 0.3 and recovered for
an hour following the addition of galactose to a
final concentration of 1% for 4 hours. Cells were
then transferred to YPG (1% yeast extract, 2%
peptone, 3% glycerol) and incubated for 20 min.
Oxygen consumption rate was measured from
0.75 OD (1 ml) cells in YPG using an Oxytherm
instrument (Hansatech) for 3 min at 25°C. The
slope of the linear range of oxygen depletion was
used to measure oxygen consumption rate of
3 experiments. Statistics were performed using
the Student’s t test.

Mitochondrial DNA maintenance assay

The analysis of mtDNA maintenance was de-
scribed previously (48). Cells were grown over-
night at 30°C in minimal selective medium with
2% glucose. Cells were then diluted to OD = 0.15

in minimal selective medium with 2% raffinose
and were grown for 3 hours following the ad-
dition of galactose to a final concentration of 1%
for 24 or 48 hours. Within these 24 hours (8 hours
after induction) the cells were diluted 1:20 into
the same medium. Yeast cells (~200) were spread
on plates containing 1% yeast extract, 2% pep-
tone, 0.3% glucose, 2% ethanol and were grown
at 30°C for 3 days until all colonies could be de-
tected. The percentage of small rho– (petite) colo-
nies was determined from 3 different experiments.

Membrane potential measurements

Cells lacking PDR1, PDR3, and PDR5 (to prevent
efflux of dyes out of the cells) bearing either an
empty plasmid (for control and CCCP treatment)
or a GAL-PSD1 containing plasmid and express-
ing amitochondria-targetedmCherry (mt-mCherry)
were grown overnight at 30°C in minimal selec-
tive medium containing 2% raffinose. The cells
were diluted to OD = 0.3 and recovered for an
hour following the addition of galactose to a final
concentration of 1% for 4 hours. CCCP (20 mM)
was added for 1 hour. Cells were then transferred
to 1 ml dye buffer (10 mM Hepes pH 7.2 and 5%
glucose) and incubated with 2.5 mM Rhodamine
123 (Thermo Fisher Scientific) for 15min at room
temperature. Cells were washed 5 times in 1.5 ml
dye buffer. Mitochondria were identified by mt-
mCherry labeling.Membrane potential was anal-
yzed by the following equation: (mitochondrial
fluorescence intensity – cytosolic fluorescence in-
tensity)/cytosolic fluorescence intensity cytosol.

Mitochondria isolation

Cells were grown to logarithmic phase, collected
by centrifugation and washed once with water.
Cells were then resuspended in 0.1MTris pH9.4,
10 mM DTT and incubated for 20 min at 30°C.
Cell walls were disturbed by incubation in 1.2 M
sorbitol, 20 mM K2HPO4 pH 7.4, 1% zymolyase
for 1 hour at 30°C. Dounce homogenization was
used to lyse the cells in 0.6M sorbitol, 10mMTris
pH 7.4, 1 mMEDTA, fatty acid free 0.2% BSA and
1 mMPMSF.Mitochondria were then isolated by
differential centrifugation as described previous-
ly (49) and resuspended in SEM buffer (0.25 M
sucrose, 10 mM MOPS KOH pH 7.2 and 1 mM
EDTA). Proteinase K was added to a final con-
centration of 50 mg/ml for 5 min at 37°C and the
reaction was stopped by the addition of 4 mM
PMSF for 15 min on ice.
For sodium carbonate extraction, 40 mg of

mitochondria were pelleted and resuspended
in 500 ml of 100 mM sodium carbonate pH 11 or
in SEM buffer for the untreated control. The sam-
ples were kept on ice for 30 min followed by
centrifugation at 90,000 g for 30 min. Super-
natants and pellets were incubated with 12.5%
TCA overnight at 4°C and separated by SDS-
PAGE.

Coimmunoprecipitation assays

Cells were grown in YPD to OD = 0.9 when not
treated or to OD = 0.7 following treatment with
20 mM CCCP for 1 hour. Approximately 50 OD
units of cells were collected, washed once with

water and frozen. Cells were lysed with Silica
Beads using a FastPrep instrument (speed 6.5,
45 s, 3 cycles) with 200 ml IGEPAL buffer [50mM
Tris pH 7.5, 150 mM NaCl, 1% IGEPAL and Halt
Protease Inhibitor Cocktail (Thermo Fisher Sci-
entific)]. Lysates were brought up to 1.5 ml with
IGEPALbuffer containing 0.2%BSA. Lysateswere
clarified by centrifugation at 20,000 g for 10 min
at 4°C. Twenty ml of Anti-V5 agarose affinity gel
antibody (Sigma) or Anti-FLAG M2 affinity gel
(Sigma) were added and lysates were incubated
for 2 hours at 4°C. Beadswere thenwashed 5 times
with IGEPAL buffer containing 0.2% BSA. Sample
buffer was added to the beads, which were then
boiled. Final eluates and two percent of the ly-
sates were separated by means of SDS-PAGE.
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Family trees have vast applications in fields as diverse as genetics, anthropology, and
economics. However, the collection of extended family trees is tedious and usually relies on
resources with limited geographical scope and complex data usage restrictions. We
collected 86 million profiles from publicly available online data shared by genealogy
enthusiasts. After extensive cleaning and validation, we obtained population-scale family
trees, including a single pedigree of 13 million individuals. We leveraged the data to
partition the genetic architecture of human longevity and to provide insights into the
geographical dispersion of families. We also report a simple digital procedure to overlay
other data sets with our resource.

F
amily trees are mathematical graph struc-
tures that can capture mating and parent-
hood among humans. As such, the edges of
the trees represent potential transmission
lines for a wide variety of genetic, cultural,

sociodemographic, and economic factors. Quan-
titative genetics is built on dissecting the inter-
play of these factors by overlaying data on family
trees and analyzing the correlation of various
classes of relatives (1–3). In addition, family trees
can serve as a multiplier for genetic information
through study designs that leverage genotype or
phenotype data from relatives (4–7), analyzing
parent-of-origin effects (8), refining heritability
measures (9, 10), or improving individual risk
assessment (11, 12). Beyond classical genetic ap-

plications, large-scale family trees have played
an important role across disciplines, including
human evolution (13, 14), anthropology (15), and
economics (16).
Despite the range of applications, constructing

population-scale family trees has been a labor-
intensive process. Previous approaches mainly
relied on local data repositories such as churches
or vital-records offices (14, 17, 18). But these ap-
proaches have limitations (19, 20): They require
nontrivial resources to digitize the records and
organize the data, the resulting trees are usually
limited in geographical scope, and the data may
be subject to strict usage protections. These chal-
lenges reduce demographic accessibility and com-
plicate fusion with information such as genomic
or health data.

Constructing and validating population-
scale family trees

Here, we leveraged genealogy-driven socialmedia
data to construct population-scale family trees.
To this end, we focused on Geni.com, a crowd-
sourcingwebsite in the genealogy domain. Users
can create individual profiles and upload family
trees. The website automatically scans profiles
to detect similarities and offers the option to
merge the profiles when a match is detected. By
merging, larger family trees are created that can
be collaboratively comanaged to improve their
accuracy. After obtaining relevant permissions,
we downloaded approximately 86 million pub-
licly available profiles (21). The input data con-
sisted of millions of individual profiles, each of
which describes a person; for 43million of these
profiles, the data also included any putative con-
nections to other individuals in the data set.

Similar to other crowdsourcing projects (22), a
small group of participants contributed the ma-
jority of genealogy profiles (fig. S1).
We organized the profiles into graph topologies

that preserve the genealogical relationships be-
tween individuals (Fig. 1A). Biology dictates that
a family tree should form a directed acyclic graph,
where each individual has an in-degree that is less
than or equal to 2. However, 0.3% of the profiles
resided in invalid biological topologies that in-
cluded cycles (e.g., a personwho is both the parent
and child of another person) or an individual with
more than two parents. We developed an auto-
mated pipeline to resolve local conflicts andprune
invalid topologies (fig. S2) and benchmarked the
performance of the pipeline against human
genealogists (21). This resulted in >90% con-
cordance between the pipeline and human de-
cisions to resolve conflicts, thereby generating
5.3 million disjoint family trees.
The largest family tree in the processed data

spanned 13 million individuals who were con-
nected by shared ancestry andmarriage (Fig. 1B).
On average, the tree spanned 11 generations be-
tweeneach terminal descendant and their founders
(fig. S3). The size of this pedigree fits what is
expected as familial genealogies coalesce at a
logarithmic rate compared to the size of the
population (23).
We evaluated the structure of the tree by in-

specting the genetic segregation of unilineal mar-
kers. We obtained mitochondrial DNA (mtDNA)
and Y-chromosome short tandem repeat (Y-STR)
haplotypes to compare multiple pairs of rela-
tives in our graph (21). The mtDNA data were
available for 211 lineages and spanned a total
of 1768 transmission events (i.e., graph edges),
whereas the Y-STR data were available for
27 lineages that spanned 324 total transmission
events. Using a prior of no more than a single
nonpaternity event per lineage, we estimated
a nonmaternity rate of 0.3% per meiosis and
nonpaternity rate of 1.9% per meiosis. This rate
of nonpaternity matched previous rates of Y-
chromosome studies (24, 25) and the non-
maternity rate was close to historical rates of
adoption of an unrelated member in the United
States (26). Taken together, these results show
that millions of genealogists can produce high-
quality population-scale family trees.

Extracting demographic data

We found that life span in the Geni.com pro-
files was largely concordant with reports gen-
erated by traditional demographic approaches.
First, we extracted demographic information
from the collected profiles with exact birth and
death dates, thereby avoiding the problems in-
herent in profiles with only year resolution for
these events, such as heaping at round years
(fig. S4). The data reflected historical events and
trends, such as elevated death rates at military
age during the American CivilWar and First and
Second World Wars and a reduction in child
mortality during the 20th century (Fig. 2A). We
compared the average life span in our collec-
tion to a worldwide historical analysis covering
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the years 1840 to 2000 (27). We found an R2

value of 0.95 between the expected life span
from historical data and the Geni data set
(Fig. 2B) and a 98% concordancewith historical
distributions reported by the Human Mortality
Database (HMD) (Fig. 2C and fig. S5).
Next, we extracted the geographic locations

of life events by two approaches: an automated
geoparsing pipeline and structured text man-
ually curated and approved by genealogists (21)
(fig. S6A). Overall, we were able to place about
16 million profiles into longitude/latitude co-
ordinates, typically at fine-scale geographic res-
olution, without major differences in quality
between the automated geoparsing and manual
curations for subsequent analyses (fig. S6B) (21).
The profiles were distributed across a wide range
of locations in the Western world (Fig. 2D and
fig. S7), with 55% from Europe and 30% from
North America. We analyzed profiles in 10 cities
across the globe and found that the first ap-
pearance of profiles was only after the known
first settlement date for nearly all of the cities,
suggesting good spatiotemporal assignment of
profiles (Fig. 2E). Movie S1 presents the place of
birth of individuals in the Geni data set in 5-year
intervals from 1400 to 1900 along with known
migration events.
We were concerned that the Geni.com profiles

might suffer from certain socioeconomic ascer-
tainment biases and therefore would not reflect
the local population. To evaluate this concern,

we collected ~80,000 publicly available death
certificates from the Vermont Department of
Health for every death in that state between 1985
and 2010. These records have extensive informa-
tion for each individual, including education
level, place of birth, and a cause of death in an
ICD-9 code. About 1000 individuals in Geni over-
lapped this death certificate collection. We com-
pared the education level, birth state, and ICD-9
code between these ~1000 Geni profiles and the
entire Vermont collection. For all three parame-
ters, we found >98% concordance between the
distribution of these key sociodemographic at-
tributes in the Geni profiles in Vermont and the
entire state of Vermont (tables S1 to S3). Overall,
this high level of consistency argues against severe
socioeconomic ascertainment. Table S4 reports
key demographic and genetic attributes for various
familial relationships from parent-child via great-
great-grandparents to fourth cousins.

Characterizing the genetic architecture
of longevity

We leveraged the Geni data set to characterize
the genetic architecture of human longevity,which
exhibits complex genetics likely to involve a range
of physiological and behavioral endophenotypes
(28, 29). Narrow-sense heritability (h2) of longevity
has been estimated to be around 15 to 30% (table
S5) (30–35). Genome-wide association studies
have had limited success in identifying genetic
variants associated with longevity (36–38). This

relatively large proportion of missing heritability
can be explained by the following: (i) Longevity
has nonadditive components that create upward
bias in estimates of heritability (39), (ii) estimators
of heritability are biased as a result of unac-
counted environmental effects (10), and (iii) the
trait is highly polygenic and requires larger co-
horts to identify the underlying variants (40). We
thus sought to harness our resource and build a
model for the sources of genetic variance in
longevity that jointly evaluates additivity, domi-
nance, epistasis, shared household effects, spa-
tiotemporal trends, and random noise.
We adjusted longevity to be the difference

between age of death and expected life span,
using a model that we trained with 3 million
individuals. Our model includes spatiotemporal
and sex effects and was the best among 10 dif-
ferent models that adjusted various spatio-
temporal attributes (fig. S8). We also validated
this model by estimating h2 according to the mid-
parent design (41) with nearly 130,000 parent-
child trios. This process yielded h2mid-parent =
12.2% (SE = 0.4%) (Fig. 3A), which is on the lower
end but in the range of previous heritability esti-
mates (table S5). Consistent with previous studies,
we did not observe any temporal trend in mid-
parent heritability (Fig. 3B).
We partitioned the source of genetic variance

of longevity using more than 3 million pairs
of relatives from full sibling to fourth cousin
(21). We measured the variance explained by an

Kaplanis et al., Science 360, 171–175 (2018) 13 April 2018 2 of 5

A

0 1 2 3

Rank 
10 10 10 10

3
10

4

6

5

7

8

10

10

10

10

10

S
iz

e 
of

 fa
m

ily
 tr

ee

2
10

B

>2 parents

Invalid topologies 

Pre-cleaned pedigrees

cycle

Profile: 
{ Name:
  Profile-id:
  Birth date:
  Death date:
  .
  .
  .
}

Family: 
{ Profile-id:
  Profile-id:

}

Raw data

(Rare)

Connect Prune cycles

Local 
merging

Acyclic pedigrees

Cleaned pedigrees

>2 parents

Fig. 1. Overview of the collected data.
(A) The basic algorithmic steps to
form valid pedigree structures from the
input data available via the Geni API.
Gray, profiles; red, marriages. See fig. S2
for a comprehensive overview. The last
step shows an example of a real pedigree
from the website with ~6000 individuals
spanning about seven generations.
(B) Size distribution of the largest 1000
family trees after data cleaning, sorted
by size.

RESEARCH | RESEARCH ARTICLE
on A

pril 15, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


additive component, a pairwise epistatic model,
three-way epistasis, and dominancy (Fig. 3C).
These 3 million pairs were all sex-concordant to
address residual sex differences not accounted
for by our longevity adjustments (fig. S9) and do
not include relatives who are likely to have died
because of environmental catastrophes or in
major wars (fig. S10); this mitigated correlations
due to nongenetic factors. We also refined the
genetic correlation of the relatives by considering
multiple genealogical paths (figs. S11 to S13).
The analysis of longevity in these 3 million

pairs of relatives showed a robust additive genetic
component, a small impact of dominance, and no
detectable epistasis (Fig. 3D and table S6) (21).
Additivity was highly significant (Padditive < 10−318)
with anestimatedh2sex-concordant/relatives = 16.1% (SE=
0.4%), similar to the heritability estimated from sex-
concordant parent-child pairs, h2concordant/parent-child =
15.0% (SE = 0.4%). The maximum-likelihood
estimate for dominance was around 4%, but the
epistatic terms converged to zero despite the
substantial amount of data. Other model selec-
tion procedures, such as mean squared error
analysis and Bayesian information criterion,
argued against a pervasive epistatic contribution
to longevity variance in the population (21).

We tested the ability of our model to predict
the longevity correlation of an orthogonal data
set of 810 monozygotic twin pairs collected by
the Danish Twin Registry (Fig. 3D) (42). Our
inferredmodel for longevity accurately predicted
the observed correlation of this twin cohort with
1% difference, well within the sampling error for
the mean twin correlation (SE = 3.2%). We also
evaluated an extensive array of additional analyses
that included various adjustments for environ-
mental components and other confounders (figs.
S14 and S15) (21). In all cases, additivity explained
15.8 to 16.9%of the longevity estimates, dominance
explained 2 to 4%, and no evidence for epistatic
interactions couldbedetectedusing our procedure.
We also estimated the additive and epistatic

components using a method that allows rapid
estimation of variance components of extremely
large relationshipmatrices, called sparse Cholesky
factorization linearmixedmodels (Sci-LMM) (43).
This method takes into account a kinship co-
efficient matrix of 250 million pairs of related
individuals in the Geni data set and includes ad-
justments for population structure, sex, and year
of birth. We observed an additivity of 17.8% (SE =
0.84%) and a pairwise epistatic component that
was not significantly different from zero (21).

Taken together, our results across multiple
study designs (fig. S16) indicate that the limited
ability of genome-wide association studies so far
to associate variants with longevity cannot be
attributed to statistical epistasis. Note that this
does not rule out the existence of molecular
interactions between genes contributing to this
trait (44–47). On the basis of a large number of
data points and study designs, we measured an
additive component (h2 ≈ 16%) that is consider-
ably smaller than the 25% figure that is generally
cited in the literature. These results indicate that
previous studies are likely to have overestimated
the heritability of longevity. As such, we should
lower our expectations about our ability to pre-
dict longevity from genomic data and presum-
ably to identify causal genetic variants.

Assessment of theories of familial
dispersion

Familial dispersion is a major driving force of
various genetic, economic, and demographic pro-
cesses (48). Previous work has primarily relied on
vital records from a limited geographical scope
(49, 50) or used indirect inference from genetic
data sets that mainly illuminate distant historical
events (51).
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Weharnessed our resource to evaluate patterns
of humanmigration. First, we analyzed sex-specific
migration patterns (21) to resolve conflicting
results regarding sex bias in human migration
(52). Our results indicate that inWestern societies,
femalesmigrate more thanmales but over shorter
distances. Medianmother-child distances were
significantly larger than median father-child dis-
tances by a factor of 1.6 (Wilcox, one-tailed, P <
10−90) (Fig. 4A). This trend appeared throughout
the 300 years of our analysis window, including

in the most recent birth cohort, and was ob-
served both in North American duos (Wilcox,
one-tailed, P < 10−23) and European duos (Wilcox,
one-tailed, P < 10−87). On the other hand, we
found that average mother-child distances (fig.
S17) were significantly shorter than average
father-child distances (t test, P < 10−90), which
suggests that long-range migration events are
biased towardmales. Consistent with this pattern,
fathers displayed a significantly (P < 10−83) higher
frequency than mothers to be born in a different

country than their offspring (Fig. 4B). Again, this
pattern was evident when restricting the data
to North American or European duos. Taken
together, males and females in Western societies
show different migration distributions; patri-
locality occurs only in relatively local migra-
tion events, and large-scale events that usually
involve a change of country are more common
in males than in females.
Next, we inspected the marital radius (the dis-

tance between mates’ places of birth) and its
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(red) stratified by major geographic areas. (C) Average IBD (log2) between

couples as a function of average year of birth. Individual dots represent
the measured average per year; the black line denotes the smooth trend
using locally weighted regression. (D) IBD of couples as a function of
marital radius. Each dot represents a year between 1650 to 1950. The blue
line denotes the best linear regression line in log-log space.
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effect on the genetic relatedness of couples (21).
The isolation-by-distance theory ofMalécot pre-
dicts that increases in the marital radius should
exponentially decrease the genetic relatedness
of individuals (53). But the magnitude of these
forces is also a function of factors such as taboos
against cousin marriages (54).
We started by analyzing temporal changes in

the birth locations of couples in our cohort. Be-
fore the Industrial Revolution (earlier than 1750),
most marriages occurred between people born
only 10 km from each other (Fig. 4A, black line).
Similar patterns were found when analyzing
European-born individuals (fig. S18) or North
American–born individuals (fig. S19). After the
beginning of the second Industrial Revolution
(1870), the marital radius rapidly increased and
reached ~100 km formostmarriages in the birth
cohort in 1950. Next, we analyzed the expected
identity-by-descent (IBD) of couples as mea-
sured by tracing their genealogical ties (Fig. 4C).
Between 1650 and 1850, the average IBD of
couples was relatively stable and on the order
of fourth cousins, whereas IBD exhibited a
rapid decrease after 1850. Overall, the median
marital radius for each year showed a strong
correlation (R2 = 72%) with the expected IBD
between couples. Every 70-km increase in the
marital radius correlated with a decrease in
the genetic relatedness of couples by onemeiosis
event (Fig. 4D). This correlation matches previ-
ous isolation-by-distance forces in continental
regions (55). However, this trend is not con-
sistent over time and exhibits three phases. For
the pre-1800 birth cohorts, the correlation
between marital distance and IBD was in-
significant (P > 0.2) and weak (R2 = 0.7%) (fig.
S20A). Couples born around 1800 to 1850 showed
a doubling of their marital distance, from 8 km
in 1800 to 19 km in 1850.Marriages usually occur
about 20 to 25 years after birth, and around this
time (1820 to 1875) rapid transportation changes
took place, such as the advent of railroad travel
in most of Europe and the United States. How-
ever, the increase in marital distance was sig-
nificantly (P < 10−13) coupled with an increase in
genetic relatedness, contrary to the isolation-by-
distance theory (fig. S20B). Only for the cohorts
born after 1850 did the data match (R2 = 80%)
the theoretical model of isolation by distance
(fig. S20C).
Taken together, the data show a 50-year lag

between the advent of increased familial dis-
persion and the decline of genetic relatedness
between couples. During this time, individuals
continued to marry relatives despite the increased
distance. From these results, we hypothesize that
changes in 19th-century transportation were not
the primary cause for decreased consanguinity.
Rather, our results suggest that shifting cultural
factors played a more important role in the re-
cent reduction of genetic relatedness of couples
in Western societies.

Discussion

In this work, we leveraged genealogy-drivenmedia
to build a data set of humanpedigrees ofmassive

scale that covers nearly every country in the
Western world. Multiple validation procedures
indicated that it is possible to obtain a data set
that has similar quality to traditionally collected
studies, but at much greater scale and lower cost.
We envision that this and similar large data

sets can address quantitative aspects of human
families, including genetics, anthropology, public
health, and economics. Our tree and demographic
data are available in a de-identified format, en-
abling static analysis of the Geni data set. We also
offer a dynamic method that enables fusing other
data sets with our data, based on digital consent
of participants using the Geni application pro-
gramming interface (API) (fig. S21) (21). We
have been using this one-click mechanism to
overlay thousands of genomes with family trees
on DNA.Land (56). Other projects can use a sim-
ilar strategy to add large pedigrees to their ex-
isting data collection.
More generally, similar to previous studies

(57, 58), our work demonstrates the synergistic
power of a collaboration between basic research
and consumer genetic genealogy data sets. With
ever-growing digitization of humanity and the rise
of consumer genetics (59), we believe that such
collaborative efforts can be a valuable path to reach
the scale of information needed to address fun-
damental questions in biomedical research.
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SINGLE-CELL GENOMICS

Single-cell profiling of the developing
mouse brain and spinal cord with
split-pool barcoding
Alexander B. Rosenberg,1*† Charles M. Roco,2* Richard A. Muscat,1 Anna Kuchina,1

Paul Sample,1 Zizhen Yao,3 Lucas T. Graybuck,3 David J. Peeler,2 Sumit Mukherjee,1

Wei Chen,4 Suzie H. Pun,2 Drew L. Sellers,2,5 Bosiljka Tasic,3 Georg Seelig1,4,6†

To facilitate scalable profiling of single cells, we developed split-pool ligation-based
transcriptome sequencing (SPLiT-seq), a single-cell RNA-seq (scRNA-seq) method
that labels the cellular origin of RNA through combinatorial barcoding. SPLiT-seq
is compatible with fixed cells or nuclei, allows efficient sample multiplexing, and requires
no customized equipment. We used SPLiT-seq to analyze 156,049 single-nucleus
transcriptomes from postnatal day 2 and 11 mouse brains and spinal cords. More than
100 cell types were identified, with gene expression patterns corresponding to cellular
function, regional specificity, and stage of differentiation. Pseudotime analysis revealed
transcriptional programs driving four developmental lineages, providing a snapshot of
early postnatal development in the murine central nervous system. SPLiT-seq provides
a path toward comprehensive single-cell transcriptomic analysis of other similarly
complex multicellular systems.

M
ore than 300 years have passed since
van Leeuwenhoek first described living
cells, yet we still do not have a complete
catalog of cell types or their functions.
Recently, transcriptomic profiling of in-

dividual cells has emerged as an essential tool
for characterizing cellular diversity (1–3). Single-
cell RNA-sequencing (scRNA-seq) methods have
profiled tens of thousands of individual cells
(4–6), revealing new insights about cell types
within both healthy (7–14) and diseased tissues
(15–18). Unfortunately, since these methods re-
quire cell sorters, custom microfluidics, or micro-
wells, throughput is still limited and experiments
are costly. We introduce split-pool ligation-based
transcriptome sequencing (SPLiT-seq), a low-cost,
scRNA-seq method that enables transcriptional
profiling of hundreds of thousands of fixed cells
or nuclei in a single experiment. SPLiT-seq does
not require partitioning single cells into indi-
vidual compartments (droplets, microwells, or
wells) but relies on the cells themselves as com-
partments. The entire workflow before sequenc-
ing consists just of pipetting steps, and no
complex instruments are needed.
In SPLiT-seq, individual transcriptomes are

uniquely labeled by passing a suspension of
formaldehyde-fixed cells or nuclei through four

rounds of combinatorial barcoding. In the first
round of barcoding, cells are distributed into a
96-well plate, and cDNA is generated with an
in-cell reverse transcription (RT) reaction using
well-specific barcoded primers. Each well can
contain a different biological sample, thereby
enabling multiplexing of up to 96 samples in
a single experiment. After this step, cells from
all wells are pooled and redistributed into a new
96-well plate, where an in-cell ligation reaction
appends a second well-specific barcode to the
cDNA. The third-round barcode, which also con-
tains a unique molecular identifier (UMI), is then
appended with another round of pooling, splitt-
ing, and ligation. After three rounds of barcoding,
the cells are pooled and split into sublibraries,
and sequencing barcodes are introduced by poly-
merase chain reaction (PCR). This final step pro-
vides a fourth barcode, while also making it
possible to sequence different numbers of cells
in each sublibrary. After sequencing, each tran-
scriptome is assembled by combining reads
containing the same four-barcode combination
(Fig. 1A and fig. S1A).
Four rounds of combinatorial barcoding can

yield 21,233,664 barcode combinations (three
rounds of barcoding in 96-well plates followed
by a fourth round with 24 PCR reactions), enough
to uniquely label over 1 million cells. Even larger
numbers of barcode combinations can be achieved
by performing experiments in 384-well plates
or through additional rounds of barcoding (fig.
S1B). In addition, by performing the first step in a
384-well plate, up to 384 different biological sam-
ples could be combined in a single experiment.

SPLiT-seq validation

To test SPLiT-seq’s ability to generate uniquely
barcoded cells (UBCs), we performed a species-

mixing experiment. We mixed cells from one
mouse and two human cell lines (NIH/3T3,
HEK293, and Hela-S3), fixed them, and used
SPLiT-seq to generate a scRNA-seq library with
1758 UBCs. The library was sequenced, and reads
were aligned to a combined mouse-human ge-
nome. Nearly all (99.9%) of the UBCs were un-
ambiguously assigned to a single species (>90%
of reads aligned to a single genome), with the
remaining 0.1% of UBCs representing barcode
collisions between mouse and human cells (Fig.
1B). At saturating read coverage (>500,000 reads
per cell), we identified a median of 15,365 UMIs
and 5498 genes per human cell and 12,243 UMIs
and 4497 genes per mouse cell. The species pu-
rity in both human and mouse UBCs was high:
99.6% of reads in human UBCs and 99.0% of
reads in mouse UBCs aligned to their respective
genomes. We also performed single-nucleus
RNA-seq (snRNA-seq) experiments using SPLiT-
seq with freshly prepared nuclei, as well as nu-
clei and cells that had been preserved at –80°C
for 2 weeks. In all samples, we detected similar
numbers of transcripts and genes per cell (Fig. 1C,
fig. S2, and table S1). Gene expression was highly
correlated between preserved and freshly pre-
pared cells (Fig. 1D and fig. S2) (Pearson r, 0.987),
as well as between cells and nuclei (fig. S2)
(Pearson r, 0.952). We also examined gene and
UMI detection at different sequencing depths
and found that the sensitivity of SPLiT-seq is
comparable to droplet-based scRNA-seq methods
(fig. S3).

Single-nuclei RNA-seq of developing
mouse brain and spinal cord

We used SPLiT-seq to profile nuclei from the
developing brain and spinal cord of postnatal
day 2 and 11 (P2 and P11) mice. The first round
of barcoding assigned identifiers for the P2 brain,
P2 spinal cord, P11 brain, and P11 spinal cord
samples (Fig. 2A and fig. S4). In total, four rounds
of barcoding (48 × 96 × 96 × 14) generatedmore
than 6 million distinct barcode combinations,
making it possible to process hundreds of thou-
sands of nuclei in a single experiment with min-
imal barcode collisions (2.5% expected collisions
for 150,000 nuclei).
To determine how many transcripts SPLiT-

seq detects within nuclei from the central ner-
vous system, we performed deep sequencing on
a sublibrary containing only 131 nuclei. We de-
tected 4943 UMIs and 2055 genes per nucleus
(UMI duplication, 95%). We then sequenced the
rest of the library at lower depth, resulting in a
median of 677 genes and 1022 UMIs per nucleus
(UMI duplication, 58%) (table S2). Low-quality
transcriptomes were removed from analysis (19),
yielding 156,049 single-nucleus transcriptomes
(74,862 P2 brain; 7028 P2 spinal cord; 58,573
P11 brain; 15,586 P11 spinal cord).
Unsupervised clustering grouped transcrip-

tomes into 73 distinct clusters (19) (tables S3
to S5), which were visualized by t-distributed
stochastic neighbor embedding (t-SNE) (Fig. 2A).
Each of these 73 clusters was assigned to a cell
class on the basis of expression of established
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marker genes (Fig. 2B). Neurons accounted for
83% of the profiled transcriptomes (54 clusters),
with most clusters expressing Meg3.
The 27,096 non-neuronal transcriptomes

spanned 19 different clusters, each assigned to a
specific cell type. Four astrocyte types (Fig. 2C)
accounted for 50% of all non-neuronal nuclei
(n = 13,481). Oligodendrocytes (six types, n =
4294) and oligodendrocyte precursor cells (OPC)
(one type, n = 5793) formed the second most
abundant population. We further identified two
vascular and leptomeningeal cell (VLMC) types
(fig. S5A), endothelial cells, smooth muscle cells
(fig. S5B), microglia, macrophages (fig. S5C)
(20, 21), ependymal cells, and olfactory ensheath-
ing cells (OEC).
Previous work has observed that t-SNE can

order cells in two-dimensional space according
to stages of differentiation (9). Moving through
t-SNE space along the path of differentiation
can then be viewed as moving through “pseu-
dotime” (22). As oligogenesis spans the first
two postnatal weeks of murine development
(23), we asked whether the oligodendrocyte and
OPC clusters might reflect a continuous devel-
opmental trajectory. When we examined the
oligodendrocyte clusters, we found that they
formed an overlapping elongated shape in the
t-SNE visualization. OPCs and oligodendro-
cytes from the P2 mouse were enriched at one
end of the structure, whereas oligodendro-
cytes from the P11 mouse were enriched at the
opposite end (fig. S6), indicative of a lineage
(19, 22).
We then performed a more thorough anal-

ysis of this putative lineage. To ensure that our
ordering of oligodendrocytes was determined
exclusively by their relationship to other oligoden-
drocytes, rather than all cells, we re-embedded
only transcriptomes within these seven clusters
with t-SNE (Fig. 2D and fig. S7A). We calculated
the moving average of gene expression in the re-
sulting pseudotime ordering (Fig. 2E and fig. S8).
Analysis of these expression patterns confirmed
that proliferating OPCs segregated to one end of
the t-SNE, whereasmature oligodendrocytes seg-
regated to the opposite end (fig. S7B). We also
detected previously reported intermediate stages
of oligodendrocyte development, with the order
of gene expression across pseudotime nearly iden-
tical to the one defined previously (9) (fig. S7C)
(Spearman r, 0.94). When analyzing spinal cord–
and brain-derived cells separately, we found
more mature oligodendrocytes in the spinal cord
than in the brain (fig. S7D), indicating that oli-
godendrocyte maturation occurs earlier in the
spinal cord.

Neuronal cell types

Using known gene markers, we were able to as-
sign most neuronal clusters to specific cell types
(19). Although some clusters corresponded to
abundant cell types, such as cerebellar granule
cells (CGCs), others mapped to rare and often
less-characterized cell types, such as mitral/tufted
cells. Previously characterized regional markers
were used to assign the majority of clusters to a

specific region of the brain (24) (Fig. 3A). Re-
gional assignments were validated with RNA
in situ hybridization (ISH) from the Allen In-
stitute’s Developing Mouse Brain Atlas (Allen
DMBA) (25). Specifically, we generated composite
ISH maps by averaging across the five most
highly enriched genes from each of our clusters
(tables S6 and S7). For clusters primarily con-
taining P2 or P11 nuclei, we used the P4 or P14
atlases, respectively. The resulting composite maps
confirmed the high regional specificity of most
types (Fig. 3B and figs. S9 and S10). Cortical
pyramidal neuronal types could be further as-
signed to specific layers using marker genes
(Fig. 3C) (7, 8).

Granule cell fate in the hippocampus
In the hippocampus, immature granule cells orig-
inating in the dentate gyrus give rise not only to
mature granule cells but also to pyramidal neu-
rons (26). This process is one of two instances of
neurogenesis that continues into adulthood (27),
but little is known about the underlying transcrip-
tional program. We determined that three neu-
ronal cell types from the hippocampus likely
constituted a developmental trajectory (19).
Analysis of only these transcriptomes with t-SNE
revealed a clear branching structure (Fig. 3D and
fig. S11A). The transcription factor Prox1, sus-
pected to be necessary for granule cell identity
(28), was exclusively expressed in one branch,
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Fig. 1. Overview of SPLiT-seq. (A) Labeling transcriptomes with split-pool barcoding. In each
split-pool round, fixed cells or nuclei are randomly distributed into wells, and transcripts are
labeled with well-specific barcodes. Barcoded RT primers are used in the first round. Second- and
third-round barcodes are appended to cDNA through ligation. A fourth barcode is added to cDNA
molecules by PCR during sequencing library preparation. The bottom schematic shows the final
barcoded cDNA molecule. (B) Species-mixing experiment with a library prepared from 1758 whole
cells. Human UBCs are blue, mouse UBCs are red, and mixed-species UBCs are gray. The estimated
barcode collision rate is 0.2%, whereas species purity is >99%. (C) UMI counts from mixing
experiments performed with fresh and frozen (stored at –80°C for 2 weeks) cells and nuclei.
Median human UMI counts for fresh cells: 15,365; frozen cells: 15,078; nuclei: 12,113; frozen nuclei:
13,636. (D) Measured gene expression by SPLiT-seq is highly correlated between frozen cells and
cells processed immediately (Pearson r, 0.987). Frozen and fresh cells were processed in two
different SPLiT-seq experiments.
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whereas genes known to be specific to CA3 py-
ramidal neurons such as Spock1 (29) were ex-
pressed exclusively in the other branch. Markers
of dividing neuronal progenitors were expressed
before the branching point, and genes in the Slit-
Robo signaling pathway were differentially ex-
pressed between the two lineages (fig. S11B). We
used these data to identify specific temporal dy-
namics of transcription factors across the two
lineages, with Meis2 as a candidate marker of
early pyramidal cell differentiation (Fig. 3E and
fig. S12).

Profiling cells in the
developing cerebellum

The cerebellum accounts for only 9% of the
brain mass in adult mice but contains nearly

85% of all neurons (30). Despite the wide range
of functions performed by the cerebellum, many
of the gene expression programs driving devel-
opment of cerebellar cell types remain unknown.
We identified the four main cerebellar neuronal
types (Fig. 4A): Purkinje cells, Golgi cells, stellate/
basket cells, and CGCs. Two types of Purkinje
cells (Fig. 4B) were segregated primarily by age
(P2 versus P11) and did not form a continuous tra-
jectory in t-SNE but rather two clearly segregated
clusters. The absence of cells at intermediate stages
of maturation suggests that Purkinje cell develop-
mentmay bemore synchronous than other proces-
ses of neurogenesis captured by our data set.
CGCs, the most numerous type of neuron in

the brain (31), drive the postnatal foliation of the
cerebellar cortex by migrating from the external

granule layer (EGL) through the molecular layer
(ML) and the Purkinje cell layer (PcL) to the in-
ternal granule layer (IGL) (32, 33). We created a
pseudotime ordering of 15,360 CGCs (Fig. 4C and
fig. S13) and measured gene expression across
this lineage. We defined genes with specific ex-
pression at different points in pseudotime (fig. S14)
and then used RNA ISH to map these genes to
layers of the developing cerebellar cortex. Genes
ordered from early to late in pseudotime were
progressively expressed from outer to inner lay-
ers, consistent with the known direction of CGC
migration (Fig. 4D). Our analysis revealed pre-
viously unknown pseudotime and layer-specific
gene expression patterns within pathways related
to axonal development and neuronal migration
(fig. S15).
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Fig. 2. Single-cell transcriptome landscape of postnatal brain and
spinal cord development by SPLiT-seq. (A) More than 150,000 nuclei
from P2 and P11 mouse brains and spinal cords were profiled in a single
experiment employing more than 6 million barcode combinations.
Transcriptomes were clustered and then visualized using t-SNE. Cells
are colored according to cell type. Each cluster was downsampled to
1000 cells for visualization. (B) A total of 73 distinct clusters were
assigned to nine cell classes based on expression of established markers.

The violin plots show marker gene expression in each cluster.
(C) Astrocyte clusters are highlighted in red in the t-SNE. The violin plots
show markers that are differentially expressed between astrocyte
subtypes. (D) Seven OPC and oligodendrocyte clusters (containing 10,087
nuclei) colocalized in the original t-SNE (highlighted in red), forming a
lineage. Cells from these clusters were re-embedded with t-SNE.
(E) The heat map shows genes expressed differentially across pseudotime
in the oligodendrocyte lineage.
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Origins of cerebellar
inhibitory interneurons
The question of whether all cerebellar inhibitory
interneurons arise from the same progenitor pop-
ulation has been a point of contention (34). Early

hypotheses proposed that stellate/basket cells orig-
inated from precursors in the EGL, whereas Golgi
cell precursors resided in the ventricular epithe-
lium (35). Later evidence indicated that these two
interneurons shared a common precursor in the

cerebellar white matter (36, 37). However, the
molecular profile of the inhibitory neuron lineage
in the cerebellum remains largely unknown.
We found a cerebellar inhibitory interneuron

lineage (1517 cells) (Fig. 4E and fig. S16A) with a

Rosenberg et al., Science 360, 176–182 (2018) 13 April 2018 4 of 7

Fig. 3. Neuronal clusters exhibit regional specificity. (A) Marker
gene expression was used to map neuronal clusters to specific brain
regions. (B) Sagittal composite RNA ISH maps for nine representative
clusters from distinct areas. For each cell type, we averaged ISH
intensities from the Allen DMBA across the top five differentially
expressed genes. (C) Types of pyramidal neurons in the cortex display
layer-specific enrichments according to marker genes; cortical pyramidal
neurons are highlighted in red in the t-SNE. Expression of example

marker genes in pyramidal clusters is shown in the middle, and
corresponding available RNA ISH results are on the right.
(D) Three clusters constitute a developmental trajectory in the
hippocampus. Re-embedding these clusters highlights the branching
of the two differentiation trajectories in pseudotime. (E) Expression of
differentiation marker genes is overlaid on the t-SNE. RNA ISH maps
(Allen DMBA) show the regional specificity of granule cell and pyramidal
neuron markers.
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shared progenitor branching into either Golgi or
stellate/basket cells (fig. S17). This lineage includes
a known precursor cell type expressing Pax2 (36)
but also a previously unknown, earlier precursor
expressing Pax3 (Fig. 4F). RNA ISH analysis
suggests that this Pax3+ precursor is located deep
within the cerebellar white matter. Moreover, we
found that stellate/basket cells expressed genes
specific to the molecular layer, whereas Golgi
cells expressed genes specific to the granule cell
layer (Fig. 4F and fig. S18). The distribution of P2
and P11 nuclei within the lineage clearly demon-
strated that thematuration of Golgi cells waswell
under way by P2 and complete by P11 (fig. S16B).
In contrast, stellate/basket cells had not begun
to differentiate at P2 and were still not fully
mature by P11. These results indicate that the
same molecularly defined precursor gives rise
to two distinct interneurons at different stages
of development.

Cell types in the developing spinal cord
The original clustering was dominated by cells
in the brain, and many spinal cord cells did not
segregate into well-defined clusters (fig. S19). To
resolve more cell types in the spinal cord, we
selected all the nuclei originating from the spinal
cord and reclustered them (19), resulting in 44
clusters: 14 non-neuronal types (12 of which were
also found in the brain) and 30 neuronal types
(Fig. 5A and tables S8 to S10). We identified 11
different types of g-aminobutyric acid–releasing
(GABAergic) neurons, of which several were also
glycinergic (Fig. 5B). One GABAergic type was
identified as cerebrospinal fluid–contacting
neurons (CSF-cNs) (38), with the other 10 types
corresponding to inhibitory interneurons. Gluta-
matergic interneurons accounted for 15 additional
types. We also identified two clusters of choliner-
gic motor neuron types (alpha and gamma) (39).
To date, known markers exist only for gamma

motor neurons (e.g., Esrrg) (40); however, we
identified specific markers for both alpha and
gamma neurons (Fig. 5C).
To infer the spatial origin of neuronal types

in the spinal cord, we identified the 10 most
enriched genes in each type according to our
snRNA-seq data and created composite ISHmaps
based on the Allen Mouse Spinal Cord Atlas (41)
(Fig. 5D and fig. S20). Some interneuron subtypes
appeared to originate primarily from laminae 1 to
3, with others originating from laminae 4 to 6.
We found both inhibitory and excitatory neurons
in each region. Motor neurons expressed genes
found in laminae 9, whereas CSF-cNs were the
only neuronal type expressing genes found in
the central canal. These data allowed us to cre-
ate an atlas of gene expression in the early spinal
cord, providing a rich resource for further under-
standing development of the central nervous
system.
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Fig. 4. Neuronal differentiation trajectories in the cerebellum
revealed by SPLiT-seq. (A) Major cell types and their locations in the
cerebellum. (B) Two types of Purkinje cells with distinct gene expression
programs were identified. Early Purkinje cells are primarily found in the P2
brain and late Purkinje cells in the P11 brain. (C) t-SNE re-embedding of
15,360 nuclei suggests a pseudotime ordering from proliferating, to
migrating, to mature CGCs. (D) Expression of marker genes is overlaid on
the t-SNE, and the corresponding RNA ISH from Allen DMBA is shown

below. Marker genes associated with different layers of the cerebellum are
expressed at different points in pseudotime. Gene expression order is
consistent with ordering of the physical layers. RNA ISH maps confirm
regional specificity of marker genes. (E) t-SNE re-embedding of 1890
nuclei reveals a branching differentiation trajectory. Progenitors can either
become Golgi cells or stellate/basket cells. (F) Markers for progenitors
and mature cell types are expressed at different points in pseudotime and
have layer specificity.
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Discussion
In this work, we profiled hundreds of thousands
of cells using only basic laboratory equipment
with a library preparation cost of ~$0.01 per cell
(fig. S21 and table S11). In our analysis of more
than 150,000 single-nucleus transcriptomes from
two early postnatal stages, we identified 69 types
of cells in the brain and 44 types in the spinal
cord. We defined many new molecular markers
for specific cell types and explored gene expres-
sion in four different developmental lineages.
SPLiT-seq’s compatibility with fixed cells and

fixed nuclei overcomes challenges faced by other
scRNA-seq methods. Fixation can reduce pertur-
bations to endogenous gene expression during cell
handling (42) and makes it possible to store cells
for future experiments.Moreover, the use of nuclei
bypasses the need to obtain intact single cells,
which can be challenging for many complex tis-

sues. SPLiT-seq’s compatibility with formaldehyde-
fixed nuclei suggests that it may be used to profile
singlenuclei fromformalin-fixed,paraffin-embedded
tissue (43).
SPLiT-seq enables flexible and scalable cell and

sample multiplexing. The use of the first-round
barcode as a sample identifiermakes it possible to
profile a large number and variety of samples in
parallel, thusminimizing batch effects. As the num-
ber of unique barcodes grows exponentially with
the number of barcoding rounds, larger numbers
of cells than presented here could be processed
by adding a fifth barcoding round or by switching
to a 384-well plate format. Although for such large
cell numbers, sequencing cost may currently be
forbidding, it is easy to imagine applications, such
as targeted sequencingof genepanels,whichwould
even now benefit from very large cell numbers
and only require shallow sequencing depth.

Our hope is that the increased scale and ac-
cessibility provided by the low cost and minimal
equipment requirements of SPLiT-seq will further
accelerate the widespread adoption of scRNA-seq.
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TOPOLOGICAL MATTER

Observation of topological
superconductivity on the surface
of an iron-based superconductor
Peng Zhang,1* Koichiro Yaji,1 Takahiro Hashimoto,1 Yuichi Ota,1 Takeshi Kondo,1

Kozo Okazaki,1 Zhijun Wang,2 Jinsheng Wen,3 G. D. Gu,4 Hong Ding,5,6* Shik Shin1*

Topological superconductors are predicted to host exotic Majorana states that obey
non-Abelian statistics and can be used to implement a topological quantum computer.
Most of the proposed topological superconductors are realized in difficult-to-fabricate
heterostructures at very low temperatures. By using high-resolution spin-resolved and
angle-resolved photoelectron spectroscopy, we find that the iron-based superconductor
FeTe1–xSex (x = 0.45; superconducting transition temperature Tc = 14.5 kelvin) hosts
Dirac-cone–type spin-helical surface states at the Fermi level; the surface states exhibit
an s-wave superconducting gap below Tc. Our study shows that the surface states of
FeTe0.55Se0.45 are topologically superconducting, providing a simple and possibly
high-temperature platform for realizing Majorana states.

I
n a topological superconductor, the opening
of the superconducting gap is associated with
the emergence of zero-energy excitations that
are their own antiparticles (1, 2). These zero-
energy states, generally called Majorana zero

modes or Majorana bound states (MBSs), have
potential applications in quantum computing.
One route to topological superconductivity is to
realize a p-wave superconductor, which is an in-

trinsic topological superconductor; prominent
candidates are Sr2RuO4 and CuxBi2Se3. How-
ever, p-wave superconductivity is very sensitive
to disorder, the experimental confirmation of
the topological edge states is still elusive, and any
application is highly challenging (3–5). Another
way is to realize s-wave superconductivity on spin-
helical states (6), such as in a topological insulator
or a semiconductor with Rashba spin-split states

in proximity to a Bardeen-Cooper-Schrieffer (BCS)
superconductor; some of the designs in this cat-
egory have yielded strong experimental evidence
of MBSs (7–11). However, this approach gener-
ally requires a long superconducting coherence
length,which inprinciple prohibits the use of high-
temperature superconductors. Additionally, the
complicated heterostructures make further ex-
ploration and applications challenging. In this
work, we show that the Fe-based superconductor
FeTe0.55Se0.45, which can have a relatively high
superconducting transition temperatureTc under
certain conditions, hosts topological supercon-
ducting states on its surface, in accordance with
theoretical predictions (12–14). This intrinsic topo-
logical superconductor, which takes advantage of
the natural surface and interband superconduct-
ingcoherence in themomentumspace, canovercome
the disadvantages of other implementations, paving
a distinct route for realizing topological super-
conductivity and MBSs at higher temperatures.

First-principles calculations

Fe(Te,Se) has the simplest crystal structure among
Fe-based superconductors (Fig. 1A), making it
easy to obtain high-quality single crystals and
thin films. Its Tc can reach ~30 K under pressure
(15) and exceeds 40K inmonolayer thin films (16).
Its in-plane electronic structure is similar to
that of most of the iron-based superconductors:
There are two hole-like Fermi surfaces (FSs) at the
Brillouin zone (BZ) center (G) and two electron-
like FSs at the BZ corner (M) (Fig. 1B). For a cut
along GM, there are three hole-like bands (two of
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Fig. 1. Band structure
and topological
superconductivity
of FeTe0.5Se0.5.
(A) Crystal structure
of Fe(Te,Se), together
with the three-
dimensional Brillouin
zone (BZ) and
projected-surface BZ.
(B) Sketch of the
in-plane BZ at kz = 0
(k is the wave vector
in reciprocal space).
There are two hole-
like FSs at G and two
electron-like FSs at
M. The dashed circle
at G indicates a hole-
like band just below
EF. (C) First-principles
calculations of band
structure along the
GM direction (20),
indicated by the light blue line in (B). In the calculations, the energy scale
t = 100 meV, whereas experiments yield t ~ 12 to 25 meV, depending on the
bands (20). In this study, we focused on the small area around G shaded
in light blue, where mainly the dxz band is present. (D) First-principles
calculations of band structure along GM and GZ.The dashed box shows the
SOC gap of the inverted bands. (E) Band structure projected onto the
(001) surface.The topological surface states (TSSs) between the bulk valence
band (BVB) and bulk conduction band (BCB) are evident. H, high intensity;

L, low intensity. (F) Superconducting (SC) states in the bulk and on the
surface.The blue and red arrows illustrate the spin directions. The bulk states
are spin-degenerated (black curves), whereas the TSSs are spin-polarized
(blue and red curves). Below Tc, the bulk states open s-wave superconducting
gaps, which are topologically trivial because of their spin degeneracy.
Induced by the bulk-to-surface proximity, the TSSs open an s-wave gap
and are topologically superconducting (TSC) as a consequence of the spin
polarization (6). (The side surface is shown for convenience.)
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them crossing the Fermi level EF) at G and two
electron-like bands at M. Band calculations for
the out-of-plane electronic structure predict that
FeTe0.5Se0.5 has a nontrivial topology and hosts
topological surface states near EF (12–14).
Calculations show that the topological order

originates from the Te substitution, which not
only introduces large spin-orbit coupling (SOC)
(17) but also shifts the pz band downward to EF
(12), whereas the pz band in FeSe or iron pnictides
is generally above EF (18, 19). Figure 1D shows the
calculated band structure along GM and GZ (20).
Along GZ, the pz band has a large dispersion; near
EF, SOC causes an avoided crossing with the dxz
band, and a SOC gap opens. Further analysis
shows that the pz band has an odd parity (–) for

the inversion symmetry, whereas the dxz band
has an even parity (+). We note that the dxz band
consists ofmixed dxz/dyz orbital characters along
GZ. With these necessary ingredients, the cal-
culated nontrivial topological invariance con-
firms that FeTe0.5Se0.5 hosts strong topological
surface states nearEF (12). To show the predicted
topological surface states clearly, we project the
band structure onto the (001) surface in Fig. 1E.
The Dirac-cone–type surface states are located
near EF, inside the SOC gap between the bulk va-
lence band and the bulk conduction band.When
FeTe0.5Se0.5 enters the superconducting statewith
s-wave gaps, superconductivity will be induced on
the topological surface states, as shown in Fig. 1F.
The spin polarization and s-wave superconduc-
tivity together would make the surface states
topologically superconducting (6).

Dirac-cone–type spin-helical surface
band and s-wave superconducting gap

To experimentally prove that FeTexSe1–x (x ~ 0.5)
is a topological superconductor with intrinsic topo-
logical surface states and s-wave superconductivity
on the surface, one needs to observe the following
three phenomena in spectroscopic measurements:
(i) Dirac-cone–type surface states; (ii) helical spin
polarization of the surface states, which locks the
spin direction perpendicular to the momentum

direction; and (iii) an s-wave superconducting
gap of the surface states when T < Tc. Previously,
we obtained some experimental evidence for the
band inversion of the bulk pz and dxz bands
(12, 21). However, the topological surface band
was never directly observed, owing to the small
energy and momentum scales. The SOC gap is
estimated to be about 10meV in the calculations,
whichmakes it extremely difficult to resolve the
Dirac-cone–type surface states in angle-resolved
photoelectron spectroscopy (ARPES). In the pre-
viousARPESexperiments, only the three t2g (dxy, dyz,
and dxz) and the pz bulk bands were observed at G
(12,22,23). In the experiment thatwepresent below,
by usingARPESwithhigh energy andmomentum
resolution (HR-ARPES; energy resolution~1.4meV)
(24) and spin-resolved ARPES (SARPES; energy
resolution ~ 5.5 meV) (25), we were able to ob-
serve the three necessary phenomena required
for the proof of topological superconductivity in
high-quality single crystals of FeTe0.55Se0.45.
We first demonstrated the observation of the

Dirac-cone–type surface states. High-resolution
cuts of the band structure around G with p- and
s-polarized photons are shown in Fig. 2, A and C,
respectively. According to the matrix element
effect [part I of (20)], both the surface and the
bulk bands (pz and dxz) should be visible for p-
polarized photons,whereas only the bulk valence
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Fig. 2. Dirac-cone–type
surface band. (A) Band
dispersion along GM,
recorded with a p-polarized
7-eV laser. (B) MDC curva-
ture plot of the data
from (A), which enhances
vertical bands (or the
vertical part of one
band) but suppresses hor-
izontal bands (or the
horizontal part of one
band) (26).The red dots
trace the points where the
intensity of the MDC cur-
vature exceeds the red bar
in the color-scale indicator,
and the blue lines are
guides to the eye indicat-
ing the band dispersion.
(C) Same as (A), but
recorded with s-polarized
light.The red line comes
from the Lorentzian fitting
of the EDC peaks.The
red line is reproduced in
(B) as a white line. (D and
E) Zoomed-in view of the
dashed box area in (A).The
data are recorded at 2.4 K
to reduce the thermal
broadening. (D) EDCs of
the zoomed-in area.The
black and blue markers
respectively trace the EDC peaks from two bands. arb., arbitrary. (E) EDC curvature plot of the zoomed-in area.The blue lines are the same as the ones in
(B), and the red line is the same as the one in (C). (F) Summary of the overall band structure.The background image is amix of raw intensity and EDC curvature (the
area in the dashed box). The bottom hole-like band is the bulk valence band, whereas the Dirac-cone–type band is the surface band.
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band (dxz) is visible for s-polarized photons.
The momentum distribution curve (MDC) cur-
vature plot (an improved version of the second
derivative method) (26) of the data with p-
polarized photons shows a clear Dirac-cone–type
band (Fig. 2B). We obtained a parabola-like
band by extracting the energy distribution curve
(EDC) peaks of the data with s-polarized pho-
tons (Fig. 2C). Combining the bands observed

in Fig. 2, A to C, we conclude that the Dirac-
cone–type band (blue lines in Fig. 2B) is the
topological surface band, and the parabolic band
(white curve in Fig. 2B or red curve in Fig. 2C) is
the bulk valence band. Further, we directly
separated the bulk valence band from theDirac-
cone–type surface band with the data at very low
temperature (2.4 K) when the spectral features
were narrower (Fig. 2, D and E). We overlapped

the Dirac-cone–type surface band in Fig. 2B and
the parabolic bulk band in Fig. 2C onto the EDC
curvature plot in Fig. 2E. The extracted bands
overlap well with the curvature intensity plot,
confirming the existence of the parabolic bulk
band and the Dirac-cone–type surface band.
The overall band structure is summarized in Fig.
2F, demonstrating a Dirac surface band very close
to EF.

Zhang et al., Science 360, 182–186 (2018) 6 April 2018 3 of 5

Fig. 4. s-wave superconducting gap of the
surface band. (A) Raw EDCs at different temper-
atures for a position on the surface FS. The shoulders
above EF are the indication of the superconducting
Bogoliubov quasiparticles. (B) Symmetrized EDCs
of the curves shown in (A). (C) Superconducting
gap size as a function of temperature. Data points
are extracted from the coherence peaks in (B);
error bars come from the uncertainty of the extraction.
The inset shows the raw EDC at 7 K (black) and the
EDC divided by the Fermi function (purple), which
shows the Bogoliubov quasiparticles above EF.
(D) Symmetrized EDCs at different Fermi wave
vectors (kF) recorded at 2.4 K. The kF positions of
the cuts are indicated in (E). (E) Polar representa-
tion of the superconducting gap size. The hollow
markers mirror the solid markers. The panel on the
right shows the positions of measurements on
the surface FS.

Fig. 3. Spin-helical
texture of the surface
band. (A) Sketch of
the spin-helical FS and
the band structure
along ky, the sample
GM direction. The EDCs
at cuts 1 and 2 were
measured with SARPES.
The spin pattern shown
in (12) comes from
the bottom surface.
(B) Spin-resolved EDCs
at cut 1. (C) Spin
polarization curve at
cut 1. (D and E) Same
as (B) and (C), but
for EDCs at cut 2. The
measured spin polar-
izations are consistent
with the spin-helical
texture illustrated in (A).
(F) Comparison of the
EDCs from SARPES
and HR-ARPES mea-
surements. The large
broadening in the
SARPES measurement could be partly responsible for the small spin polarization measured in (C) and (E). a. u., arbitrary units.
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Next, we carried out high-resolution spin-
resolved experiments to check the spinpolarization
of the Dirac-cone–type band. Two EDCs at the cuts
indicated in Fig. 3A were measured. If the Dirac-
cone–type band comes from the spin-polarized
surface states, the EDCs at cuts 1 and 2 should
show reversed spinpolarizations. Indeed, the spin-
resolved EDCs in Fig. 3, B and D, show that the
spin polarizations are reversed for cuts 1 and 2,
whereas the background shows no spin polar-
ization (Fig. 3, C and E). These data are con-
sistent with the spin-helical texture, which is
the direct consequence of “spin-momentum
locking” of topological surface states. We also
measured an additional two EDCs at different
positions on the FS [part III of (20)]. The spin
polarizations of all four EDCs are consistent with
the spin-helical texture predicted by theory (12).
The small magnitude of the spin polarizations in
Fig. 3, C and E, may partly be explained by the
large broadening of the SARPES data, originating
fromthe lower resolutionof that technique (Fig. 3F).
As the final piece of evidence, we show the

opening of an s-wave gap for the topological sur-
face band. Figure 4A displays the evolution of one
EDC from the surface band with temperature.
The superconducting coherence peak gradual-
ly builds up with decreasing temperature; the
symmetrizedEDCs in Fig. 4B show the gap closing
above Tc. The relation between the supercon-
ducting gap size and temperature (Fig. 4C)
agrees well with BCS theory. The EDC divided by
the corresponding Fermi function (Fig. 4C, inset)
shows a clear peak at the symmetric position

above EF, which comes from the particle-hole
mixing of the Bogoliubov quasiparticles, thus
proving the superconducting nature of the coher-
ence peak. The momentum-dependent measure-
ment of the superconducting gap size shows no
anisotropy (Fig. 4, D and E), consistent with the
s-wave superconducting nature of iron-based
superconductors (27–29). The gap size of the
surface band is about 1.8 meV, which is smaller
than the bulk gap size of 2.5 meV for the hole
band and 4.2 meV for the electron band, as
reported in (27, 28). This result is consistent
with induced superconductivity on the surface
and may even suggest that the induced super-
conductivity mainly comes from interband scat-
tering from the neighboring hole-like band.

Prospects for the observation of
Majorana states

We summarize our results in Fig. 5A. A Dirac-
cone–type topological surface band exists on the
surface of FeTe0.55Se0.45. When the bulk bands open
superconducting gaps, s-wave superconductivity
is induced in the surface band through interband
scattering. Because of its spin-helical texture, the
surface band exhibits topological superconductivity,
whereas the bulk superconductivity is topologi-
cally trivial. When an external magnetic field is
applied, a pair of MBSs is expected to appear at
the two ends of the vortices (Fig. 5B). This phys-
ical picture may explain the recent observations
of zero-bias peaks in thismaterial (30, 31). Further-
more, if a magnetic domain is deposited on the
surface, destroying superconductivity within that

domain, there should be itinerantMajoranamodes
along the domain edge. As a result of the intrinsic
topological superconductivity on the natural sur-
face, it should be fairly easy to produce MBSs
and Majorana edge modes. The relatively high
Tc and facile growth of high-quality single crys-
tals and thin films make Fe(Te,Se) a promising
platform for studying MBSs and may further
advance research on quantum computing.
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Fig. 5. Topological superconductivity and Majorana
states on the surface. (A) Topological supercon-
ductivity on the surface of FeTe0.55Se0.45. The electrons
in the bulk are not spin-polarized, and the s-wave
superconducting pairing is topologically trivial. The
electrons on the surface are induced to form super-
conducting pairs by the bulk superconductivity. The
superconductivity of the spin-helical surface states
is topologically nontrivial. (B) A magnetic field creates
vortices in FeTe0.55Se0.45, which behave as boundaries
for the topological superconductivity on the surface.
MBSs are expected to appear in the vortices. If
there is a magnetic domain on the surface that destroys
superconductivity within that domain, there will
be itinerant Majorana modes along the boundary of
the domain.
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Predicting reaction performance
in C–N cross-coupling using
machine learning
Derek T. Ahneman,1 Jesús G. Estrada,1 Shishi Lin,2

Spencer D. Dreher,2* Abigail G. Doyle1*

Machine learning methods are becoming integral to scientific inquiry in numerous
disciplines.We demonstrated that machine learning can be used to predict the performance
of a synthetic reaction in multidimensional chemical space using data obtained via high-
throughput experimentation.We created scripts to compute and extract atomic, molecular,
and vibrational descriptors for the components of a palladium-catalyzed Buchwald-Hartwig
cross-coupling of aryl halides with 4-methylaniline in the presence of various potentially
inhibitory additives. Using these descriptors as inputs and reaction yield as output, we
showed that a random forest algorithm provides significantly improved predictive
performance over linear regression analysis.The random forest model was also successfully
applied to sparse training sets and out-of-sample prediction, suggesting its value in
facilitating adoption of synthetic methodology.

M
achine learning (ML) is the study and
construction of computer algorithms that
can learn from data (1). The ability of
these algorithms to detect meaningful
patterns has led to their adoption across

a wide range of applications in science and tech-
nology, from autonomous vehicle control to
recommender systems (2). ML has also been
successfully applied in the biomedical sciences
to enhance the virtual screening of libraries of
druglike molecules for biological function (3–5).
However, its application to the chemical sciences,
and synthetic organic chemistry in particular,
has been limited (6, 7). Prior efforts have focused
primarily on using ML to assist with synthetic
planning via retrosynthetic pathways or to predict
the products of chemical reactions given a set of
reactants and conditions (8–11). Applications of
ML to predict the performance of a given reaction,
however, are rare. Studies in the area of heteroge-
neous catalysis have used ML to predict reaction
performance when only a single component is
varied (12, 13). Two recent studies have advanced
the field by evaluating predictions in multi-
dimensional chemical space, although these studies
performed a binary classification of reaction
success (14, 15). The use of regression-based ML
to predict reaction yields in multidimensional
chemical space could provide chemists with a
powerful tool to navigate the adoption of syn-
thetic methodology.

The many challenges in applying ML to re-
action performance have previously hindered
its use in the field of chemical synthesis. Imple-
mentation of these algorithms has historically
been complicated for nonspecialists. Further.
the amount of data required to obtain statisti-
cally meaningful results grows exponentially
with the number of dimensions under study, a
problem known as the “curse of dimensionality”
(1). Given the multidimensionality of chemical
structure and reactivity, it has been difficult to gen-
erate enough data or to get access to sufficiently
complete and consistent data from databases to
warrant implementation of these algorithms (14).
Fortunately, over the past decade, high-throughput
experimentation (HTE) has emerged as a powerful
tool in industry and academia for reaction op-
timization and discovery (16, 17). We sought to
evaluate whetherML could be applied to the scale
of data available tomodernHTE and enable yield
prediction in multidimensional chemical space.
Linear regression is the traditional tool for re-

action prediction and analysis in both industry
and academia (18). In this approach, the user
assumes a linear relationship between reaction
input (e.g., catalyst descriptors) and output (e.g.,
product selectivity) and hand-selects input varia-
bles on the basis of specificmechanistic hypotheses
(19, 20). A strength of linear regression is its inter-
pretability: A good fit between reagent descriptors
and output supports mechanistic inferences, such
as in the seminal Hammett linear free-energy
relationship (21).
The models obtained from linear regression

analysis have also been used for prediction. Re-
cently, Sigman and co-workers have applied multi-
variate linear and polynomial regression analyses

to optimize reaction selectivity by predicting
catalyst, ligand, and substrate effects (22–24). Pre-
dicting yield tends to be more difficult; whereas
product selectivity is determined by a small num-
ber of elementary steps, many on- and off-cycle
events can substantially alter reaction yield. ML
approaches accept numerous input descriptors
without recourse to a mechanistic hypothesis
and evaluate functions with greater flexibility to
match patterns in data. We postulated that ML
might outperform regression analysis for yield
prediction and circumvent the challenge of select-
ing mechanistically relevant descriptors for large
and multidimensional data sets. Here, we report
that a random forest ML model trained on multi-
dimensional chemical data can be used to predict
the performance of a Buchwald-Hartwig amina-
tion reaction conducted in the presence of poten-
tially inhibitory additives and to infer underlying
reactivity. We have taken steps to automate re-
action parameterization and modeling with the
aim of making this tool accessible to the synthetic
chemistry community.
We selected the Pd-catalyzedBuchwald-Hartwig

reaction as our test reaction for model develop-
ment because of its broad value in pharmaceu-
tical synthesis (Fig. 1A) (25). Nevertheless, the
application of this reaction to complex drug-like
molecules remains challenging (26). One limita-
tion is the poor performance of substrates pos-
sessing five-membered heterocycles that contain
heteroatom-heteroatom bonds, such as isoxa-
zoles. These heterocycles have drug-like charac-
teristics but are underrepresented in successful
drug candidates (27). Thus, we sought to useML
to predict the performance of the Buchwald-
Hartwig reaction in the presence of isoxazoles.
Rather than evaluate the coupling of a collection
of substrates directly bearing the heterocycle
functionality, we pursued a Glorius fragment
additive screening approach (28) wherein we
evaluated the effects of isoxazole fragment ad-
ditives on the amination of different aryl and
heteroaryl halides. This method cannot always
account for the full impact of a structural motif
embedded within a substrate. However, the
Glorius approach allowed us to test 345 diverse
structural interactions between isoxazoles and
aryl and heteroaryl halides. This large array
would not be possible with whole molecules
because of the necessity of synthesizing and
isolating all possible products for quantifica-
tion in this study. We conducted the coupling
reactions using the ultra–high-throughput setup
recently developed in the Merck Research Lab-
oratories for nanomole-scale experimentation
in 1536-well plates (16). Use of the Mosquito
robot enabled simultaneous evaluation of more
reaction dimensions than could previously be
examined by classical statistical analysis. Three
1536-well plates consisting of a full matrix of
15 aryl and heteroaryl halides, 4 Buchwald ligands,
3 bases, and 23 isoxazole additives generated a
total of 4608 reactions (including controls).
The yields of these reactions were used as the
model output. Approximately 30% of the re-
actions failed to deliver any product, with the
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remainder quite evenly spread over the range of
yields (fig. S7).
Next we turned to the selection of appropriate

descriptors. In linear regression analysis, this
selection is typically done by hand according to
a mechanistic hypothesis, with principal com-
ponent analysis sometimes being used to reduce
the parameter set to an uncorrelated and sta-
tistically tractable number (29). For theMLmodel,
we sought a set of descriptors that adequately
characterizes the differences among the reac-
tions without recourse to a specific hypothesis.
For reasons of internal consistency and descriptor
availability, calculated properties were used. To
avoid prohibitively time-consuming analysis and
logging of computational data, we developed soft-
ware to submitmolecular, atomic, and vibrational
property calculations to Spartan and subsequently
extract these features from the resulting text files

for accessibility to a general user (Fig. 1B). The
program requires only the input of reagent struc-
tures in the Spartan graphical user interface and
specification of the reaction components in a
Python script; it is applicable to any reaction type.
The program then generates the data table that
can be used for modeling. In total, 120 descrip-
tors were extracted by the software to character-
ize each reaction (section III in the supplementary
materials).
With these data in hand, we evaluated the pre-

dictive accuracies of linear regression and an array
ofMLmethods using 70% of the data as a training
set to predict the remaining 30% (test set) (Fig. 2A).
For the linear regression models, we evaluated
dimension reduction by removing correlated
descriptors, as well as various regularization
methods [such as LASSO (least absolute shrink-
age and selection operator), ridge regression,

and elastic net], but none generated good pre-
dictive performance. Turning to supervised ML
models, we found that k-nearest neighbors, sup-
port vector machines, and a Bayes generalized
linear model provided no improvement over a
linear regression model. However, a single-
layer neural network delivered substantial im-
provement over these methods. Moreover, we
found that the random forest algorithm pro-
vided even better predictive performance. The
test-set root mean square error (RMSE) for the
random forest model was 7.8%, with a co-
efficient of determination R2 value of 0.92. A
significant proportion of this variation is likely
attributable to experimental and analytical error.
Random forest algorithms operate by randomly
sampling the data and constructing decision
trees, which are then aggregated to generate an
overall prediction (30). By combining a large
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Fig. 1. Application of ML to
reaction prediction. (A) A
Buchwald-Hartwig amination was
used as a model reaction for data
generation with simultaneous
evaluation of four dimensions. The
impact of 23 isoxazole additives
on the amination reaction was
investigated according to a Glorius
fragment screening approach.
Full structures are provided in fig.
S1. Me, methyl; X, any halide;
equiv, equivalent; DMSO, dimethyl
sulfoxide; L, ligand; OTf, triflate;
i-Pr, isopropyl; R, H or alkyl
group; t-Bu, tert-butyl; BTMG,
t-butyltetramethylguanidine;
MTBD, methyltriazabicyclodecene;
Et, ethyl. (B) Software was built to
automate feature generation.
Molecular, atomic, and vibrational
property calculations were
performed using Spartan (with
density functional B3LYP and basis
set 6-31G*), and these features
were subsequently extracted from
the resulting text files to generate a
modeling data table filled with
descriptors and yields. To include
vibrational modes as descriptors,
we compared molecular vibra-
tions for all compounds in a class
on the basis of atomic move-
ments. To more appropriately
include the movement of heavy
atoms, we multiplied each atom’s
movement by its atomic mass.
Vibrational mode vectors were
compared using Pearson correla-
tions. Only vibrational modes
with R2 > 0.5 and with values
greater than any other entry
in the same row and column
were treated as matching vibrations. If the first molecule in the set (chosen arbitrarily) shared a particular matched vibration with all others in the
group, that vibrational mode was considered to be conserved. In this case, the vibration’s frequency and intensity were included in the modeling data
table. SA, surface area; V1 through V5, vibrational modes 1 through 5; *, shared atom.
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number of low-precisionmodels, the algorithm
can deliver high predictive accuracy without
succumbing to overfitting.
Nevertheless, ML tends to encounter pre-

dictive limitations when substantially different
reaction conditions are used in the test set.
This problem is exacerbated by the presence of
activity cliffs, which are areas in reaction space
where modest changes in chemical structure can
lead to notable changes in reaction outcome (31).
The tendency ofML algorithms to overfit and the
presence of activity cliffs necessitate the collec-
tion of local reaction data (see fig. S30 for pre-
diction of ArI and ArCl reaction outcomes from
ArBr training data). One method for maximizing
the extrapolative ability of a model is to use
training data spread across the chemical space
of interest. The ability to perform accurate pre-
diction under sparsity effectively increases the
reaction space that can be exploredwith the same
number of experiments. For the random forest
model, we were surprised to discover that en-
hanced predictive power over other methods
could be achieved with a markedly smaller sub-
set of the training data (Fig. 2B). With training
on only 5%of the reaction data, the random forest
algorithm outperformed linear regression using
70% of the same reaction data. Because 5% of
the data set is only 230 experiments, these
results indicate that ML can offer improve-
ments in prediction on a scale routinely pursued
in the course of reaction optimization and scope
elucidation.
We next explored the ability of a random forest

model to predict outcomes for reactions contain-
ing additives not included in the training data. If
effective out-of-sample prediction was possible,
ML could predict the effect of a new isoxazole
or aryl halide structure on the outcome of a
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Fig. 2. Test set performance plots. (A) Observed versus predicted plots for
various ML algorithms and linear regression analysis. For all the models, a 70/30
split of training and test data, with k-fold cross-validation on the training data,
was performed to measure each model’s generalizability to an independent data
set. Only test set data are shown in plots. kNN, k-nearest neighbor; SVM,

support vector machine; GLM, generalized linear model; dashed line, y = x line;
solid line, Loess best-fit curve. (B) Test set performance of the random forest
model with sparse data. A gradual erosion in predictive accuracy occurred from
70% of the data (the entire training set) down to 2.5% of the full data set.
The smaller training sets were selected randomly from the original training data.

Fig. 3. Additive prediction. (A) Isoxazoles in the additive training set (1 to 6 and 8 to 15) were used to
predict the performance of isoxazoles 16 to 23 in the test set. Ph, phenyl; Bn, benzyl. (B) Out-of-sample
performance of the random forest model from (A).Test set data are shown.
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Buchwald-Hartwig amination and identify the
combination of base and ligand that would de-
liver the highest yield. To this end, we evaluated
whether the results for 15 additives could be used
to predict the outcomes with 8 distinct additives
(Fig. 3A). On average, the out-of-sample RMSE
was 11.3%, with an R2 value of 0.83 (Fig. 3B).
None of the additives created significant sys-
tematic deviations from what was predicted by
themodel. The high predictive ability of themodel
suggests that the effects of these substituents
on reaction outcome were captured well by the
descriptors. However, as additive consumption
was not included in the output, the algorithm
is likely to encounter predictive limitations when
applied to substrates with embedded isoxazoles.

Having obtained a predictive model, we sought
to determine whether it could be used to guide
mechanistic analysis. Unlike a linear regression
model, the random forestmodel is challenging to
interpret directly. We therefore evaluated the
relative importance of descriptors used to con-
struct the model. One such measure of a de-
scriptor’s importance is the percent increase in
themodel’smean square error (MSE)when values
for that descriptor are randomly shuffled and the
model is retrained (1). We found that four of the
five most important descriptors in predicting
reaction outcomes were the additive’s *C-3 nu-
clear magnetic resonance (NMR) shift (where
the asterisk indicates a shared atom), lowest
unoccupied molecular orbital (LUMO) energy,

and *O-1 and *C-5 electrostatic charges (Fig. 4A).
These features are not sufficient to obtain a
predictive linearmodel (fig. S24). Taken together,
the descriptors suggest that the propensity of
the additive to act as an electrophile influences
reaction outcomes (32–34). We hypothesized
that competitive oxidative addition of the is-
oxazole could be a source of deleterious side
reactivity. Although oxidative addition of Pd to
isoxazoles is not known (35), such an elementary
step has been reported previously for other tran-
sition metals (36).
To evaluate this proposal, we conducted a

series of experiments with isoxazoles 1a and
1b, which possess the smallest and largest pre-
dicted *C-3 NMR chemical shifts of the additives
in the test set, respectively (Fig. 4B). As shown
in Fig. 4C, spectrum 1, isoxazole 1a underwent
no reaction with tetrakis(triphenylphosphine)
palladium(0) [Pd(PPh3)4] in benzene at room
temperature. On the other hand, with isoxazole
1b, a new species was observed within 1 hour
(Fig. 4C, spectrum 2). High-resolution mass spec-
trometry (HRMS) and spectroscopic (31P, 13C, and
1H NMR) analyses provided strong evidence that
isoxazole 1b underwent oxidative addition at
the N–O bond (section VI in the supplementary
materials). Going further, we investigated how
isoxazoles 1a and 1b performed in competition
with an aryl halide. When 1a was mixed with aryl
bromide 1c, formation of only the aryl bromide
oxidative adduct (2c) was observed (Fig. 4C,
spectrum 3). However, when isoxazole 1b was
subjected to the same competition experiment,
the oxidative adducts of both the aryl bromide
1c and isoxazole 1b were observed in roughly
equal amounts (Fig. 4C, spectrum 4). These data
are consistent with the hypothesis that electro-
philic isoxazole additives can undergo N–O oxi-
dative addition to Pd(0) as a deleterious side
reaction, causing diminished yields of the desired
Buchwald-Hartwig aminations. Although such a
hypothesis could have been obtained by alter-
nate means, this study highlights how mea-
suring the influence of a large collection of
descriptors for their predictive ability in an ML
algorithm can be used to generate hypotheses
for further mechanistic inquiry. Although one
should be hesitant to perform direct causal in-
ference, this approach could be particularly en-
abling for larger and higher-dimensional data
sets wherein it would be challenging or im-
possible to intuit a unified mechanism.
Vast resources and time are currently expend-

ed on the development of synthetic methods
and their application to complex molecule syn-
thesis, often in a largely ad hoc manner. Here
we have shown that simple atomic, molecular,
and vibrational descriptors that can be auto-
matically extracted from the text files of Spartan
calculations can be used as input for a random
forest model to predict yields of multidimensional
chemical data. We expect that this approach,
coupled with advances in HTE and analysis
with whole-molecule systems, will prove to be
of broad utility in facilitating the adoption of
synthetic methods by enabling prediction of a
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Fig. 4. Model analysis. (A) The 10 most important descriptors of the trained random forest
model determined by measuring the percent increase in the MSE upon reshuffling of the values
of a given descriptor and retraining of the model. * indicates a shared atom. E, energy; HOMO,
highest occupied molecular orbital; V, vibration. (B) Isoxazoles and the set of reactions designed
to test the hypothesis that Pd undergoes oxidative addition to certain additives, leading to
diminished yield of the Buchwald-Hartwig amination. ppm, parts per million; rt, room
temperature. (C) 31P-NMR spectra for the reactions depicted in (B). Spectrum 2 shows the
generation of a new Pd species, designated 2b, upon reaction of Pd(PPh3)4 with 1b. Species 2b
is characterized by a pair of doublets with equal integration and a coupling constant (J) consistent
with two cis phosphines (2JPP = 37 Hz, where 2JPP is the geminal phosphorus coupling
constant). HRMS analysis of the reaction mixture indicates the presence of Pd(1b)(PPh3)2
(2b, [M + 1]+ = 750.13).
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new substrate’s performance under given con-
ditions or prediction of the optimal conditions
for a new substrate.
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METROLOGY

Measurement of the fine-structure
constant as a test of the
Standard Model
Richard H. Parker,1* Chenghui Yu,1* Weicheng Zhong,1 Brian Estey,1 Holger Müller1,2†

Measurements of the fine-structure constant a require methods from across subfields
and are thus powerful tests of the consistency of theory and experiment in physics.
Using the recoil frequency of cesium-133 atoms in a matter-wave interferometer,
we recorded the most accurate measurement of the fine-structure constant to date:
a = 1/137.035999046(27) at 2.0 × 10−10 accuracy. Using multiphoton interactions
(Bragg diffraction and Bloch oscillations), we demonstrate the largest phase
(12 million radians) of any Ramsey-Bordé interferometer and control systematic
effects at a level of 0.12 part per billion. Comparison with Penning trap measurements
of the electron gyromagnetic anomaly ge − 2 via the Standard Model of particle physics
is now limited by the uncertainty in ge − 2; a 2.5s tension rejects dark photons as the
reason for the unexplained part of the muon’s magnetic moment at a 99% confidence
level. Implications for dark-sector candidates and electron substructure may be a
sign of physics beyond the Standard Model that warrants further investigation.

T
he fine-structure constant a characterizes
the strength of the electromagnetic inter-
action between elementary charged parti-
cles. It hasbeenmeasuredby variousmethods
from diverse fields of physics (Fig. 1), and

the agreement of these results confirms the
consistency of theory and experiment across
fields. In particular, a can be obtained from
measurements of the electron’s gyromagnetic
anomaly ge − 2 by using the Standard Model of
particle physics, including quantum electro-
dynamics to the fifth order (involving >10,000
Feynman diagrams) and muonic as well as ha-

dronic physics (1–3). This path leads to an ac-
curacy of 0.24 part per billion (ppb) (4–6) and
was until now the most accurate measure-
ment of a.
An independent measurement of a at compa-

rable accuracy creates an opportunity to test the
Standard Model. The most accurate of previous
such measurements have been based on the ki-
netic energyℏ2k2=ð2mAtÞof an atom ofmassmAt

that recoils from scattering a photon of momen-
tumℏk (3), whereℏ is Planck’s constant h divided
by 2p, and k = 2p/l is the laser wave number
(where l is the laser wavelength). Experiments of

this type yield ℏ=mAt and have measured a to
0.62 ppb (7) via the relation

a2 ¼ 2R∞

c

mAt

me

h

mAt

The Rydberg constantR∞ is known to 0.006-ppb
accuracy (6), and the atom-to-electron mass ratio
ðmAt
me
Þ is known to better than 0.1 ppb for many spe-

cies.Here, c represents the speedof light in vacuum.
The fundamental tool of our experiment is a

matter-wave interferometer (8, 9). Similar to an
optical interferometer, this apparatus splits waves
from a coherent source along different paths, re-
combines them, andmeasures the resulting inter-
ference to extract the phase difference accumulated
between the waves on the paths. Sequences of
laser pulses are used to direct and recombine the
atomic matter waves along different trajectories,
to form a closed interferometer (10). The phase
evolution is governed by the Compton frequency
of the atoms. The probability of detecting each
atom at the output of the interferometers is a
function of the phase accumulated between the
different paths; measurement of the total atom
population in each output enables an estimate of
this phase. For the Ramsey-Bordé interferometer
geometry used in this experiment, the phase is
proportional to the photon recoil energy and
can therefore be used tomeasure the ratioℏ=mCs

(mCs, mass of a cesium atom) and, from that, the
fine-structure constant a.
In our experiment, we used a number of meth-

ods to increase the signal and suppress systematic
errors. We used 10-photon processes as beam
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Fig. 1. Precision
measurements of
the fine-structure
constant. A compari-
son of measurements
(1, 3–5, 7, 26–28).
“0” on the plot
is the CODATA 2014
recommended value
(7). The green points
are from photon recoil
experiments; the red
ones are from electron
ge − 2 measurements.
The inset is a close-up
view of the bottom
three measurements.
Error bars indicate
1s uncertainty. StanfU,
Stanford University;
UWash, University of
Washington; LKB,
Laboratoire Kastler
Brossel; HarvU,
Harvard University.
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splitters for the matter waves; these processes
increase the recoil energy by a factor of 25 rela-
tive to standard two-photon Raman processes (11).
To accelerate the atoms by up to another 800ℏk
(400ℏk up, 400ℏk down), we applied a matter-
wave accelerator: Atoms were loaded into an
optical lattice, a standing wave generated by two
laser beams, which was accelerated by ramping
the frequency of the lasers (Bloch oscillations)
(7, 12). Coriolis force compensation suppressed
the effect of Earth’s rotation. In addition, we ap-

plied ac Stark shift compensation (13, 14) and dem-
onstrated a spatial-filtering technique to reduce
sources of decoherence, further enhance the sen-
sitivity, and suppress systematic phase shifts. An
end-to-end simulation of the experimentwas run
(12) to help us identify and reduce systematic
errors and confirm the error budget. To avoid
possible bias, we adopted a blindmeasurement
protocol, which was unblinded only at the end.
Combining with precise measurements of the
cesium (15) and electron (16) mass, we found

a−1 = 137.035999046(27)

with a statistical uncertainty of 0.16 ppb and a
systematic uncertainty of 0.12 ppb (0.20 ppb total).
Our result is a more than threefold improve-
ment over previous direct measurements of a
(7). The measurement of h/mCs = 3.0023694721
(12) × 10−9 m2/s also provides an absolute mass
standard in the context of the proposed new defi-
nition of the kilogram (10). This proposed defini-
tion will assign a fixed numerical value to Planck’s
constant, to which mass measurements could then
be linked through measurements of h/mAt, such
as this one, via Avogadro spheres. Our result
agrees with previous recoil measurements (7)
within 1s uncertainty and has a 2.5s tension with
measurements (4–6) based on the gyromagnetic
moment.
Our matter-wave interferometer is based on

the one described in (12), in which cesium atoms
are loaded in a magneto-optical trap, launched
upward in an atomic fountain, and detected as
they fall back down—the interferometer sequence
occurs during the parabolic flight. Figure 2 shows
the trajectories of an atom wave packet in our
experiment, formed by impulses from pairs of
vertical, counterpropagating laser pulses on the
atoms. Each pulse transfers the momentum of
2n = 10 photons (where n is the order of Bragg
diffraction) with near 50% probability by multi-
photonBragg diffraction, acting as a beam splitter
for matter waves. Bragg diffraction allows for
large momentum transfer at each beam splitter,
creating a pair of atom wave packets that sep-
arate with a velocity of ~35 mm/s. After a time
interval T, a similar pulse splits the wave packets
again, creating one pair that moves upward and
one that moves down.
The third and fourth pulses recombine the

respective paths to form two interferometers.
Between the second and the third pulses, we
accelerated the atom groups further from one
another, using Bloch oscillations in accelerated
optical lattices, to increase the sensitivity and
suppress systematic effects. This transfers þ2Nℏk
of momentum to the upper interferometer and
�2Nℏk to the lower interferometer (N, num-
ber of Bloch oscillations) (13).
The phase difference between the interferom-

eter arms arises as a result of the kinetic energy
ðℏkÞ2=ð2mCsÞ that the atoms gain from the recoil
momentum of the photon-atom interactions and
from the phase transferred during the atoms’ in-
teraction with the laser beams. Taking the phase
difference between the two interferometers cancels
effects due to gravity and vibrations. In the absence
of systematic effects, the overall phase F of the in-
terferometer geometry shown in Fig. 2 is given by
(12, 17)

F ¼ Df1 � Df2 ¼ 16nðnþ NÞwrT � 2nwmT

where Df1;2 are the measured phases of the two
interferometers individually, wr ¼ ℏk2=ð2mCsÞ
is the photon recoil frequency, T is the time be-
tween the laser pulses, and wm is the laser fre-
quency difference we choose to apply between
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Fig. 2. Simultaneous
conjugate atom interfer-
ometers. Solid lines
denote the atoms’ trajec-
tories; dashed lines repre-
sent laser pulses with
their frequencies indi-
cated. jni denotes a
momentum eigenstate
with momentum 2nℏk. BO,
Bloch oscillations. In this
figure, gravity is
neglected. A to D repre-
sent interferometer
outputs.

Table 1. Error budget. For each systematic effect, more discussion can be found in the listed

section of the supplementary materials. N/A, not applicable.

Effect Section da/a (ppb)

This study
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Laser frequency 1 –0.24 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Acceleration gradient 4A –1.79 ± 0.02
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Gouy phase 3 –2.60 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Beam alignment 5 0.05 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Bloch oscillation light shift 6 0 ± 0.002
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Density shift 7 0 ± 0.003
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Index of refraction 8 0 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Speckle phase shift 4B 0 ± 0.04
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Sagnac effect 9 0 ± 0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Modulation frequency wave number 10 0 ± 0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Thermal motion of atoms 11 0 ± 0.08
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Non-Gaussian waveform 13 0 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Parasitic interferometers 14 0 ± 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total systematic error All previous –4.58 ± 0.12
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Statistical error N/A ±0.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Other studies
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Electron mass (16) N/A ±0.02
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Cesium mass (6, 15) N/A ±0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Rydberg constant (6) N/A ±0.003
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Combined result
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Total uncertainty in a N/A ±0.20
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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the first and second pairs of pulses (Fig. 2). A
measurement proceeds by adjusting wm to find
the point where F ¼ 0 so that wm= 8(n + N)wr.
Because the wave number k of the laser is re-
lated to the laser frequency, this yields h/mCs

and, thus, a. In our measurement, n = 5, N = 125
to 200, and T = 5 to 80ms, so thatF is 106 to 107

rad and wm is 2 to 3 MHz.
Our error budget (Table 1) includes the sys-

tematic effects considered in the previous rubid-
ium h/mCs measurement (7). These systematic
effects are dominant, and several methods are
used to reduce them (18). Our laser frequency is

monitored using a frequency comb generator. Ef-
fects caused by the finite radius of the laser beam
are controlled by a retro-reflection geometry: de-
livering all components of the beam via the same
single-mode optical fiber, using an apodizing filter
to improve the Gaussian beam shape, selecting
only atoms that stay close to the beam axis, and
correcting for drift of the beam alignment in real
time to further suppress such effects. The gravity
gradient has beenmeasured in situ for subtrac-
tion by configuring the atom interferometer as
a gravity gradiometer (19–21). Keeping atoms
in the same internal state while in all interfer-

ometer arms reduces the influence of the Zeeman
effect to the one of an acceleration gradient, taken
out by the gravity gradient measurement. The
index of refraction and atom-atom interactions
are reduced by the low density of our atomic
sample (18).
New systematic effects arise fromBragg diffrac-

tion but can be suppressed to levels much smaller
than the well-known systematics just mentioned.
The potentially largest systematic is the diffraction
phaseF0, whichwe have studied in previous work
(12, 13). It is causedprimarily by off-resonantBragg
scattering in the third and fourth laser pulse,
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Fig. 3. Data analysis. (A) Fluorescence signals of the atom clouds as they
fall through the detection region, after the interferometer sequence, for
varying number N of Bloch oscillations, measured with fixed laser power
and acceleration of the atoms during Bloch oscillations. For visibility, a
vertical offset has been applied to each trace. The four outer peaks
correspond to the four outputs A to D (Fig. 2) of the interferometers. Atoms
left behind by the Bloch oscillations form the central peaks; they do not
contribute to the measurement. T = 5 ms for these data sets. (B) Outputs of

each interferometer are normalized and plotted parametrically: the x axis is
(C − D)/(C + D) and the y axis is (A − B)/(A + B) (A to D are defined in Fig. 2).
This produces an ellipse, which is fitted to extract the differential phase.The
ellipses shown are for n = 5, N = 125, and T = 5, 20, 40, and 80 ms (for a total
interferometer phase of >10 Mrad), respectively. (C) Data sets used in the
determination of a. The pink band represents the overall ±1s statistical error.
The reduced c2 for the combined data is 1.2, with a P value of 0.2. �a is the
weighted average of the measurements. Error bars indicate 1s uncertainty.
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where multiple frequencies for the Bragg beams
are used to simultaneously address both interfer-
ometers (Fig. 2). We can therefore suppress it by
using a large number N of Bloch oscillations; this
increases the velocity of the atoms and thus the
Doppler effect, moving the off-resonant com-
ponent further off resonance. It also increases the
total phase, further reducing the relative size of
the systematic. The diffraction phase is nearly
independent of the pulse-separation time T, so
we alternate between two or more (usually six)
pulse-separation times and extrapolate T→∞.
To determine the residual T-dependent diffrac-

tion phase, we employed a Monte Carlo simula-
tion and numerically propagated atoms through
the interferometer (13, 18).We ran the experiment
at several different pulse-separation times, en-
suring that there was no statistically significant
signal for any unaccounted systematic variation.
Overall, systematic errors contribute an uncer-
tainty of 0.12 ppb to the measurement of a. As
described in the supplementarymaterials, we cor-
rected for systematic effects due to spatial intensity
noise that have recently been pointed out (22)
and for systematic effects due to deviations of the
beam shape from a perfect Gaussian (18).
Figure 3C shows our data, which were collected

over the course of 7 months. Each point represents
roughly 1 day of data. The signal-to-noise ratio of
our experiment would allow reaching a 0.2-ppb
precision in less than 1 day, but extensive datawere
collected to suppress and control systematic ef-
fects. The measurement campaigns were inter-
spersed with additional checks for systematic
errors. Data sets typically include six different
pulse-separation times, but nine data sets in-
clude only three different pulse-separation times
and four data sets include four different pulse-
separation times, repeated in ~15-min bins; the

fit algorithm allows each bin of data to have a
different diffraction phase (as the various exper-
imental parameters may drift slowly over time)
but assumes one value of h/mCs for the entire
data set.
By combining our measurement with theory

(5, 6), we calculated the Standard Model predic-
tion for the anomalous magnetic moment of the
electron as

aðaÞ ¼ ge
2
� 1 ¼ 0:00115965218161ð23Þ

Comparison with the value obtained through di-
rect measurement (ameas) (4) yielded a negative
da = ameas – a(a) = −0.88(0.36) × 10−12. Com-
parison of our result to previous measurements
of a (Fig. 1) produced an error bar below the
magnitude of the fifth-order quantum electro-
dynamics calculations used in the extraction of
a from the electron ge − 2measurement and thus
allows us to confront these calculations with
experiment.
In addition, our measurement can be used

to probe a possible substructure within the elec-
tron. An electron whose constituents have mass
m∗≫me would result in a modification of the
electron magnetic momentum by da∼me=m∗.
In a chirally invariant model, the modification
scales as da∼ ðme=m∗Þ2. Following the treatment
in (23), the comparison jdaj of this measurement
of a with the electron ge − 2 result places a limit to
a substructure at a scale ofm∗ > 411;000 TeV=c2

for the simple model andm∗ > 460 GeV=c2 for
the chirally invariant model (improvements over
the previous limits of m∗ > 240;000 TeV=c2 and
m∗ > 350 GeV=c2, respectively).
Precision measurements, such as ours, of a

can also aid in the search for new dark-sector
(or hidden-sector) particles (18). A hypothetical

dark photon, which is parameterized by a mix-
ing strength D and a nonzero mass mV, for ex-
ample, would lead to a nonzero da that is a
function of D and mV (24). We can test the ex-
istence of dark photons by comparing our data
with the electron ge − 2 measurement (4). The
blue area in Fig. 4A shows the parameter space
that is inconsistent with our data. We note that
dark photons cause a da > 0, opposite to the sign
measured in both our experiment and the ru-
bidium measurement (7). With the improved er-
ror of our measurement, this tension has grown.
A model consisting of the Standard Model and
dark photons of any mV or D is now incompat-
ible with the data at up to a 99% confidence
level (CL). Constraints on the theory obtained
in this fashion (Fig. 4A) include regions not pre-
viously bounded by accelerator experiments and
do not depend on the assumed decay branching
ratios of the dark photon.
By contrast, a dark axial vector boson charac-

terized by an axial vector coupling cA and mass
mA is favored by the data because it would lead
to a negative da, but we emphasize that the 2.5s
tension in the data is insufficient to conclude the
existence of a new particle (Fig. 4B). The dis-
crepancy between the twomethods ofmeasuring
a could be a hint of possible physics beyond the
Standard Model that warrants further investiga-
tion. The calculated da places limits on the axial
vector parameter space from two sides. The al-
lowed region is partially ruled out by other exper-
iments. However, the region of parameter space
consistent with our result and anomalous pion
decay is also consistent with current accelerator
limits, and thus the remaining region of param-
eter space warrants further study (24).
In particular, dark photons are one proposed

explanation for the 3.4s discrepancy in themuon
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gm − 2 with respect to the Standard Model pre-
diction (25). As shown in Fig. 4, we rule out this
explanation for nearly all values of mV and D,
rejecting dark photons as an explanation for the
discrepancy at the 99% CL for any dark-photon
mass. The comparison of precisionmeasurements
of a and ge − 2 embodies a broad probe for new
physics and enables us to search for (or exclude)
a plethora of other previously unidentified par-
ticles that have beenproposed, such asB-L vector
bosons, axial vector–coupled bosons, and scalar
and pseudoscalar bosons including those that
mix with the Higgs field, such as the relaxion.
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QUANTUM INFORMATION

A blueprint for demonstrating
quantum supremacy with
superconducting qubits
C. Neill,1*† P. Roushan,2* K. Kechedzhi,3,4 S. Boixo,2 S. V. Isakov,2 V. Smelyanskiy,2

A. Megrant,2 B. Chiaro,1 A. Dunsworth,1 K. Arya,2 R. Barends,2 B. Burkett,2 Y. Chen,2

Z. Chen,1 A. Fowler,2 B. Foxen,1 M. Giustina,2 R. Graff,2 E. Jeffrey,2 T. Huang,2

J. Kelly,2 P. Klimov,2 E. Lucero,2 J. Mutus,2 M. Neeley,2 C. Quintana,1 D. Sank,2

A. Vainsencher,2 J. Wenner,1 T. C. White,2 H. Neven,2 J. M. Martinis1,2†

A key step toward demonstrating a quantum system that can address difficult problems
in physics and chemistry will be performing a computation beyond the capabilities of
any classical computer, thus achieving so-called quantum supremacy. In this study, we used
nine superconducting qubits to demonstrate a promising path toward quantum supremacy.
By individually tuning the qubit parameters, we were able to generate thousands of distinct
Hamiltonian evolutions and probe the output probabilities.The measured probabilities obey a
universal distribution, consistent with uniformly sampling the full Hilbert space. As the
number of qubits increases, the system continues to explore the exponentially growing
number of states. Extending these results to a system of 50 qubits has the potential to
address scientific questions that are beyond the capabilities of any classical computer.

A
programmable quantum system consist-
ing ofmerely 50 to 100 qubits could have a
marked impact on scientific research. Al-
though such a platform is naturally suited
to address problems in quantum chemistry

and materials science (1–4), applications extend
to fields as diverse as classical dynamics (5) and
computer science (6–9). An important milestone
on the path toward realizing these applications
will be the demonstration of an algorithm that
exceeds the capabilities of any classical computer,
thus achievingquantumsupremacy (10). Sampling
problems are an iconic example of algorithms
designed specifically for this purpose (11–14). A
successful demonstration of quantum supremacy
would prove that engineered quantum systems,
although still in their infancy, can outperform the
most advanced classical computers.
Consider a system of coupled qubits whose

dynamics uniformly explore all accessible states
over time. The complexity of simulating this evo-
lution on a classical computer is easy to under-
stand and quantify. Because every state is equally
important, it is not possible to simplify the prob-
lem by using a smaller truncated state-space.
The complexity is then simply given by howmuch
classical memory it takes to store the state vector.
Storing the state of a 46-qubit system requires
nearly a petabyte of memory and is at the limit
of themost powerful computers (14, 15). Sampling

from the output probabilities of such a system
would therefore constitute a clear demonstration
of quantum supremacy. Note that this is an upper
boundononly thenumberof qubits required—other
constraints, such as computation time,may place
practical limitations on even smaller system sizes.
In this study, we experimentally illustrate a

blueprint for demonstrating quantum supremacy.
We present data characterizing two basic ingre-
dients required for any supremacy experiment:
complexity and fidelity. First, we show that the
qubits can quasi-uniformly explore the Hilbert
space, providing an experimental indication of
algorithm complexity [see (16) for a formal dis-
cussion of computational complexity]. Next, we
compare the measurement results with the ex-
pected behavior and show that the algorithm can
be implemented with high fidelity. Experiments
probing complexity and fidelity provide a founda-
tion for demonstrating quantum supremacy.
The more control a quantum platform offers,

the easier it is to embed diverse applications. For
this reason, we have developed superconducting
gmon qubits, which are based on transmon qubits
but have tunable frequencies and tunable inter-
actions (Fig. 1A). The nine-qubit device consists of
three distinct sections: control (bottom), qubits
(center) and readout (top). A detailed circuit dia-
gram is provided in (16).
Each of our gmon qubits can be thought of as a

nonlinear oscillator. The Hamiltonian for the
device is given by

H ¼
X9

i¼1

din̂i þ hi
2
n̂iðn̂i � 1Þ þ

X8

i¼1

giðâi†âiþ1 þ âi âiþ1
† Þ ð1Þ

where n̂ is the number operator and â† (â) is the
raising (lowering) operator. The qubit frequency
sets the coefficient di, the nonlinearity sets hi,
and the nearest-neighbor coupling sets gi. The
two lowest energy levels (j0i and j1i) form the
qubit subspace. The higher energy levels of
the qubits, although only virtually occupied, sub-
stantially modify the dynamics. In the absence of
higher levels, this model maps to free particles
and can be simulated efficiently (16). The inclusion
of higher levels effectively introduces an inter-
action and allows for the occurrence of complex
dynamics.
In Fig. 1, B and C, we outline the experimental

procedure and provide two instances of the
raw output data. Figure 1B shows a five-qubit
example of the pulses used to control the qubits.
First, the system is initialized (red) by placing
two of the qubits in the excited state; e.g., j00101i.
The dynamics result from fixing the qubit fre-
quencies (orange) and simultaneously ramping
all of the nearest-neighbor interactions on and
then off (green). The shape of the coupling pulse
is chosen to minimize leakage out of the qubit
subspace (17). After the evolution, we simulta-
neously measure the state of every qubit. Each
measurement results in a single output state,
such as j10010i; the experiment is repeated many
times to estimate the probability of every pos-
sible output state. We then carry out this pro-
cedure for randomly chosen values of the qubit
frequencies, the coupler pulse lengths, and the
coupler pulse heights. The probabilities of the
various output states are shown in Fig. 1C for
two instances of the evolution after 10 coupler
pulses (cycles). The height of each bar represent
the probability with which that output state ap-
peared in the experiments.
The Hamiltonian in Eq. 1 conserves the total

number of excitations. This means that if we
start in a state with half of the qubits excited,
we should also end in a state with half of the
qubits excited. However, most experimental errors
donot obey this symmetry, allowing us to identify
and remove erroneous outcomes. Although this
symmetry helps to reduce the impact of errors, it
slightly reduces the size of the Hilbert space. For
N qubits, the number of states is given by the
permutations of N/2 excitations in N qubits
and is approximately 2N=

ffiffiffiffi
N

p
. As an example, a

64-qubit system would access ~261 states under
our protocol.
Although the measured probabilities appear

largely random, they provide important insight
into the quantum dynamics of the system. A key
feature of these data sets are the rare, taller-than-
average peaks, which are analogous to the high-
intensity regions of a laser’s speckle pattern. These
highly likely states serve as a fingerprint of the
underlying evolution and provide a means for
verifying that the desired evolution was properly
generated. The distribution of these probabilities
provides evidence that the dynamics coherently
and uniformly explore the Hilbert space.
In Fig. 2, we use the measured probabilities to

show that the dynamics uniformly explore the
Hilbert space for experiments carried out with
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five to nine qubits. We begin by measuring the
output probabilities after five cycles for between
500 and 5000 distinct instances. To compare ex-
periments with different numbers of qubits, the
probabilities areweighted by the number of states
in theHilbert space. Figure 2A shows a histogram
of theweighted probabilitieswherewe findnearly
universal behavior. Small probabilities (<1/Nstates)
appear most often, and probabilities as large as
4/Nstates showupwith a frequency of ~1%. In stark
contrast to this, we observe a tall, narrow peak cen-
tered at 1.0 for longer evolutions whose duration is
comparable to the coherence time of the qubits.
A quantum system that uniformly explores all

states is expected to have an exponential dis-
tribution of weighted probabilities. The solid line in
Fig. 2A corresponds to such a distribution and
is simply given by e�probability�Nstates; this is also re-
ferred to as a Porter-Thomas distribution (14, 18).
Although, in principle, approaching the univer-
sal form of the distribution takes exponential
time, the nonuniversal deviations become small
on a much shorter time scale that is linear in
the number of qubits (14, 16). Note that the de-

viations from a purely exponential distribution
are consistent with decoherence. The deviations
scalewith the number of qubits, and the histogram
appears to be converging to the incoherent dis-
tribution shown in green.
A measure of algorithm complexity is a key in-

gredient for demonstrating quantum supremacy.
We argue that evolution under the Hamiltonian in
Eq. 1 cannot be efficiently simulated on a classical
computer under plausible assumptions (16). The
experimental results in Fig. 2A suggest that we can
coherently evolve the system for long enough to
realize this computationally notable regime.
In Fig. 2B, we illustrate the number of cycles

necessary for the system to uniformly explore all
states by comparing the measured probabilities
to an exponential distribution. After each cycle,
we compare the measured histogram to an
exponential decay. The distance between these
two distributions is measured using theKullback-
Leibler divergence DKL

DKL ¼ Sðrmeasured; rexponentialÞ
�SðrmeasuredÞ ð2Þ

where the first term is the cross-entropy between
the measured distribution rmeasured and an ex-
ponential distribution rexponential, and the second
term is the self-entropy of themeasured distribu-
tion. The entropy of a set of probabilities is given

by SðPÞ ¼ �
X

i

pilogðpiÞ and the cross-entropy

of two sets of probabilities is given by SðP;QÞ ¼
�
X

i

pilogðqiÞ. Their difference, the Kullback-

Leibler divergence, is zero if and only if the two
distributions are equivalent.
We find that the experimental probabilities

closely resemble an exponential distribution after
just two cycles. For longer evolutions, decoherence
reduces this overlap. These results suggest that
we can generate very complex dynamics with
only two pulses, a surprisingly small number.
However, rather than breaking up the evolu-
tion into two-qubit gates, we allow the entire
system to interact at once. Therefore, one of
our pulses corresponds to roughly eight simul-
taneous two-qubit gates. Additionally, each of
our pulses lasts long enough to effectively imple-
ment five square-root-of-swap gates. So, although
the evolution is only two cycles, this translates to
~80 two-qubit gates.
In addition to demonstrating an exponential

scaling of complexity, it is necessary to charac-
terize the algorithm fidelity. Determining the
fidelity requires a means for comparing the mea-
sured probabilities (Pmeasured) with the proba-
bilities expected from the desired evolution
(Pexpected). On the basis of the proposal outlined
in (14), we use the cross-entropy to quantify the
fidelity

SðPincoherent;PexpectedÞ � SðPmeasured;PexpectedÞ
SðPincoherent;PexpectedÞ � SðPexpectedÞ ð3Þ

where Pincoherent represents an incoherent mix-
turewith each output state given equal likelihood—
this is the behavior that we observe after many
cycles.When the distances between themeasured
and expected probabilities are small, the fidelity
approaches 1. When the measured probabilities
approach an incoherent mixture, the fidelity ap-
proaches 0.
In Fig. 3A, we show that the desired evolution

can be implemented with high fidelity. We find
that at short times the fidelity decays linearly
with an increasing number of cycles (fits to the
data are shown as dashed lines). The slope of
these linesmeasures the error per cycle; this slope
is shown in the inset for each number of qubits.
We find that the error scales with the number
of qubits at a rate of ~0.4% error per qubit per
cycle. If such an error rate extends to larger sys-
tems, we will be able to perform 60-qubit experi-
ments of depth = 2 with a fidelity >50%. These
results provide promising evidence that quan-
tum supremacy may be achievable with the use
of existing technology.
Predicting the expected probabilities is a ma-

jor challenge. First, substantial effort has been
taken to accurately map the control currents to
Hamiltonian parameters; the detailed procedure
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Fig. 1. Device and
experimental protocol.
(A) Optical micrograph
of the nine-qubit array.
Gray regions are alumi-
num; dark regions are
where the aluminum has
been etched away to
define features. Colors
have been added to dis-
tinguish readout circuitry,
qubits, couplers, and
control wiring. (B) Five-
qubit example of the
pulse sequences used in
these experiments. First,
the qubits are initialized
using microwave pulses
(red).Three of the qubits
start in the ground state
j0i and the rest start in
the excited state j1i. Next,
the qubit frequencies
are set using rectangular
pulses (orange). During
this time, all couplings
are simultaneously
pulsed (green); each
pulse has a randomly
selected duration. Last,
we measure the state of
every qubit. The mea-
surement is repeated
many times to estimate
the probability of each
output state. (C) We
repeat this pulse
sequence for randomly
selected control parameters. Each instance corresponds to a different set of qubit frequencies, coupling
pulse heights and lengths. Here we plot the measured probabilities for two instances after 10 coupler
pulses (cycles). Error bars (±3 SD) represent the statistical uncertainty from 50,000 samples.
Predictions from a control model are overlaid as red circles.
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for constructing this map is outlined in (16). Sec-
ond, wemodel theHamiltonian using only single-
qubit calibrations, which we find to be accurate
even when all of the couplers are used simulta-
neously. This is a scalable approach to calibration.

Third, when truncating the Hamiltonian to two
levels, we find poor agreementwith both an exact
theoretical model and experimental results. We
find that a three-level description must be used
to account for virtual transitions to the second

excited state during the evolution. When includ-
ing these states, truncating to a fixed number of
excitations lowers the size of the computational
Hilbert space from 3N to approximately 0.15 ×
2.42N (table S1): Thus, a nine-qubit experiment
requires accurately modeling a 414-dimensional
unitary operation. Determining how many of
these states are needed for sufficient accuracy
depends on the magnitude of the coupling and
is an open question, but the number should scale
somewhere between 2.0N and 2.5N. The predic-
tions are overlaid onto the data inFig. 1C and show
excellent agreement.
In Fig. 3B, we show how techniques from

machine learning were used to achieve low error
rates. To set thematrix elements of theHamiltonian,
we built a physical model for our gmon qubits.
This model is parameterized in terms of capaci-
tances, inductances, and control currents. The
parameters in this model were calibrated using
simple single-qubit experiments (16). We used
a search algorithm to find offsets in the control
model thatminimize the error (1 - Fidelity). Figure
3B shows the error, averaged over cycles, versus
the number of optimization steps. Before train-
ing the model, the data were split into two
halves: a training set (red) and a verification set
(black). The optimization algorithm was used
only to access the training set, whereas the ver-
ification set was used only to verify the optimal
parameters.
We find that the error in both the training set

and the verification set fall considerably by the
end of the optimization procedure. The high
degree of correlation between the training and
verification data suggests that we are genuinely
learning a better physicalmodel. Optimizing over
more parameters does not further reduce the
error. This suggests that the remaining error is
not the product of an inaccurate control model
but rather results from decoherence. Using the
cross-entropy as a cost function for optimizing
the parameters of a physical model was the key to
achieving high-fidelity control in this experiment.
It is important to note how these experiments

might change at the level of a few tens of qubits.
At this level, it becomes exponentially unlikely that
any state will appear twice, making it impractical
to measure probabilities in an experiment. How-
ever, even for these large systems, sampling from
the output states is sufficient to determine the
fidelity (14). Therefore, the distribution of prob-
abilities can be inferred from the classical com-
putations, and a high-fidelity experimental result
indicates that we are likely solving a difficult com-
putational problem.
Ideally, in addition to exponential complexity

and high fidelity, a quantum platform should
offer valuable applications. In Fig. 4, we illustrate
applications of our algorithms to many-body
physicswhere the exponential growth in complexity
is a substantial barrier to ongoing research (19–24).
By varying the amount of disorder in the system,we
are able to study disorder-induced localization. This
is done using two-body correlations

jhn̂in̂ji � hn̂iihn̂jij ð4Þ
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Fig. 2. Complexity:
uniform sampling of an
exponentially growing
state-space.
(A) Histogram of the raw
probabilities (see Fig. 1C)
for five- to nine-qubit
experiments after five cycles
of evolution. Before making
the histogram, probabilities
were weighted by the number
of states in the Hilbert space,
with all curves placed on a
universal axis.The width
of the bars represents
the size of the bins used to
construct the histogram.The
data are taken frommore
than 29.7million experiments.
For dynamics that uniformly
explore all states, this histo-
gram decays exponentially;
an exponential decay is
shown as a solid line for
comparison. A histogram of
the probabilities for seven
qubits after 100 cycles is
shown for contrast. In this
plot, decoherence dominates and we observe a tall narrow peak around 1. (B) To measure convergence
of the measured histograms to an exponential distribution, we compute their distance as a function of the
number of cycles. Distance is measured using the Kullback-Leibler divergence (Eq. 2).We find that a
maximum overlap occurs after just two cycles, and decoherence subsequently increases the distance
between the distributions.

Fig. 3. Fidelity: learning a
better control model.
(A) Average fidelity decay
versus number of cycles for
five- to nine-qubit experiments
(circles). The fidelity is
computed from Eq. 3. The
error per cycle, presented in
the inset, is the slope of the
dashed line that best fits the
data. (B) Using the fidelity as a
cost function, we learn optimal
parameters for our control
model. We take half of the
experimental data to train our
model. The other half of the
data is used to verify this
new model; the optimizer
does not have access to these
data. The corresponding
improvement in fidelity of the
verification set provides
evidence that we are indeed
learning a better control model.
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whichwe average over qubit pairs, cycles (number
of coupler pulses), and instances (choice of ran-
domly selected pulse parameters). In Fig. 4A, we
plot the average two-body correlations against
the separation between qubits. This experiment
is performed for both low and high disorder in
the qubit frequencies (shown in gold and blue,
respectively). Figure 4B depicts the results of our
experiment as we continuously vary the amount
of disorder.
At low disorder, we find that the correlations

are independent of separation: qubits at opposite
ends of the chain are as correlated as nearest
neighbors. At high disorder, the correlations fall
off exponentiallywith separation. The rate atwhich
this exponential decays allows us to determine
the correlation length. A fit to the data is shown

in Fig. 4A as a solid blue line where we find a
correlation length of roughly four qubits. The
study of localization and delocalization in inter-
acting systems provides a promising application
of our algorithms.
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Fig. 4. Applications:
localization and
delocalization.
(A) Average two-body
correlations (Eq. 4) as
a function of the
separation between
qubits. Data are shown
for two values of
disorder strength. At
low disorder, the qubit
frequencies are set
over a range of
±5 MHz, and the
two-body correlations
are independent of
separation (i.e., qubits
at the ends of the
chain are just as
correlated as nearest
neighbors). At high
disorder, the qubit
frequencies are set
over a range of
±30 MHz, and we find
an exponential decay
in correlations as a function of separation. (B) Map of correlations as a continuous function of
frequency disorder. Arrows indicate the location of line cuts used in (A).We observe a clear transition
from long-range to short-range correlations.
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NANOMATERIALS

Bottom-up synthesis of multifunctional
nanoporous graphene
César Moreno,1* Manuel Vilas-Varela,2† Bernhard Kretz,3† Aran Garcia-Lekue,3,4

Marius V. Costache,1 Markos Paradinas,1 Mirko Panighel,1 Gustavo Ceballos,1

Sergio O. Valenzuela,1,5 Diego Peña,2* Aitor Mugarza1,5*

Nanosize pores can turn semimetallic graphene into a semiconductor and, from being
impermeable, into the most efficient molecular-sieve membrane. However, scaling the
pores down to the nanometer, while fulfilling the tight structural constraints imposed by
applications, represents an enormous challenge for present top-down strategies. Here we
report a bottom-up method to synthesize nanoporous graphene comprising an ordered
array of pores separated by ribbons, which can be tuned down to the 1-nanometer range.
The size, density, morphology, and chemical composition of the pores are defined with
atomic precision by the design of the molecular precursors. Our electronic characterization
further reveals a highly anisotropic electronic structure, where orthogonal one-dimensional
electronic bands with an energy gap of ∼1 electron volt coexist with confined pore states,
making the nanoporous graphene a highly versatile semiconductor for simultaneous sieving
and electrical sensing of molecular species.

N
anoporous graphene (NPG) has recently
attracted great attention owing to its po-
tential application as an active compo-
nent of field-effect transistors (FET) (1, 2)
and as an atom-thick selective nanosieve

for sequencing (3, 4), ion transport (5, 6), gas
separation (7–9), and water purification (10, 11).
Selectivity in molecular sieving is achieved by
reducing the pore size to the scale of single mol-
ecules, that is, in the nanometer range, for rel-
evant greenhouse gases, amino acids, or single
ions. This has been achieved in several studies
at the single-pore level (6) or through the cre-
ation of randomly distributed pores (9, 11), where
graphene remains semimetallic. Similarly, induc-
ing semiconducting gaps for room-temperature
gate actuation requires the generation of sub-
10-nm ribbons between pores (1, 12). In this range,
atomic-scale disorder and width fluctuations have
substantial effect on gap uniformity. Hence, com-
bining semiconducting and sieving functionalities
in a single NPG material is a challenging task
that requires the simultaneous generation of
nanometer-sized pores and ribbons that have to
be carved with atomic precision.
Inspired by successful on-surface routes to

synthesize covalent carbon-based nanostructures

(13–20), we have devised a strategy that leads to
the formation of NPG that exhibits both semi-
conducting and nanosieving functionalities. Our
method relies on the hierarchical control of three
thermally activated reaction steps, labeled T1 to
T3 in Fig. 1. Nanoribbons and pores with nano-
meter size, atomic-scale uniformity, and long-range
order are formed in separate steps. Graphene
nanoribbons (GNRs) are first synthesized by fol-
lowing a previously used route (17, 20), consist-
ing of the surface-assisted Ullmann coupling of
aromatic dihalide monomers into polymer chains
(T1) and the cyclodehydrogenative aromatization
of the intermediate polymeric chains into GNRs
(T2). The final step (T3) interconnects GNRs lat-
erally in a reproducible manner by means of a
highly selective dehydrogenative cross-coupling
(21). This step requires a careful design of the
monomer precursor, which defines the edge to-
pology of the resulting GNR that is necessary for
a high yield and selectivity of the cross-coupling
reaction. The monomer precursor synthesized in
this work, labeled DP-DBBA (diphenyl–10,10′-
dibromo-9,9′-bianthracene), is a derivative of the
DBBA used in the synthesis of seven–carbon
atom–wide armchair GNRs (7-AGNR) (17), with
phenyl substituents added at (2,2′) sites. The
latter is the key element for the promotion of
the inter-GNR connections that lead to the
NPG structure shown in Fig. 1D (see supple-
mentary materials for details of the monomer
synthesis) (22). The choice of catalytic surface
is also relevant for the selection of the reaction
paths that define the intermediates and for the
separation of thermal windows that lead to their
hierarchical control. Here we use the Au(111)
surface, where each reaction step has a differ-
ent thermal activation onset, as shown below.
The NPG can then be transferred to suitable
substrates in which its functionalities can be
exploited (22).

The structures obtained in each step of the
hierarchical synthetic route are characterized
using scanning tunneling microscopy (STM).
Representative topographic images are shown
in Fig. 2. After deposition at room temperature
and annealing to temperature T = 200°C, mono-
mers undergo debromination to form the cor-
responding aryl radicals, which are subsequently
coupled by means of C–C bond formation (step
T1) (17, 20). The resulting polymeric chains ex-
hibit the characteristic protrusion pairs with a
periodicity of 0.84 nm and an apparent height
of 0.31 nm, which arises from probing the high
ends of the staggered bis-anthracene units of
the monomer with STM (Fig. 2, A and D) (17, 20).
The chains, with lengths of up to 150 nm, pre-
dominantly align in close-packed ensembles along
the zigzag orientation of the herringbone recon-
struction of the Au(111) surface. Both the extraor-
dinary length of the polymeric intermediates and
their parallel alignment are crucial ingredients for
the high yield and long-range order observed in
the final step T3.
Annealing to T = 400°C triggers the intra-

molecular cyclodehydrogenation (step T2), giving
rise to the aromatization of the chain and the
corresponding reduction of the apparent height
to 0.18 nm, which is characteristic of GNRs (Fig. 2,
B and E) (17, 20). The nanoribbons appear dis-
persed as individual stripes, yet they maintain a
predominantly parallel alignment along the zigzag
orientation. As can be seen in the high-resolution
image of Fig. 2E, the catafused benzene rings that
arise from the cyclization of the phenyl substitu-
ent result in a periodic modulation of the width.
Consecutive pairs of 7 and 13 carbon atoms define
multibay regions made of three conjoined bays
(yellow lines in Fig. 1, C and D). This particular
edge structure of the nanoribbons, referred to as
7-13–AGNR hereafter, will define both the mor-
phology and size of the corresponding pores in
the NPG, as well as its electronic structure.
The aryl-aryl interribbon connection is in-

duced by further annealing to T = 450°C (step
T3). Figure 2C shows how GNRs tend to merge,
connecting laterally from each of the fused ben-
zene rings and forming a nanomesh (indicated
with a green rectangle). The submolecular struc-
ture, observed in the high-resolution image of
Fig. 2F, coincides with the NPG structure de-
picted in Fig. 1D, which reveals that the inter-
ribbon coupling occurs by means of a selective
C–H bond activation. The activation of specific
C–H bonds in polycyclic aromatic hydrocarbons
is nontrivial because of the presence of multiple
quasi-energetic bonds (three in the case of the
7-13–AGNR, labeled as H1 to H3 in Fig. 1). In step
T3, the selectivity in the C–C bond formation
between adjacent GNRs is driven by the easy
accessibility to the radical formed after the C–H3

bond cleavage, as opposed to the steric hindrance
associated with the radicals formed after the C–H1

or C–H2 bond cleavage. Another remarkable mile-
stone is the long-range order achieved. To date,
the observation of selective intermolecular aryl-
aryl coupling has been limited to small supra-
molecular structures (19, 23–28). The hierarchical
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strategy of our method allows us to set the long-
range order in step T2, where the length of pre-
aligned GNRs represents the size limitation of
the NPG. The high yield and remarkable selec-
tivity of this coupling mechanism can be best
appreciated when the surface is saturated with
polymeric chains by depositing the precursor with
the substrate at T = 200°C (Fig. 2, G and H). As a
result, a coupling yield close to 100% is achieved,
where every GNR is integrated in a NPG domain.
Following this procedure, NPG sheets as large
as 50 nm by 70 nm are easily obtained, with
atomically reproducible pores of 0.4 nm by 0.9 nm,
ultra-high densities of 480 × 103 pores per mm2,
and a characteristic defect concentration of ∼2%.
The peculiar topology of the NPG imprints

a band gap, one-dimensional (1D) anisotropy and
different types of localization in the electronic

states, with potential implications in transport
and sensing. These can be rationalized within
the same hierarchical approach used in the syn-
thesis, namely by considering the states of in-
dividual 7-13–AGNRs as building blocks that
already contain the main features and following
their evolution as the ribbons interconnect. By
combining density functional theory (DFT) (Fig. 3,
A and B) and scanning tunneling spectroscopy
(STS) (Fig. 3, C to E), three types of bands are
identified. Examples of each band and its cor-
responding wave function are highlighted in
different colors in Fig. 3, A and B, respectively:
longitudinal bands (L, yellow), transversal bands
(T, purple), and bay and pore bands (P, green).
The L and T bands originate from the carbon

s and p orbitals. The L bands are similar to the
conventional bands in straight AGNRs and dis-

perse along the ribbon (along GZ). They appear
confined within the seven–carbon atom–wide
backbone of the GNR. On the contrary, the T
bands are localized within the 13–carbon atom–
wide periodic stripes, and thus they do not dis-
perse in the longitudinal direction. They arise
from the superlattice periodicity imprinted by
the modulated width of the 7-13–AGNR and are
therefore exclusively related to its edge topology.
The semiconducting gap of the 7-13–AGNR is
determined by the L bands. For the free-standing
ribbon, DFT predicts a band gap of 0.74 eV,
which is increased to 1.36 eV after including
self-energy corrections within the GW approxi-
mation (22). Experimental STS spectra reveal
a band gap of Dgap = 1.0 eV (Fig. 3C), slightly
lower than the GW band gap, as expected from
the screening effect of the underlying substrate
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Fig. 1. Schematic illustration of the synthetic hierarchical path
for the generation of NPG. (A) The DP-DBBA monomer used as
precursor. (B) At step T1, DP-DBBA is debrominated, and the radical
carbon atoms cross-couple to form polymer chains. (C) At step T2,
an intramolecular cyclodehydrogenation leads to the planar graphene
nanoribbon. The cyclization of the phenyl substituent modulates
the width of the GNR with pairs of 7– and 13–carbon atom–wide
sections, forming multibay regions that consist of three conjoined bay

regions (yellow lines) and leaving three types of C–H bonds at the
edge (H1 to H3). Each type will have two equivalent positions, as
represented for H3 with A and B labels. (D) Finally, at step T3, the GNRs
are interconnected by the H3 bonds via dehydrogenative cross-coupling,
giving rise to the NPG structure (the extended graphene structure is
underlaid to highlight the structure of the nanopores). The A-B or B-A
bonding combinations give rise to identical pores with different
orientations.
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(29, 30). Notably, this value is smaller than the
1.5 eV measured for the wider 13-AGNR (29),
highlighting the role of edge topology in deter-
mining band gaps.
The effect of the interribbon connection is

specific to the band type (Fig. 3A). Protected with-
in the backbone, L bands remain unperturbed
in the NPG, as indicated by the lack of dispersion
in the transversal direction (along GX). The DFT
band gap is only reduced by 0.12 eV when com-
pared with GNRs, which agrees with a downshift
of similar size measured by STS for the conduc-
tion band onset (22). By contrast, the extension
of the T-band wave functions across the 13–carbon
atom–wide section enables substantial interrib-
bon coupling and the formation of 1D dispersing
states with a similar mobility as the longitudinal
ones. The resulting wave functions consist of
noninteracting zigzag stripes that run across the
GNRs. In the shown calculations, the structure
consists of alternating pore orientations that
correspond to the two equivalent C–H3 bonds

(labeled as C–H3
A and C–H3

B in Fig. 1C), but the
same conclusions are obtained using NPGs
formed exclusively by either of the two pore con-
figurations (22).
The origin of the P bands is more exotic. Lo-

calized within the vacuum pocket defined by the
multibay region, they are not related to atomic
orbitals or their hybridization, as has been ob-
served in other molecular pores (31). Instead,
they originate from the free electron–like image
potential states that are confined at the vacuum
side along the GNR edge. They can be regarded
as the 2D analog of the superatom states that
develop when a graphene sheet bends into a
fullerene (32). In our lower-dimension analog,
the straight graphene edge “bends” into a pe-
riodic array of weakly coupled multibays that
give rise to rather flat superatom bands (22). In
the NPG, the P states of adjacent multibays in-
teract when they pair to form pores, leading to
bonding and antibonding bands, as observed in
the DFT band structure (22). Experimentally, the

high-energy-lying antibonding band cannot be
probed without affecting the integrity of the NPG.
STS spectra, however, do reveal an energy reduc-
tion of Dbond = 0.30 eV, which corresponds to the
formation of the bonding band (Fig. 3D) and is
in very close agreement with the shift of 0.28 eV
obtained by DFT.
The band heterogeneity described above is

reflected in the energy-dependent conductance
across the two perpendicular directions (Fig. 4A).
Three regions can be identified in the calcula-
tions, depending on the energy E: a region of
true energy gap around the Fermi energy EF, in
which the conductance is fully suppressed; a
region for |E – EF| < 1.2 eV, in which transport
is purely longitudinal; and a region for |E – EF| >
1.2 eV, in which transport has both longitudinal
and transversal components. To experimentally
demonstrate the semiconducting properties of
the NPG, the transport response was charac-
terized by using FET structures. The NPG was
first transferred onto a Si/SiO2 substrate and then
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Fig. 2. Hierarchical synthesis of NPG. (A to C) Constant-current STM
images showing the distribution and morphology of the different
covalent structures obtained for a low coverage of precursors after each
thermal annealing step T1, T2, and T3. At this coverage, NPG stripes
form locally [indicated with a green rectangle in (C)]. (D to F) Magnified
images revealing the internal structure for each case, (A) to (C).
The high-resolution images in (E) and (F) are obtained by using a
CO-functionalized tip in constant-height mode (22). The atomic models

depicted in Fig. 1 for steps T1 to T3 are overlaid in (D) to (F),
respectively. (G) Constant-current STM image of a surface totally
covered with NPG domains with sizes up to 50 nm by 70 nm,
obtained by a saturated deposition of the precursor at T = 200°C.
(H) Laplacian-filtered topographic close-up image of the NPG region
marked by the black rectangle in (G), showing a regular array of
identical pores with low defect density. All imaging parameters are
provided in the supplementary materials (22).
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contacted with Pd electrodes by using electron-
beam lithography and shadow evaporation (22).
The Si substrate is highly doped to fulfill the
role of a back-gate electrode across the 90-nm-
thick SiO2 gate dielectric. Remarkably, the large
dimension of the NPG sheets enables a large
device yield of ~75% for the designed channel
length of 30 nm. Figure 4B shows typical room-
temperature drain-source current–voltage gate
(Ids-Vg) behavior at fixed drain-source voltage
bias (Vds). The devices show good performance,
presenting hole transport and an on-off ratio

of ~104, which is comparable to prior work on
single GNRs (33). The transistor characteristics
are highly nonlinear at low bias, indicating that
the transport is limited by the presence of a
Schottky barrier at the Pd-NPG interface (21, 33)
and suggesting that larger on-off ratios could
be obtained by lowering the contact work func-
tion (33).
The semiconducting functionality of the pre-

sented NPG architecture can be exploited in a
new generation of graphene-based devices such
as FET-sensors or gate-controlled sieves. At a

high doping level, the onset of the transversal
bands provides an orthogonal, noninteracting 1D
channel. The set of L and T bands brings to
graphene the in-plane anisotropy that makes
2D materials, such as phosphorene or black phos-
phorous, appealing for FET, optical, and sens-
ing applications (34, 35). Finally, the presence
of confined states within the nanopores makes
NPG very attractive for detection and electronic
tracking in chemical and biological sensors and
filters. Confined states could be shifted down to
the Fermi level by the interaction with ions and
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Fig. 3. Electronic properties of the 7-13–AGNR and the NPG. (A) Band
structure calculated by DFT for individual 7-13–AGNRs (left) and the
NPG (right). Examples of L, T, and P bands are highlighted with yellow,
purple, and green guiding lines, respectively. The Fermi level is determined
by using the experimental valence band (VB) energy as a reference
(22). (B) Wave functions at G for each of the band examples in (A).
Their dispersion directions are highlighted by guiding stripes. (C) dI/dV
spectra acquired at the multibay edge of a 7-13–AGNR, where the
onset of the CB, VB, and CB+1 bands can be identified. CB, conduction
band; a.u., arbitrary units. (D) dI/dV spectra acquired at the peripheral

multibay (red) and a pore (blue) region of the NPG. The interaction
between the two bay states within a pore results in an energy shift of Dbond
owing to the formation of a bonding band. In (C) and (D), reference spectra
acquired on Au(111) are added in shaded gray, and the insets show
constant-height tunneling current (It) images (left) and dI/dV maps (right)
acquired at the related energies. (E) High-resolution constant-height It
image (top) and dI/dV map (bottom) of the pore states, acquired at
+2.2 eV, where the double-lobed structure predicted by DFT is reproduced.
The localization of this state within the pore is shown by overlaying an
atomic model of the local NPG structure.
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molecules (36, 37), making them detectable in
transport measurements.
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Fig. 4. Transport properties of the NPG. (A) Conductance (G)
calculated in the longitudinal (yellow) and transversal (purple) directions
of the NPG, as defined in Fig. 3, with that of pristine graphene added as a
comparison (black line); the latter has been multiplied by 0.55. Colored

backgrounds delimit regions of total gap (white), only longitudinal (yellow),
and combined longitudinal and transversal (purple) transport. (B) Ids-Vg
characteristics of a NPG device of 30-nm-channel length gated by a 90-
nm-thick SiO2 gate oxide.
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NOROVIRUS

Tropism for tuft cells determines
immune promotion of
norovirus pathogenesis
Craig B. Wilen,1 Sanghyun Lee,1 Leon L. Hsieh,1 Robert C. Orchard,1 Chandni Desai,1

Barry L. Hykes Jr.,1 Michael R. McAllaster,1 Dale R. Balce,1 Taylor Feehley,1

Jonathan R. Brestoff,1 Christina A. Hickey,1 Christine C. Yokoyama,1 Ya-Ting Wang,1

Donna A. MacDuff,2 Darren Kreamalmayer,1 Michael R. Howitt,3 Jessica A. Neil,4

Ken Cadwell,4 Paul M. Allen,1 Scott A. Handley,1 Menno van Lookeren Campagne,5

Megan T. Baldridge,6 Herbert W. Virgin1*

Complex interactions between host immunity and the microbiome regulate norovirus
infection. However, the mechanism of host immune promotion of enteric virus infection
remains obscure.The cellular tropism of noroviruses is also unknown. Recently, we identified
CD300lf as a murine norovirus (MNoV) receptor. In this study, we have shown that tuft
cells, a rare type of intestinal epithelial cell, express CD300lf and are the target cell for MNoV
in the mouse intestine.We found that type 2 cytokines, which induce tuft cell proliferation,
promote MNoV infection in vivo.These cytokines can replace the effect of commensal
microbiota in promoting virus infection. Our work thus provides insight into how the immune
system and microbes can coordinately promote enteric viral infection.

H
uman noroviruses (HNoVs) are the lead-
ing cause of acute viral gastroenteritis
worldwide, causing up to 700 million in-
fections and 200,000 deaths annually (1).
Despite this disease burden, it is unknown

what cell type(s) mediate transmission and, in
some individuals, chronic infection (2). Murine
norovirus (MNoV) represents a model for HNoV
pathogenesis and immunity.More broadly,MNoV
serves as a tractable system to uncover previously
unidentified virus-host interactions such as the
capacity of MNoV infection to trigger human-
relevant pathology in genetically susceptible
animals and the role of intestinal bacteria in pro-
moting enteric viral infection (3–8). Identifying
the cell tropism of MNoV could provide mecha-
nistic insight into such phenomena and thereby
shed light on enteric immunity and the genotype-
phenotype relationship.
Norovirus tropism is not fully understood in

either immunocompetent mice or humans. Re-
cently, we showed that a small population of
epithelial cells is the reservoir for chronic MNoV
infection and that this epithelial cell tropism is
determined in part by the MNoV nonstructural
protein NS1 (9). However, the reason for selective

intestinal epithelial cell infection, how infected
cells differ from adjacent cells in the intestinal
epithelium, and why we seldom observed adja-
cent infected epithelial cells are unknown. We
recently identified CD300lf as a protein receptor
for MNoV (10, 11). CD300lf is both necessary and
sufficient for infection in vitro, and Cd300lf −/−

animals are resistant to fecal-oral transmission
of persistent MNoV infection (10). In this study,
we used this finding to identify the target cell of
MNoV in vivo.
Because MNoV readily replicates in explanted

macrophages and dendritic cells that express
CD300lf (12), we first sought to determine wheth-
erbonemarrow–derivedmyeloid cellswere respon-
sible for infection by performing bone marrow
transplants between Cd300lf −/− and wild-type
(WT) littermates, followed by oral infection with
MNoV strainCR6 (MNoVCR6). MNoVCR6 infection
is characterized by robust fecal-oral transmission,
persistent enteric infection resistant to adaptive
immune clearance, and prolonged fecal shedding
(13). Such persistent MNoV strains replicate pre-
dominantly in the distal small intestine and colon
and can be detected in mesenteric lymph nodes
(MLNs), but evidence of infection in the spleen is
scant (14).
WTmice receivingWT bonemarrow remained

susceptible to MNoVCR6, but Cd300lf −/− mice re-
ceiving Cd300lf −/− bone marrow were resistant
to MNoV infection, as measured by fecal shed-
ding of MNoV (Fig. 1A) and tissue levels of viral
genomes 21 days after infection (Fig. 1, B to E).
Surprisingly, WT mice that received Cd300lf −/−

bone marrow were susceptible to MNoVCR6, and
Cd300lf −/− animals receiving WT bone marrow
were resistant to infection. Viral titers in the
ileum and colon correlated with those in feces
(Fig. 1, A to C). WT mice that received either WT

orCd300lf −/− bonemarrow transplants remained
susceptible to MNoVCR6. Splenic infection was
minimal in all groups examined, consistent with
findings from prior studies with nonirradiated
WT animals (Fig. 1D) (13). MNoVCR6 genomes
were undetectable in the MLNs of Cd300lf −/−

mice receiving either WT or Cd300lf −/− bone
marrow, but viral genomes were detected at sim-
ilar levels in the MLNs of WT mice receiving
either WT or Cd300lf −/− bone marrow trans-
plants (Fig. 1E). Thus, a recipient Cd300lf geno-
type was the primary determinant of MNoVCR6

intestinal replication and shedding, indicating
that radiation-resistant cells were responsible
for MNoVCR6 enteric infection. In contrast, both
radiation-sensitive and -resistant cells contributed
to infection with MNoV strain CW3 (MNoVCW3),
which causes acute systemic infection (14–16).
The inability ofMNoVCW3 to infect epithelial cells,
to be shed in the feces, and to establish chronic
infection maps to the viral NS1 protein, which is
required to counteract interferon-l (IFN-l) sig-
naling (5, 9, 13). We focused further efforts on
identifying the tropism responsible for MNoVCR6

enteric infection and shedding.
Consistent with our bone marrow transplant

data, we recently determined that rare isolated
intestinal epithelial cells were infected byMNoVCR6

during chronic infection, though the identity of
the cells was not defined (9). Together with the
bone marrow transplantation experiments de-
scribed above, these findings indicate that a
radiation-resistant epithelial cell must express
the MNoV receptor (9). However, CD300lf is an
immunoregulatory protein thought to be ex-
pressed on hematopoietic cells, particularly my-
eloid cells (17, 18). Expression of CD300lf on
epithelial cells has not been described previous-
ly.We therefore performed immunofluorescence
microscopy analysis of uninfected WT mice and
observed a rare population of CD300lf-expressing
cells throughout the ilea and colons (Fig. 2, A and
B). Given the amphora-like morphology and the
scarcity of CD300lf-expressing epithelial cells,
we hypothesized that they were tuft cells, a rare
chemosensory epithelial cell type in the hollow
organs of mammals, includingmice and humans
(19). These cells, also known as brush, caveolated,
multivesicular, or fibrillovesicular cells, contain a
long apical “tuft” of microvilli, which protrudes
into the intestinal lumen, and were recently dis-
covered to be the primary source of interleukin-25
(IL-25), a cytokine that initiates a type 2 immune
response upon intestinal helminth or parasite in-
fection (20–22). Indeed, all observed CD300lf+

epithelial cells expressed the tuft cell markers
doublecortin-like kinase 1 (DCLK1) and cyto-
keratin 18 (CK18) (Fig. 2, A and B) (23). We also
confirmed tuft cell–specific expression ofCd300lf
transcripts in previously reported single-cell RNA
sequencing (RNA-seq) data from mouse intesti-
nal enteroids (24, 25). Next, we assessed CD300lf
expression on intestinal epithelial cells (EpCAM+

CD45−) in a mouse line expressing a tuft cell–
specific fluorescent reporter (Gfi1b-GFP) (26).
There was near perfect concordance between
Gfi1b-GFP expression and CD300lf expression
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on rare intestinal epithelial cells with morphology consistent with tuft cells.
CD300lf colocalizes with tuft cell markers (A) DCLK1 and (B) CK18 in
mouse ileum and colon. CD300lf is apically polarized toward the
intestinal lumen. (C) CD300lf is expressed on Gfi1b-GFP+ tuft cells but

not on other intestinal epithelial cells, as measured by flow cytometry.
Events shown are Singlets+Live+CD45−EpCAM+. Images and
fluorescence-activated cell sorting plots are representative of one
of at least three independent experiments. Dashed lines represent the
epithelial barrier. White boxes in the overlay images correspond to
the magnified inset images. Scale bars, 10 mm.
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Fig. 1. Fecal-oral MNoV transmission requires radiation-resistant cells.
Reciprocal bone marrow transplants were performed among Cd300lf+/+

(WT) and Cd300lf −/− [knockout (KO)] littermates. Mice were then challenged
perorally with MNoVCR6, which establishes persistent enteric infection in
WT animals. (A) WTmice remained susceptible to MNoV, as measured by

numbers of viral genome copies in feces at the indicated time points. In
contrast, KO mice did not shed MNoVCR6 whether they received
WT or KO bone marrow. (B to E) Twenty-one days postchallenge,
MNoV viral genome loads were measured in the ileum (B), colon (C),
spleen (D), and mesenteric lymph nodes (MLNs) (E). WT recipients
had significantly more viral genomes than KO recipients. There was
no significant difference between WT recipients of either WT or
KO bone marrow. Fecal samples were analyzed by repeated-measures

analysis of variance (ANOVA). Tissue samples were analyzed by
one-way ANOVA. Significant differences for both fecal and tissue
samples were relative to data for the WT donor–WT recipient (WT→WT)
control as indicated. Means ± SEM are shown. NS, not significant;
**P < 0.01; ***P < 0.001; ****P < 0.0001. LOD, limit of detection
(represented by the dotted line in each graph). Data are pooled from
three independent experiments. The numbers of mice per group are
indicated in (A).
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in both the ileum and colon, confirming that tuft
cells are distinct among epithelial cells in their
expression of CD300lf (Fig. 2C).
Given these findings, we assessed whether

MNoVCR6 infects tuft cells. Immunofluorescence
microscopy on intestines of WT mice infected
with MNoVCR6 revealed rare cells expressing the
MNoV nonstructural protein NS6/7 (Fig. 3A).
These cells were in direct contact with the intes-
tinal lumen and were observed in the surface
epithelium of the colon and in both the villi and
crypts of the ileum. All MNoV NS6/7-positive
cells coexpressed the tuft cell marker DCLK1.
No viral antigen–positive cells were observed
in the lamina propria or immune cells. Similar
histologic findings and viral tropism were iden-
tified in WT germ-free mice (fig. S1), indicat-

ing that intestinal bacteria are not required
for either CD300lf expression by tuft cells or
MNoVCR6 infection of tuft cells. To confirm
and quantify MNoVCR6 infection of tuft cells,
we performed flow cytometry analysis of colonic
epithelial cells from infected Gfi1b-GFP mice.
MNoVCR6 infection did not significantly reduce
tuft cell frequency (Fig. 3B). Infected cells were
defined as those expressing two independent
viral nonstructural proteins (NS1/2 and NS6/7)
(9). We observed 128 ± 33 (mean ± SEM) in-
fected tuft cells per million live epithelial cells
(EpCAM+CD45−). We did not observe infection
of non-tuft epithelial cells (Fig. 3, C and D).
Overall, 1.4 ± 0.37% of Gfi1b-GFP+ tuft cells
were MNoV infected. Together, our immuno-
fluorescence and flow cytometric analyses in-

dicate that tuft cells are the physiologic target
cell of MNoV in WT animals. This finding likely
explains why we did not observe clusters of in-
fected cells in the intestine, as tuft cells are iso-
lated from one another, being surrounded by
other intestinal epithelial cells (9).
Given the role of tuft cells in type 2 immunity,

we hypothesized that there might be an intimate
relationship between type 2 immunity and en-
teric norovirus infection. The type 2 cytokines IL-4
and IL-25 induce tuft cell hyperplasia (20–22).
Therefore, we assessed whether these cytokines
augmented MNoV transmission. WT mice were
treated with IL-4, IL-25, or a phosphate-buffered
saline (PBS) control prior to peroral challenge
with a low dose [4.25 × 104 plaque-forming units
(PFU) per mouse] of MNoVCR6 insufficient to
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Fig. 3. MNoVCR6 specifically infects CD300lf-expressing intestinal tuft cells.
(A) MNoV nonstructural protein NS6/7 colocalizes with DCLK1 in the ilea and colons
of WTmice infected with MNoVCR6 at 7 days postinfection. NS6/7 expression is punctate
and cytoplasmic, consistent with the viral replication complex. (B) Flow cytometry
analysis of intestinal epithelial cells (IECs) (Singlet+Live+CD45−EpCAM+) from Gfi1b-GFP+

tuft cell reporter mice revealed similar frequencies of tuft cells in infected and uninfected
mice. (C) A rare population of cells that coexpress the MNoV nonstructural proteins
NS1/2 and NS6/7 was observed. These MNoV-positive cells are Gfi1b-GFP+ cells,
demonstrating that they are tuft cells. (D) NS1/2+ NS6/7+ events were significantly
enriched among GFP+ cells. NS1/2+ NS6/7+ events were at background levels among
non-tuft cells. Data are pooled from three independent experiments with one to two mice
per group. Shown are means ± SEM. NS, not significant; *P < 0.05; **P < 0.01. Dashed
lines represent the epithelial barrier. White boxes in the overlay images correspond to
the magnified inset images. Scale bars, 10 mm.
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Fig. 4. Tuft cell tropism determines transkingdom interactions of
MNoV. (A) WTmice were injected intraperitoneally with PBS, IL-4, or IL-25
prior to peroral challenge with a low dose (4.25 × 104 PFU) of MNoVCR6.
Both IL-4 and IL-25 increase MNoV transmission, as measured by
detection of MNoV genomes in feces 7 days postinfection. The numbers
above each column reflect the number of infected animals relative to
the total number of animals per group (chi-square test, <0.0015). (B) WT,
Rag1−/−, and Ifnlr1−/− mice chronically infected with a high dose (106 PFU)
of MNoVCR6 for 21 days were administered PBS or IL-4. MNoV fecal
shedding significantly increased in WT, Rag1−/−, and Ifnlr1−/− mice after
IL-4 injection (24 days postinfection) compared with that after PBS
administration. (C) IL-4 enhancement of MNoV fecal shedding during
chronic infection requires Il4ra expression on VillinCre-expressing epithelial
cells. (D) Broad-spectrum antibiotics (vancomycin, neomycin, ampicillin,
and metronidazole), which prevent MNoVCR6 infection, significantly reduce

tuft cell–specific gene transcripts as measured by RNA-seq in the colon
but not in the ileum. NES, normalized enrichment score; FDR, false
discovery rate. (E and F) DCLK1+ tuft cells were quantified by immuno-
fluorescence microscopy. Antibiotics reduce DCLK1+ tuft cells in the
colon but not in the ileum. IL-4 and IL-25 increase DCLK1+ tuft cells in
the ileum but not in the colon. (G) Antibiotic pretreatment prevents
MNoVCR6 infection. This antiviral state can be reversed with IL-4 or IL-25
administration prior to MNoVCR6 challenge. Shown are means ± SEM.
NS, not significant; *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.
Data in mouse experiments are pooled from at least three independent
experiments with two to six mice per group, except for the Ifnlr1−/− study,
in which data are pooled from two independent experiments. Each dot in
(E) and (F) represents the tuft cell frequency in one mouse. At least
10 independent low-power images were averaged per mouse. Data were
analyzed by the Mann-Whitney U test unless otherwise indicated.
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establish robust infection in the majority of con-
trol mice. Both IL-4– and IL-25–treated animals
were significantly more likely to be productively
infected than PBS-treated animals, as measured
by numbers of viral genome copies in the feces
7 days postchallenge (Fig. 4A). These results show
that type 2 immune responses can enhance enteric
viral transmission. We therefore asked whether
type 2 cytokines affect MNoVCR6 fecal shedding
during persistent infection. WTmice were chal-
lenged perorally with a high dose (106 PFU/
mouse) of MNoVCR6 that is sufficient to infect
all animals. After at least 21 days of infection,
IL-4 or a PBS control was injected intraperi-
toneally and fecal shedding of virus was moni-
tored. IL-4 significantly increased MNoVCR6 fecal
shedding as detected 1 day after the second and
final IL-4 injection (Fig. 4B). As in WT animals,
IL-4 increased MNoV shedding in Rag1−/− and
Ifnlr1−/− mice persistently infected with MNoV
(Fig. 4B), indicating that cytokine promotion of
infection was not caused by effects on T cells or
B cells and is independent of IFN-l–induced
innate immune signaling, a potent regulator of
intestinal norovirus infection (5). In addition,
we demonstrated that IFN-l treatment did not
alter tuft cell abundance in the intestine (fig. S3).
The murine parasite Trichinella spiralis indu-

ces type 2 inflammation and augmentsMNoVCR6

infection (7). The mechanism of action was pre-
viously hypothesized to be increased viral rep-
lication in alternatively activated macrophages
exposed to type 2 cytokines such as IL-4 and
IL-13 (7). However, in this study we showed that
tuft cells and not macrophages are the target
cell for MNoVCR6. Thus, we tested whether the
enhanced MNoVCR6 infection resulting from
IL-4 treatment was mediated by effects of this
cytokine on epithelial cells. To test this hypoth-
esis, we generated epithelial cell–specific IL-4
receptor a (Il4ra) conditional knockout mice
(Il4raf/f × VillinCre) (27). Mice were infected
with MNoV for at least 21 days, after which IL-4
was administered. IL-4 enhanced MNoVCR6

shedding in Il4raf/f × VillinCre− animals but not
Il4raf/f × VillinCre+ animals, demonstrating that
IL-4 signals through its receptor on epithelial
cells (Fig. 4C) (22). These data suggest that IL-4
promotes norovirus infection via effects on tuft
cells, the only epithelial cells infected with the
virus.
Prior work showed that the bacterial micro-

biome is required for efficient establishment
of enteric MNoVCR6 infection (6). Specifically,
broad-spectrum antibiotics that deplete intes-
tinal bacteria prevent MNoVCR6 transmission
and persistent infection (6). The mechanism for
this effect is incompletely understood.We there-
fore askedwhether antibiotic treatment affected
expression of tuft cell–specific transcripts. RNA-
seq was performed on control and antibiotic-
treatedmice, and the expression of a list of curated
tuft cell genes was used to assess differences in
tuft cell–specific genes (24). Antibiotic treat-
ment resulted in a decrease in tuft cell–specific
gene expression in the colon (normalized en-
richment score, 2.23; P < 0.001; false discovery

rate, <0.001) (Fig. 4D); changes in tuft cell genes
did not reach statistical significance in the ileum.
Consistent with the RNA-seq gene set enrich-
ment analysis, antibiotics decreased DCLK1+

cells in the colon but not the ileum (Fig. 4, E and
F). IL-4 and IL-25 induced tuft cell hyperplasia
in the ilea of antibiotic-treated mice, whereas
colonic tuft cells were not increased in number
by IL-4 or IL-25 (Fig. 4, E and F). These find-
ings indicate that both type 2 cytokines and
intestinal bacteria regulate tuft cells, albeit in
a tissue-specific manner (22). The observation
that intestinal bacteria contribute to tuft cell
regulation in vivo raised the question ofwhether
the antiviral role of antibiotics could be over-
come with administration of type 2 cytokines
that act on epithelial cells to control MNoV in-
fection. WT mice were pretreated with antibi-
otics for 2 weeks prior to challenge with a high
dose (106 PFU) of MNoVCR6. Consistent with
prior findings, antibiotics significantly reduced
MNoVCR6 infection (Fig. 4G) (6). IL-4 or IL-25
administration, prior to MNoVCR6 challenge,
rescues viral infection in antibiotic-treatedmice.
Both IL-4 and IL-25 significantly increased both
the proportion of mice infected with virus and
the magnitude of fecal shedding (Fig. 4G). The
differential regulation of tuft cells by type 2
cytokines and antibiotics in the ileumand colon,
respectively, suggests that a threshold number
of tuft cells may matter more than the anatomic
location of tuft cells within the intestine.
Here, we have identified intestinal tuft cells

as the physiologic target cell of MNoV. This
discovery has important implications for our
understanding of transkingdom interactions
and the pathogenesis of persistent intestinal
infection. Norovirus infection triggers inflam-
matory bowel disease–like phenotypes in ge-
netically susceptible hosts (3, 4). Now that we
have identified the tropism of norovirus for
tuft cells, a question to consider is whether tuft
cells regulate inflammatory bowel disease–like
phenotypes. Tuft cell tropism also links the
proviral effects of helminths and commensal
bacteria, which increase tuft cells in the ileum
and colon, respectively (20–22). Noroviruses
can persist in the intestine for months in both
mice and humans (2, 28–30). This persistent
infection is resistant to both antibody and CD8+

T cell–mediated clearance, yet the mechanism
of immune evasion is unknown (31). Our identi-
fication of MNoV tropism for tuft cells suggests
that tuft cells represent an immune-privileged
site for enteric viral infection in mice. It is pos-
sible that other viruses also infect tuft cells,
enabling these viruses to take advantage of type
2 immune responses to promote infection.
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CARBON CYCLE

Microbial oxidation of lithospheric
organic carbon in rapidly eroding
tropical mountain soils
Jordon D. Hemingway,1,2*† Robert G. Hilton,3 Niels Hovius,4,5 Timothy I. Eglinton,6

Negar Haghipour,6 Lukas Wacker,7 Meng-Chiang Chen,8 Valier V. Galy1

Lithospheric organic carbon (“petrogenic”; OCpetro) is oxidized during exhumation and
subsequent erosion of mountain ranges. This process is a considerable source of carbon
dioxide (CO2) to the atmosphere over geologic time scales, but the mechanisms that
govern oxidation rates in mountain landscapes are poorly constrained. We demonstrate
that, on average, 67 ± 11% of the OCpetro initially present in bedrock exhumed from the
tropical, rapidly eroding Central Range of Taiwan is oxidized in soils, leading to CO2

emissions of 6.1 to 18.6 metric tons of carbon per square kilometer per year. The molecular
and isotopic evolution of bulk OC and lipid biomarkers during soil formation reveals
that OCpetro remineralization is microbially mediated. Rapid oxidation in mountain soils
drives CO2 emission fluxes that increase with erosion rate, thereby counteracting CO2

drawdown by silicate weathering and biospheric OC burial.

E
rosion-induced weathering in collisional
mountain belts is a major carbon-cycle reg-
ulator over million-year time scales and
provides a link between tectonics and cli-
mate (1, 2). Atmospheric CO2 is consumed

by the export and burial in marine sediments of
biospheric organic carbon (OCbio) and carbonate
minerals precipitated after silicate rock weather-
ing (1). The CO2 drawdown flux associated with
both processes increases with erosion rate (3, 4),
highlighting the importance of steep, erosive
orogens in driving CO2 drawdown. By compari-
son, CO2 release during exhumation and erosion
has received considerably less attention, despite
its potential to partially or fully negate the effects
of geological CO2 consumption (1, 5, 6). Oxidative
weathering of sulfide minerals (coupled with carbon-
ate dissolution) and lithospheric, or “petrogenic,”
organic carbon (OCpetro) contained in exhumed
rocks can increase atmospheric CO2 and de-
crease O2 concentrations over geologic time scales
(1, 7–9). However, the mechanisms that govern
oxidation rates and efficiencies in mountain belts
are underconstrained (5, 8, 9).

To better constrain orogenic CO2 emissions,
we assessed the controls on OCpetro oxidation and
export in the Central Range of Taiwan, one of
the fastest-exhuming and -eroding mountain
belts on Earth (10). Steep relief (11), frequent
typhoon landfalls (10), and high bedrock land-
slide rates (11) lead to long-term erosion rates

of 3 to 6 mm year−1 across the range (10). Al-
though supplemental contributions from deeper
in the exhumation path are likely, weathering
in such mountain landscapes occurs primarily
on hillslopes and in colluvial deposits (12, 13). We
therefore assessed OC molecular and isotopic
evolution in multiple hillslope soil profiles lo-
cated in the LiWu andWuLu River basins (fig. S1)
and verified these observations at the catchment
scale by using LiWu River suspended sediments
(14). Soils at our study sites are ≤ 1 m thick, in-
cluding mineral (A and E) and saprolite (C) layers
(15); experience residence times on the order of
centuries (14); and overlay bedrock ranging from
Mesozoic greenschist and amphibolite at low
elevations (Tananao schists) to Cenozoic slate
and phyllite near the Lishan fault (Pilushan and
Lushan Formations) (16). All lithologies are car-
bonaceous, with bedrock outcrops containing
0.2 to 0.7% OCpetro (table S1) (17).
We observed substantial OCpetro loss in all soil

profiles, as evidenced by the relationship between
soil OC content (%OCsoil) and

14C activity (ex-
pressed as “fraction modern” or Fm) (14). To
account for differences in %OC between bedrock
lithologies (17), %OCsoil is expressed as

D%OC ¼ %OCsoil � %OCbedrock ð1Þ

where %OCbedrock is the OC content of bedrock
immediately underlying each soil sample. The
average fraction of bedrock OC that is oxidized
during soil formation, fox, can then be quanti-
fied by utilizing the fact that OCpetro is inher-
ently 14C-free (Fmpetro = 0.0) and setting Fmbio =
1.045 ± 0.079, the measured 14C activity of vas-
cular plant-wax fatty acids extracted from A- and
E-horizon soils (table S2) (14). Soil OC is treated
as a mixture of OCbio and residual OCpetro, leading
to the equation (14)

Fmsoil ¼ Fmbio
D%OCþ ð foxÞð%OCbedrockÞ

D%OCþ%OCbedrock

� �

ð2Þ
Fmsoil is a hyperbolic function of D%OC with
curvature that is defined by both %OCbedrock

and fox, as shown in Fig. 1. We simultaneously
solved Eq. 2 for the best-fit %OCbedrock and fox
values using orthogonal distance regression and
accounted for uncertainty using Monte Carlo
resampling (14).
On average, 67 ± 11% (±1s) of bedrock OC is

lost during soil formation, a minimum estimate
because deep weathering has likely already re-
moved OC from the initial bedrock (18). To test
whether observed %OC trends simply reflect mo-
bile element losses during weathering and not
oxidation per se, we solved Eq. 2 for a subset
of samples after normalizing OC content to the
immobile element titanium (table S1) (14). Cal-
culated fox values using normalized and unnor-
malized data are identical within uncertainty,
indicating no appreciable mobility effect on our
results (fig. S2).
Assuming that all OC lost is oxidized to CO2

(8), fox can be used to estimate the steady-state
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Fig. 1. Evidence for bedrock OC oxidation.The
blue line is the solution to Eq. 2, assuming no
OCpetro oxidation during soil formation (OCbio

addition only; fox = 0). The black line is the
orthogonal distance regression best-fit solution
that minimizes the residual error between
measured (green circles and orange triangles)
and predicted Fmsoil values. The shaded region
around each line is the propagated ±1s
uncertainty (14). Best-fit results indicate that
67 ± 11% of bedrock OC is lost during oxidative
weathering. D%OC = 0 is shown as a vertical
dashed line. Measurement error bars (±1s) are
smaller than marker sizes.
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CO2 emission flux from soils owing to OCpetro

oxidation, termed Fox, according to

Fox ¼ ð foxÞð%OCbedrockÞðrsoilÞðzsoilÞ
tsoil

ð3Þ

where rsoil is the soil density, zsoil is the soil
thickness (15), and tsoil is the soil residence time
on hillslopes. We estimated tsoil using three in-
dependent methods (landslide rates, catchment-
average denudation rates, and OCbio erosion rates)
and incorporated uncertainty for each variable
in Eq. 3 using Monte Carlo resampling across
the range of observed values (14), resulting in
a median Fox range of 6.1 to 18.6 metric tons
C km−2 year−1 for conditions that are prevalent
across the Central Range (fig. S3A) (14). We em-
phasize that Fox is a minimum estimate of total
CO2 emissions by OCpetro oxidation owing to the
potential for OC losses occurring during deep
weathering (18). Still, this flux is statistically iden-
tical to two independent, catchment-integrated
OCpetro oxidation estimates for Taiwanese rivers—
based on fluvial OCpetro export (≤12 metric tons
C km−2 year−1) (19) and dissolved rhenium yield
(7 to 13 metric tons C km−2 year−1; fig. S3B) (5)—
and is two to six times as high as estimates of CO2

drawdown by silicate weathering in the LiWu
catchment (fig. S3C) (18). The observation that Fox

matches catchment-integrated emissions implies
that OCpetro oxidation in Taiwan occurs predom-
inantly in rapidly eroding hillslope soils.
A saprolite depth profile collected from the

WuLu catchment indicates that bedrock OC can
be oxidized and replaced with OCbio before A
and E horizons have fully developed. Two sam-
ples collected at 0.5 and 0.2 m depth contain
similar OC concentrations (0.20 and 0.28%, re-
spectively) but have drastically different Fm
values (0.108 and 0.839, respectively; table S1).
Rapid OCpetro oxidation can occur (i) abiotically
without chemical alteration, (ii) abiotically with
chemical alteration, (iii) biotically without chem-
ical alteration, or (iv) biotically with chemical
alteration and 14C-depleted biomass production
(20–22). To assess alteration and track multiple
OC sources within a single sample, we used
Ramped PyrOx (RPO) serial combustion (23). This
technique heats each sample at a constant ramp
rate to separate OC on the basis of thermal lability
and determines Fm values for specific temper-
ature intervals (termed RPO fractions) (14). To
quantitatively compare OC chemical structure,
we determined the underlying thermal activation
energy (E ) distribution for each sample, termed
p(0,E ), because this is an intrinsic property of
carbon bond strength and thus a proxy for chem-
ical composition (23). Unlike 14C activity, end-
member mixing does not shift OC in E space.
Mixing OCbio with unaltered OCpetro will thus
result in a bimodal p(0,E) distribution, whereas
chemical alteration is required to explain the
presence of intermediate E values (14, 23).
We constrained bedrock E by using partic-

ulate OC (POC) from 27 suspended sediment
samples, including isolated ≥2-mm clasts, col-
lected from the LiWu River during four typhoon

events (14). Because sediment exported during
typhoons is dominated by material sourced from
bedrock incision, distributed runoff erosion, and
landsliding throughout the basin (11, 12), we
expect this sample set to integrate outcropped

bedrock lithologies that contain relatively un-
weathered OCpetro. This is supported by bulk POC
13C content (expressed as d13C values) and total
nitrogen to POC ratios (table S3), which span
the range of Tananao schist, Lushan Formation,
and Pilushan Formation values (17). Figure 2A
shows that bedrock OC is exclusively associated
with E ≥ 185 kJ mol−1 (termed high-E; fig. S3A)
(14), consistent with the observed partial graph-
itization of this material (16). We additionally
constrained vascular-plant OC p(0,E ) by using
two organic-rich (≥5%) surface soils character-
ized by bulk Fm values similar to those of plant-
wax fatty acids (14). For both samples, ≥90% of
OC is associated with E < 150 kJ mol−1 (termed
low-E ), indicating that OCbio and OCpetro are ef-
fectively separated in E space.
Energy distributions and 14C activity in soil

and saprolite materials provide strong evidence
for OCpetro chemical alteration during weather-
ing. Up to 51% of OC contained in saprolites
and deep A and E horizons lies between 150 and
185 kJ mol−1 (termed mid-E; table S4 and fig. S4,
B and C)—higher than values corresponding to
vascular plant OC (<150 kJ mol−1) yet lower than
those for bedrock OC (≥185 kJ mol−1). This
observation could result from either (i) increas-
ing vascular plant OC E by stabilization during
aging in soils (24) or (ii) decreasing residual
OCpetro E during oxidative weathering (20, 21).
We assessed the relative importance of these
mechanisms by using the 14C activity of each RPO
fraction (table S5). As shown in Fig. 2B, low-E
Fm values cluster near those of plant-wax fatty
acids, whereas high-E material approaches an
Fm value of zero. Meanwhile, mid-E OC spans
an Fm range from 0.083 ± 0.002 to 0.912 ± 0.008.
We rule out the possibility that 14C-depleted
mid-E OC exclusively reflects OCbio aging be-
cause (i) this would require a biospheric compo-
nent that has aged up to 20,000 14C years, much
longer than the centennial soil residence times
in Taiwan (14), and (ii) plant-wax fatty acids were
not detected in some saprolite samples (table S6).
Thus, mid-E material must reflect a mixture of
weathered OCpetro and moderately aged OCbio.
We treat OCpetro that has been chemically

altered during weathering as a distinct end-
member described by Fm = 0.0 and a value of
fmid, the fraction of p(0,E) contained within the
mid-E range, which is greater than the highest
observed saprolite value of 0.51 (14). Figure 3A
shows that all hillslope samples, with the ex-
ception of one unweathered saprolite, are ade-
quately explained by a mixture of OCbio and
chemically altered OCpetro. This end-member is
also present in LiWu River POC collected during
typhoon floods, as evidenced by the divergence
from a vertical mixing line between OCpetro

and OCbio in Fig. 3A. Therefore, along with
unweathered bedrock OC (19) sourced from
deep incision and landsliding (11), our approach
detected catchment-scale export of chemically al-
tered OCpetro from Central Range hillslopes during
typhoon flood events. Because calculated fmid

depends on our choice of mid-E range (here,
150 to 185 kJ mol−1), it is possible that mixing
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Fig. 2. Evidence for OCpetro chemical alteration.
(A) Representative p(0,E) distributions
highlighting the differences between OC end-
members: LiWu POC exported during typhoon
events (average, n = 27; black), organic-rich
A- and E-horizon topsoil (green), and C-horizon
saprolite (orange). Each p(0,E) distribution
integrates to unity (y-axis values not shown)
(14, 23). (B) E versus Fm relationships for all
soils (green circles and orange triangles)
and LiWu POC (white diamonds) in which
RPO-fraction 14C activity was measured.
Marker sizes represent the relative amount of
total OC contained in each RPO fraction.
Constraints on end-member E and Fm ranges
are described in the text (blue, vascular plant
OCbio; gray, OCpetro). Black arrows represent
theoretical trends for end-member mixing
(vertical) and chemical alteration (horizontal)
(23) and indicate that alteration is necessary to
explain the presence of mid-E OC. In both
panels, dashed lines separate OC into low-E
(<150 kJ mol−1), mid-E (150 ≤ E < 185 kJ mol−1),
and high-E (≥185 kJ mol−1) regions. Fm error
bars (±1s) are smaller than marker sizes.
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trends and end-member compositions are sen-
sitive to changes in E boundary values. We tested
this sensitivity by allowing these boundary values
to vary by ±10 kJ mol−1 (14). Although quantita-
tive differences exist (fig. S5), the resultant mix-
ing trends are qualitatively robust, indicating that
the importance of chemically altered OCpetro is in-
sensitive to our choice of mid-E boundary values.

Fatty acid molecular distributions and d13C
values imply that rapidly oxidized OCpetro in soils
is incorporated into microbial biomass, support-
ing laboratory-based incubation studies (20, 22).
We calculated fmicrobial, the fraction of total fatty
acids that are microbial in origin (25, 26), as a
proxy for the relative abundance of heterotro-
phic versus vascular plant biomass (14). This ap-
proach excludes fungal contributions and is thus
a minimum estimate of heterotrophic biomass.
Figure 3B shows that bulk Fm is negatively cor-
related with fmicrobial across all soil and POC sam-
ples. We do not expect this trend to be linear
owing to fatty acid production biases (25, 26).
Still, this relationship suggests that heterotro-
phic biomass is more abundant in samples con-
taining predominantly 14C-free OC.
Sample limitation prevented measurement

of microbial fatty acid 14C activity (14), but the
d13C values imply that bedrock OC is used as
substrate (table S7) (26, 27). Bulk OC and plant-
wax fatty acid d13C values correlate strongly in
A and E horizons (coefficient of determination
r2 = 0.959; P < 0.001; n = 7), reflecting the
predominance of OCbio in these samples, but
are uncorrelated in C horizons (P > 0.05; n = 4)
owing to a lack of OCbio contribution to sap-
rolites (fig. S6). Still, if OCbio were the sole
substrate for heterotrophs, then microbial and
plant-wax fatty acid d13C values should correlate
strongly with a constant d13C offset (27) in all
samples. This is not apparent in either A- and
E-horizon (P > 0.05; n = 7) or saprolite (P > 0.05;
n = 4) samples, indicating that vascular plant
OC cannot be the only substrate. Rather, this
lack of correlation requires a secondary micro-
bial carbon source (20–22), namely, bedrock OC.
We conclude that mid-E, 14C-free material is a
product of microbial bedrock oxidation, pro-
duced either directly by extracellular enzymes or
indirectly after acid hydrolysis (20), and is man-
ifest as 14C-depleted living biomass (22) or as re-
sidual, chemically altered OCpetro (21).
Substantial bedrock OC replacement in sap-

rolites implies that considerable weathering
occurs ≤1 m below the surface and that micro-
bially mediated OCpetro oxidation can proceed
at a pace matching the rapid exhumation in
Taiwan. We propose that exhumation and hillslope
erosion rates exert a first-order control on CO2

emissions from OCpetro oxidation, because faster
erosion will increase the rate of bedrock expo-
sure to the weathering front (8). This is further
supported by measurements of the dissolved
rhenium flux from Taiwanese rivers, a proxy
for OCpetro oxidation, which increases with ero-
sion rate (5). However, the relationship between
OCpetro oxidation and physical erosion rate can-
not be linear. Large earthquakes and typhoons
are known to cause widespread bedrock land-
sliding (28–30) and elevated export of OCpetro

by rivers (19). Such events increase catchment-
averaged erosion rates (28) but could decrease
catchment-averaged OCpetro oxidation efficiency
by bypassing the hillslope soil weathering win-
dow. OCpetro remineralization in Taiwan is in-
complete, as evidenced by the abundance of

bedrock OC in sediments exported by rivers (19)
and deposited in nearby coastal margins (31).
We predict a dampened response of OCpetro-
derived CO2 emissions to further increases in
erosion rates, because increasing landslide rates
will result in less catchment area available for
soil formation and weathering.
Microbially mediated oxidative weathering in

Taiwanese hillslope soils offsets geologic CO2

drawdown and O2 production by silicate weather-
ing and OCbio burial (1, 5, 8, 22). The Fox values
calculated here are similar in magnitude to CO2

source estimates from sulfide oxidation (≥22.9 ±
1.0 metric tons C km−2 year−1; LiWu basin only)
(9) and to CO2 sinks from silicate weathering
(3.1 ± 0.1 metric tons C km−2 year−1; LiWu basin
only; fig. S3C) (18) and OCbio burial (21 ± 10 metric
tons C km−2 year−1; Taiwan average; fig. S3D)
(14, 32). This process is likely globally impor-
tant, given that rapid soil formation is observed
in other tropical and temperate orogenic settings
such as the Southern Alps of New Zealand (33).
We therefore hypothesize that CO2 consump-
tion is not favored in highly erosive mountain
belts dominated by OC- and sulfide-rich low-
and intermediate-grade metasedimentary lith-
ologies. This comes from the observation that
OCpetro and sulfide mineral oxidation is not lim-
ited by reaction kinetics even at high erosion rates
(5, 8, 21), unlike silicate weathering and OCbio

export (4, 34). Conversely, the magnitude of the
net CO2 sink likely increases with physical ero-
sion rate in orogens dominated by high-grade
metamorphic and igneous rocks owing to their
lower OCpetro and sulfide contents. Although the
global fluxes and the time scales over which
they impact atmospheric CO2 and O2 concen-
trations remain to be assessed, our results demon-
strate the importance of microbially mediated
OCpetro oxidation and its relationship to tectonic
and erosive controls on the global carbon cycle
and Earth’s long-term climate.
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Fig. 3. Evidence for microbially mediated
bedrock OC oxidation. (A) Bulk Fm versus fmid

relationships for soils (green circles and orange
triangles) and LiWu POC (white diamonds).
All soils, with the exception of the 0.5-m saprolite
discussed in the text, are described by a mixing
line between vascular plant OCbio (blue) and
chemically altered OCpetro (red) (14). LiWu River
POC is dominated by bedrock OCpetro (gray)
but does contain detectable chemically altered
OCpetro, as evidenced by the deviation from a
vertical mixing line between OCbio and OCpetro.
(B) Bulk Fm versus fmicrobial relationships for
all samples in which fatty acid concentrations
were analyzed (14). The relative abundance
of microbial fatty acids increases with decreasing
Fm across all samples, suggesting that
microbial respiration is the source of chemically
altered OCpetro. Measurement error bars (±1s)
are smaller than marker sizes.
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PLANT SCIENCE

Photoperiodic control of seasonal
growth is mediated by ABA acting
on cell-cell communication
S. Tylewicz,1* A. Petterle,1 S. Marttila,2 P. Miskolczi,1 A. Azeez,1,3 R. K. Singh,1

J. Immanen,4 N. Mähler,5 T. R. Hvidsten,5,6 D. M. Eklund,7 J. L. Bowman,8

Y. Helariutta,9 R. P. Bhalerao1†

In temperate and boreal ecosystems, seasonal cycles of growth and dormancy allow perennial
plants to adapt to winter conditions. We show, in hybrid aspen trees, that photoperiodic
regulation of dormancy is mechanistically distinct from autumnal growth cessation.
Dormancy sets in when symplastic intercellular communication through plasmodesmata is
blocked by a process dependent on the phytohormone abscisic acid. The communication
blockage prevents growth-promoting signals from accessing the meristem. Thus, precocious
growth is disallowed during dormancy. The dormant period, which supports robust survival of
the aspen tree in winter, is due to loss of access to growth-promoting signals.

D
ormancy protects meristematic cells of pe-
rennial plants in temperate and boreal
ecosystems by preventing growth during
winter. Release from dormancy enables
reinitiation of growthwhen favorable con-

ditions return in spring (1). Shorter photoperiods
as winter approaches (2) induce growth cessation,
formation of a bud that encloses the arrested
leaf primordia and shoot apical meristem (SAM)
(Fig. 1A), and bud dormancy (3, 4). Longer photo-
periods alone cannot promote growth in dormant
buds; prolonged exposure to low temperatures is
required to release dormancy (5, 6). We show that
blockage of symplastic communication mediated
by the action of abscisic acid (ABA) is part of the
photoperiodically controlled dormancy mecha-
nism in hybrid aspen.
Short photoperiods induce expression of ABA

receptors and increase ABA levels in hybrid as-
pen buds (4, 7). ABA regulates dormancy (8).
Therefore, we probed ABA’s role in photoperi-
odic control of bud dormancy. First, we generated
hybrid aspen plants with reduced ABA responses
by expressing the dominant-negative abi1-1 allele

of ABI1, a key ABA-signaling gene (9). Those hy-
brid aspens that expressed abi1-1 had reduced
ABA responses, manifested by weak induction of
the ABA-inducible gene KIN2, compared with
that of wild-type (WT) controls (fig. S1). We then
assessed bud dormancy by exposing WT and
abi1-1 plants to 11 weeks of short photoperiod
followed by transfer to long photoperiod without
the low-temperature treatment required for dor-
mancy release. BothWT and abi1-1 plants ceased
growth and set buds after 4 weeks of short photo-
period (Fig. 1, A to C), but after 11 weeks of short
photoperiod followed by long photoperiod, WT
buds remained dormant, whereas abi1-1 buds
reactivated growth within 11 to 15 days (Fig. 1,
D to F). Thus, attenuation of ABA responses com-
promised photoperiodic control of bud dormancy
and not growth cessation.
We investigated transcriptomic responses to

short photoperiod in WT and abi1-1 apices in
order to understand ABA-mediated control of
dormancy. After 6 and 10 weeks of short photo-
period, respectively, we detected 9290 and 3053
differentially expressed genes inWT and 10,514
and 2149 differentially expressed genes in abi1-1
(line 1) apices (table S1). A large number of tran-
scripts for plasmodesmata-associated proteins
responded to short photoperiod. Plasmodesmata
closure (by callosic dormancy sphincters) cor-
relates with dormancy and their opening with
dormancy release in diverse plants, including hy-
brid aspen and charophycean algae such as Chara
(6, 10, 11). Of 187 poplar homologs of Arabidopsis
genes encoding proteins enriched in plasmodes-
mata (12), 62 and 47 were induced after 6 and
10 weeks inWT apices, respectively, and of these,
53.2 and 76.6% were differentially expressed in
abi1-1 relative to WT apices at these time points
(table S2). Expression of GERMIN-LIKE 10;
REMORIN-LIKE 1 and 2, which are implicated
in plasmodesmata function (13); and CALLOSE
SYNTHASE 1, which is required for callose depo-
sition (6), was progressively up-regulated,whereas

that ofGH17-39, a glucanase implicated in sphinc-
ter removal (6), was down-regulated inWT apices
after 6 and 10 weeks of short photoperiod. These
genes showed an altered response to short photo-
period inabi1-1plants (fig. S2). Thus, ABAmediates
short-photoperiod response of the plasmodesmata-
related transcriptome.
Transcriptomic analysis prompted us to inves-

tigate ABA’s role in plasmodesmata closure (Fig. 1,
G to O). Under long photoperiod, WT and abi1-1
lines 1 and 3 had similar frequencies of “closed”
plasmodesmata with dormancy sphincters (12.5
versus 17.4 and 13.5%, respectively). After 5weeks
of short photoperiod, corresponding frequen-
cies were 78% in WT and 5.5 and 17.4% in abi1-1
apices, respectively, and after 10 weeks, frequen-
cies increased to 83.6% in WT plants but fell to
2.2 and 0.5% in abi1-1 lines 1 and 3, respectively.
Thus, ABA mediates plasmodesmata closure in
response to short photoperiod. Plasmodesmata
closure is not required for growth cessation (be-
cause growth cessation occurs in abi1-1 plants)
and indicates association of plasmodesmata clo-
sure with bud dormancy, both being mediated
by the same factor, ABA.
To investigate ABA-mediated plasmodesmata

closure’s role in short photoperiod–induced dor-
mancy,weoverexpressedPDLP1(PLASMODESMATA-
LOCATEDPROTEIN 1), which impairs trafficking
via plasmodesmata (14) andphenocopyingplasmo-
desmata blockage by dormancy sphincters, in
abi1-1 plants (fig. S3). Both abi1-1/PDLP1 double
transformants and parental abi1-1 plants ceased
growth and formed buds under short photo-
period (Fig. 2, A to C), but subsequent exposure
to long photoperiod only reactivated growth in
the latter (Fig. 2, D to F). Thus, PDLP1 expression
suppressed abi1-1 plants’ bud dormancy pheno-
type, although KIN2 expression responses to ABA
remained attenuated in abi1-1/PDLP1 (fig. S4).
Thus, expression of PDLP1 was sufficient to
restore bud dormancy in abi1-1/PDLP1 plants
without the restoration of general ABA responses.
PICKLE (PKL) is an antagonist of polycomb

repression complex 2, which is implicated in
seed dormancy (15, 16). PKL expression was
down-regulated in WT plants but up-regulated
in abi1-1 plants under short photoperiod (fig.
S5). Hence, we investigated whether PKL could
be involved in plasmodesmata closure and dor-
mancy regulation mediated by ABA. Thus, we
examined plasmodesmata in abi1-1 plants with
suppressed PKL activity (abi1-1/PKLRNAi) (RNAi,
RNA interference) (fig. S6). Under long photo-
period, frequencies of plasmodesmata with dor-
mancy sphincters were comparable in abi1-1
(13.1%) and abi1-1/PKLRNAi lines 9 (19.4%) and
11 (18.4%) (Fig. 3, A to C). After 5 weeks of short
photoperiod, the frequencies increased in the
abi1-1/PKLRNAi lines (to 34.4 and 28.5%, re-
spectively), but not abi1-1 plants (16.4%) (Fig. 3,
D to F). After 10 weeks of short photoperiod, the
frequencies further increased in abi1-1/PKLRNAi
lines 9 and 11 to 84.6 and 74.5%, respectively, but
fell in abi1-1 plants (5.2%) (Fig. 3, G to I). PKL
down-regulation in abi1-1/PKLRNAi also sup-
pressed expression defects of plasmodesmata
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markers evident in abi1-1 plants (fig. S7). Al-
though both abi1-1 and abi1-1/PKLRNAi plants
ceased growth and set buds (Fig. 3, J to L),
abi1-1/PKLRNAi buds remained dormant and
did not reactivate growth (unlike nondormant
abi1-1 buds) after long photoperiod exposure
after 11 weeks of short photoperiod (Fig. 3, M
to O). Thus, PKL down-regulation restores plas-
modesmata closure and bud dormancy defects
in abi1-1 plants, suggesting that ABA mediates

plasmodesmata closure and bud dormancy by
suppressing PKL.
Plasmodesmata closure could mediate dor-

mancy by limiting access of SAM to growth-
promotive signals. We investigated this hypothesis
by analyzing responses of WT and abi1-1 buds
to FLOWERING LOCUS T1 (FT1), a seasonal
growth regulator induced during dormancy re-
lease and before bud growth resumes (6, 17). We
grafted scions of WT and abi1-1 plants exposed

to 10 weeks of short photoperiod (in order to in-
duce plasmodesmata closure and dormancy)
onto rootstocks of FT1-expressing plants (18).
Although buds of WT scions did not reactivate
growth, new leaves emerged from buds of abi1-1
scions under a continued short photoperiod
(Fig. 4). Thus, plasmodesmata closure, as in WT
plants, was associated with buds’ failure to re-
spond to FT1 or FT1-derived growth-promotive
signals, corroborating the involvement of plasmo-
desmata in photoperiodic control of ABA-mediated
bud dormancy.
Thus, short photoperiods suppress FT2, which

causes growth cessation and amplifies the ABA
response by enhancing levels of ABA and ABA
receptors (4, 7). ABA suppresses PKL and induces
callose synthase to block plasmodesmata and
maintains these blockages by repressing an-
tagonistic glucanases (fig. S8). Hence, atten-
uating ABA responses not only results in a failure
to induce plasmodesmata closure at dormancy
onset but also in fewer subsequently closed
plasmodesmata. Plasmodesmata closure through
PKLdown-regulation orPDLP1 expression,which
both target cell-cell communication, suppresses
dormancy defects in abi1-1 plants. PDLP1 ex-
pression restores dormancy without suppress-
ing ABA response defects in abi1-1 plants. Thus,
plasmodesmata closure is essential to dorman-
cy and occurs downstream of ABA-mediated
control of dormancy in response to shorter
photoperiods.
With plasmodesmata closed, growth arrest is

maintained even in the presence of growth-
promoting signals. Reopening of closed plasmo-
desmata in dormant buds occurs slowly and only
after prolonged exposure to low temperature.
Hence, dormancy prevents precocious activation
of growth. On the other hand, in the absence of
dormancy and plasmodesmatal closure, growth
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Fig. 2. PDLP1 expression restores bud dormancy in abi1-1 plants. (A to C) Buds of (A) abi1-1,
(B) abi1-1/PDLP1 line 1, and (C) abi1-1/PDLP1 line 3 after 11 weeks of short photoperiod.
(D to F) Transfer to long photoperiod results in bud burst in (D) abi1-1 plants but not in (E) abi1-1/
PDLP1 line 1 or (F) abi1-1/PDLP1 line 3.
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Fig. 1. Hybrid aspen plants with attenuated ABA responses fail to
establish dormancy. (A to C) Buds of (A) wild type, (B) abi1-1 line 1, and
(C) abi1-1 line 3 after 11 weeks of short photoperiod. (D to F) Unlike in
(D)WT, buds burst in (E) abi1-1 line 1 and (F) abi1-1 line 3. (G to I) Transmission
electron microscopy (TEM) micrographs of apices of actively growing

(G) WTplants, (H) abi1-1 line 1, and (I) abi1-1 line 3, showing plasmodesmata
lacking electron-dense dormancy sphincters. (J to O) Sphincters are
observed after 5 and 10 weeks of short photoperiod in apices of [(J) and
(M)] wild-type plants (indicated with arrowheads), but not [(K) and (N)]
abi1-1 line 1 or [(L) and (O)] abi1-1 line 3. Scale bar, 200 nm.
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cessation induced by short photoperiod can be
quickly reversed. Thus, dormancy, unlike growth
cessation, adds robustness to the mechanism that
is crucial for perennial survival and longevity in
the face of changing seasons.
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Fig. 4. FT1-expressing stocks can reactivate growth in abi1-1 scions under short photoperiod.
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short photoperiod after grafting of WTand abi1-1 scions on FT1-expressing stocks. Buds remained
dormant in WT scions but burst in abi1-1 scions.
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Fig. 3. PKL down-regulation restores dormancy sphincters and bud
dormancy in abi1-1 plants. (A to C) TEM micrographs of apices of actively
growing (A) abi1-1 plants, (B) abi1-1/PKLRNAi line 9, and (C) abi1-1/
PKLRNAi line 11, showing plasmodesmata lacking electron-dense
dormancy sphincters. (D to I) After 5 and 10 weeks of short photoperiod,
sphincters were not observed in [(D) and (G)] abi1-1 apices but were

present in abi1-1/PKLRNAi apices of [(E) and (H)] lines 9 and [(F) and (I)]
11 (arrows). Scale bar, 500 nm. (J to L) Buds of (J) abi1-1 plants,
(K) abi1-1/PKLRNAi line 9, and (L) abi1-1/PKLRNAi line 11 after 11 weeks
of short photoperiod. (M to O) After a shift to long photoperiod, buds burst
in (M) abi1-1 plants but not in (N) abi1-1/PKLRNAi line 9 or (O) abi1-1/
PKLRNAi line 11.
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STRUCTURAL BIOLOGY

Structural basis for coupling protein
transport and N-glycosylation at the
mammalian endoplasmic reticulum

Katharina Braunger,1* Stefan Pfeffer,2*† Shiteshu Shrimal,3 Reid Gilmore,3

Otto Berninghausen,1 Elisabet C. Mandon,3 Thomas Becker,1

Friedrich Förster,4† Roland Beckmann1†

Protein synthesis, transport, and N-glycosylation are coupled at the mammalian
endoplasmic reticulum by complex formation of a ribosome, the Sec61 protein-conducting
channel, and oligosaccharyltransferase (OST). Here we used different cryo–electron
microscopy approaches to determine structures of native and solubilized ribosome-Sec61-
OST complexes. A molecular model for the catalytic OST subunit STT3A (staurosporine
and temperature sensitive 3A) revealed how it is integrated into the OST and how
STT3-paralog specificity for translocon-associated OST is achieved. The OST subunit DC2
was placed at the interface between Sec61 and STT3A, where it acts as a versatile module
for recruitment of STT3A-containing OST to the ribosome-Sec61 complex. This detailed
structural view on the molecular architecture of the cotranslational machinery for
N-glycosylation provides the basis for a mechanistic understanding of glycoprotein
biogenesis at the endoplasmic reticulum.

T
he mammalian translocon is responsible
for cotranslational insertion of proteins
into the endoplasmic reticulum (ER). The
translocon is formed from the Sec61 com-
plex, the oligosaccharyltransferase (OST)

complex, and the translocon-associated protein
(TRAP) complex (1). The Sec61 channel enables
signal sequence–dependent protein translocation
of soluble proteins through its central pore as
well as integration of transmembrane proteins
into the lipid bilayer through a lateral gate (2–5).
OST catalyzesN-linked glycosylation of asparagine
residues, an essential covalent proteinmodification
(6–8). In higher eukaryotes, the catalytic OST sub-
unit STT3 (staurosporine and temperature sensi-
tive 3) is present in two paralogous forms (STT3A
and STT3B) that assemble with a partially over-
lapping set of accessory subunits (Fig. 1A): RPN1
(ribophorin 1), RPN2 (ribophorin 2), OST48 (OST
48-kDa subunit), DAD1 (defender against cell
death 1), TMEM258 (transmembrane protein
258), and OST4 (OST 4-kDa subunit) (9). STT3B
complexes contain several specific subunits that
include the paralogous oxidoreductases TUSC3
(tumor suppressor candidate 3) andMAGT1 (mag-

nesium transporter protein 1), whereas DC2 and
KCP2 (keratinocyte-associated protein 2) are found
only in STT3A complexes (10). The STT3A com-
plex is thought to act cotranslationally and to
be stably integrated into the translocon (10).
The STT3B complex acts as a proofreader for
sites missed by STT3A (11). Structures of mono-
meric bacterial and archaeal STT3 homologs
have provided detailed insights into the catalytic
mechanism (12–14). Genetic and biochemical
data, as well as very recent high-resolution yeast
OST structures (15, 16), indicate three subcom-
plexes of intimately interacting OST subunits.
In the mammalian STT3A complex, these are
RPN1 and TMEM258 (subcomplex I); STT3A,
OST4, DC2, and KCP2 (subcomplex II); and RPN2,
DAD1, andOST48 (subcomplex III) (7). The over-
all structure of mammalian OST in a native
membrane environment has been established
by cryo–electron tomography (cryo-ET) at me-
dium resolution (1, 17–19); however, neither
revealed structural details or the basis of STT3-
paralog specificity.
To confirm STT3-paralog specificity in the

ribosome translocon complex (RTC), we analyzed
microsomes isolated from established DSTT3A
andDSTT3BHEK cell lines, which do not express
STT3A and STTB, respectively (10), using cryo-ET.
Immunoblots confirmed the absence of either
STT3A or STT3B in the microsomal preparations
of knockout cell lines, whereas both paralogswere
present in microsomes prepared from control cells
(Fig. 1B). Cryo-ET and in silico analysis of sub-
tomograms showed that control microsomes har-
bored translocon populations that either included
only TRAP (58%) or included both TRAP andOST
(42%; Fig. 1C), as expected (17–19). The same

populations were found in a similar ratio in mi-
crosomes isolated from DSTT3B cells (Fig. 1D),
suggesting that translocon-associated OST was
not affected by STT3B knockout. By contrast, no
translocon-associated OST was observed after
STT3A knockout (Fig. 1E), further indicating that
RTCs harbor exclusively STT3A complexes (11).
Instead of the TRAP-OST translocon complexes,
a different, possibly partially assembled trans-
locon population was observed after STT3A
knockout.
We used single-particle cryo–electron micros-

copy (cryo-EM) to visualize solubilized mamma-
lian RTCs translating the well-studied membrane
glycoprotein bovine opsin (20) (figs. S1 and S2).
Reconstructions yielded nonprogrammed and
programmedRTCs showing an overall translocon
architecture as observed in the native membrane
(18, 19) except for TRAP, which appeared dis-
ordered or bound in substoichiometric amounts.
Local resolution ranged from 3.5 to 4.5 Å for
Sec61 and adjacent OST transmembrane helices
(TMs) to 5 to 5.5 Å formore peripheral OST TMs
(fig. S3). In the programmed, peptidyl-tRNA–
containing complex, the nascent polypeptide den-
sity could be traced from the peptidyl (P)–site
tRNA through the vestibule of the ribosomal
tunnel projecting toward the cytoplasmic tip of
Sec61a TM10 (fig. S4). Sec61 was in a confor-
mation very similar to the previously described
“primed” state (Fig. 2, A and B, and fig. S5) (21),
with a closed lateral gate (22, 23) and the plug
helix (24) occluding the central pore.
Importantly, 28 additional TMs packed against

Sec61 (Fig. 2, A and B), where OST is positioned
in the native translocon (19). We generated a
molecularmodel formammalian STT3A, revealing
high structural similarity to its fungal, archaeal,
and bacterial homologs (fig. S6) as well as its
orientation in context of the RTC (Fig. 2, C and
D, and fig. S6). Clear density for the pyrophosphate
group of the dolichol carrier was visible in the
catalytic site (Fig. 2, B to D, and fig. S3D), sug-
gesting that STT3A was in an active state. Glyco-
sylation of the two consensus motifs in our
substrate had already been completed (fig. S1C),
and no peptide-substrate density was visible in
the catalytic site. The TMs assigned to STT3A
were surrounded by 15 additional TMs (Fig. 2,
B and C, and fig. S7A). Of these TMs, 10 were
located at the distal side of STT3A, facing away
from Sec61. Three of them formed a bundle di-
rectly adjacent to STT3A TMs 1 and 2, whereas
another bundle of seven TMs was in proximity
to STT3A TMs 5 to 8. On the basis of the three
established OST subcomplexes (7) and the num-
ber of TMs included in the bundles, we assigned
the three-TM bundle to subcomplex I and the
seven-TM bundle to subcomplex III. One TM
of subcomplex I extended into the metazoan-
specific cytoplasmic domain of RPN1, which
formeda four-helix bundle according to secondary-
structure predictions (fig. S7, B and C). It was
intercalated between the OST TMs and the ribo-
some and contacted the linker between ribosomal
RNA (rRNA) helix H19 andH20, rRNA expansion
segment ES7a (H25), and the tail of ribosomal
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protein eL28 (Fig. 2, A and E). Antibodies against
the cytosolic RPN1 segment inhibit protein trans-
location by interfering with ribosome binding to
the translocon, confirming direct ribosome-RPN1
interaction (25). We further observed four extra
TMs tightly associated with STT3A belonging to
subcomplex II. One single TM, which we attrib-
uted to the single-spanning membrane protein
OST4, was tightly intercalated between STT3A
TMs 1, 3, 12, and 13 (fig. S7). The three remaining
TMs located at the interface between STT3ATMs
10 to 13 and Sec61 were assigned to DC2. We
built an atomic model for the three TMs of DC2
de novo based on excellent agreement between
features resolved in our map and the predicted
length and connectivity of DC2 TMs (Fig. 2F and
fig. S3D). Recent biochemical data (10) show that

DC2 assumes a central role in recruiting OST
into the translocon complex, and interactions
of DC2 with both Sec61 and STT3A have been
predicted. Indeed, DC2 contacted STT3A via its
lumenal C terminus (to STT3A TM13) (Fig. 2F),
the cytosolic TM2-TM3 loop (to STT3A TM12-
TM13 loop), and TM2 (close proximity to STT3A
TM9-TM10 loop, also referred to as EL5). The
amphipathic DC2 N terminus projected toward
Sec61 on the micelle surface (Fig. 2F), whereas
the lumenal loop of DC2 interacted with the C
termini of Sec61b and Sec61g (Fig. 2F). We did
not observe density for KCP2, likely because it
tends to dissociate upon solubilization (10).
We observed an additional weaker density for
a TM segment intercalated between DC2 and
Sec61 in the peptidyl-tRNA–containing map,

which was absent in the nonprogrammed map
(Fig. 2, B and C, and fig. S2) and might corre-
spond to the nascent opsin substrate or an as yet
unknown translocon component.
We identified two interfaces integrating the

STT3A complex into the RTC, one between the
ribosome and the cytosolic RPN1 domain (Fig. 2,
A and E) and one between DC2 and Sec61 (Fig. 2,
B and F), both of which could explain STT3-
paralog specificity. First, STT3B possesses a
specific 47–amino acid soluble domain extend-
ing from STT3 TM1 into the cytosol directly be-
neath the cytosolic RPN1 helix bundle (Fig. 2, B
and C). The STT3B-specific extension would
thus be located in immediate proximity to the
ribosome-OST interface, where it could interfere
with ribosome binding. Second, STT3 TMs 10 to
13 and the cytosolic STT3 TM12-TM13 loop, iden-
tified as the major contact sites between DC2
and STT3A (Fig. 2, C and F), differed consider-
ably between the STT3 paralogs (table S1 and
fig. S8). This suggests that DC2 binds specifically
to the STT3Aparalog,whichwould exclude STT3B
complexes from the RTC.
In our second (nonprogrammed) reconstruc-

tion (fig. S2), the general translocon architecture
was very similar to the P-site tRNA–containing
complex, and models for laterally closed Sec61
and OST fitted well as separate rigid bodies
(Fig. 3A). Comparison with the model of the
programmed RTC revealed a tilting movement
between Sec61 and OST, with the cytosolic loops
of Sec61 and the cytosolic RPN1 domain serving
as hinge points on the ribosomal large subunit
(Fig. 3B andmovie S1). Furthermore, we improved
image processing for an already published cryo-
ET data set (18) of the native RTC with laterally
opened Sec61 (fig. S9) to a resolution allowing
rigid body fits of Sec61 and OST (Fig. 3A). Upon
opening of the Sec61 lateral gate, the Sec61a
N-terminal domain and Sec61b approachedDC2.
This induced a repositioning of the entire OST
complex to accommodate the Sec61 conforma-
tional change (Fig. 3B and movie S1). Although
the relative arrangement of DC2 and Sec61 dif-
fered substantially between the three observed
conformational states, DC2 always stably inter-
acted with Sec61. Thus, DC2 acts as a versatile
module that provides robust integration of OST
into the translocon complex, even under vastly
differing conformational states of the translocon
complex.
Our cryo-EM reconstructions define the exact

position and orientation of the OST catalytic site
in the context of themammalianRTC and enable
a detailed dissection of the interface betweenOST
and the ribosome-Sec61 complex. This allowed us
to interpolate the path for a nascent glycosylation
substrate for cotranslational scanning on trans-
locon-associated OST (Fig. 3C) and provided a
molecular basis for STT3-paralog specificity in
the RTC (Fig. 3D). The minimum distance be-
tween a TM segment at the Sec61 lateral gate and
the catalytic site of STT3A was about 6.5 nm, ex-
plainingwhy glycosylation sites that are very close
to TMs are often skipped by translocon-associated
OST (26).
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Fig. 1. RTCs harbor exclusively STT3A complexes. (A) Schematic representation and membrane
topology of OST subunits for the STT3A (red frame) and STT3B complexes (green frame; yeast
names in parentheses). Shared subunits are depicted in pink. OST subcomplexes are indicated for
the STT3A complex. (B) Microsomes from wild-type or mutant human embryonic kidney (HEK)
293 cells were analyzed by immunoblotting using rabbit polyclonal antibodies. The arrowhead in the
STT3B blot designates a nonspecific background band. MM, molecular mass. (C to E) Ribosome-
bound translocon populations observed for microsomes from wild-type HEK293 (C), DSTT3B (D),
and DSTT3A (E) cell lines after in silico sorting. The absolute number and percentage of
subtomograms contributing to each class are given. All densities were filtered to 30-Å resolution.
80S, eukaryotic ribosome.
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Fig. 2. Localization of STT3A, RPN1, and DC2 in ribosome-bound
OST. (A) Cryo-EM structure of the active solubilized RTC. Ribosome
and P-site tRNA are shown before focused refinement, low-pass
filtered to 4 Å; the membrane region including Sec61, TRAP, and OST
is shown after (fig. S2). 40S and 60S are eukaryotic ribosomal
subunits. (B) Magnified view of the translocon region omitting TRAP,

as depicted in (A) (top) or rotated by 90° (bottom). PPi, inorganic
pyrophosphate. (C and D) Fitted homology model for mammalian
STT3A. Density for phosphate groups in the catalytic center is green.
L, loop. (E) Magnified view of the cytosolic RPN1 four-helix bundle
binding to the ribosome. (F) Magnified view of the Sec61-OST
interface with a fitted model for the DC2 TMs.
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Fig. 3. Translocon dynamics and scheme for cotranslational N-glycosylation. (A) Models for
Sec61 and OSTwere fitted into the RTC densities with laterally closed (left, programmed; center,
nonprogrammed) and opened Sec61 (right). (B) Trajectories of a carbon atoms connecting the observed
conformational states with color-coded length. (C) Schematic representation of the RTC with an
interpolated example path for a nascent secretory protein. The STT3A catalytic site and a signal peptide
(SP) or TM in the Sec61 lateral gate are separated by ~6.5 nm. (D) Molecular basis for STT3-paralog
specificity in the RTC. The DC2 and RPN1 subunits tie the STT3A complex into the RTC (top). The lack
of DC2 and potential interference of the STT3B-specific cytosolic domain with ribosome binding
exclude STT3B complexes from the RTC (bottom).
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STRUCTURAL BIOLOGY

Structure of the nuclear exosome
captured on a maturing preribosome
Jan Michael Schuller,1* Sebastian Falk,1* Lisa Fromm,2 Ed Hurt,2† Elena Conti1†

The RNA exosome complex processes and degrades a wide range of transcripts, including
ribosomal RNAs (rRNAs).We used cryo–electron microscopy to visualize the yeast nuclear
exosome holocomplex captured on a precursor large ribosomal subunit (pre-60S) during
7S-to-5.8S rRNA processing.The cofactors of the nuclear exosome are sandwiched between
the ribonuclease core complex (Exo-10) and the remodeled “foot” structure of the pre-60S
particle, which harbors the 5.8S rRNA precursor.The exosome-associated helicase Mtr4
recognizes the preribosomal substrate by docking to specific sites on the 25S rRNA, captures
the 3′ extension of the 5.8S rRNA, and channels it toward Exo-10.The structure elucidates
how the exosome forms a structural and functional unit together with its massive pre-60S
substrate to process rRNA during ribosome maturation.

T
he eukaryotic RNA exosome is a conserved
3′-5′ degradation machinery that functions
in the turnover, surveillance, and processing
of coding and noncoding RNAs, in both the
nucleus and the cytoplasm (1, 2). The pro-

cessing of ribosomal RNA (rRNA) precursors is a
prominent function of the nuclear exosome (3).
In yeast, ribosome biogenesis starts with the syn-
thesis of a polycistronic transcript, from which
the 18S, 5.8S, and 25S rRNAs are generated by
a series of processing reactions (4, 5). One of the
most complex steps in rRNA biogenesis is the
degradation of the internal transcribed spacer 2
(ITS2), an intervening sequence located between
the 5.8S and 25S rRNAs that is almost completely
removed before the pre-60S ribosomal particle is
exported to the cytoplasm (4) (fig. S1). ITS2 re-
moval requires the action of the exosome and is
indeed the pathway that led to the discovery of
this complex in Saccharomyces cerevisiae (6).
The yeast exosome contains a core complex

of 10 proteins (Exo-10), which include a single
processive 3′-5′ exoribonuclease (Rrp44) and nine
catalytically inactive subunits (Exo-9) (1, 2, 7).
RNA substrates reach the ribonuclease via an
internal channel that traverses the entire core
complex and can accommodate up to 30 nucleo-
tides (8, 9). In the nucleus, Exo-10 functions with
four conserved cofactors: the distributive 3′-5′
exoribonuclease Rrp6, its binding partner Rrp47,
the small proteinMpp6, and the 3′-5′RNAhelicase
Mtr4 (1, 3). Rrp6-Rrp47 andMpp6 stably associate
with the exosome core and together contribute
to transiently recruit Mtr4 (10–13). In turn, Mtr4
is transiently recruited by ribosome biogenesis
factors to catalyze the removal of rRNA spacer
sequences (14).
The removal of ITS2 from the pre-60S par-

ticle starts with cleavage reactions that generate

the 5′ end of the mature 25S rRNA but leave be-
hind a 5.8S rRNA precursor with a long 3′ end
extension (7S) (fig. S1) (4, 5). Subsequent trimming
of the 7S pre-rRNA by the exosome occurs through
the sequential action of the two nuclear exosome
ribonucleases (15, 16). Rrp44 first shortens the 3′
end of the 7S pre-rRNA to a 5.8S rRNA form ex-
tended by 30 nucleotides (5.8S+30); Rrp6 then
takes over this intermediate and shortens the
extension further (fig. S1) (15, 16). Similar pre-rRNA
intermediates have been observed inmammalian
cells, suggesting that the mechanism of exosome-
mediated 7S-to-5.8S rRNAprocessing is conserved
from yeast to human (17).
The individual steps in ribosomal biogenesis

not only entail the progressive shortening of
rRNA precursors but also correlate with discrete
preribosomal particles that differ in the composi-
tion of ribosomal proteins and transiently associ-
ated biogenesis factors (4). Recent cryo–electron

microscopy (cryo-EM) reconstructions have
revealed the architecture of pre-60S particles
containing the 7S pre-rRNA, showing how ri-
bosomal biogenesis factors assemble around
part of ITS2 and form the so-called “foot” struc-
ture of the particle (18). The finding that one of
these biogenesis factors, Nop53, recruits the Mtr4
helicase (14) has paved the way for visualizing
the structure of a nuclear exosome as it processes
the 5.8S rRNA in a pre-60S ribosome particle.
We recently reconstituted the yeast 7S pre-

rRNA processing reaction in vitro using endoge-
nous 7S-containing pre-60S particles (purified by
tagging Nop53) together with an active recombi-
nant nuclear exosome holo-complex (Exo-10–
Rrp6–Rrp47–Mpp6–Mtr4, referred to as Exo-14n)
(19). For the structural analysis, we stalled the
exosome on the pre-60S using an Exo-14n com-
plex with a catalytically inactive Rrp6 (12), which
accumulates unprocessed 5.8S+30 pre-rRNA (19)
(fig. S1). Single-particle cryo-EM analysis of the
purified pre-60S–Exo-14n complex yielded EM
density maps ranging between 3.9- and 4.6-Å
resolution (figs. S2 to S5 and table S1), of suf-
ficient quality to unambiguously fit all the known
atomic models (see materials and methods) (fig.
S6). The resulting pseudo-atomic model reveals
the architecture of the entire pre-60S–Exo-14n
assembly intermediate, stalled on a 5.8S+30 pre-
rRNA (5.8S+30 particle) (Fig. 1).
The inner core of the in vitro–processed pre-

60S particle has a very similar overall structure
as compared with the 7S pre-rRNA containing
pre-60S particles (7S particles) previously isolated
from yeast via either Nog2 (18) or Arx1 (20). How-
ever, there are pronounced differences. First, the
L1 stalk, a flexible structural element formed
within domain V of the 25S rRNA, has swiveled
about 30° into a half-inward conformation, with
its tip contacting the immature unrotated 5S ribo-
nucleoprotein (RNP) (fig. S7). Second, the foot
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Fig. 1. Overall structure of the yeast pre-60S–Exo-14n complex. (A) Cryo-EM density and
(B) surface representation of the pre-60S–Exo-14n structure fitted with known atomic structures.
The color-coding scheme for the different proteins and RNAs is indicated at the bottom. The 5.8S
rRNA is embedded within the complex and not visible in the surface representation.
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structure at the bottom of the pre-60S particle
has been almost completely remodeled. In the
earlier 7S particles, the foot is formed by five
ribosome biogenesis factors, which coat the struc-
tured part at the 3′ extension of the 5.8S rRNA
(18) (fig. S8, A and B). In the 5.8S+30 particle,
only one of these assembly factors (Nop7) has
remained bound in the same conformation (Fig.
1 and fig. S8, A and B). No ordered density is
visible for Nop53, which had been used as the
bait for pre-60S purification, suggesting that it
may be flexibly attached after remodeling or dis-
sociated during the EM sample preparation (fig.
S8C). Furthermore, the convoluted structure at
the 3′ extension of the 5.8S rRNA has been un-
folded and trimmed and is now embedded in a
single-stranded conformation within the exo-
some channel (see below). The physical space
previously occupied by the ITS2 RNP in the 7S
particle is now occupied by the bulky Mtr4 and
the other exosome cofactors (Fig. 2 and fig. S8B).
The Mtr4 helicase provides the main connec-

tion between the pre-60S and Exo-10. Mtr4 con-
tains a catalytic core (a DExH-type helicase

region formed by two RecA and a helical bundle
domain) and a regulatory “arch” (21, 22) [formed
by ahelical “stalk” andaKOW(Kyrpides, Ouzounis,
and Woese) domain]. In our cryo-EM structure,
Mtr4 binds the 25S rRNA via a bidentate inter-
actionmediated both by the arch and by theDExH
core (Fig. 2A and fig. S6B). Within the arch, the
KOWdomain contacts domain I of the 25S rRNA
(at helices 15 and 16) (Fig. 2A) using structural
elements that had been previously shown to bind
double-stranded RNA in nuclear magnetic reso-
nancemapping experiments (23). In this orienta-
tion, the Nop53-binding site on the KOW domain
is solvent accessible (14, 23) (fig. S8D), suggesting
that the arch can in principle bind both Nop53
and the 25S rRNA during the early stages of re-
cruitment to the 7S particle (23). In general, these
KOW-rRNA interactions, which we observe in
ourmap, rationalize previous functional data that
the arch of Mtr4 is required for rRNA processing
in vivo (22).
The DExH core of Mtr4 contacts domain V of

the 25S rRNA (Fig. 2A). The helical bundle do-
main approaches a eukaryotic-specific element

of the 25S rRNA (helix 79 in expansion segment
ES31), whereas the RecA2 domain contacts an
adjacent surface at the base of the L1 stalk (helix
76, near ribosomal protein L8). Altogether, these
interactions push the L1 stalk upward, possi-
bly causing long-range effects to the tip of the L1
stalk and stabilizing it in its half-inward confor-
mation. Importantly, some of the contacts be-
tween Mtr4 and domain V of the 25S rRNA
would only be feasible after the foot structure
has been remodeled and the biogenesis factor
Rlp7 been removed. It is thus possible to envis-
age how Mtr4 could signal the state of ITS2
processing to the L1 stalk, which in turn could
trigger the next ribosome biogenesis steps (e.g.,
the recruitment of Rix1-Rea1 and rotation of the
5S RNP) (24).
The DExH-binding and KOW-binding regions

in the 25S rRNA are separated by about 90 Å
(Fig. 2A). To span this distance, the arch do-
main ofMtr4moves from the bent conformation
captured in previous crystal structures (21, 22) to
a more extended state. Interestingly, a similar
conformational change has been observed with
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Fig. 2. The nuclear cofactors of the RNA exosome. (A) Mtr4 (blue) with
the pre-60S particle (25S rRNA gray, ribosomal proteins wheat). (B) Rrp6N-
Rrp47N (red and pink) with Mtr4 and the biogenesis factor Nop7 (green).
(C) Rrp6N-Rrp47N concave surface with the N-terminal region of Mtr4 (30),
shown with the corresponding cryo-EM density. Red spheres represent the
position of residues mutated in a previous study [Rrp6 Asp27 and Phe30 (30)].

(D) Rrp6N-Rrp47N convex surface with the DExH core of Mtr4. Spheres
identify positions of conserved negatively charged residues of Rrp6 and
conserved positively charged residues of Mtr4. (E) C-terminal helix of Rrp47N
with Nop7. (F) Bottom surface of the Mtr4 DExH core with additional cryo-EM
density (attributed to N terminus of Mpp6, cyan). Blue spheres represent
the position of residues mutated in Mtr4 that abolish binding to Mpp6.
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the homologous cytoplasmic helicase Ski2 upon
binding to the 80S ribosome (25). In our cryo-EM
structure, the extended conformation of theMtr4
arch appears to be stabilized by the Rrp6N-Rrp47N
module, a tightly intertwined heterodimer formed
by the N-terminal domains of the two proteins
(26) (Fig. 2B). Fitting the characteristic crescent-
shaped structure of Rrp6N-Rrp47Nwas unambig-
uous in the EM density (fig. S6C). Confirming
the interpretation, the EM reconstruction showed
additional density on the concave surface of the
Rrp6N-Rrp47N crescent (Fig. 2C), consistent with
the binding of the Mtr4 N-terminal region (26).
On the convex surface of Rrp6N-Rrp47N, a helix of
Rrp6 lined by negatively charged residues ap-
proaches the helical bundle domain of Mtr4 at a
conserved positively charged surface (Fig. 2D and
fig. S6D). At the tip of Rrp6N-Rrp47N, a conserved
loop of Rrp6 reaches the stalk helices of the Mtr4
arch (Fig. 2C and fig. S2C). This observation ra-
tionalizes previous in vivo data that mutations of
conserved residues in this loop result in a 5.8S
rRNA processing defect in yeast (26). Finally, a
characteristic feature of Rrp6N-Rrp47N is the
presence of a long a helix in Rrp47N (26). This
helix protrudes by more than 20 Å from the
crescent and attaches to the pre-60S particle by
binding to the only remaining biogenesis factor
at the remnant foot structure, Nop7 (Fig. 2E and
fig. S6E).
Besides visualizing how Mtr4 docks to the

pre-60S particle, the EM reconstruction reveals
how it binds to the exosome complex. The Exo-9
core is formed by an upper ring of three “cap”
proteins (Rrp4, Rrp40, and Csl4) and a lower
ring of six ribonuclease (RNase) PH-like proteins
(1, 7). The helicase core of Mtr4 is positioned
edge-on at the top of Exo-9 (Fig. 3A). The helical
bundle and RecA1 domains of Mtr4 bind the cap
protein Rrp4 (Fig. 3B, left panel) and in particular
approach a conserved loop of Rrp4 that is known
to be essential in vivo (27). Previous structural
studies have shown that the same surface of Rrp4
binds the ribonuclease domain of Rrp6 (12, 13, 28)

(Fig. 3B, right panel). This “closed” conformation
of Rrp6 appears to be the resting position in exo-
some complexes lacking Mtr4 (12). In the pre-
60S–Exo-14n complex, Mtr4 binding onto Rrp4
appears to have displaced the Rrp6 ribonuclease
module into an “open” conformation, on the side
of Exo-9. In this open conformation, the Rrp6
ribonuclease module is rather flexible, with only
a portion [the helicase and RNaseD C-terminal
(HRDC) domain] accounted for in the EMdensity
(Fig. 3A), reminiscent of (although not identical
to) another flexible open conformation observed
in previous crystallographic studies (12). Essen-
tially, the only part of Rrp6 that remains un-
changed in all structures determined to date is
the C-terminal exosome-binding domain (Fig. 3B
and fig. S6F) (8, 12, 13, 28).
The incorporation of yeast Mtr4 into Exo-14n

also requires Mpp6 (10, 26). Structural studies
have shown how the middle domain of Mpp6
binds the cap protein Rrp40 at the top of Exo-9
(10, 11). From biochemical studies, the N-terminal
domain of Mpp6 is expected to contribute to
binding Mtr4 (10) and channeling RNA through
it (11), but the mechanisms have remained un-
clear. In the reconstruction, we noticed a density
feature on the helicase core of Mtr4 that would
be unexplained by the fitting of available crystal
structures and that would correspond dimension-
wise to a helix (Fig. 2F and fig. S6G). This structural
feature docks onto conserved hydrophobic resi-
dues at the bottom of the DExH core (Ile443 and
Ile489) and points toward the middle domain of
Mpp6 (Fig. 2F and fig. S9). We reasoned that
this density might correspond to the conserved
N-terminal domain of Mpp6. Indeed, isothermal
titration calorimetry experiments showed that
Mpp6 residues 1 to 67 bind the DExH core of
Mtr4 with a dissociation constant Kd of ~25 mM
(fig. S9A). The interaction was impaired when
using the I443R/N446R or I489R/E493Rmutants
ofMtr4 orwhendeleting the conservedN-terminal
segment of Mpp6 (residues 1 to 26) in pull-down
experiments (fig. S9C and S9D).

After fitting the Exo-14n proteins, we identified
and traced the 3′ extension of the 5.8S rRNA in a
prominent density that emerges from the pre-60S
particle and extends into Exo-14n (Fig. 4). After
the final nucleotide of the 5.8S rRNA (nucleotide
158), the ribonucleotide chain continues and
enters into the DExH core of Mtr4. Here, the
density follows the same path that had been ob-
served in the crystal structure of RNA-bound
Mtr4 (21) (Fig. 4). Upon exiting the helicase, the
density weakens as it crosses the solvent region
between the edge-on base of Mtr4 and the top of
Exo-9. Well-defined density starts again as the
RNA reaches the cap proteins and enters the
internal channel of the exosome core. RNA tra-
verses Exo-9, as previously observed in the crystal
structure of Exo-10-Rrp6C (8). The major differ-
ence is that the RNA chain ends in the PIN do-
main of Rrp44 rather than in the exoribonuclease
domain. Such a path from Exo-9 to the PIN
domain had already been suggested in previous
studies (29, 30). In the context of our reconstruc-
tion, the most plausible interpretation is that we
captured a situation/state whereby the 3′ exten-
sion of 5.8S has been trimmed to ~30 nucleotides
but cannot be handed over to Rrp6 for further
trimming (because Rrp6 exoribonuclease is in-
activated) and hence is re-captured in the ex-
osome channel. Considering that Exo-14n has a
footprint of 40 nucleotides in RNase protection
assays (11), the path toward the PINdomainmight
simply reflect the best fit for a 30-nucleotide
extension in a “resting” state of Exo-14n, when
Mtr4 is in an edge-on position on top of Exo-9.
The Mtr4-channeling conformation of the nu-
clear exosome that we observed in our recon-
struction is likely to be relevant not only for the
pre-60S substrate. Indeed, RNase protection assays
of Exo-14n bound to a generic single-stranded
RNA recapitulate the predictions from the cryo-
EM reconstruction, namely that the arch domain
ofMtr4 is required for RNA channeling (fig. S10).
This study shows how the nuclear RNA ex-

osome remodels the pre-60S particle, both in
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Fig. 3. Open and closed conforma-
tions of nuclear exosome
complexes. (A) View of the
Exo-14n structure from the
complex with the pre-60S particle
(with cryo-EM density) showing
the edge-on position of Mtr4 on top
of Exo-9. (B) (Left) Exo-14n complex
rotated ~180° around a vertical
axis with respect to (A) showing Rrp6
in an open conformation. (Right)
Exo-12n crystal structure (16) in the
same orientation, showing Rrp6 in a
closed conformation. The zoom-in
views at the bottom show how
Mtr4 and Rrp6 dock on the same
surface of the exosome subunit
Rrp4 (orange).
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composition and structure, thereby signaling the
status of ITS2 processing to the ribosome core.
The exosome complex itself is remodeled upon
binding to the preribosome: Its cofactors undergo
dramatic conformational changes as they re-
arrange to channel the 3′ extension of the 5.8S
rRNA through the Mtr4 helicase and into the
degradative chamber. Trapping the exosome in
action on a pre-60S particle has given an un-
precedented snapshot of how this RNA shredding
machine works on such a complex substrate. Al-
though the macromolecular complexes that de-
grade RNAs and synthesize proteins have so far
been studied individually, this work sets the
stage to elucidating how different machineries
in eukaryotic gene expression are physically
coupled and coordinated.
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Fig. 4. The path of the 3′ extension of the 5.8S rRNA from the pre-60S particle to the exo-
some. (Left) Close-up view of the cryo-EM structure, with the density corresponding to the
3′ extension of the 5.8S rRNA as a black mesh. (Right) Zoom-in panels showing the RNA as it
exits the pre-60S particle and enters Mtr4 (top) and as it exits Mtr4 and enters Exo-9 (bottom).
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IMMUNOLOGY

Germinal center antibody mutation
trajectories are determined by rapid
self/foreign discrimination
Deborah L. Burnett,1,2 David B. Langley,1 Peter Schofield,1,2 Jana R. Hermes,1

Tyani D. Chan,1,2 Jennifer Jackson,1 Katherine Bourne,1 Joanne H. Reed,1

Kate Patterson,1 Benjamin T. Porebski,3 Robert Brink,1,2

Daniel Christ,1,2* Christopher C. Goodnow1,2*

Antibodies have the specificity to differentiate foreign antigens that mimic self antigens,
but it remains unclear how such specificity is acquired. In a mouse model, we generated
B cells displaying an antibody that cross-reacts with two related protein antigens
expressed on self versus foreign cells. B cell anergy was imposed by self antigen but
reversed upon challenge with high-density foreign antigen, leading to germinal center
recruitment and antibody gene hypermutation. Single-cell analysis detected rapid
selection for mutations that decrease self affinity and slower selection for epistatic
mutations that specifically increase foreign affinity. Crystal structures revealed that these
mutations exploited subtle topological differences to achieve 5000-fold preferential
binding to foreign over self epitopes. Resolution of antigenic mimicry drove the optimal
affinity maturation trajectory, highlighting the value of retaining self-reactive clones as
substrates for protective antibody responses.

A
ntibodies often distinguish nearly identical
foreign and self antigens, such as the gly-
colipids on Campylobacter jejuni cell walls
and those on human nerve cells, with fewer
than 0.1% of infected people producing

cross-reactive antibodies that result in paralysis
and Guillain-Barré syndrome (1). Apparent limits
to antibody discrimination of self versus foreign
antigens are exploited by HIV, lymphocytic cho-
riomeningitis virus, and Lassa fever virus. These
viruses establish persistent infections and evade
antibodies by mimicking self glycoproteins and
cloaking their foreign envelope proteins with self
glycans (2–5). Although self-reactivity can be re-
moved from antibodies by V(D)J recombination
(6) or by V-region hypermutation (7–9), the cel-
lular basis and mutational pathways for resolving
foreign-self mimicry after infection or immuni-
zation remain undefined.
We engineered bone marrow chimeric mice

(Fig. 1, A and B, and figs. S1 to S4) in which the
majority of developing B cells reaching the spleen
from the bone marrow were polyclonal and ex-
pressed CD45.2 (CD45.2+). However, 1% of tran-
sitional B cells and 0.1% of mature follicular B cells
were CD45.1+ SWHEL cells, which carry HyHEL10
antibodies on their surfaces. HyHEL10 anti-
bodies have a defined structure and low affinity
for a self protein [hen egg lysozyme with three
substitutions (HEL3X) (10–13); 1/KD (equilibrium

dissociation constant) = 1.2 × 107 M−1] and for
a structurally similar foreign protein [duck egg
lysozyme (DEL); 1/KD = 2.5 × 107 M−1). In one
group of chimeric mice, the self protein was
displayed on all cells as an integral membrane
protein, mHEL3X, encoded by a transgene with
a ubiquitin promoter (14). When SWHEL B cells
were self-reactive, they reached the spleen as
short-lived anergic cells with decreased surface
immunoglobulin M (IgM) but normal surface IgD
(Fig. 1B and figs. S1 to S4), located primarily in
the T cell zone (Fig. 1C) as in other anergic
models (15–17). The frequency of anergic SWHEL

cells was lower than the frequency of circulating
anergic IgD+ IgMlo VH4-34+ B cells, which re-
cognize ubiquitous cell surface antigens and
mutate away from self-reactivity in humans (8).
We first tested whether self-reactive SWHEL

B cells could respond to a foreign antigen that
perfectly mimicked self antigen. Sheep red blood
cells (SRBCs) were covalently coupled with self
antigen at surface densities equivalent to those
on endogenous mouse red blood cells (MRBCs)
or 30-fold higher (Fig. 1D). Despite equal levels
of T cell help for germinal center (GC) responses
by the diverse repertoire of other B cells (Fig. 1F),
self-reactive SWHEL B cells entered GCs only when
SRBCs carried high antigen density (Fig. 1G).
SRBCs with low antigen density could nevertheless
induce GC responses from SWHEL B cells that
were not self-reactive. These results are con-
sistent with previous evidence that helper T cells
cooperate with anergic B cells only when B cell–
receptor cross-linking by foreign antigen is greater
than that induced by self antigen (18).
Next, we tested the response of self-reactive

SWHEL B cells to DEL, which differs from self
antigen at four residues that make contact with

the HyHEL10 heavy chain (H chain) (figs. S5 and
S6A). GC reactions were initiated with uncon-
jugated SRBCs, and 11 days later, SWHEL B cells
were recruited into the reactions synchronously
by a booster immunization with DEL coupled at
high density to SRBCs (Fig. 2A). Four days after
immunization with DEL-conjugated SRBCs, SWHEL

B cells constituted ~20% of all GC B cells and were
present in comparable total numbers regardless
of self-reactivity (Fig. 2B and figs. S5 and S6, B and
C). When the SWHEL GC B cells were self-reactive,
they had lower densities of surface IgG1 per cell
(Fig. 2C and fig. S6D), likely caused by engage-
ment with self antigen on neighboring cells. At
this early time point, the frequencies and num-
bers of IgG1− and IgG1+ SWHEL B cells with low
binding to self antigen were increased when
the cells were self-reactive (Fig. 2, C and D, and
fig. S6C). These low-binding cells had increased
frequencies of missense mutations (fig. S6, E and
F), with 55% having acquired a Ser52→Arg52

(S52R) or Ser52→Asn52 (S52N) mutation in
complementarity-determining region 2 (CDR2)
(Fig. 2E). Both mutations greatly decreased af-
finities for both self and foreign proteins (fig. S7
and table S1).
To determine whether rapid selection for mu-

tant GC B cells with decreased affinity for self
protein was followed by maturation of affinity
for foreign protein, we analyzed antibody mu-
tations 4, 7, and 11 days after SWHEL B cells
were challenged with DEL-conjugated SRBCs
(Fig. 3A and fig. S8). On day 4, the frequencies
of S52R and S52N mutations were again signif-
icantly increased (11.55 versus 3.55%; P = 0.0093)
when SWHEL B cells were self-reactive. However,
the frequencies decreased on days 7 and 11. An
Ile29→Phe29 (I29F) mutation in CDR1 became
prevalent instead on day 7, occurring as a single
substitution in 31% of SWHEL B cells when they
were self-reactive compared with only 1.7% when
they were not. I29F conferred the property of
distinguishing foreign from self protein, causing
a 10-fold decrease in self affinity and a 2.6-fold
increase in foreign affinity (Fig. 3A, fig. S7, and
table S1).
The I29F mutation became paired with

Ser52→Thr52 (S52T) and Tyr53→Phe53 (Y53F) mu-
tations in CDR2. This pattern emerged in a small
subset of self-reactive cells on day 7, but these
mutations became most prevalent as pairs or a
trio by day 11. S52T and Y53F were rarely found
individually, but combined with the I29F foun-
dation mutation, they increased foreign-self dis-
crimination. Cells with the combined mutations
retained 1 × 106 M−1 affinity for self but showed
progressively increasing foreign affinity, up to to
6 × 109 M−1. Strong epistatic (nonadditive) effects
were observed. For example, the I29F-S52T-YF3F
trio increased the apparent differential binding
energy (DDG) for binding foreign antigen by
−3.3 kcal/mol, compared with −1.6 kcal/mol
expected for additive effects of the individual
mutations (table S1). This trio of mutations be-
came even more prevalent when self-reactive
SWHEL B cells were recruited at the outset of the
GC reaction and analyzed 15 days later (Fig. 3B
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and fig. S9). Thus, an antibody that was initially
unable to distinguish foreign from self antigen
had evolved a 5000-fold differential binding to
foreign antigen over self antigen by first mutat-
ing away from binding self antigen and subse-
quently mutating toward binding foreign antigen.
SWHEL-derived cells that had lost self-binding
but retained foreign binding were also frequent
among the IgG1+ memory B cell compartment
(fig. S10). Foreign antigen–specific IgG1 serum
titers were increased in mice with initially self-
reactive SWHEL B cells (fig. S11).
A different, less optimal evolutionary trajec-

tory prevailed when SWHEL B cells were not
self-reactive. This trajectory was dominated by
acquisition of a CDR2 mutation (Y58F) alone,
paired, or in trio with S52T and Y53F (Fig. 3).
Y58F alone or with S52T and Y53F increased self-
affinity by a factor of four, explaining why this
trajectory was not taken by self-reactive SWHEL

cells. The Y58F-S52T-Y53F trio increased foreign
affinity to 2 × 109 M−1, which was one-third of
the affinity obtained with the I29F-S52T-Y53F
trio selected through the self-reactive trajectory.
To understand how these three mutations con-

ferred a 5000-fold differential binding to foreign
protein over self, we used x-ray crystallography
to analyze the structure of HyHEL10I29F,S52T,Y53F

in complex with DEL (Fig. 4, table S2, and
movie S1) compared to that of wild-type HyHEL10
(HyHEL10WT) in complex with HEL (19). I29F
resulted in a structural rearrangement of the
CDR1 loop to accommodate the larger phenyl-
alanine side chain. Displacement of this loop
(arrow 1 in Fig. 4C) opened up additional struc-
tural adjustments of CDR2 (arrow 2 in Fig. 4C)
and, in particular, repositioned Y53F to interact
with a hydrophobic pocket formed on the sur-
face of DEL by the short Ala75 (A75) side chain,
which is in contrast to the much longer leucine

in HEL. The CDR2 backbone adjustments also
allowed replacement of the smaller S52 side chain
with threonine. Thus, our structural analyses
were in agreement with the observed mutational
trajectory, whereby the I29F foundation muta-
tion introduces structural rearrangements into
CDR1 and CDR2. These rearrangements enable
secondary mutations at positions 52 and 53, which
selectively increase foreign affinity in an epistatic
manner. Binding studies confirmed that I29F
confers 50-fold–lower binding to self versus
foreign antigen by exploiting the Leu75→Ala75

(L75A) foreign pocket coupled with the adja-
cent Glu73→Lys73 charge reversal (table S1). This
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effect was further confirmed by solving the struc-
ture of HyHEL10I29F in complex with DEL (fig. S12).
We next identified anergic B cells in the

mHEL3X transgenic (mHEL3Xtg) mice within a
polyclonal repertoire that displayed micromolar
affinity for the same self antigen and tested
whether these B cells too could resolve anti-
genic mimicry. HEL3X-binding B cells consti-
tuted 2.7% of IgD+ IgMlo anergic B cells and
0.5% of all splenic B cells (fig. S13A). These

were sorted and added at 0.5% frequency to
unselected CD45.1+ B cells, and the polyclonal
mixture was injected together with T cells into
mHEL3Xtg Rag1−/− mice immunized with DEL-
conjugated SRBCs. In the recipients, 96% of the
GC response was derived from the unselected
CD45.1+ B cells, presumably recognizing mostly
SRBC antigens. In contrast, 61% of the DEL-
binding GC response was derived from the poly-
clonal HEL3X-binding anergic CD45.2+ B cells

(fig. S13B). Only 9.7% of these cells still bound
self antigen, whereas 53% bound foreign DEL
selectively (fig. S13C). Thus, in a normal rep-
ertoire, cells with micromolar affinity for self
HEL3X are dominant contributors to the GC
response against the self mimic DEL and rap-
idly lose binding to self.
The findings here extend evidence for auto-

antibody redemption in human antibodies (7–9)
by showing that mutation away from self-reactivity
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to (A) synchronize recruitment of SWHEL B cells into established GCs or (B) recruit SWHEL B cells
into GCs from the outset. SWHEL GC B cells were subjected to single-cell sequencing. Dashed lines
show the affinities of unmutated (WT) antibody for self and foreign proteins. Circles show the
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percentages of SWHEL B cells with the indicated mutations. Red circles indicate mutations more
frequent in self-reactive SWHEL B cells, and blue circles represent mutations more frequent in the
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precedes mutation toward foreign affinity to cre-
ate distinctive epistatic trajectories. Self-reactivity,
rather than being a barrier to immunization, di-
rected cells down an alternative trajectory, which
produced a higher final affinity for the foreign
immunogen. The higher threshold to activate an-
ergic cells and recruit them to GC reactions is
nevertheless an important constraint: for instance,
a low density of Env molecules on HIV virions
may fail to activate anergic B cells withmoderate
cross-reactive affinity for self glycans attached to
foreign and self polypeptides, precluding muta-
tion trajectories away from self-reactivity.
Antibody mutation away from self-reactivity

in GC reactions defers the need to acquire strin-
gent self-tolerance until after an infection. This
process is complementary to the concept of purg-
ing self-reactive antibodies from the preimmune
repertoire before they can be tested for binding
foreign antigen (1, 6, 20–22) as well as to Jerne’s
hypothesis of mutation away from self in the bone
marrow and bursa (23). Both concepts create a
“holes in the repertoire” problem if applied too
stringently (24, 25). Crucially, autoantibody re-
demption minimizes the potential for microbes
to evolve antigens that are “almost self,” which
could otherwise be recognized only by preim-
mune antibodies that had been deleted or edited
in the bone marrow. Mutation away from self in
response to one foreign antigen may allow prog-
eny B cells to respond to an unrelated foreign
antigen later. For example, intestinal microbes
may induce polyspecific B cells to mutate away
from self, providing a self-tolerant repertoire that
would not be available in individuals treated

with antibiotics or raised in a more hygienic en-
vironment. The evolution of an antibody along
a limited set of mutation trajectories, driven by
two selection pressures for higher affinity for
one ligand and lower affinity for another, pro-
vides an example of deterministic molecular evo-
lution. Our findings provide insights into the
GC reaction and the evolution of specificity in
antibody-antigen interactions.
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and renamed the Cozzarelli Prize in 2007 to honor late PNAS Editor-in-Chief

Nicholas R. Cozzarelli. Articles receiving the Cozzarelli Prize were chosen

from more than 3,200 research reports published by PNAS in 2017 and
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of Sciences is organized.
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parasite networks in behaviorally manipulated ants
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and David P. Hughes (2017) Proc Natl Acad Sci USA 114:12590–12595
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Language from police body camera footage shows racial disparities in

officer respect
Rob Voigt, Nicholas P. Camp, Vinodkumar Prabhakaran, William L. Hamilton, Rebecca C. Hetey, Camilla M.
Griffiths, David Jurgens, Dan Jurafsky, and Jennifer L. Eberhardt (2017) Proc Natl Acad Sci USA 114:6521–6526
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Elizabeth Trembath-Reichert, Yuki Morono, Akira Ijiri, Tatsuhiko Hoshino, Katherine S. Dawson, Fumio Inagaki,
and Victoria J. Orphan (2017) Proc Natl Acad Sci USA 114:E9206–E9215
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lobal environmental issues have aroused

concern over the sustainability of human de-

velopment, while also providing a cooperation

opportunity for solving the common problems

facing mankind. The College of Environmen-

tal Sciences and Engineering (CESE), Peking

University established the research team per-

forming integrated and multiply disciplinary

studies covering a wide range of research

areas, from fundamental academic issues,

technologies and alternatives, and policies

of global environmental problems, which pro-

vides important support for the negotiations

and implementation of various global environ-

mental agreements.

The Montreal Protocol on the Protection

of the Ozone Layer, praised by Kofi Annan

as “perhaps the single most successful interna-

tional environmental agreement to date” , is

a prime example of global cooperation on

environmental issues. Our research team was

the most important institution providing deci-

sion-making support to the Chinese govern-

ment for implementing the Montreal Protocol.

As early as the late 1980s, our team worked

as a counselor for the government before

acceding to the Vienna Convention for the

Protection of the Ozone Layer. In the 1990s,

we discovered that, from the perspective of

atmospheric chemistry and physics, there

were climate and environmental side effects

as a result of using HFC-134a as a substitute.

In 1993, China's Country Program for the pha-

seout of Ozone-Depleting Substances (ODS),

spearheaded by our team, was adopted by the

United Nations Environment Program and the

Chinese government. It was the first national

program of the Montreal Protocol and became

a model for other countries as they developed

their own national programs. Moreover,

we proposed and constructed an innovative

sector-based ODS phaseout plan which was

proved to be cost-effective. According to the

assessment by World Bank, it helped reduce

27% of the cost and was recommended by the

Multilateral Fund as a mechanism suitable

for other countries. The ODS quota trading

system, designed by the team, was adopted by

the Chinese government as one of the earliest

examples of market based instruments for

pollution control in China.

The protect ion of the ozone layer is

closely related to climate change. In the past

decades, our research team has studied the

climate impact of man-made chemicals, using

discharging and monitoring methods from bot-

tom-up and top-down to analyze the sources of

CFCs, HCFCs and HFCs, together with their

impacts. The study showed that in the effort

to protect the ozone layer, China has reduced

large amounts of halogenated hydrocarbon

greenhouse gases and alleviated climate

warming together with the international

community. Our suggestions on the phase-out

plan of CFCs and HCFCs were adopted and

implemented by the Chinese government, and

in just the year 2010, the net annual avoided

emissions of halogenated hydrocarbons

greenhouse gases was equivalent to 1 billion

tons of carbon dioxide. An article, published

by the team in early 2016, pointed out that

China, whose HFCs were rapidly increasing,

would play an unprecedentedly important role

in the global reduction of HFCs. The article

proposed a HFCs control schedule in China,

this helps the Chinese government to sign the

Kigali amendment to the Montreal Protocol in

October 2016.

Solving the global environmental issues

is contingent on social, economic, scientific

acknowledge and technological alternatives.

The PKU team will continue its research on

the fundamental issues and implementation

strategies of international conventions on

climate change, ozone layer depletion and

chemicals (persistent organic pollutants and

mercury). The research will involve the risk

identification and assessment of these issues

(relevant substances or contaminants), paying

more attention to risk management as related

to both development and protection at the

national, regional and global levels.

CESE cordially welcomes job applicants

and visiting scholars with expertise in related

areas such as environmental management and

implementation of international conventions.

Feel free to contact us:

Website: http://cese.pku.edu.cn

Email: huiliu@pku.edu.cn

Tel: 010-62754126 ; Fax: 010-62751480

Address: Environmental Building, Peking
University, No.5 Yiheyuan Road, Beijing, China.
100871
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I. Introduction to

the University and Forum
Nanchang University is located in

Nanchang City, a famous historical

and cultural city – the "Hero City" in

China, which has a history of nearly

one hundred years. It is a national

"211 Project" key construction univer-

sity, China's "Double First-Class" con-

struction of first-rate disciplines and

the only university in Jiangxi Province

with high-level overall construction,

and is one of the 14 universities in the

central and western regions that are

supported by the Ministry of Educa-

tion in a construction mode of minis-

terial -provincial cooperation.

The university has five campus-

es, namely Qianhu Lake, Qingshan

Lake, Donghu Lake, Poyang Lake,

and Fuzhou. The main campus

- Qianhu Lake covers an area of

4,500 mu and the building area of

the school building is 1,300,000

square meters.

The university now has three depart-

ments, including humanities and social

sciences, science and engineering, and

medical science. There are two national

key disciplines (food science, materials

physics and chemistry) and one nation-

al key (cultivation) discipline (material

processing engineering). There are

currently a national key laboratory,

a national engineering technology

research center, a key research base of

humanities and social sciences of the

Ministry of Education, two key labo-

ratories of the Ministry of Education,

three engineering research centers of

the Ministry of Education, and nine

collaborative innovation centers of

Jiangxi Province. There are authorized

first-level disciplines for 15 academic

doctoral degrees, 11 post-doctoral

research mobile stations, and the uni-

versity has 5 affiliated hospitals. Five

disciplines including chemistry, clinical

medicine, agricultural science (based

mainly on food science and engineer-

ing), engineering, andmaterials science

entered the top 1% of ESI in the United

States. The discipline of food science

and engineering was evaluated as A in

the fourth round of China Discipline

Ranking, ranking third in universities

nationwide.

The First International Young

Scholar Forum of Nanchang Univer-

sity will be held on May 15-17. This

forum aims to build a platform for

exchanges and cooperation among

outstanding young scholars at home

and abroad, promote interdiscipli-

nary research and academic inno-

vation, increase mutual cooperation

and trust, and deepen the compre-

hensive understanding of Nanchang

University, and realize promotion

of high-level talents to build up

their careers in Jiangxi Province and

work together to jointly promote the

"Double First-Class" construction of

Nanchang University. We sincerely

welcome young talents at home and

abroad to participate in this forum.

II. Subject Areas

Materials Science and Engineer-

ing, Physics, Chemistry, Biomedical

Engineering, Information and Com-

munication Engineering, Mechani-

cal Engineering, Food Science and

Engineering, Public Health and Pre-

ventive Medicine, Bioengineering,

Environmental Science and Engi-

neering, Chemical Engineering and

Technology, Biology, Clinical Med-

icine, Basic Medicine, Pharmacy,

Journalism, Marxist Theory, Applied

Economics, Theoretical Economics,

Business Administration, Statistics,

Chinese Language and Literature,

Philosophy, Chinese History, Com-

puter Science and Technology.

III. Invitees

The invitees shall be the outstand-

ing young scholars who generally

are under 40 years of age (born after

January 1, 1978), have a PhD degree

overseas with continuous overseas re-

search work experience for 2 years or

more, or have obtained a doctorate in

China with more than 3 consecutive

years of research work experience

abroad but has not yet returned to

China and intends to join Nanchang

University.

Invitees should have one of the

following conditions: Appointee

of National “1000 Youth Talents

Plan”, Young Top-notch Talent of

Ten Thousand Talent Program,

Young Changjiang Scholars, win-

ners of the National Natural Science

Foundation for Outstanding Young

Scientists, or qualified personnel of

corresponding levels.

IV. Sponsorship
The university uniformly arranges

accommodation (free of charge) and

offers a round-trip travel allowance

(economy class air-ticket or second

class seat high-speed rail ticket), with

an upper limit of 15,000 yuan per per-

son in Europe and the United States, a

maximum of 7,000 yuan per person in

theAsia-Pacific region, and a domestic

(including Hong Kong, Macao and

Taiwan) limit of 5,000 yuan per person.

V. Schedule
Registration Deadline: April 20,

2018 (determined according to the

circumstances)

Invitation to the forum: March 20

to April 30, 2018

Forum Registration: May 15, 2018

Forum Duration: May 16-17 (Main

Forum, Sub Forum, etc.)

Contact
Contact: Teacher Tian

Tel: 0791-83969076

E-mail: 373959571@qq.com

gcrc@ncu.edu.cn

Application Materials
1. Information of the applicant: in-

cluding but not limited to resume, ac-

ademic achievements, award certifi-

cate, etc.;

2. Personal information (with-

in 200 words)；

3.Personal photos (within 100k).

Treatment to National

“FourCategoriesofYouth Talents”
1. National support (for Appoin-

tee of National “1000 Youth Talents

Plan”): The research fund is 1-3

million yuan with the one-off subsidy

of 500,000 yuan.

2. Local support: Jiangxi Province

provides 5 million yuan of innovation

and entrepreneurship development

funds (for Appointee of National

“1000 Youth Talents Plan”). Those

who are selected as the "Double 1000

Legal Scholars" in Jiangxi Province

will be given a project grant of 1

million to 3 million yuan per person.

Humanities and social sciences is

funded by 200,000-500,000 yuan as

the project grant, and no more than

30% of the funds can be used to im-

prove personal living conditions.

3. The university provides:

1) According to the "Interim

Measures for the Introduction of

High-level Talents" issued by the

university and in line with the

standards for introduction of sub-

ject-leading talents, the university

will provide an annual salary of

500,000-800,000 yuan;

2) With the appointment to pro-

fessorship (staffing of government

affiliated institutions, and fixed po-

sition), the university will provide

a good scientific research platform,

office space and research space;

3) Based on the funding for

the start-up of scientific research

provided by the State and Jiangxi

Province, the university will pro-

vide sufficient scientific research

start-up funds to meet the needs

of the discipline construction ac-

cording to the circumstances, with

details to be discussed;

4) The university will provide a

set of circulating house within the

campus together with a setting-in

allowance of 600,000 yuan and a

talent reward of 500,000 yuan;

5) The university will provide

one-stop high-quality educational

resources for the talents' children

from primary school to high school.

* Young scholars who achieve a

better evaluation in the national

"Four Categories of Youth Talents"

project review, pass the expert com-

munication review and enter the

meeting's assessment section may

be introduced according to the uni-

versity's "Interim Measures for the

Introduction of High-level Talents".

The university will provide an

annual salary of 250,000-500,000

yuan and a setting-in allowance

with necessary research funding

according to relevant standards.

Nanchang UniversityWelcomes Young Talents at Home and Abroad

to AttendTe First International Young Scholar Forum
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The International Center of Future Sci-

ence (ICFS) was established in 2016

on the basis of the International Tal-

ent Recruitment Center, which was

co-founded by the State Administration

of Foreign Experts Affairs of China and

Jilin University. Focused on the newest

development of international science

and technology and oriented to the

major demands of global development

and expansion, ICFS is dedicated to the

great mission of exploring the unknown

and promoting human cognition. With

the aim to bring out epoch-marking

academic thoughts and new outstand-

ing interdisciplinary results, ICFS has

been established to carry out scientific

research in the highest standards by

gathering teams of top-ranking sci-

entists from all over the world in the

fields of chemistry, physics, materials,

electronics, biomedicine, etc. As a

key talent zone where scientists have

unique opportunities for their research,

ICFS enjoys preferential policy support

and excellent development platform

from both the Chinese government and

Jilin University. Currently, ICFS has six

research teams working on different

research areas, including Advanced

Energy and Environmental Materials,

High-Pressure Science and Technology,

Translational Immunology, Millimeter

Microwave Technology and Applica-

tions, Advanced Metallic Materials,

PaleoChemistry and PaleoEvolution of

Ancient Life.

Open Positions and Requirements

Position 1: Distinguished Scientists

Distinguished Scientists should be (1)

the members of Chinese, European and

American academy of sciences and engi-

neering, or (2) the recipients of Innovative

Talents Long-Term Project of National

Thousand Talents Program, or (3) the re-

cipients of Changjiang Scholars Program

of Ministry of Education of China, or (4)

the recipients of the National Science

Fund for Distinguished Young Scholars,

or (5) the recipients of the tenured pro-

fessors of world leading universities and

research institutions.

Position 2: Future Scientists

The Future Scientist should be the recip-

ients of (1) National Thousand Youth Tal-

ents Program, or (2) National Program for

Support of Top-notch Young Professionals,

or (3) Excellent Young Scientists Fund, or

(4) Changjiang Youth Scholars Program of

Ministry of Education of China.

Position 3: Post-Doctoral Research Fellow

The applicants should hold a doctoral de-

gree granted by world-renowned universi-

ties or research institutions. In principle, the

applicants should be under 35 years old.

Salary and Benefit

ICFS provides competitive annu-
al salary ranging from $125,000 to

$360,000 for distinguished scientists
and $55,000~$180,000 for future sci-
entists. Housing benefits, insurance,
medical treatment and welfare are in
accordance with the relevant policies of
the government and Jilin University. Ini-
tiation funds, laboratories, and research
assistants will be provided according
to the demand of the corresponding
research field. The annual salary for
post doctorate researchers would be
$45,000~$60,000.

Distinguished Scientists and Future
Scientists will enjoy beneficial policies
for graduate student admissions. ICFS
will help the spouses of Distinguished
Scientists and Future Scientists find
their jobs in Jilin University. Their
children will get the entrance into the
kindergarten, primary school, middle
school, and high school affiliated to

Jilin University.

Contact Us

Please send your Curriculum Vitae, 5

representative publications, and your

research plan to the chief scientist of

the research team you are interested in.

Research Team Background Required Chief Scientist

Advanced Energy and Environmen-

tal Materials

chemistry, physics, materials, electronics, com-

puter science, etc.

Prof. Jihong Yu

(jihong@jlu.edu.cn)

High-Pressure Science and Tech-

nology

physics, chemistry, materials, electronics, com-

puter science, etc.

Prof. Yanming Ma

(mym@jlu.edu.cn)

Translational Immunology

medicine, molecular biology, immunology, na-

nomedicine, stem cells, pharmacy, animal model

development, etc.

Prof. Yongguang Yang

(yongg@jlu.edu.cn)

Advanced Metallic Materials materials, physics, chemistry, etc.
Prof. Huiyuan Wang

(wanghuiyuan@jlu.edu.cn)

PaleoChemistry and PaleoEvolution

of Ancient Life

chemistry, physics, materials, electronics, com-

puter science and graphics, earth sciences, life

sciences, paleobiology, etc.

Prof. Robert R. Reisz

(robert.reisz@utoronto.ca);

Prof. Timothy D. Huang

(timd_huang@yahoo.com)

The Future,RightHere.
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Affliated with the University of Pittsburgh School of Medicine

Associate Director for Clinical Investigations, UPMC Hillman Cancer Center, Pittsburgh, PA

The UPMC Hillman Cancer Center, celebrating its 27th year as a leading center for cancer research, is
recruiting outstanding applicants for the position of Associate Director for Clinical Investigations. The
UPMCHillman Cancer Center clinical research efforts located in Shadyside as well as the expanding network,
including nearly 150 employees in various regulatory clinical research and leadership roles. The Associate
Director for Clinical Investigations will provide oversight and support for re-designing and re-organizing
our infrastructure for clinical research, in order to increase efficiency, reduce activation timelines and expand
clinical trial availability to the many point-of-care sites in the UPMC Hillman Cancer Center network. As
Dr. Ferris’s representative, the AD will also provide physician leadership to Clinical Research Services in
collaboration with UPMC Hillman Cancer Center Chief Operating Officer and Vice President Stephanie K.
Dutton, MPA and Bhanu Pappu, PhD, MHA, Vice President for Clinical Research Operations and Strategy.

Based on the individual’s research field, the candidate will be hired into the appropriate Department in the
School of Medicine at the University of Pittsburgh. The rank of Associate or Full Professor will be based
on the candidate’s experience.

Successful candidates will have an exceptional clinical, scientific research and administrative record and will
join in tenure-track or tenured faculty positions that are commensurate with prior training and experience. A
competitive salary and research start-up package will be provided, as well as potential for laboratory and office
space within the state-of-the-art Hillman Cancer Center or Magee-Womens Research Institute.

Located in the city of Pittsburgh (routinely ranked as one of the top most livable and affordable U.S.
cities), Hillman (previously known as the University of Pittsburgh Cancer Institute) is an NCI-designated
Comprehensive Cancer Center with 344 members; 10 research programs in basic, translational, clinical, and
population sciences; 13 shared resources that receive funding from our NCI Cancer Center Support Grant;
and an FY17 institutional funding base of nearly $157 million. In FY17, the University of Pittsburgh ranked
#5 in overall NIH funding. Hillman Cancer Center serves a catchment area of 29 Western Pennsylvania
counties and provides unique opportunities to collaborate with clinical and translational research programs
involved in cancer patient care.

To apply for a position, please send your curriculum vitae, a one-page summary of your research plans
(together with recommendations) to Hillman Director Robert L. Ferris, MD, PhD, care of thompsonla3@
upmc.edu. Applications will be reviewed and evaluated on an ongoing basis, following the receipt of all
required materials. The University of Pittsburgh is an Affrmative Action, Equal Opportunity Employer. EEO/
AA/M/F/Vets/Disabled.

Robert L. Ferris, MD, PhD, Director, UPMC Hillman Cancer Center

c/o Lola Thompson, 5150 Centre Avenue, Suite 500

Pittsburgh, PA 15232

Follow us for jobs,
career advice
and more!

@ScienceCareers

/ScienceCareers

Science Careers

ScienceCareers.org

Professor of Genetics and Director of
the Center for Genomic Health

Department of Genetics,
Yale University School of Medicine

Yale New Haven Hospital

The Department of Genetics at Yale University School of Medicine
is searching for a Professor of Genetics with an outstanding record
of transformative scientific achievements in Human Genetics and
Genomics. We expect that the candidate will lead a vigorous cross-
disciplinary research program focused on identifying and characterizing
genetic drivers of human disease. As a leader of human genetics both
within the department and across the Yale School of Medicine, the
successful candidate will have the opportunity to recruit other human
geneticists to the Genetics Department and lead a new program in
precision medicine as the Scientific Director of the Yale Center for
Personalized Medicine and Genomic Health.

We are looking for a dynamic, internationally recognized scientist
(Ph.D., M.D., or M.D./Ph.D.) with an outstanding research record of
scientific discoveries, as well as a strong track record of training the
best innovators in the field of human genetics and genomics.

To apply, please submit your CV to http://apply.interfolio.com/45539
to the attention of Antonio Giraldez, Chair of Genetics. Applications
will be reviewed startingApril 2018 and will continue until the position
is filled. Inquiries should be addressed to neltja.brewster@yale.edu.

Yale University is an Affrmative Action/Equal Opportunity Employer.
Yale values diversity among its students, staff, and faculty and

strongly welcomes applications from women, persons with disabilities,
protected veterans, and underrepresented minorities.

Special Job Focus:

There’s only one Science.

Search more
jobs online

Access hundreds of job postings
on ScienceCareers.org.

Expand your search today.
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Apply for EIT Health Summer Schools across Europe.
Train to become a healthcare leader of tomorrow

The EIT Health Summer Schools support innovation by empowering
the healthcare leaders and innovators of tomorrow. The two-to-three
week programmes provide students with the necessary skills to identify
needs related to healthcare and to transform innovative ideas into well-
elaborated business cases that can attract investment.

From the role of artificial intelligence to the application of serious game
design in healthcare –The EITHealth Summer Schools address themost
promising game changers of today.

For more information on the dates and programmes, please visit:
https://www.eithealth.eu/summer-schools

Multiple Immunology
Research Openings

Moderna Therapeutics
Cambridge, MA

We have multiple Immunology
Research opportunities available
to join Moderna’s team! We
look forward to hearing from
you!

Our Mission: Deliver on the
promise of mRNA science to
create a new generation of
transformative medicines for
patients.

www.modernatx.com/careers

ASSISTANT, ASSOCIATE or FULL PROFESSOR
FACULTY POSITION

The Department of Immunology at the University of Washington seeks
a highly qualified applicant for a fulltime tenure-track or tenured faculty
position. Candidates at all levels will be considered although candidates at
theAssociate Professor or Full Professor level are particularly encouraged
to apply. Candidates for this position must hold a PhD and/or MD (or
foreign equivalent) degree in immunology or related discipline and have
a strong record of published research in immunology. The University
of Washington faculty engage in teaching, research and service. The
successful candidate will be expected to teach at both the undergraduate
and graduate level and lead a strong research program. The Department
of Immunology offers excellent laboratory space, access to cutting-
edge technologies and a highly collaborative environment. Additional
information regarding the department can be found at http://immunology.
washington.edu/.

This position will remain open until filled. Please submit an application
(including a cover letter addressed to Dr. Joan Goverman, Professor and
Chair, Department of Immunology and your curriculum vitae, a brief
description of proposed research, as well as names and addresses of three
references) at: http://apply.interfolio.com/49647

University of Washington is an Affrmative Action and Equal
Opportunity Employer. All qualifed applicants will receive

consideration for employment without regard to race, color, religion,
sex, sexual orientation, gender identity, gender expression, national

origin, age, protected veteran or disabled status,
or genetic information.

3rd Hideyo Noguchi Africa Prize

The Prize, to be awarded by the Government of Japan on the
occasion of 2019 Tokyo International Conference on African
Development (TICAD) in memory of a Japanese microbiologist
Dr. Hideyo NOGUCHI, aims to honor individuals with outstanding
achievements in the fields of medical research andmedical services
to combat infectious and other diseases in Africa, thus contributing
to the health and welfare of theAfrican people and of all humankind.

Medical Research
• Basic medical research
• Clinical medical research
• Research in all fields of life science closely related to medicine

Medical Services
• Field-level medical/public health activities to combat diseases
and advance public health

Please access at:
https://www.jsps.go.jp/english/e-noguchiafrica/index.html

DEADLINE: July 31st, 2018

Laureates for the First and Second Hideyo Noguchi Africa Prize

Calling for Nominations

2008

Dr. Brian Greenwood

(Medical Research)

2008

Dr. Miriam Were

(Medical Services)

2013

Dr. Peter Piot

(Medical Research)

2013

Dr. Alex G. Coutinho

(Medical Services)
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It would also help me prove to the 

world that I was more than my fam-

ily’s poverty. The numerous first-

time opportunities the fellowship 

afforded—flying on a plane, staying 

in a hotel, moving to the United 

States—earned me respect in my 

small farming town. The chance to 

study and work abroad raised my 

own expectations sky-high as well.  

But as I completed my Ph.D. 

about 5 years later, it became 

clear that, even with a Fulbright 

fellowship, I would not achieve all 

I had dreamed of. A degree from 

a solid but not world-renowned 

university and publications in 

journals with middling impact 

factors were not enough to secure 

the prestigious postdoc I thought 

I needed to achieve my long-term 

goals: opening my own lab and 

securing tenure. So, on 4 July 2016, while the rest of 

America celebrated its independence, I took a flight back 

to Zimbabwe—jobless, dejected, and hopeless. 

Back home, people respected me. A bank teller insisted 

on putting “Dr.” on my ATM card. At community gatherings, 

elderly people offered me their seats when they learned I 

had a Ph.D. Yet, as I continued to unsuccessfully pursue 

a postdoc at a top-notch institution, I was haunted by the 

feeling that I was a failure. 

I was eventually offered a postdoc position at a university 

in China—but it was not at a top school like Peking, Tsin-

ghua, or Fudan University, so I ignored it. About 2 weeks 

later, I was invited to an onsite interview at ETH Zürich 

in Switzerland. Finally, I had an opportunity to work with 

famous researchers at a world-class university! I was elated. 

But I didn’t get the job. 

With that, my desire to be respected and valued by top 

researchers died. I was done trying 

to join the elite. After all, I couldn’t 

change the grad school I attended 

or the ranking of the journals in 

which I had published. And I re-

membered the words of my mental 

health counselor in grad school, 

when the stress of writing a dis-

sertation, job hunting, and trying 

to be there for my young family 

had driven me into depression: 

“Edmond, you do not need docu-

mented validation for you to know 

your worth.” 

At that time, the advice didn’t 

make sense. After all, I needed 

good publications to graduate. I 

needed better publications to get 

a postdoc and ultimately a tenured 

position. But now, it finally sank 

in. The rat race had to stop. I re-

solved that what mattered most 

was my commitment and diligence rather than what oth-

ers thought of my scientific contributions. I could do great 

science at a small, unknown university. So I decided to 

take the position in China. 

I’ve been here a year now. Navigating the language and 

cultural barriers has been an enjoyable adventure. Focusing 

on what excites me rather than trying to fulfill the expecta-

tions of academia has been liberating. And whenever I find 

myself slipping back into old ways of thinking, I remember 

my wife’s question: “How many orphaned kids from an un-

known farming town graduated from high school and have 

an undergrad degree or a Ph.D.?” With that, I am proud of 

what I have accomplished, and that is enough. j

Edmond Sanganyado is a postdoctoral fellow at Shantou 

University in China. Do you have an interesting career 

story? Send it to SciCareerEditor@aaas.org.

“I resolved that what 
mattered most was my 

commitment and diligence.”

My path to contentment

I 
leapt into the air, screaming at the top of my lungs with tears rolling down my cheeks as the news sank 

in. I had lost both of my parents when I was 16 years old, and I had often been sent home from school 

for unpaid tuition as I worked my way to a bachelor’s degree in my home country of Zimbabwe. But 

now, I was a Fulbright fellow. I was convinced that the award would propel my career to unconceivable 

heights. It was all the sweeter when I thought of my mother and how she used to cry over my report 

cards. At the time, I thought it was because I had not done well enough, but I later realized she was 

crying because she could not bear the idea that her poverty would keep me from reaching my full potential. 

I carried the burden of wanting to do her proud, and the fellowship was a huge step in that direction.

By Edmond Sanganyado
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