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W
e are the whistle-blowers. Our ethical obli-

gations as scientists made it impossible for 

us to accept a publication of fabricated re-

sults, even though it could have cost us our 

scientific careers. The process was slow and 

arduous, but worked nevertheless. Would 

we do it again? Yes. It was something we 

had to do to retain our trust in science.

The Research Article, published in Science in June 

2016, made headlines around the world: Fish prefer 

microplastics to live prey. But we witnessed the ex-

periments and knew that this 

paper was fraudulent. We 

reported the scientific mis-

conduct and thereby set in 

motion an 18-month investi-

gation that has had numer-

ous repercussions for many. 

The paper was eventually re-

tracted, and a final investiga-

tion concluded that the results 

were fabricated. The guilty 

scientists lost their research 

grants, and the university’s 

decisions regarding potential 

reprimands are forthcoming.

The case severely influenced 

our personal and professional 

lives. The time and energy that 

we devoted to it can never be 

replaced. We naïvely thought 

that the “science police” would 

ride in, secure evidence, and 

make a swift declaration of 

misconduct. Despite a catalog 

of overwhelming evidence, the outcome was never cer-

tain, especially given the initial “not guilty” verdict by 

the preliminary investigation. That report almost caused 

us to lose trust in science and change careers altogether. 

We were attacked by the accused, who said that jealousy 

motivated our sole intention to discredit their work. We 

were told that our behavior was distasteful and unethical. 

Yet, despite this, we have been encouraged by a pro-

cess that ultimately worked. What lessons can we pass on 

to others who may find themselves in a similarly unfortu-

nate situation? Gather a team of dedicated collaborators, 

because you’re going to need help and support. Be pre-

pared for a prolonged battle. Collect evidence, but don’t 

contact the accused with questions if you are certain that 

they fabricated data, because they may then hide their 

tracks. Identify the appropriate authority where miscon-

duct should be reported; this could be at your own or the 

accused’s institution. If no obvious channels exist, your 

own institution should be able to provide guidance. Be 

professional, stick to factual concerns, and ask trusted 

colleagues to critically assess the evidence and how you 

have presented your case. Put everything in writing, from 

correspondence with the university to contacts with any 

organization or government body that may be of assis-

tance by, for example, providing documents.

What can be done by research institutions to help 

whistle-blowers? Universities could be associated with 

a central organization that 

handles reports of miscon-

duct. This organization would 

convene an independent in-

vestigative committee, because 

universities might be more 

interested in protecting their 

reputation than protecting 

good science. This would re-

duce the potential for a con-

flict of interest and ensure that 

credible claims of misconduct 

are handled professionally. 

Once an investigation is initi-

ated, it must be performed by 

independent, critical people 

with the appropriate expertise. 

A person with training in in-

vestigative journalism, police 

work, and/or law would also 

benefit the investigative team. 

The central organization, as 

well as the whistle-blower’s 

home institution, should offer 

her/him support and protection from personal attacks 

during the process. For example, a whistle-blower’s 

identity could be kept anonymous. Whistle-blowers 

who were mistaken in their report should not be 

punished if they are deemed as acting in good faith. 

However, when they are correct in their claims, their 

institutions, as well as the institutions of the guilty sci-

entists, should consider mechanisms to compensate the 

whistle-blowers for their service to the scientific com-

munity. This could include supporting contract ex-

tension and/or reducing teaching and administrative 

duties to make up for lost time. 

Ideally, whistle-blowing should not be necessary. The 

scientific community must enforce a culture of honesty. 

Sometimes that takes courage.

–Josefin Sundin and Fredrik Jutfelt 

Keeping science honest

Josefin Sundin 

is a postdoctoral 

fellow at the 

University of 

Science and 

Technology in 

Trondheim, 

Norway. josefin@

teamsundin.se

10.1126/science.aat3473

“…we have been 
encouraged by a process that 

ultimately worked.”
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Trump picks new CDC director
PUBLIC HEALTH |  U.S. President Donald 

Trump’s administration this week appointed 

Robert Redfield, an HIV/AIDS specialist 

who has weathered his share of controver-

sies, as director of the Centers for Disease 

Control and Prevention (CDC) in Atlanta. 

Redfield worked at the University of 

Maryland’s Institute of Human Virology 

in Baltimore, which he co-founded. Before 

that, he spent 20 years in the U.S. Army’s 

Medical Corps, heading its department 

of retroviral research. The appointment 

has won praise from many colleagues, but 

several critics—including Senator Patty 

Murray (WA), the top Democrat on the 

Senate health committee—have raised con-

cerns about his past. More than 2 decades 

ago, Redfield was criticized for how he 

presented data from an AIDS vaccine trial 

and for views he then held about how best 

to contain HIV’s spread. Anne Schuchat has 

been interim CDC director since Brenda 

Fitzgerald resigned in January.

A new forum for genome editing
BIOTECHNOLOGY |  Dozens of meetings and 

reports have considered the promise and 

perils of genome editing, a technique that 

could transform science, health, and agricul-

ture. But an association launched on 

23 March at a meeting in Paris promises to 

be something new: a permanent global dis-

cussion forum on the topic. The Association 

for Responsible Research and Innovation 

in Genome Editing (ARRIGE) was conceived 

by a small group of European researchers 

with support from the French biomedical 

research agency INSERM. It will be open 

to individuals and organizations and seeks 

to involve not just scientists, but also 

patient advocates, environmental groups, 

funders, and industry. The more than 

150 participants at last week’s event came 

from 35 countries. ARRIGE is “multi-

disciplinary, and broader than what you’d 

get from a national academy or a profes-

sional society,” says Peter Mills of the 

Nuffield Council on Bioethics in London, 

who spoke at the meeting but is not 

involved in ARRIGE. “If it gets a good 

following and adequate resources, it could 

be a useful forum.”

M
ore than 75% of terra firma has been altered by humans, a 

figure that will likely rise to more than 90% by 2050, accord-

ing to the first comprehensive assessment of land degrada-

tion and its impacts. The report, released this week by the 

Intergovernmental Science-Policy Platform on Biodiversity 

and Ecosystem Services, was prepared by more than 100 ex-

perts from around the world. Crops and livestock affect the greatest 

area—a third of all land—by contributing to soil erosion and water 

pollution, for example. Wetlands are among the most impacted of 

ecosystems; 87% have been destroyed over the past 3 centuries. All 

told, the authors estimate damage to terrestrial ecosystems costs 

up to a 10th of global gross domestic product annually (by harm-

ing ecosystem services such as pollination and water purification), 

makes life worse for 3.2 billion people, and contributes significantly 

to climate change. They call for an “urgent step-change” in efforts to 

restore degraded land and prevent further damage. The report also 

identifies top priorities for further research. 

Asia is losing wetlands the fastest. A nature preserve protects this Chinese marsh that reddens in autumn.

NEWS
I N  B R I E F

Edited by Jeffrey Brainard

CONSERVATION

Alarm over land degradation

“Sunrise and sunset
Cracking, creaking, and rumbling

The Moon never rests”
Haiku by Renee Weber in a presentation about moonquakes 

at last week’s Lunar and Planetary Science Conference.
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European grants promote patents
RESEARCH FUNDING |  A grant program 

started by the European Research Council 

(ERC) in Brussels to spur commercialization 

of basic research is showing success, 

an independent survey released by the coun-

cil last week found. With a budget of 

€1.8 billion in 2017, ERC awards basic 

research grants to individual researchers 

that typically pay €1.5 million to €2.5 million 

over 5 years. But in 2011 the agency started 

adding €150,000 supplemental grants to 

cover the initial costs of commercial devel-

opment. Among recipients of these Proof 

of Concept (PoC) grants who responded to 

the survey, 42% reported filing at least one 

patent application, compared with only 17% 

of a control group who had unsuccessfully 

applied for PoC funding. And 20% of respon-

dents said their project led to the creation of 

a company, compared with 6% in a control 

group. For example, a PoC grantee raised 

€1 million in private seed funding and cre-

ated a company that develops supermirror 

coatings for ultraprecise laser measure-

ments. In all, the council has provided about 

800 PoC grants, totaling 1% of its budget. 

Detecting secret bombmaking
NUCLEAR WEAPONS |  A nuclear reactor 

radiates scads of nearly undetectable 

subatomic particles called antineutrinos, 

and scientists from the United States 

and the United Kingdom hope they might 

use them to detect reactors used secretly 

to make fuel for nuclear weapons. As a 

test of this strategy, they will place a detec-

tor called the Water Cherenkov Monitor 

of Antineutrinos (WATCHMAN) at Boulby 

Underground Laboratory on the northeast 

coast of England, 25 kilometers from a pair 

of reactors at the Hartlepool Nuclear Power 

Station. From the antineutrinos it detects, 

they hope to track the reactors as they cycle 

on and off. WATCHMAN, which will contain 

3200 metric tons of gadolinium-doped 

water, should detect about six antineutrinos 

per month from the reactors. Physicists have 

detected antineutrinos from reactors many 

times before, sometimes over long ranges, 

but the new collaboration aims eventually 

to spot them at distances of thousands of 

kilometers, across national borders.

Census to ask about citizenship
DEMOGRAPHICS  |  U.S. Commerce Secretary 

Wilbur Ross decided this week that the 

2020 census should include a question 

about citizenship, putting the decennial 

headcount in the middle of the country’s 

fierce debate about immigration. Ross was 

responding to a December 2017 request 

from the Justice Department, which argued 

that it needed data from the question to 

help enforce federal voting laws. Civil 

rights groups and immigration advocates 

say the new question will make minorities 

less likely to answer the questionnaire, 

leading to an undercount that will under-

mine the accuracy of the 2020 census. 

They also say the question would weaken, 

not strengthen, voter protections. In his 

eight-page memo, Ross says he reviewed 

the issue and was “not able to determine 

definitively how inclusion of a citizenship 

question … will impact responsiveness.” 

If it were to do so, he adds, “the value of 

more complete and accurate data … out-

weighs such concerns.” Democrats in both 

chambers of Congress have introduced a 

bill blocking any last-minute questions on 

the 2020 census that have not been 

tested thoroughly.

New effort to sequence microbes
GENOMICS |  Microbiologists last week 

outlined a plan already underway to 

sequence the genomes of 10,000 distinct 

strains of prokaryotes—bacteria and other 

microorganisms with a single, nucleus-

free cell—to accelerate understanding of 

their virulence and antibiotic resistance. 

The new effort, called the Global Catalogue 

of Microorganisms 10K Type Strain 

Sequencing Project, involves at least 16 

microbial culture collections from 11 coun-

tries, with Chinese institutions taking the 

financial and logistical lead. The project 

is another indication that “China is taking 

PUBLIC HEALTH

More wealth, more antibiotics

L
ow- and middle-income countries are rapidly increasing their consumption of anti-

biotics as economic growth has enabled people of modest means to afford the life-

saving drugs, a new study says. But the trend also raises concerns about overuse, 

which could accelerate the emergence of drug-resistant strains of bacteria, research-

ers write this week in the Proceedings of the National Academy of Sciences. The study, 

which covered 76 countries, found that Turkey, Tunisia, and Romania had some of the largest 

increases in consumption rates from 2000 to 2015. Many lower-income countries face a 

higher burden of bacterial disease than wealthier countries do, and authorities there should 

support judicious use of antibiotics and alternatives such as building water supply systems 

to improve sanitation and reduce bacterial infections, the authors say.
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A 16-meter-tall antineutrino detector could glimpse 

clues to secret weapons development.
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more responsibility” for global scientific 

collaborations, says Liu Shuang-Jiang, 

director of the Institute of Microbiology 

in Beijing, which hosts the World 

Data Centre for Microorganisms, one 

of the project organizers.  It’s the most 

ambitious sequencing effort to focus 

primarily on prokaryotes, and it should 

“accelerate the discovery of new natural 

products and drugs,” the organizers 

wrote online last week in GigaScience. 

Sequencing 10,000 genomes will barely 

dent the estimated inventory of 1 million 

prokaryotic species, but “it is a very 

good place to start,” says Martin Blaser, 

a microbiologist at New York University 

in New York City, who calls it “a very 

worthwhile project.”

NIH scrutinizes Duke research
BIOMEDICINE |  The U.S. National 

Institutes of Health (NIH) has imposed 

unusual new requirements on NIH-funded 

researchers at Duke University in Durham, 

North Carolina, citing concerns about 

how the institution handled recent cases 

involving research misconduct and grant 

management. In a letter sent last week 

to faculty members, university adminis-

trators said the incidents, dating back to 

2010, include that of Anil Potti, a once-

rising star in cancer research who was 

found to have fabricated data. According 

to a Duke spokesperson, starting 

1 April NIH will require Duke research-

ers to obtain prior approval for any 

modifications to new and existing NIH 

grants. And any Duke researcher submit-

ting a so-called modular application for a 

grant worth less than $250,000 per year 

must include “detailed budgets” justifying 

the costs. “Duke has already addressed 

many of the concerns that prompted 

this change through enhanced internal 

controls, education and training, and new 

information systems, and will continue 

to look for opportunities to improve our 

oversight,” the spokesperson said.

Space telescope delayed again
ASTRONOMY |  Delays in the testing and 

integration of NASA’s next space observa-

tory, the James Webb Space Telescope 

(JWST), will push its launch back by nearly 

a year to May 2020, the second schedule slip 

in recent months. NASA’s acting administra-

tor, Robert Lightfoot, said in a press briefing 

on 27 March that the project’s cost may 

exceed the ceiling of $8 billion imposed by 

Congress in 2011. The agency will provide 

a confirmed schedule and cost estimate in 

the summer, and Congress will have to give 

its approval if the cap has been breached. 

Delays in testing the telescope’s sunshield 

and problems with its in-space propulsion 

system have slowed work, and an inde-

pendent review commissioned by NASA 

and released at the briefing suggested that 

testing of the completed spacecraft will take 

longer than predicted. The review predicted 

a 70% probability the JWST would be ready 

for a May 2020 launch.

A new journal for African science
PUBLISHING |  The Next Einstein Forum, 

which advocates for African science, and 

Elsevier, the publishing and analytics com-

pany, announced this week that they are 

starting an open-access journal, Scientific 

African, to feature research in all scien-

tific disciplines from the continent. The 

announcement came in Kigali, Rwanda,  at 

the Next Einstein Forum Global Gathering, 

a biannual meeting held to promote 

African science. Elsevier presented data 

at the meeting showing that the number 

of African authors of published scientific 

research grew by 43% from 2012 to 2016, 

and Rwandan President Paul Kagame spoke 

on his nation’s recent emphasis on educa-

tion and technology, stressing the need for 

gender equity in science. “As Africa catches 

up to the rest of the world,” he said, “we 

cannot afford to leave our women and girls 

out of the equation.”

SCIENCEMAG.ORG/NEWS

Read more news from Science online.

ANIMAL RESEARCH 

Famed chimps enter sanctuary

T
wo of the world’s most famous research chimpanzees—Hercules and Leo—

retired last week to Project Chimps, a 95-hectare sanctuary in the wooded hills 

of Morganton, Georgia. The 11-year-old apes had spent years bouncing between 

research facilities and were the subject of failed efforts by an animal rights group 

to grant them legal “personhood.” They had also become the face of a tortuously 

slow effort to move hundreds of the United States’s remaining research chimpanzees 

to wildlife refuges (Science, 16 June 2017, p. 1114). Their arrival at Project Chimps sug-

gests plans to retire these animals—which can live up to 50 years in captivity—may 

be back on track. “For the first time, there are more chimpanzees in sanctuaries than 

there are in labs,” says Stephen Ross, director of the Lester E. Fisher Center for the 

Study and Conservation of Apes at the Lincoln Park Zoo in Chicago, Illinois, and board 

chair of Chimp Haven, the National Chimpanzee Sanctuary,  in Keithville, Louisiana. 

“Hercules and Leo are representative of a movement that’s finally bearing fruit.”

Leo will live out 

his years at a 

sanctuary in Georgia.
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esearchers are ecstatic over the 

$4.8 billion increase that the U.S. 

Congress showered on nine leading 

civilian science agencies last week. 

But their joy may be short-lived.

The hikes, including $3 billion 

more for the National Institutes of Health 

(NIH), are part of a $1.3 trillion spending 

package for 2018 that includes a record 

$176.8 billion for federal spending on R&D—

a 12.8%, or $20.1 billion, increase over 2017. 

The spending bill, which President Donald 

Trump signed last Friday, has put the sci-

entific community “over the moon,” Rush 

Holt, CEO of AAAS (publisher of Science) in 

Washington, D.C., said in a statement. “We 

applaud congressional leaders … for recog-

nizing that funding science and technology 

continues to be a sound investment.”

The good news stems largely from a 

government-wide budget deal that allowed 

lawmakers to lift mandatory spending caps 

on discretionary accounts by a cumula-

tive $300 billion over 2 years. But there’s a 

string attached: Most of the additional civil-

ian spending occurs in the first year, 2018, 

meaning that researchers shouldn’t expect 

a repeat of this year’s windfall in fiscal 2019, 

which starts on 1 October 2018.

Another concern is the lopsided alloca-

tion, with NIH getting about two-thirds of 

the raise given to the top civilian science 

agencies (see graphic, p. 1448). That could 

reignite a long-simmering debate over 

whether federal investments have tipped 

too far toward the biomedical sciences.

Still, passage of the legislation marked a 

happy ending to a year of fiscal angst and  

political wrangling. Many scientists had seen 

Trump’s 2018 budget request as a slap in the 

face. Released last May, it called for massive 

cuts to research—22% less for NIH, an 11% 

reduction at the National Science Foundation 

(NSF), 17% less for the Office of Science at the 

Department of Energy (DOE), and a 24% cut 

at the National Institute of Standards and 

Technology (NIST). The White House also 

wanted to ax the Advanced Research Projects 

Agency-Energy (ARPA-E) and numerous cli-

mate and environmental science programs. A 

modest 1% dip in NASA science was a rare 

exception to the proposed bloodletting.

Congressional appropriators largely ig-

nored the cuts Trump requested as they be-

gan writing their spending bills. Still, they 

were constrained by annual spending caps 

set by a 2011 law aimed at reducing the fed-

eral deficit over the next decade. In practice, 

the caps meant that any boost for one pro-

gram required offsetting cuts elsewhere.

Those trade-offs reflected ideological and 

personal preferences. At NASA, for instance, 

Representative John Culberson (R–TX), a 

science fan who leads the House of Repre-

sentatives spending committee that over-

sees NASA, NSF, and other science agencies, 

proposed cutting the space agency’s climate 

research—which he thinks falls outside NA-

SA’s charter. At the same time, he wanted to 

expedite a proposed mission to Jupiter’s wa-

tery moon Europa, which he and some scien-

tists see as a promising place to find alien life.

Culberson and other appropriators also 

noted that many science agencies might ben-

efit if Congress and the White House could 

agree on raising the caps. That is exactly what 

happened. A February budget deal, which 

also prevented a government shutdown, 

provided $63 billion more for civilian discre-

tionary spending in 2018, with an additional 

$18 billion available in 2019. (The military 

got $80 billion and $18 billion, respectively.)

With the new money in hand, Congress 

went to work. NASA science got an 8% boost, 

to $6.22 billion, and the Europa mission—

including a lander—got an even bigger hike 

than initially planned. The agency’s $1.92 bil-

lion earth sciences budget avoided the ax, as 

did several climate missions. NSF’s budget 

grew by 4%, to $7.767 billion, and NIST’s re-

search account gained 5%, to $724 million.

At DOE, the final bill not only rejected the 

proposed Trump cuts but also raised the Of-

fice of Science budget by $868 million—or 

16%—to $6.26 billion. The total will enable 

the agency to continue U.S. support for ITER, 

the international fusion reactor under con-

struction in France, and accelerate work on 

several shovel-ready projects at DOE’s na-

tional laboratories, including upgrading the 

Spallation Neutron Source at the Oak Ridge 

National Laboratory (ORNL) in Tennessee. 

In addition, ARPA-E survived and received a 

$47 million bump, to $353 million. Overall, 

DOE’s raise should allow the agency to fund 

“a lot of timely, well-vetted ideas that are 

I N  D E P T H

By Jeffrey Mervis

U.S. SCIENCE FUNDING

Congress gives science a record funding boost
Lawmakers largely reject deep cuts proposed by President Donald Trump for 2018

The Department of 

Energy’s Advanced Photon 

Source in Lemont, Illinois, 

will get an upgrade under 

the new spending bill.
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champing at the bit,” says Thom Mason, a 

former ORNL director who is vice president 

for laboratory operations at Battelle in Co-

lumbus, which runs six DOE labs.

NIH, the biggest winner, cashed in on its 

traditional popularity among legislators and 

the potent pleas of disease advocacy organiza-

tions. No one expected Congress to go along 

with Trump’s proposed deep cut. Instead, the 

question was how much more NIH, which re-

ceived $2 billion increases in both 2016 and 

2017, would get this time around.

Last summer, before the budget caps were 

lifted, the House came in at the low end, 

with a $1 billion raise for 2018. The Senate 

countered with $2 billion. In the end, the 

two bodies “compromised” at $3 billion, an 

8.7% boost. That’s the largest annual increase 

for NIH since a massive 2009 economic re-

covery bill gave it $10 billion.

The total includes a 30%, $414 million 

increase for Alzheimer’s disease research. 

The Brain Research through Advancing In-

novative Neurotechnologies Initiative gets a 

$140 million boost, to $400 million. The All 

of Us precision medicine study receives a 

$60 million increase, to $290 million. At least 

$500 million in new funds will go to research 

on opioid addiction. The bill also orders NIH 

to delay implementing a new, broader defi-

nition of clinical trials that basic behavioral 

and brain researchers had warned could sti-

fle their research.

Even NIH advocates were stunned by the 

outcome. “Beyond words, folks,” tweeted 

Benjamin Corb, director of public affairs at 

the American Society for Biochemistry and 

Molecular Biology in Rockville, Maryland. 

But outside the biomedical community the 

news stirred some quiet grumbling. NIH’s 

success recalls the large spending increases 

the agency received in the late 1990s and 

early 2000s, when its budget doubled in just 

5 years. The doubling triggered concern that 

federal spending had tilted too far toward 

biomedicine and was neglecting the physical 

sciences. In response, in 2006, then-President 

George W. Bush and his science adviser, John 

Marburger, hatched an initiative to double 

the budgets of NSF, NIST, and DOE science 

over a similarly short time span. Congress 

liked the idea but never delivered the money.

At the same time, the NIH doubling left 

a mixed legacy. NIH’s budget stagnated for 

the next decade as legislators felt they had 

taken care of the agency for years to come. 

Meanwhile, the boom created an expanded 

cohort of young, well-trained scientists, lead-

ing to increasingly stiff competition for fund-

ing. Community leaders lamented this “hard 

landing,” and some said that smaller, steadier 

increases would have been better for NIH.

Congress may not have the fiscal where-

withal for another big boost in civilian re-

search in 2019, however. And there’s also 

reason to question its overall commitment 

to continued growth. In touting the omnibus 

bill, for instance, many top appropriators 

didn’t even mention research. Those that did 

mentioned just medical research.

The White House has also ignored the re-

search boost, emphasizing the big increases 

for the military and denigrating civilian sci-

ence programs. Trump responded to the 

news of a final deal by tweeting that he “had 

to waste money on Dem giveaways” to get the 

$700 billion he wanted for national security. 

Of course, those “giveaways” include every 

dollar spent on civilian science. j

With reporting by Jef rey Brainard, Adrian 

Cho, Jocelyn Kaiser, and Kelly Servick.

R
eplacing a failing windpipe, or trachea, 

with one partially made from a pa-

tient’s own stem cells once looked like 

the cutting edge of regenerative medi-

cine. But the concept took a severe 

blow in 2016 with the dramatic fall of 

Paolo Macchiarini, a surgeon at the Karolin-

ska Institute (KI) in Stockholm. Macchiarini 

was fired by KI for scientific negligence and 

has been found guilty of misconduct in more 

than half a dozen papers. Most of his patients 

have died, and Swedish prosecutors are con-

sidering whether to reopen a criminal case 

against him that was closed last October.

But is the idea underlying Macchiarini’s 

work—“seeding” a scaffold with a patient’s 

own stem cells, in hopes of regenerating a 

healthy, functional organ—still worth test-

ing in patients? That’s the question facing 

scientists in the United Kingdom, where 

two trials of stem cell–based larynx (voice 

box) and trachea transplants are planned 

but on hold in the wake of the scandal.

Both studies, led by former Macchiarini 

collaborator and University College Lon-

don (UCL) laryngologist Martin Birchall, 

received approval from the Medicine and 

Healthcare Products Regulatory Agency 

more than 2 years ago and have obtained 

close to £5 million from U.K. funding agen-

cies. An independent inquiry last year con-

cluded there was no reason to cancel the 

trials, and UCL says they can proceed.

But some scientists say the studies, like 

Macchiarini’s operations, are based on 

flimsy evidence and could harm patients. In 

November 2017, cellular and molecular biolo-

gist Patricia Murray and biochemist Raphaël 

Lévy of the University of Liverpool filed a de-

tailed complaint with the U.K. Parliament’s 

Science and Technology Committee, which is 

holding an inquiry into research integrity, in 

an effort to stop the studies. (They followed 

U.K. trials 
of airway 
transplants 
are in limbo
Studies are based on flawed 
evidence and could harm 
patients, scientists say

REGENERATIVE MEDICINE

By Matt Warren, in Liverpool, U.K.
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up with a second submission in January.) 

“I’d really like to see [the trials] taken off 

the table completely,” Murray says. So would 

head and neck surgeon Pierre Delaere of the 

Catholic University of Leuven in Belgium, 

a ferocious critic of the trachea transplants 

long before Macchiarini’s downfall.

Birchall did not respond to requests for 

comment; UCL has submitted a response to 

Parliament but said it could not answer ques-

tions pending the completion of the inquiry.

In the studies, a larynx or trachea would 

be taken from a donor and all its cells re-

moved using detergents and enzymes. 

The outside of the structure would be 

repopulated with mesenchymal stem cells 

from the patient’s own bone marrow, and 

the inside seeded with their epithelial cells. 

Then it would be grafted into the patient.

Birchall and Macchiarini first used this 

procedure to replace one of the bronchi—the 

ducts leading from the trachea to the lungs—

in a patient in Barcelona, Spain, in 2008, a 

case globally publicized as heralding a new 

era of regenerative medicine. The duo re-

placed a child’s trachea with the technique 

in 2010 before going their separate ways, re-

portedly amid a patent conflict. Macchiarini 

operated on more than a dozen other pa-

tients, but switched to using tracheas made 

from a polymer instead of donor organs in 

2011. Meanwhile, the UCL team gave donor 

tracheas to two more children in the United 

Kingdom, and a UCL surgeon attended when 

Macchiarini operated in Italy on a U.K. adult.

So far, the operations occurred under 

“compassionate use” guidelines, which al-

low doctors to try untested treatments in 

patients with a serious or life-threatening 

illness when there are no other options. The 

clinical trials are designed to examine safety 

and effectiveness more rigorously. INSPIRE, 

a collaboration between UCL and regenera-

tive medicine company Videregen, intends 

to recruit four patients suffering from nar-

rowing or softening of the trachea, while 

a study named RegenVox would recruit 

10 patients with similar defects in the lar-

ynx. Later, UCL and Videregen plan to lead 

a Europe-wide trial in 48 patients, which 

was awarded €6.8 million under Europe’s 

Horizon 2020 funding program in 2015.

Delaere has long claimed that there is 

no evidence that stem cells can grow into 

new tissues on a decellularized or polymer 

trachea, calling the idea “completely un-

realistic.” In 2015, he accused Macchiarini 

and Birchall of misconduct in an eight-page 

document sent to UCL, KI, and two scien-

tific journals, suggesting the pair was guilty 

of “the biggest lie in medical history.”

UCL SET UP A PANEL to examine Delaere’s 

claims. Its 2015 report has not been made 

public, but a draft version seen by Science 

cleared Birchall and a UCL collaborator. But 

the report did cite a “misleading element” 

in a 2012 paper in The Lancet describing a 

patient given a tissue-engineered trachea. 

It said that, although there was no “delib-

erate fraud or intent to mislead,” Birchall 

did not sufficiently acknowledge that the 

patient’s recovery may have been aided by 

procedures not directly related to the stem 

cells, namely the introduction of a stent and 

a “tissue wrap” to support the transplant. 

The report also said Birchall had failed to 

present evidence that the stem cells “played 

any therapeutic role,” and that he should 

be more careful in his papers and receive 

“education and training,” lest he “jeopardise 

his future research efforts and subject both 

himself and UCL to reputational risk.”

After Macchiarini’s firing the next year, 

UCL put the trials on hold while another 

panel investigated UCL’s relationship with 

Macchiarini. In September 2017, that group 

concluded that the trials had the appropri-

ate approvals in place and should go ahead. 

It didn’t examine the preclinical evidence 

underlying the studies in detail, however.

Murray and Lévy’s submissions to the 

parliamentary committee echo Delaere’s 

concerns and add several accusations. They 

say the five compassionate-use cases show 

that the procedure doesn’t work and isn’t  

safe. In two patients the transplanted tra-

chea collapsed, and one died soon after-

ward; the other required further surgery 

and died some months later. Neither was in 

immediate danger of losing their lives be-

fore the transplants, the duo says, based on 

evidence from UCL’s 2017 inquiry and a BBC 

documentary featuring one of the patients.

The duo also charges that Birchall’s team 

provided inaccurate descriptions of its pa-

tients to funders and regulators. For exam-

ple, in an application to the U.K. Medical 

Research Council obtained by German blog-

ger Leonid Schneider, the researchers write 

that one of their patients “died of non-graft 

related causes,” but in a recent case study in 

Stem Cells Translational Medicine, the team 

concludes that the death may have been the 

result of a failure of the transplant.

Animal studies underlying the procedure 

have problems as well, Murray and Lévy 

say. One key paper investigating the proce-

dure in pigs provides “insufficient evidence 

to support the authors’ claims,” they write. 

They also assert that identical images show-

ing transplanted larynxes appear to have 

been used in two separate papers, even 

though the papers describe distinct surgi-

cal procedures. Murray says the duo has re-

ferred the case to UCL as potential research 

misconduct, and that the university has told 

her it will look into the matter.

Birchall’s statements on what the stem 

cells actually do contradict each other, 

Murray and Lévy add. Some documents, 

including the RegenVox trial’s entry on 

ClinicalTrials.gov, state that they form new 

cartilage, but in one of the pig studies of lar-

ynx transplants, the authors acknowledge 

that they were unable to follow the fate of 

the stem cells and found “no evidence of re-

generation of the de-cellularised cartilage.”

UCL’s response to the Science and Tech-

nology Committee, which is public, says that 

the deceased patients would also have died 

without treatment, and that the transplants 

offered them a chance to live longer. That 

three of five patients remain alive today sup-

ports the case for formal clinical trials, UCL 

says. When introducing new technologies, “It 

Martin Birchall (far left), Paolo Macchiarini (second 

from right), and collaborators in 2010, after the first 

transplant of a stem cell–seeded trachea into a child.
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is rare for everything to work perfectly [the] 

first time,” the university writes, “and the in-

troduction of tissue engineered treatments is 

no exception.” As to the animal studies, UCL 

doesn’t address many of the issues raised 

by Murray and Lévy but says its researchers 

“have done as much as they can already to 

show safety and efficacy in animals,” and fur-

ther animal work would be unethical.

Other scientists say the jury is still out 

on the effects of stem cells in these kinds 

of grafts. “The impact of seeded cells for us 

is unclear at this point,” says Tendy Chiang, 

a pediatric otolaryngologist at Nationwide 

Children’s Hospital and The Ohio State 

University in Columbus, who is conducting 

preclinical research into tissue-engineered 

trachea transplants.

John Rasko, a clinical haematologist and 

pathologist at Royal Prince Alfred Hospi-

tal in Sydney, Australia, says U.K. funding 

bodies have a “declared enthusiasm” for re-

search on stem cell therapy. But given the 

issues raised by critics, “to now have this 

substantial investment in Birchall and oth-

ers’ trials in the U.K. is something of con-

cern,” says Rasko, who was recently elected 

president of the International Society for 

Cellular Therapy but says he’s speaking in 

a personal capacity. “I just don’t see why 

there’s a need to rush into these things until 

clear evidence is brought to bear,” he adds.

The parliamentary committee is expected 

to publish its report in the next few months, 

but it appears unlikely to render any judg-

ment about Birchall’s trials. A source at the 

committee says the inquiry’s intention is to 

examine how institutions respond to allega-

tions of research misconduct, rather than to 

investigate any particular case.

What will happen to the studies remains 

unclear. In the wake of UCL’s 2017 inquiry, 

the INSPIRE consortium decided to con-

duct a further risk assessment. As a result, 

say spokespeople for the Cell and Gene 

Therapy Catapult, a nonprofit center that 

serves as the trial’s sponsor, the group has 

decided to “gather more data” and “will 

only recommend the restart of any trials … 

if supported by expert opinion with regula-

tory and ethical approval.” UCL did not re-

spond to questions about the future of the 

RegenVox trial, but for now it remains listed 

as “suspended” on the university’s website.

Murray says Macchiarini and Birchall 

both rode on the high hopes for stem cells. 

Media stories about their operations—some-

times with photos of patients taken shortly 

after surgery—projected an air of success 

that blinded even respected institutes and 

funders to potential flaws in the research, 

she says: “Once people were seeing pictures 

of the patients, maybe no one’s really looking 

at the hard evidence so much anymore.” j

Targets included nearly 8000 professors in 22 countries

CYBERSECURITY 

A
“massive and brazen cyberassault” 

revealed last week by the U.S. De-

partment of Justice (DOJ) showed 

that academics are easy targets for 

hacking. In “one of the largest state-

sponsored hacking campaigns” it 

has ever prosecuted, DOJ alleges that nine 

Iranians working on behalf of the Islamic 

Revolutionary Guard Corps stole data from 

7998 professors at 320 universities around 

the world over the past 5 years.

The indictment, filed by a federal grand 

jury in New York City and unsealed on 

23 March, alleges that the hackers pilfered 

31.5 terabytes of documents and data, includ-

ing scientific research, journals, and disser-

tations. Their targets also 

included the United Na-

tions, 30 U.S. companies, 

and five U.S. government 

agencies. The indictment 

does not name the hacked 

academic institutions or 

companies, but it notes 

that the victims included 

academic publishers, a biotechnology com-

pany, and 11 technology companies.

“This is not an isolated breach—it’s hun-

dreds if not thousands of breaches,” says 

Anthony Ferrante, who heads cybersecurity 

at FTI Consulting in Washington, D.C., and 

formerly worked as a cyber expert for the 

White House’s National Security Council. 

Ferrante says academia is particularly vul-

nerable because of its open, collaborative 

ethos. “It really becomes a target for mali-

cious cyberactivity.”

The hacks came to light through investi-

gations by the Federal Bureau of Investiga-

tion and reports from victims. “The hackers 

targeted innovations and intellectual prop-

erty from our country’s greatest minds,” 

said U.S. Attorney Geoffrey Berman of the 

Southern District of New York, where the 

indictment was filed.

Bahram Ghasemi, spokesperson for 

Iran’s Ministry of Foreign Affairs, coun-

tered that the accusations were false and 

“yet another clear sign of the U.S. ruling 

elite’s inherent hostility and enmity to-

wards the Iranian nation.” Some U.S. cyber 

and policy analysts also see political moti-

vations behind the indictment and suggest 

the actual harm was modest.

According to the indictment, the attack 

targeted 3768 professors at 144 U.S. uni-

versities and stole data that cost the insti-

tutions about $3.4 billion to “procure and 

access.” The accused allegedly set up an 

institute in Iran called Mabna that coordi-

nated and paid for the hacks. The institute, 

the indictment says, aimed to “assist Ira-

nian universities, as well as scientific and 

research organizations, to obtain access to 

non-Iranian scientific resources.” The stolen 

data were sold through two websites, Giga-

paper and Megapaper.

The indictment says the university 

breaches involved “spearfishing,” in which 

the accused sent emails that tricked targets 

into providing their login 

credentials. The emails 

supposedly came from 

professors who had read 

articles by the targets and 

asked for access to more of 

their work, helpfully pro-

viding links. Clicking a link 

took the victim to a fake 

internet domain that resembled their own 

university’s website and asked them to log in.

With the harvested credentials, docu-

ments and other resources were easy pick-

ings. “College professors are like shooting 

fish in a barrel,” says Max Kilger, a social 

psychologist at University of Texas in San 

Antonio who studies motivations of cyber-

terrorists. “For the most part, they’re pretty 

unassuming and they leave valuable data on 

personal machines and university machines 

that aren’t very well protected.” (For the 

private sector, the indictment says hackers 

used “password spraying,” cracking into ac-

counts with commonly used passwords.)

The charges against the accused include 

wire fraud, aggravated identity theft, and 

conspiracy to commit computer intrusions. 

The U.S. Department of the Treasury sepa-

rately announced sanctions against the al-

leged perpetrators. They “are no longer free 

to travel outside of Iran without the fear of 

being arrested and extradited to the United 

States,” Berman said. “The only way they 

can see the rest of the world is through their 

computer screen, but now stripped of their 

greatest asset, anonymity.” j

By Jon Cohen

“College professors 
are like shooting 
fish in a barrel.”
Max Kilger, University of Texas

U.S. blames ‘massive’ hack 
of research data on Iran
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T
he stately solar system of today was in 

turmoil in its first several million years, 

theorists believe, with giant planets 

sowing chaos as they strayed far from 

their current orbits. But corroborating 

evidence has been thin—until now. 

Scientists have found a new window into 

the early dynamics: a curious chemical di-

vide in the dozens of species of meteorites. 

The picture has emerged over several years, 

but in work presented last week at the Lu-

nar and Planetary Science Conference here, 

a group of German geochemists reported 

clinching evidence. They tested 32 meteor-

ites representing nearly all known types and 

found that “any meteorite you take, it belongs 

to either one of these groups,” says Thorsten 

Kleine, a geochemist at the University of 

Münster in Germany who led the work.

Those divergent chemistries imply distinct 

origin stories for asteroids, the parent bodies 

of most meteorites. One group formed from 

grist that began near the current location of 

the asteroid belt. The others coalesced much 

farther out, beyond a proto-Jupiter, near 

where Saturn orbits today. Only later, pushed 

and pulled by the wandering giant planets, 

did these immigrant asteroids find their 

home in today’s asteroid belt. Bill Bottke, a 

planetary dynamicist at the Southwest Re-

search Institute (SwRI) in Boulder, Colorado, 

thinks the chemical divide holds other clues 

to the timing and formation of the planets. 

“It really seems to be a powerful mechanism 

for understanding our solar system.”

Paul Warren, a meteoriticist at the Uni-

versity of California, Los Angeles, was the 

first to notice what has come to be called 

the Warren gap. He gathered measurements 

of chromium and titanium isotopes for two 

meteorite types. Those metals, forged by 

the explosions of dying stars, were mixed 

throughout the disk of gas and dust from 

which planets and asteroids took shape. 

Warren expected his meteorites to display a 

continuum of isotopic abundances, because 

he assumed they had formed across the one 

broad region of the asteroid belt. Instead, 

he found that, in one meteorite type, called 

carbonaceous chondrites, the isotope levels 

were starkly different from other types. “I 

knew a good thing when I saw it,” he says.

In a 2011 study, Warren argued that such 

a dichotomy could exist only if the two 

groups were separated for millions of years 

at formation. The most plausible source of 

that split was a void created by the gravity 

of a proto-Jupiter. But carbonaceous chon-

drites are known to have formed later than 

other meteorites—so it was possible that 

their peculiar isotopic chemistry reflected 

changes over time in the disk, rather than a 

distinct place of origin.

A few years ago, Kleine’s group began 

looking at isotopes of molybdenum, another 

metal, and found a Warren gap there, too. It 

also found that iron meteorites fell into two 

populations even though they must all have 

formed at about the same time. That meant 

a physical barrier. “And the most obvious one 

would be Jupiter,” Kleine says.

Kleine’s team began spelling out the im-

plications: By 1 million years after the so-

lar system’s start, Jupiter’s core had grown 

large enough to sweep up dust in its path, 

creating a barrier. A new influx of metal-

rich dust to the solar system, perhaps from 

a nearby supernova, would have augmented 

isotopes in the outer asteroids but not the 

inner ones. Then, 3 million to 4 million 

years later, Jupiter migrated inward, mixing 

the two reservoirs. The Warren gap is both 

a validation of dynamic solar system models 

that predict a similar scenario, and a con-

straint they must reckon with, says Kevin 

Walsh, a SwRI dynamicist.

Now, scientists are gleaning other clues 

about the early solar system from the me-

teorites. One group is studying rare me-

teorites that mix up carbonaceous and 

noncarbonaceous components, a hint that 

they formed just after Jupiter’s migration, 

in an effort to date when the two reservoirs 

combined. And by comparing molybdenum 

isotopes in rocks from Earth’s mantle with 

those in meteorites, Kleine’s team has found 

preliminary signs that Earth’s water was 

partially delivered by a shower of impactors 

from the more distant asteroid population.

The meteorite studies could even set back 

the clock on the age of the 4.6-billion-year-old 

solar system itself. That date comes from the 

decay of uranium in calcium-aluminum–rich 

inclusions in meteorites. These little metal 

snowflakes, created by the sun’s heat, are 

thought to have arisen in the earliest years 

of the solar system. But scientists have long 

wondered why carbonaceous meteorites are 

richer in these snowflakes. It appears that 

the inclusions are also isotopically similar to 

the outer solar system meteorites. Research-

ers now speculate that they formed far from 

the sun, driven by heat from a proto-Jupiter. 

If so, some inclusions must have formed af-

ter Jupiter took shape, meaning they are at 

least 1 million years younger than the solar 

system. “A huge advance,” Bottke said. “My 

jaw was on the floor about that.” 

Meanwhile, the hunt is on to interpret 

other meteorites in this new light. It’s amaz-

ing to think that samples on Earth origi-

nated near Saturn, Bottke says. “A few years 

ago if you had said that you would have had 

people laugh at you.” j

Meteorite divide points to solar system chaos
“Warren gap” validates models that suggest early wanderings for the giant planets

By Paul Voosen, in The Woodlands, Texas

PLANETARY SCIENCE

Meteorites suggest that 

a proto-Jupiter separated two 

sets of asteroids in the 

early solar system’s dust disk. 
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n its own, a single-pixel camera cap-

tures pictures that are pretty dull: 

squares that are completely black, 

completely white, or some shade of 

gray in between. All it does, after all, 

is detect brightness.

Yet by connecting a single-pixel camera to 

a patterned light source, a team of physicists 

in China has made detailed x-ray images 

using a statistical technique called ghost 

imaging, first pioneered 20 years ago in in-

frared and visible light. Researchers in the 

field say future versions of this system could 

take clear x-ray photographs with cheap 

cameras—no need for lenses and multipixel 

detectors—and less cancer-causing radiation 

than conventional techniques.

“Our system is much smaller and 

cheaper, and it could even be portable if 

you needed to take it into the field,” says 

Wu Ling-An, a physicist at the Chinese 

Academy of Sciences in Beijing whose 

work with her colleagues was published on 

28 March in Optica. 

The researchers’ system still isn’t ready to 

be used in medicine. But they have lowered 

the x-ray dose by about a million times com-

pared with earlier attempts, says Daniele  

Pelliccia, who in 2015 made some of the first 

x-ray ghost images. A physicist at Instru-

ments & Data Tools, an optics startup near 

Melbourne, Australia, he used a building-

size source of intense x-rays called a syn-

chrotron, but Wu’s group made do with a 

compact tabletop source. And whereas early 

x-ray ghost images were simple pictures of 

slits cut into metal, the Chinese group pro-

duced outlines of a seashell and of initials 

etched into metal plates. They have made 

“images that look like images,” Pelliccia 

says. “The potential payback, if it works for 

medical images, is big.”

The key to ghost imaging is to illumi-

nate an object with light that has passed 

through a filter with a known pattern, says 

Miles Padgett, a physicist at the University 

of Glasgow in the United Kingdom. On the 

other side of the object, the single-pixel 

camera takes a picture—nothing more than 

a gray square. To end up with an image, you 

do this thousands of times, swapping out 

the filter pattern for a different one after 

each exposure. Wu’s group used a piece of 

sandpaper, which is partially transparent to 

x-rays, and rotated it to create a different 

pattern after each exposure.

A computer produces the final image. Be-

cause the computer knows the filter pattern 

for each exposure, it can calculate the im-

age from variations in the sequence of gray 

pixels captured by the camera. The result, 

in theory, is an x-ray image as good as any 

today, but without a high-resolution camera 

or the intense x-rays needed for conven-

tional imaging.

Researchers have already demonstrated 

simple ghost imaging systems for opti-

cal and infrared light, which rely on pro-

grammable filters, says Jeffrey Shapiro, a 

physicist at the Massachusetts Institute of 

Technology in Cambridge. A computer re-

cords and resets the filter pattern as the 

light source projects it onto the object and 

the single-pixel detector.

Using an infrared system, Padgett’s group 

has shown it can ghost-image a methane 

gas leak. The group’s industry collabora-

tor, M Squared Lasers, based in Glasgow, is 

working to commercialize the system and 

hoping to sell detectors to the oil and gas 

industry as a cheaper way to detect leaky 

pipelines, Padgett says.

Making a computer-programmable filter 

for x-rays is a bigger challenge, Wu says, 

because x-rays simply stream through most 

materials. Because her group resorted to 

unprogrammable sandpaper, it had to use 

a high-resolution camera to measure the 

patterns. But you could imagine a com-

mercial x-ray system in which the manufac-

turer prerecords all the sandpaper patterns, 

Padgett says. Then, only the manufacturer 

would need the high-resolution camera, 

and individual users could simply buy a 

single-pixel camera and use the sandpaper 

filters in a specified sequence.

In order for ghost imaging to be viable 

in medicine, Wu says, researchers must 

show that the total x-ray dose needed for 

an image is lower than with a conventional 

system. One ghost image requires thou-

sands of exposures, and the x-rays add up. 

In addition, the more detailed the object—

for example, a human body—the more ex-

posures you need. However, Wu says the 

x-ray intensity per exposure can be made 

low enough that ghost imaging may come 

out ahead.

Doing so would be important, Shapiro 

says. “If you could reduce the amount of 

x-ray exposure that women suffer in get-

ting mammograms, or in chest exams, that 

would be a big deal,” he says. But image 

quality still needs to be improved, he says. 

“It’s got to be a good image.” j

Sophia Chen is a journalist in 

Tucson, Arizona.

OPTICS 

By Sophia Chen
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Seeing ghosts
Using a patterned light filter and a single-pixel detector, researchers can make crisp pictures of objects, 

even though the detector only captures unresolved, gray squares.

X-ray ‘ghost images’ could cut radiation doses
Technique points to safer medical imaging done with cheap, single-pixel cameras
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Rapid fire

To build a ghost image, 

thousands of successive 

pictures must be taken, 

each time with a different 

filter. In a test, the filters 

were a sandpaper sheet, 

rotated between exposures.
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T
hanks to NASA’s pioneering Kepler 

probe, we know our galaxy is teeming 

with exoplanets. Now, a new genera-

tion of exoplanet hunters is set to home 

in on rocky worlds closer to home.

Over 9 years in space, Kepler has 

found more than 2600 confirmed exoplanets, 

implying hundreds of billions in the Milky 

Way. The new efforts sacrifice sheer numbers 

and target Earth-size planets whose compo-

sition, atmosphere, and climate—factors in 

whether they might be hospitable to life—

could be studied. Leading the charge is the 

Transiting Exoplanet Survey Satellite (TESS), 

a NASA mission due for launch on 16 April.

The brainchild of researchers at the Mas-

sachusetts Institute of Technology (MIT) 

in Cambridge, the $337 million TESS 

project aims to identify at least 50 rocky 

exoplanets—Earth-size or bigger—close 

enough for their atmospheres to be scruti-

nized by the much larger James Webb Space 

Telescope (JWST), due for launch in 2020 

(Science, 19 February 2016, p. 804). “Where 

do we point Webb?” TESS Principal Inves-

tigator George Ricker asked rhetorically at 

the American Astronomical Society annual 

meeting at National Harbor in Maryland in 

January. “This is the finder scope.”

Like Kepler, TESS finds planets by staring 

at stars and looking for a dip in brightness as 

a planet passes in front, blocking some of the 

star’s light in a so-called transit. But whereas 

Kepler kept a fixed view, watching just 0.25% 

of the sky out to a distance of 3000 light-

years, TESS will maneuver to observe 85% of 

it, out to about 300 light-years.

The spacecraft carries four telescopes that 

together will survey a strip of sky extending 

from the solar system’s pole to its equator, 

known as the ecliptic. The scopes will watch 

a strip for 27 days, then shift sideways and 

repeat the process. After observing 13 such 

strips over a year, covering almost an entire 

hemisphere of sky, TESS will flip over and 

survey the other hemisphere.

Over 2 years, TESS should measure the 

brightness of some 2 million stars, says proj-

ect scientist Stephen Rinehart of NASA’s 

Goddard Space Flight Center in Greenbelt, 

Maryland. “If there is one planet per star [as 

Kepler predicts], we will see many. It’ll be a 

firehose of data.”

TESS’s primary targets are red dwarf stars, 

the most common stars in our neighborhood. 

Red dwarfs weigh less than half as much as 

the sun, so they do not burn brightly, offer-

ing several advantages to exoplanet hunters. 

A planet passing in front of a small, dim 

red dwarf blocks more of its light, yielding 

a stronger transit signal. Moreover, planets 

can whip around red dwarfs in orbits closer 

than Mercury’s, and still have hospitable cli-

mates. More orbits mean more opportuni-

ties for transit detections. TESS researchers 

are targeting speedsters that would circle 

the star at least twice during a 27-day TESS 

watch. Spotting two transits is key because it 

tells astronomers the length of the planet’s 

orbit. Other features of the transit—its du-

ration, how much light is blocked, and how 

quickly the brightness dips—provide addi-

tional details such as the planet’s diameter.

Transits don’t reveal a planet’s mass, 

however, which is vital to determining its 

density—a clue to whether it is made of 

iron, rock, or ice. For this, TESS is relying on 

follow-up studies by ground-based telescopes, 

which can watch for tiny periodic Doppler 

shifts in the frequency of a star’s light caused 

by an orbiting planet tugging on it. The shift 

is a clue to the planet’s mass (Science, 5 Janu-

ary, p. 18). Of the 5000 transitlike signals that 

the TESS team expects to detect, the clearest 

will be chosen for ground-based follow-up, 

says MIT’s Sara Seager, the mission’s deputy 

science director. The aim is to identify and 

weigh 50 planets to serve up to the JWST.

Although detecting planets around red 

dwarfs is easier, life may be less likely to arise 

there. Red dwarfs are erratic, prone to blasts 

of lethal radiation, and because the planets 

are so close, “they feel the effects of the star,” 

says astronomer Elisa Quintana of NASA 

Goddard. Close-in planets are also likely to be 

“tidally locked,” with one side always facing 

the star in an eternal scorching day while the 

other side freezes in an endless night. “Can 

they be habitable?” Quintana asks. “The de-

bate goes back more than 10 years.”

Later this year, the European Space 

Agency will launch another eye on exoplan-

ets: the Characterising Exoplanets Satellite. 

Rather than searching for new worlds, it will 

take a second, much longer look at transits 

of known planets to pin down their sizes 

more precisely. In combination with mass 

measurements from the ground, that should 

provide a better fix on planets’ densities.

Also debuting in the next few months is a 

ground-based search in Chile: SPECULOOS, 

the search for habitable planets eclipsing ul-

tra-cool stars. The project’s four 1-meter tele-

scopes have near-infrared sensors to detect 

transits of the very dimmest, coolest stars; 

a similar array in the Canary Islands will 

survey the northern sky. These stars are too 

faint for TESS’s small telescopes to see, but 

they could give the JWST valuable targets, 

says Michaël Gillon of the University of Liège 

in Belgium, which is leading the project.

SPECULOOS may be especially sensitive 

to small planets, because even small bodies 

will block noticeable amounts of light from 

the dim target stars. “TESS will find many 

more planets, but in the temperate—and 

potentially habitable—Earth-size regime, 

SPECULOOS’s detection potential should 

be significantly better,” Gillon says. “The 

next years are going to be very exciting!” j

New missions aim to make 
a short list of exo-Earths
Ground- and space-based searches seek Earth-like targets 
for the next great space telescope

ASTRONOMY 

By Daniel Clery

A new probe seeks rocky 

exoplanets orbiting red 

dwarf stars, as shown in 

this artist’s impression.
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Once triggered 

into action, 

an immune cell 

overhauls its 

metabolism in 

ways that could 

be exploited 

for treatment.
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A
bout 12 years ago, Gary Glick 

and his wife noticed something 

wrong with their son, Jeremy. He 

seemed to be lagging behind his 

twin sister, recalls the immuno-

logist and chemical biologist at 

the University of Michigan in 

Ann Arbor. “They were grow-

ing in unison, and he sort of 

stopped.” Jeremy, who was 9 or 10 at the 

time, also looked sickly and pale and began 

complaining of nagging pains in his stom-

ach and elsewhere.

Rachel Lipson Glick, a physician, was 

stumped by their son’s mysterious ailment. 

So were other doctors. It took about 3 years 

to rule out myriad cancers, endocrine mal-

functions, and other potential causes and 

to determine that Jeremy had Crohn dis-

ease, an inflammation of the digestive tract 

stoked by misbehaving immune cells.

The diagnosis made life harder for 

Jeremy, now 22 and a senior at college. To 

control the symptoms, he injects the an-

tibody drug adalimumab (Humira). He 

will likely need it, or another immune-

inhibiting treatment, for the rest of his life.

By coincidence, one of those alternatives 

might stem from his father’s work. Gary 

Glick, like an increasing number of other 

researchers, is convinced that the immune 

cells driving conditions such as Crohn dis-

ease share a feature that could be their un-

doing: their metabolism. He has spent the 

past 2 decades searching for drugs that tar-

get metabolic adaptations of immune cells. 

Clinical trials by Lycera, a company Glick 

founded, are now assessing the first of those 

drugs for psoriasis and ulcerative colitis, an 

intestinal illness related to Crohn disease. 

Drug companies are working to develop 

other candidates. Researchers are also look-

By Mitch Leslie

FEATURES

PUTTING 
IMMUNE 
CELLS
ON A DIET
To treat immune illnesses, 
researchers are probing drugs that 
could starve troublemaker cells
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ing to deploy existing drugs that tamper with 

metabolism, such as the diabetes treatments 

metformin and 2-deoxyglucose (2DG). “It’s 

a very exciting time,” says immunologist 

Jonathan Powell of Johns Hopkins Uni-

versity’s School of Medicine in Baltimore, 

Maryland. “Potentially, all immunologic dis-

eases are targets for metabolic therapy.” 

Cancer researchers have also tried to dis-

rupt cell metabolism, even testing some of 

the same drugs immunologists are investi-

gating. But many scientists are convinced 

the strategy will work better for immune 

diseases than for tumors because drugs to 

treat those illnesses need only to suppress 

a relatively small number of overexuber-

ant cells, not eliminate them. And whereas 

existing drugs that restrain immune cells, 

such as adalimumab, can com-

promise our defenses against 

pathogens, Glick and other 

scientists think that drawback 

won’t affect their strategy. Fo-

cusing on the metabolism of 

overactive immune cells, he 

says, offers “a way to directly 

target these cells while sparing 

immune function.”

IN THE 1920s, the German doctor 

and chemist Otto Warburg was 

the first to realize that immune 

cells have a distinctive way of 

fueling themselves. To power 

their activities, cells need to 

produce the molecule adenos-

ine triphosphate (ATP). They 

can make it directly through 

glycolysis, a biochemical path-

way that dismembers glu-

cose. Or they can generate 

ATP through a more involved 

process called oxidative phos-

phorylation, which requires energy-laden 

molecules produced by glycolysis but also 

enlists other biochemical reactions that 

break down fatty acids and amino acids 

such as glutamine (see graphic, p. 1456). 

Normal body cells typically rely on oxida-

tive phosphorylation for most of their energy 

needs, but Warburg discovered that cancer 

cells ramped up glycolysis. He also noticed 

that some healthy cells depended on glycoly-

sis: immune cells.

Warburg was on the right track, but re-

searchers now know that when immune 

cells aren’t fighting pathogens, they set 

their metabolism to low and produce ATP 

mainly through oxidative phosphoryla-

tion. The arrival of a threat, such as a flu 

virus reproducing in the lungs, activates 

the cells, galvanizing them to combat 

the invader. At that point, “they undergo 

these massive metabolic changes,” says 

immunologist Erika Pearce of the Max 

Planck Institute of Immunobiology and Epi-

genetics in Freiburg, Germany. The stimu-

lated cells don’t just require more energy, 

she notes. An activated T cell can divide 

several times per day, quickly spawning an 

army of millions of descendants. To sustain 

that mobilization, the cells also require 

large amounts of raw materials, such as the 

precursors of DNA, proteins, and lipids.

How exactly an activated immune cell 

satisfies its massive demand for energy and 

molecular material depends on what type 

of cell it is. Activated helper T cells, which 

serve as immune commanders, seem to fol-

low Warburg’s paradigm. They guzzle glu-

cose and crank up glycolysis, although they 

also boost the rate of oxidative phosphory-

lation by a lesser amount and consume 

more glutamine. Cytotoxic T cells, which 

kill tumor cells and cells commandeered 

by viruses, take a similar tack. In contrast, 

immune-suppressing regulatory T cells 

continue to get most of their energy from 

oxidative phosphorylation, even after they 

swing into action, and they prefer fatty ac-

ids to amino acids and glucose.

Immune cells also make different meta-

bolic choices depending on whether they 

are memory cells, which persist for years 

and protect us from getting sick from the 

same pathogen more than once, or shorter-

lived effector cells specialized to attack 

microbes immediately. Memory T cells, for 

instance, typically favor oxidative phosphor-

ylation and consume fatty acids. Effector T 

cells, by contrast, turn up glycolysis and are 

heavy glucose users—a difference reflected 

in their mitochondria, the organelles that 

serve as cellular power plants, Pearce 

and her colleagues reported 2 years ago.

Although memory T cells “have these 

beautiful, intact, threadlike mitochon-

dria,” she says, effector T cells mince their 

mitochondria. The organelles are where 

oxidative phosphorylation takes place, and 

breaking them up may make that metabolic 

pathway less efficient and promote glycoly-

sis, the researchers suggest.

Metabolic adaptations permit immune 

cells to perform their protective roles, 

but sometimes they lead cells to malfunc-

tion. In rheumatoid arthritis, for instance, 

activated T cells slip into the joints, says 

immunologist Cornelia Weyand of Stanford 

University in Palo Alto, California. “They 

like it there, and they stay and they cause 

chronic tissue inflammation.”

That behavior reflects a 

change in metabolism. Like 

other activated T cells, the T 

cells implicated in rheumatoid 

arthritis rely on glycolysis. But 

they tweak that pathway to 

make less ATP and more of the 

molecular precursors needed to 

support their rapid division. As 

a result, the T cells run short 

of reactive oxygen species—key 

signaling molecules that control 

their behavior—and go rogue. 

They speed up their reproduc-

tion and specialize into variet-

ies that promote inflammation.

The cells also become bet-

ter gymnasts, skilled at slith-

ering through narrow spaces 

into the joints. Weyand and 

her colleagues found that the 

abnormal T cells sprouted ruf-

fles on their cell membranes 

that enabled them to penetrate 

deeper into tissues. Within the joint, the 

mobile T cells help stimulate other cells 

to form a lesion that resembles a non-

healing wound, Weyand says, and that 

causes pain and further joint deterioration. 

“The metabolism of the cell controls its be-

havior, and its behavior is not good for the 

patient,” she says.

PEARCE SAYS the prospect of meddling with 

immune cell metabolism to treat diseases 

frightens some of her colleagues, who fear 

crippling the body’s entire defense sys-

tem or harming other vital cells. “If you 

give an inhibitor of glycolysis, isn’t that 

going to kill someone?” they ask her. But 

immunologist Jeff Rathmell of Vanderbilt 

University Medical Center in Nashville 

says that only a small fraction of immune 

cells—and of body cells in general—boost 

their use of those pathways and would 

Gary Glick (left) discovered a drug that could lead to a treatment for the 

autoimmune illness that affects his son Jeremy (right).
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be affected by metabolism-altering drugs. 

“Most cells don’t care.” 

Work in animals suggests that targeting 

immune metabolism is a promising ap-

proach. In one 2015 study, immunologist 

Laurence Morel of the University of Florida 

in Gainesville and colleagues dosed mice 

that were genetically modified to develop 

a lupuslike condition with metformin and 

2DG. Metformin curtails oxidative phos-

phorylation, whereas 2DG squelches glycol-

ysis. Together, the molecules reversed lupus 

symptoms in the animals. Lupus patients, 

for example, pump out antibodies that at-

tack their own DNA. But in the mice, the 

levels of those antibodies fell by about 50% 

after treatment began. The researchers de-

tected no signs that the rodents became 

more vulnerable to infections.

In another study, Rathmell and col-

leagues added dichloroacetate, which sup-

presses glycolysis, to the drinking water 

of mice that have a condition that mimics 

multiple sclerosis, in which the immune 

system attacks nerves’ insulating myelin 

sheath. The compound prevented myelin 

destruction in the animals and reduced 

neurological symptoms such as muscle 

weakness, the scientists reported in 2014.

Impeding cellular metabolism also could 

curb the immune system’s attacks on trans-

planted organs, Powell and colleagues have 

found. They gave metformin, 2DG, and a 

third drug that blocks the metabolism of 

glutamine to mice that had received skin 

grafts or heart transplants. The skin grafts 

survived about four times longer in the 

treated mice than in control animals, which 

quickly rejected the tissue. Transplanted 

hearts also worked much longer in mice 

that received the drug trio, the team re-

ported in 2015 in Cell Reports.

THE FEW CLINICAL TRIALS TESTING the con-

cept in people have mostly used already ap-

proved compounds such as metformin. Two 

years ago, Argentine researchers reported 

fewer new brain lesions in 30 patients with 

multiple sclerosis who took metformin or 

another drug that short-circuits oxidative 

phosphorylation. A clinical trial by Chi-

nese researchers is testing whether met-

formin can quell lupus flares. And so far, 

such drugs seem safe. “Metformin on its 

own does very little to impair immunity, for 

example, but can reduce chronic inflamma-

tion,” Rathmell says.

Skeptics note that researchers also have 

tried to repurpose metformin and 2DG 

to block metabolism in cancer cells, with 

inconsistent results. However, Powell and 

other scientists say they aren’t discour-

aged. In contrast to cancer cells, “You don’t 

actually have to kill an [immune] cell to 

modify its metabolism,” Rathmell says. 

These hand-me-down drugs weren’t de-

signed to tweak immune cell metabolism, 

adds cancer biologist Ralph DeBerardinis 

of the University of Texas Southwestern 

Medical Center in Dallas. “We shouldn’t be 

surprised if they don’t have the potency or 

specificity to have a significant effect.”

Some scientists think talk of treatments 

is premature. Inhibiting immune cells’ 

energy-producing reactions in a chronic 

disease “is an appealing idea,” says mito-

chondrial biologist Navdeep Chandel of 

Northwestern University’s Feinberg School 

of Medicine in Chicago, Illinois. But he con-

tends that researchers don’t understand im-

mune cell metabolism well enough to know 

how to intervene safely and effectively.

Yet a study published online this week in 

Science provides more support that inhibit-

ing immune metabolism can quell human 

diseases. The work centers on a drug, di-

methyl fumarate, that has already received 

approval from the U.S. Food and Drug Ad-

ministration as a treatment for multiple 

sclerosis. Although researchers knew that 

the drug suppresses immune cells, they 

weren’t sure how. A team led by scientists 

at Johns Hopkins now reports that the com-

pound cripples an enzyme necessary for gly-

colysis, bolstering the idea that the pathway 

can be targeted by drugs.

Glick is confident that he and others are 

on to something. The compound he dis-

covered dates to research he began in the 

mid-1990s. “I sort of backed into it,” he 

says. Glick and his colleagues were looking 

for compounds that would kill B cells, the 

antibody-producing cells that help cause 

the symptoms of lupus. After testing sev-

eral compounds, they found one that sty-

mies an enzyme necessary for oxidative 

phosphorylation. 

Lycera is evaluating an improved version 

of that molecule in people with psoriasis or 

ulcerative colitis in part because it’s easier 

to test drugs on those diseases than on lu-

pus, whose symptoms affect more organs 

and are harder to track. Unlike the adali-

mumab that Jeremy Glick injects, this drug 

can be taken in pill form. Lycera plans to 

announce the results of its two trials later 

this year.

This month, a new company founded by 

Gary Glick started clinical trials of an exist-

ing antiparasite drug, niclosamide, in pa-

tients with ulcerative colitis. Niclosamide, 

which kills tapeworms by inhibiting oxida-

tive phosphorylation, has a long safety re-

cord, Glick notes. “It’s approved for children 

and pregnant women,” he says.

Glick was searching for compounds that 

tinker with immune cell metabolism years 

before his son was diagnosed with Crohn 

disease, but he says Jeremy’s illness fur-

nished extra motivation. “If he could wake 

up every morning and take a pill that dad 

invented, he’d be thrilled,” Glick says. j
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Activated immune cells change what they consume and which metabolic pathway they use to break down that 
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more glutamine. Fatty acids remain a staple for other cells, which still depend on oxidative phosphorylation.
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By James P. Collins

O
utbreaks of infectious wildlife dis-

eases often reduce host population 

size, but rarely cause extinction. An 

exception is the ongoing global de-

cline of amphibians (1). A pathogenic 

chytrid fungus, Batrachochytrium 

dendrobatidis (Bd), may affect amphibian 

species little to not at all, predictably reduce 

population size, or have a role in extinction 

(2). On page 1517 of this issue, Voyles et al. 

(3) report that at three sites in Panamá, am-

phibian population sizes declined substan-

tially, and most species went missing after 

the chytrid fungus emerged in their habi-

tats. However, other frog species survived as 

Bd became endemic (see the figure). Only 9 

frog species to date (~12% of species before 

the fungus arrived) returned to population 

levels approaching those estimated before 

Bd emerged (4). Voyles et al. show that the 

frog species that recovered did so as a result 

of changes in their traits and not due to a 

decrease in Bd’s pathogenicity. 

The stage for this research was set in 

2004, when Bd’s arrival triggered an out-

break of the infectious disease chytridiomy-

cosis that coincided with frog declines and 

extinctions at El Copé, Panamá (see the pho-

tos) (5). More outbreaks followed at El Valle 

in 2006 and Campana in 2007. The wave-

like declines echoed patterns seen in South 

America (6) and from Mexico to Costa Rica 

(7). After the frog population sizes reached 

low points between 2006 and 2010, ongo-

ing observations revealed increases in the 

populations of some species (3, 8), a pattern 

that has also been reported in Australia (9). 

What caused the populations of some spe-

cies to recover at the three study sites?  

Voyles et al. predicted that hosts would 

recover because of a decrease in Bd patho-

genicity, an increase in host resistance, or 

A white-spotted Cochran frog (Sachatamia 

albomaculata) in Parque Nacional Omar Torrijos,

El Copé, Panamá.

INSIGHTS
ECOLOGY

Change is 
key to frog 
survival
Changes in host traits help 
amphibian populations 
to survive chytrid infection 
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both. Bd isolates cryopreserved in 2004 

as the fungus emerged in the region pro-

vided a historical baseline. In their experi-

ments, the authors paired these samples 

with Bd isolates collected in 2012 to 2013, 

after some frog populations had increased 

in size. This pairing allowed the team to 

ask whether the pathogenicity of Bd col-

lected recently had changed compared to 

Bd collected nearly a decade before. Traits 

assessed included changes in Bd reproduc-

tive rate, size of infective zoospores, im-

mune evasion, outcome of infection in live 

hosts, and genomic structure. By all these 

measures, Bd was as pathogenic in 2012 to 

2013 as it was nearly a decade before. Bd 

isolates cryopreserved in 2004 and those 

collected in 2012 to 2013 clustered within 

the Global Pandemic Lineage (Bd-GPL) 

(10). There was no strong phylogenetic di-

vergence between isolates over 10 years—

long enough for pathogenicity to decrease 

in vitro (11).

Voyles et al. next used two approaches 

to determine whether the frogs changed. 

The first approach was based on previous 

research, which analyzed whole-skin secre-

tions to show that innate immune defenses 

vary substantially among rainforest stream 

species (12). Voyles et al. compared the effec-

tiveness of whole-skin secretions at inhibit-

ing the amphibian chytrid, using samples 

collected from frogs at locations where Bd 

was endemic and at sites where Bd was ab-

sent. The capacity of skin secretions to in-

hibit Bd varied substantially among species 

and was much greater in frogs from sites 

where the amphibian chytrid was endemic. 

A change in antimicrobial secretions ap-

pears to confer improved defense against 

the fungus, causing a shift from an out-

break  phase to an endemic phase, in which 

hosts and pathogen coexist. 

Second, the authors studied clown frogs 

(Atelopus varius), a species susceptible to 

Bd. Some clown frogs had been collected 

near El Copé before Bd emerged and bred 

in an off-site facility. The team tested the in-

hibitory effectiveness against Bd of skin se-

cretions from these frogs, which had never 

been exposed to the pathogen. They then 

compared it with A. varius collected from 

sites where Bd is now endemic. The inhibi-

tory effectiveness against Bd was greater in 

the latter frogs than in captive-bred individ-

uals. Frogs never exposed to Bd thus had a 

reduced capacity to defend against it.

It remains to be shown how skin secre-

tions came to be more effective after Bd 

invaded. If the capacity to resist epidermal 

fungi existed before Bd emerged, then its 

arrival perhaps stimulated in individuals a 

standing physiological capacity to respond 

to microscopic fungi in general, a capacity 

that varies among species (12). Alterna-

tively, mutations in host genomes favoring 

a capacity to resist Bd may have occurred 

over the ~10 years of the study. That would 

be rapid, given that these frog species 

likely have a generation time of more than 

6 months. Finally, the capacity to resist a 

Bd-like fungus may have been a polymor-

phic trait, in place in these frogs before Bd 

invaded. If so, selection by Bd presumably 

shifted allele frequencies to those favoring 

a defense against Bd, a novel fungal threat 

but one perhaps within the scope of varia-

tion in antimicrobial secretions that could 

be produced. Other host defense traits 

(such as behavior or life history characters) 

could be as important as skin secretions. 

Why do infectious disease outbreaks in 

tropical frogs end? In Panamá and at other 

sites, host extinction, or in general death of 

susceptible individuals, is part of the an-

swer. Based on the study by Voyles et al., 

another part of the answer is that initially 

susceptible hosts become less susceptible 

through changes in their capacity to toler-

ate or resist Bd, fostering a transition from 

an emergent to endemic epidemiological 

phase. To understand fully why some Neo-

tropical frog species are unaffected by Bd, 

others decline and recover, and yet others 

go extinct, scientists must learn a lot more 

about how frogs react to pathogens. j
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A stream in Parque Nacional Omar Torrijos, El Copé, 

Panamá, where Bd has caused amphibian declines.
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Surviving a fungal killer
In amphibian communities, population sizes and number of species vary with time. When Bd’s arrival triggers 

a chytridiomycosis outbreak, populations fall below the lower limits of their pre-Bd population sizes. 

Some species go extinct, but others recover partially or fully as the amphibian chytrid becomes endemic 

(always present) in the community.
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By Adelheid Cerwenka1 and 

Lewis L. Lanier2

I
mmunotherapy represents one of the 

major breakthroughs in the treatment 

of cancer patients. Current therapies fo-

cus on harnessing the adaptive immune 

system, with great success achieved by 

interfering with immune checkpoints to 

unleash antitumor CD8+ T cell responses. 

There is emerging evidence that cancers 

develop multiple strategies to escape CD8+ 

T cell recognition. These tumors, however, 

can be preferentially attacked by natural 

killer (NK) cells. NK cells are innate lym-

phocytes that express activat-

ing receptors, including the NK 

group 2D (NKG2D) receptor, 

which recognize ligands dis-

played on the surface of tumor 

cells and pathogen-infected 

cells. On page 1537 of this is-

sue, Ferrari de Andrade et al.

(1) present an elegant approach 

to improve NK cell recognition 

of tumor cells, extending the 

range of immunotherapies be-

yond T cells. 

The NKG2D–NKG2D ligand 

axis represents a major acti-

vating pathway for human NK 

cell–mediated recognition of 

tumor cells and virus-infected 

cells (2–4). Several strategies 

targeting NKG2D ligands (5, 6) 

expressed on cancer cells or the 

NKG2D receptor (7) on NK cells 

and certain other immune cells 

(including CD8+ T cells) have 

been reported and are now under evaluation 

in preclinical studies. These approaches are 

challenging because tumors have evolved 

mechanisms to escape NK cell surveillance. 

One major mechanism of tumor escape is 

the shedding of the NKG2D ligands, major 

histocompatibility complex (MHC) class I 

polypeptide–related sequence A (MICA) and 

MICB, from the tumor cell surface by matrix 

metalloproteinases (MMPs) and ADAMs (a 

disintegrin and metalloproteinases), thus 

impairing NK cell recognition (8–10). More-

over, shed MICA and MICB that might block 

NKG2D receptor interaction with its cellular 

ligands are found in the sera of cancer pa-

tients, which frequently correlates with poor 

prognosis and impaired NK cell function. 

To circumvent tumor immune escape 

and to efficiently target NK cells to tumors, 

Ferrari de Andrade et al. generated a mono-

clonal antibody (mAb) against MICA and 

MICB that masks the region of their extra-

cellular domains that is cleaved by MMPs 

and ADAMs. The use of a mAb that binds to 

the cleavage site, but does not interfere with 

the sites for NKG2D receptor binding, pre-

serves the expression of MICA and MICB on 

tumor cells and allows NKG2D-dependent 

activation of NK cell effectors. Addition-

ally, the Fc portion of this mAb can mediate 

antibody-dependent cellular cytotoxicity 

(ADCC), triggering target-cell killing by NK 

cells. The application of this mAb greatly re-

duced the growth of subcutaneous tumors 

and metastases in an immune-competent 

mouse model and in an immunocompro-

mised xenograft mouse model in which hu-

man NK cells were administered. The study 

introduces an exciting concept for a thera-

peutic mAb with the potential to improve 

NK cell–based cancer immunotherapy. 

The biology of NKG2D ligands is com-

plex (4, 10). The MICA and MICB genes are 

highly polymorphic, and different alleles of 

these ligands vary in expression and their 

affinity for the NKG2D receptor. The mAb 

generated in this study recognizes the most 

common MICA and MICB variants, which 

are expressed in many tumors but rarely 

by healthy cells. Expression of MICA and 

MICB can be enhanced at the transcrip-

tional level by radiotherapy, histone deacet-

ylase (HDAC) inhibitors, or chemotherapy. 

The present approach, however, is more 

specific. Moreover, tumor cells often evolve 

strategies to down-regulate NKG2D on NK 

cells or T effector cells in the 

host. In this respect, tumor cell–

produced transforming growth 

factor b (TGF-b) and kynuren-

ine were shown to transcrip-

tionally down-regulate NKG2D 

expression on NK cells (11). 

These effects are transient, and 

NKG2D expression can be re-

stored by activation of NK cells 

with cytokines, for example, 

interleukin-2 (IL-2) and IL-

15. Thus, a combination of the 

MICA-MICB mAb with cyto-

kines that are now being used 

in the clinic might further in-

crease the therapeutic efficiency 

of this approach. Additional 

combinatorial strategies could 

involve the blockade of inhibi-

tory NK cell pathways such as 

killer cell inhibitory receptors 

(KIRs) or NKG2A, which are 

now in clinical trials in differ-

ent types of cancer (12) (see the figure).

In humans, NKG2D is not only expressed 

by NK cells but also by all CD8+ T cells 

in which a costimulatory function of the 

NKG2D–NKG2D ligand axis has been re-

ported (13). Ferrari de Andrade et al. used a 

poorly immunogenic metastatic melanoma 

model to show that after application of the 

MICA-MICB mAb, tumor growth control 

was mainly mediated by NK cells and not 

by CD8+ T cells. It will be important to as-

sess whether blocking MICA and MICB 

shedding in more immunogenic tumor 

models will also elicit an antigen-specific 

CD8+ T cell response. Accordingly, it is 

feasible to combine the MICA-MICB mAb 

with immune checkpoint inhibitors such 
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An antibody overcomes cancer cell immune evasion and activates natural killer cells 
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Combinatorial strategies with MICA-MICB mAb 
The MICA-MICB mAb stabilizes these NKG2D ligands on tumor cells, inducing tumor 

cell killing by NK and CD8+ T cells. Combinations with immune checkpoint inhibitors 

(anti–PD-1 or anti–PD-L1), engineered immune cells, or antibodies blocking 

NKG2A or KIR could amplify antitumor activity. HLA-E, human leukocyte antigen E.
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as anti–programmed cell death protein 1 

(PD-1), anti–PD-1 ligand 1 (PD-L1), or other 

T cell–based therapies, including the adop-

tive transfer of engineered T cells to further 

enhance T cell activation. These combina-

tions would not only enhance both CD8+ T 

cell and NK cell activation against cancer 

cells but, in addition, broaden the spectrum 

of tumor cells that can be attacked. 

MICA and MICB expression has been 

reported in healthy individuals in bar-

rier tissues such as the gut. It is unknown 

whether these cells also shed NKG2D li-

gands. Expression and stabilization of 

MICA and MICB in these tissues could 

cause excessive inflammation resulting 

from aberrant immune cell activation and 

might lead to serious side effects. Addi-

tionally, circulating monocytes and tumor-

infiltrating myeloid cells in some cancer 

patients express MICB. Activated T cells 

can express NKG2D ligands as well (14). 

Moreover, under homeostatic conditions, 

NKG2D ligands were detected on mouse 

endothelial cells and might modulate NK 

cell function (15). Whether NKG2D ligands 

on myeloid cells, T cells, and endothelial 

cells are also stabilized by the MICA-MICB 

mAb, potentially promoting inflammation, 

has not been addressed. Undoubtedly, fu-

ture studies are needed to provide a com-

prehensive analysis of MICA and MICB 

expression in homeostatic conditions and 

during disease. 

Bispecific mAbs targeting additional 

antitumor effector cells, such as CD3+ T cells 

(which infiltrate solid tumors at higher num-

bers than NK cells), to MICA- and MICB-bear-

ing tumors could be generated. Moreover, the 

MICA-MICB mAb could also be engineered 

into T cells or NK cells for adoptive cell trans-

fer, potentially resulting in efficient tumor 

cell targeting, provided there is no toxic off-

target cell killing. Ferrari de Andrade et al. re-

veal an innovative approach to counteract a 

major mechanism of cancer immune escape 

from NK cell recognition that, if safe in pa-

tients, harbors high potential and versatility 

for future clinical application.        j
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NEUROSCIENCE

Making room for new memories
Clearing neuronal networks from transient memory 
engrams during sleep consolidates memories

By Andreas Draguhn

W
hat are our memories made of? 

Plato suggested imagining a 

block of wax in our soul, where 

perceptions and thoughts leave 

impressions that we can remem-

ber as long as they have not been 

erased. This historic metaphor captures 

the transience of some memories and the 

stability of others, and it illustrates the 

brain’s plasticity. The mechanisms of mem-

ory formation and retention remain a key 

question in neuroscience. Groundbreaking 

work on the rodent hippocampus (a net-

work in the temporal lobe) revealed that 

certain neurons form transiently stable rep-

resentations of places (1). Hence, this brain 

region has become an important focus for 

studying spatial memory (or engram) for-

mation. It also serves as an experimentally 

accessible proxy for declarative (knowl-

edge) and episodic (experience) memory 

in humans, which involves the same brain 

structures and mechanisms. However, how 

can we remember an almost infinite num-

ber of items with the limited storage ca-

pacity of the hippocampus? There is good 

evidence that relevant representations are 

transferred to neocortical networks before 

forming long-lasting engrams. The hip-

pocampus is then reset for acquisition of 

new memories. Studies in animals (2) and 

humans (3) show that neuronal activity 

during sleep plays a major role in these 

processes. The underlying mechanisms, 

however, have remained mostly enigmatic. 

On page 1524 of this issue, Norimoto et 

al. (4) show how sleep-associated activity 

patterns induce “negative” neuronal plas-

ticity in the hippocampus, erasing remote 

memories. A previous, related paper by 

Khodagholy et al. (5) reveals similar activ-

ity patterns in the neocortex, which, hence, 

may mediate long-term consolidation of 

transient engrams at their final location.

Norimoto et al. show that excitatory 

synapses between hippocampal neurons 

are weakened by sharp wave–ripple (SWR) 

complexes, patterns of coordinated net-

work activity that typically occur during 

sleep (6) (see the figure). Surprisingly, 

neurons contributing to recently acquired 

engrams are excluded from this weakening 

and remain stably active. Behavioral tests 

suggest that this mechanism supports the 

formation of new memories, in line with 

the idea that the hippocampal memory 

system must be regularly cleared. This re-

quires, however, that “old” memories (if 

relevant) must be stored elsewhere, foster-

ing the idea of engram transfer from the 

hippocampus to the neocortex (7).

The representation of spatial contexts 

in hippocampal networks involves three 

major mechanisms. First, special neurons 

called “place cells” are selectively activated 

when the animal is in a certain spot of 

its environment (1). Second, exploring an 

environment strengthens the coupling of 

sequentially activated place cells, which 

then form neuronal ensembles represent-

ing the spatial experience (8). Third, co-

herent membrane potential oscillations of 

all local neurons provide a common time 

frame for coordinating the activation of 

coupled neurons (9). The resulting spatio-

temporal activity patterns form transiently 

stable representations of spatial experi-

ence. A key observation from multineuro-

nal recordings in rats links such coactive 

neuronal ensembles to memory consolida-

tion: Sequences of place cell activity that 

were formed during spatial exploration are 

replayed in the same order during phases 

of immobility or slow-wave sleep (2). This 

sleep state, better known as deep or non-

REM (rapid eye movement) sleep, is ex-

actly the phase where humans stabilize 

recently formed memories (3). Compared 

to memory acquisition, however, replay of 

“...how can we remember 
an almost infinite number 
of items with the limited 
storage capacity of the 
hippocampus?...neuronal 
activity during sleep plays 
a major role...”

Institute of Physiology and Pathophysiology, Heidelberg 
University, Im Neuenheimer Feld 326, 69120 Heidelberg, 
Germany. Email: andreas.draguhn@physiologie.uni-
heidelberg.de

DA_0330Perspectives.indd   1461 3/28/18   12:18 PM

Published by AAAS

on M
arch 29, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


INSIGHTS   |   PERSPECTIVES

sciencemag.org  SCIENCE

G
R

A
P

H
IC

: 
N

. 
D

E
S

A
I/
S
C
IE
N
C
E

activity sequences occurs on top of a much 

faster pattern of network oscillations—

hippocampal SWRs. 

Norimoto et al. first confirmed two prop-

erties of slow-wave sleep in mice: Synaptic 

coupling strength between hippocampal 

neurons declines (10), and hippocampal 

networks produce spontaneous SWR ac-

tivity (6). They then asked whether there 

is a causal link between both phenomena, 

using an elegant optogenetic closed-loop 

technique to silence neuronal activity dur-

ing SWRs with pulses of light. Indeed, 

aborting the patterns prevented the de-

cay of synaptic coupling and, at the same 

time, blocked hippocampus-dependent 

spatial memory formation. How do slow-

wave sleep, SWRs, and the related synaptic 

plasticity support spatial memory? Record-

ings from multiple single neurons revealed 

that the decline in activity was selective for 

those place cells that represent old, well-

known environments, whereas recently 

formed place cells remained fully active. 

Reducing the strength of recently un-

changed synapses may prevent saturation 

of synaptic strength and ensure homeo-

stasis of excitability in the network (10). 

It separates newly formed ensembles from 

old, established engrams (4) and clears the 

stage for “positive” synaptic plasticity dur-

ing future experiences. 

The underlying cellular and molecular 

mechanisms involve changes in dendritic 

spine size and depend on activation of 

NMDA (N-methyl-D-aspartate) receptors, 

both typical for activity-dependent syn-

aptic plasticity (11). At present, it remains 

unclear how newly potentiated synapses 

(or memory-relevant neurons) are distin-

guished from established connections (or 

memory-irrelevant neurons). The findings 

by Norimoto et al. and the precise timing 

of neuronal activity during SWR events (6) 

suggest a role for spike-timing–dependent 

plasticity (11)—lasting changes in synaptic 

strength upon near-coincident activation 

of pre- and postsynaptic neurons.

Thus, as time progresses, old impres-

sions are progressively erased from Plato’s 

block of wax, avoiding confusion by super-

imposed engrams. But where and how are 

representations preserved to form long-

lived memories for the many places and 

objects we (and rodents) know? The pre-

vailing view is that during SWRs, replayed 

neuronal activity patterns are transferred 

from the hippocampus into distributed 

neocortical networks (7). There, some un-

known process of plasticity is induced that 

forms stable representations. Indeed, hip-

pocampal SWRs coincide with defined pat-

terns of sleep-related neocortical network 

activity (12, 13). However, the precise na-

ture and location of neocortical long-term 

engrams remain elusive. Important prog-

ress comes from Khodagholy et al. They 

used dense, large-scale electrode arrays 

to study multineuronal activity patterns 

in rats subjected to a hippocampus-

dependent memory task. With this de-

vice, they detected fast oscillations in the 

“ripple” frequency band (typical for SWRs) 

in several circumscribed neocortical areas 

(see the figure). Neocortical ripples are 

restricted to prefrontal or parietal “asso-

ciation” cortices, i.e., areas with rich in-

tracortical connections that are involved 

in cognitive functions like action planning 

and spatial navigation. The pattern occurs 

coincidently with hippocampal SWRs, and 

coupling between both areas is increased 

by previous spatial learning episodes. 

Given that the highly coincident neuronal 

activation during SWRs facilitates synaptic 

potentiation (14), neocortical ripples are a 

strong candidate mechanism for the induc-

tion of long-lasting engrams. The findings 

also underline the important role of slow-

wave sleep for the consolidation of spatial 

(and declarative) memories.

Together, the two studies mark consid-

erable progress in understanding the net-

work-level mechanisms of spatial memory 

formation. Both groups made elegant use 

of recent methodological advances: Kho-

dagholy et al. performed massively parallel 

recordings from large numbers of neurons, 

establishing new correlations between 

multineuronal patterns, vigilance states, 

and behavioral performance. Norimoto et 

al. used an interventionist approach to un-

ravel causal relationships between network 

activity, synaptic plasticity, and memory. It 

should be kept in mind, however, that we 

are far from a complete reconstruction of 

all elements and causal interactions link-

ing molecular events, neuronal coupling, 

local network oscillations, whole-brain in-

formation processing, memory formation, 

and behavior—provided this can ever be 

achieved (15). Crucial future steps include 

identifying the (sub)cellular events that 

couple neurons within ensembles, eluci-

dating the mechanisms that determine the 

transience or stability of engrams, and pin-

pointing the location and nature of neocor-

tical memory-related ensembles. j
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“The findings also underline 
the important role of 
slow-wave sleep for the 
consolidation of spatial (and 
declarative) memories.”
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Processing of engrams in the rodent brain
Firing of place cells during spatial exploration leads to the formation of coactive neuronal ensembles. During 

subsequent sleep, engrams of old ensembles are erased, which increases the distinction of newly formed 

ensembles. Memory consolidation occurs through hippocampal-cortical cross-talk, indicated by SWR-like 

activity patterns during sleep.
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By Amartya Mukhopadhyay and

Manoj K. Jangid

I
n the 1970s, scientists first developed a 

promising class of rechargeable batteries 

in which lithium (Li) metal served as the 

anode and compounds that could revers-

ibly host Li ions inside the lattice formed 

the cathode (1). Because Li is the lightest 

and most electropositive metal, this setup al-

lows very high energy and power densities. 

However, repeated discharge-charge cycles 

cause growth of Li dendrites from the an-

ode toward the cathode. Such dendrites can 

eventually penetrate the separator (placed to 

prevent contact between the electrodes) and 

touch the cathode, causing short circuiting 

of the cell and potentially leading to safety 

hazards (2–5). On page 1513 of this issue, Li 

et al. (6) show that Li dendrite growth can 

be suppressed by applying short, intermittent 

high-current pulses during battery use. These 

pulses lead to self-healing of the dendrites. 

The growth of Li dendrites not only causes 

failure and overheating of the cell because 

of short circuiting but also consumes Li ir-

reversibly from the electrolyte, resulting in 

irreversible cell capacity loss and electrolyte 

degradation. To circumvent these problems, 

scientists have developed graphite-based an-

ode materials that can host Li ions reversibly 

inside the lattice at electrochemical poten-

tials close to that of Li metal (2). This arrange-

ment can address the Li dendrite problem 

to some extent but lowers the cell voltage 

and charge storage capacity of the battery, 

thus substantially reducing the energy and 

power densities of such batteries relative to 

Li metal–based batteries. Furthermore, even 

graphite-based anodes may sometimes suffer 

from dendrite formation because Li plating 

and stripping can still occur on the graphite 

surface (7), especially when the cell is oper-

ated at high current densities for applications 

demanding high power densities. 

Other anode materials have also generated 

interest. For example, silicon (Si) can revers-

ibly alloy with Li at higher operating poten-

tials than that of Li metal and even than 

that of graphite, thus preventing Li dendrite 

formation. Furthermore, Si anodes have Li 

storage capacities similar to that of Li metal. 

However, they are mechanically unstable 

upon repeated alloying and dealloying, lead-

ing to a rapid fade in capacity with discharge-

charge cycles (8). 

In recent years, interest in renewable-en-

ergy storage, grid storage, and batteries for 

electric vehicles has led to efforts toward in-

creasing the energy and power density of re-

chargeable batteries. This has led to renewed 

interest in Li metal anodes. Previous studies 

aimed at supressing the Li dendrite problem 

mainly attempted to contain the growing 

dendrites (9, 10) or change their growth di-

rection (11). However, these approaches did 

not prevent dendrite growth and thus merely 

delayed the inevitable; that is, dendrites 

eventually touch the cathode (4, 5, 9–11). 

This is where the work by Li et al. stands 

out because they use simple physical con-

cepts to enable the dendrites to heal them-

selves before they even reach the separator. 

They do so by using a higher current density 

of optimized magnitude, which leads to the 

formation of finer, more densely populated 

dendrites on the Li surface (5) and in turn re-

sults in considerable heating of the dendrites. 

This heat does not melt the Li and is safe for 

the other cell components but increases the 

“mobility” of the Li atoms and causes rapid 

migration of the surface atoms from the den-

drite tips to the valleys between them. This 

migration blunts the tips and smoothens the 

dendrites (see the figure). The smoothen-

ing also supresses further dendrite growth. 

This suppression of dendrite growth and 

smoothening of the Li metal surface not only 

prevents short circuiting but also reduces ir-

reversible capacity loss during operation. 

Li et al. demonstrate this approach in a cell 

with a Li anode and sulfur (S) cathode (a Li-S 

cell). Upon application of intermittent high-

current pulses, the cell did not fail after a fi-

nite number of cycles. Furthermore, the cell 

showed improved reversibility as compared 

with that of most Li-S cells reported to date 

(12). In a control experiment without high-

current pulses, short circuiting did take place 

because of dendrite-induced cell shorting.

Li et al.’s successful demonstration of this 

concept may lead to a paradigm shift in Li-

based rechargeable battery technology. It 

should encourage researchers and engineers 

to investigate this aspect with a range of 

Li-based cells, using different cathode ma-

terials and larger cells, so that the scientific 

approach developed in the laboratory can 

be translated to technological application 

in the near future. The faster that happens, 

the sooner we shall have lighter batteries for 

greater energy and power output. j
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Preventing Li metal battery failure
Use of Li metal anodes allows high energy densities in rechargeable batteries, but Li dendrite formation leads 

to short-circuiting. Li et al. report that application of intermittent high-current pulses heals the dendrites and 

prevents short-circuiting, as shown here for a simple Li/LiTMO2 cell (TM, transition metal).
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By Philippe Herman-Bausier1 and

Yves F. Dufrêne1,2

B
acterial pathogens show a remarka-

ble capacity to stick to host tissues 

and implanted biomaterials, grow, 

and form biofilms on these surfaces 

(1). These multicellular communities 

protect the bacteria from the host im-

mune system and from drugs, thereby cau-

sing infections that are difficult to eradicate. 

Today, biofilms are estimated to be involved 

in half of all infections acquired in hospitals. 

On page 1527 of this issue, Milles et al. (2) 

combine single-molecule experiments and 

molecular dynamics simulations to study the 

forces involved in the adhesion of bacterial 

pathogens to host proteins, the first step of 

biofilm formation.

Biofilm infections commonly involve 

Staphylococcus epidermidis and S. aureus

strains, including methicillin-resistant S. 

aureus (MRSA). These microbes are dec-

orated with adhesins that mediate both at-

tachment to host proteins and cell-cell as-

sociation (3). The structural features and 

molecular biology of staphylococcal ad-

hesins have been widely investigated, but 

their binding forces are poorly understood 

because of a lack of ultrasensitive biophysi-

cal force probes. However, recent progress 

in single-molecule techniques (4) has pro-

vided new opportunities for studying forces 

in bacterial proteins (5). 

Unlike traditional methods that probe 

large ensembles of cells and molecules, 

atomic force microscopy (AFM) makes it 

possible to study bacterial components 

one molecule at a time (5). The technology 

has enabled researchers to understand the 

nanoscale biophysical properties of bac-

teria, unravel the binding mechanisms of 

their individual surface molecules, and de-

cipher the forces guiding cell-cell and cell-

substrate interactions (5). 

Milles et al. elegantly combine single-

molecule AFM and steered molecular dyna-

mics (SMD) simulations to investigate the 

molecular mechanism by which the prototyp-

ical staphylococcal adhesin SD-repeat pro-

tein G (SdrG) binds to fibrinogen (Fg), a host 

protein that rapidly coats implanted bio-

medical devices. They show that the extreme 

mechanical stability of the SdrG-Fg complex 

originates from an intricate hydrogen bond 

network between the ligand peptide back-

bone and the adhesin. The study represents 

an important step toward understanding 

how hospital-acquired pathogens use their 

surface adhesins to guide cell adhesion and 

trigger infections.

SdrG binds to Fg via a dock, lock, and 

latch (DLL) mechanism that involves dy-

namic conformational changes of the 

protein, resulting in a greatly stabilized 

adhesin-ligand complex (6). The N2 and N3 

subdomains of SdrG bind to a short pep-

tide sequence in the Fg molecule (see the 

figure). Milles et al. used single-molecule 

AFM to quantify the mechanical strength of 

the SdrG-Fg complex. By immobilizing the 

SdrG subdomains on the AFM tip and the 

ligand peptides on a substrate, the authors 

could probe the forces between the interact-

ing molecules in their native configuration. 

Consistent with earlier AFM experiments 

on living bacteria (7), these in vitro mea-

surements revealed that the SdrG-Fg in-

teraction is ultrastrong, with a strength of 

~2 nN, similar to that of covalent bonds (8).

Sophisticated simulations enabled Milles 

et al. to unravel the mechanism behind this 

extreme mechanostability. They found that 

the target peptide is confined in a screwlike 

manner in the binding pocket of SdrG and 

that the binding strength of the complex 

results from numerous hydrogen bonds be-

tween the peptide backbone and SdrG, in-

dependent of peptide side chains. Rupture 

of the complex requires all hydrogen bonds 

to be broken simultaneously. The authors 

observed similar side-chain–independent 

mechanical stability in experiments and 

simulations of clumping factor B (ClfB), a 

protein from S. aureus that is structurally 

and functionally related to SdrG. This find-

ing suggests that this hydrogen bond mecha-

nism may be generalized to other adhesins.

The extreme mechanical stability of SdrG 

explains at the molecular scale how staphy-

lococci colonize biomaterials so efficiently 

while sustaining high mechanical stresses 

(9). The 2-nN force is much larger than 

that reported for other cell adhesion mole-

cules, as well as for the mechanically strong 

biotin-streptavidin and cohesin-dockerin 

complexes. However, this ultrahigh bind-

ing strength is in contrast with biochemi-

cal data showing that SdrG binds its ligand 

with moderate affinity (6). This discrepancy 

shows that binding forces measured at 

nonequilibrium are uncorrelated with the 

equilibrium binding affinity. Given that in 

nature, most surface-attached bacteria are 

subjected to physical stresses (9), force mea-

surements are likely to be more relevant 

than traditional bioassays for properly de-

scribing cell adhesion. This is particularly 

true for staphylococci, which are constantly 

exposed to fluid shear forces during coloni-

zation of implanted biomaterials. 

BIOPHYSICS

Force matters in hospital-acquired infections
Extremely strong forces help staphylococci to colonize biomaterials and infect humans
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How staphylococci 
hold on tight
The interaction between the 

staphylococcal adhesin SdrG  

and human fibrinogen is 

extremely strong, making  it 

very hard to break and  

enabling the bacteria to  colonize 

biomaterials  efficiently.
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David Artis2

M
aintenance of mammalian tissue 

homeostasis and function requires 

coordinated actions of multiple cel-

lular and molecular networks. This 

complexity is reflected in the im-

mune system, which is composed of 

a plethora of cells that constitute the innate 

and adaptive immune system and which 

can sense multiple endogenous and exog-

enous factors. Similarly, the nervous system 

includes a myriad of distinct neurons that 

perceive, integrate, and respond to ever-

changing environmental conditions. Func-

tional interactions between the neuronal 

and immune systems have been reported in 

health and disease, such as in multiple scle-

rosis, autism, cancer, and chronic inflamma-

tory disorders (1). More recently, a number 

of studies have revealed that discrete neu-

ronal and immune cells share anatomical 

localization and interact functionally, form-

ing neuroimmune cell units (NICUs) that 

orchestrate tissue homeostasis and integrity 

(2). These findings are provoking a funda-

mental paradigm shift in our understanding 

of neuronal–immune cell interactions. A re-

cent noteworthy example is the finding that 

the nervous system can have a major regula-

tory effect on multiple innate immune cells 

with functional impact in several physiologi-

cal processes (3–8).

Earlier studies established that signals 

from the parasympathetic vagus nerve, 

which connects the brainstem with periph-

eral organs, can have an anti-inflammatory 

effect via tuning the activity of macrophages, 

innate immune cells that engulf pathogens 

and cell debris, leading to the production 

of macrophage-derived immunomodula-

tory molecules (9). Bidirectional neuronal-

macrophage interactions were also shown 

to regulate important aspects of intestinal 

physiology. Notably, intestinal macrophages 

control myenteric neuron activity and small 

intestine peristalsis (muscular contractions 

that move food down the intestine) in re-

sponse to microbial signals in the intestines 

(3), whereas intestinal pathogenic bacterial 

infections activate neurons to produce nor-

epinephrine that induces a tissue-protective 

program in enteric macrophages (4). Nota-

bly, neuron-associated macrophages are also 

present in adipose tissue and were shown 

to buffer sympathetic neuronal activity and 

fat tissue physiology, thus controlling obe-

sity and organismal metabolism (10). Den-

dritic cells and mast cells (both components 

of the innate immune system) also interact 

with peripheral neurons (1). For example, 

upon chemical irritation or infection with 

fungi, sensory neurons in the skin instruct 

dermal dendritic cells to produce the cyto-

kine interleukin-23 (IL-23), which activates 

adaptive T lymphocytes to produce pro-

inflammatory cytokines (11). Reciprocally, 

lymphocyte-derived type 2 cytokines—such 

as IL-4, IL-5, and IL-13—were also shown to 

induce chronic itch via sensory neuron ac-

tivation (12). Together, these findings dem-

onstrate that neurons can trigger functional 

molecular cascades that lead to the activa-

tion of innate and adaptive immune cells, 

influencing immunity to infection, chronic 

inflammation, and restoration of tissue ho-

meostasis. Nevertheless, defining additional 

pathways that operate in the opposing direc-

tion, whereby immune cells can modulate 

neuronal activity, requires further study.

But how widespread and biologically im-

portant is this neuronal-immune interaction? 

Over the past decade, we have witnessed the 

formal discovery of innate lymphoid cells 

(ILCs) and their roles in development, infec-

tion, inflammation, metabolic disease, and 

cancer (13). ILCs are a relatively rare cell 

type, but they are particularly abundant at 

barrier surfaces that are exposed to the ex-

ternal environment, which are also densely 

populated with neuronal cells. Group 2 ILCs 

(ILC2s) are associated with allergy and para-

sitic worm infections and were reported to 

respond to vasoactive intestinal peptide 

signals that were presumably derived from 

neuronal cells (14), suggesting that neuronal-

The authors also speculate that SdrG may 

bind its ligand through a catch bond—that 

is, a bond strengthened by tensile force, as 

observed with the Escherichia coli adhesin 

FimH (10). Supporting this idea, a recent 

single-molecule study demonstrated that 

the mechanical strength of ClfB increases 

dramatically as mechanical force is ap-

plied (11). The results suggested that ClfB-

mediated adhesion is enhanced through 

force-induced conformational changes in 

the adhesin, which changes from a weakly 

binding folded state to a strongly bind-

ing extended state. This force-dependent 

ligand-binding mechanism may help S. au-

reus to attach firmly to biomaterials under 

high shear stress, and to detach under low 

shear stress to colonize new sites.

The study by Milles et al. has important 

implications for many fields. In molecular 

microbiology, the combined use of AFM 

experiments and SMD simulations should 

greatly contribute to the identification of 

new binding mechanisms in bacterial ad-

hesins, thus helping to show how they reg-

ulate biofilm formation. In diagnosis and 

therapy, this combined approach could 

represent a powerful platform for the treat-

ment of microbial infections. For instance, 

correlative single-molecule experiments 

and simulations could be used to screen 

antiadhesion compounds for their poten-

tial to prevent or treat biofilm-associated 

infections (12). The binding mechanism 

reported here may also serve as a basis for 

the development of bioinspired glues that 

stick under water and outperform tradi-

tional adhesives. j
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ILC interactions could also occur at mucosal 

barriers. Consistent with this concept, group 

3 ILCs (ILC3s) were shown to control intesti-

nal health as part of a glial cell–ILC3 unit or-

chestrated by neurotrophic factors (5). Glial 

cells, considered to provide support and 

protection to neurons, are adjacent to ILC3s 

and integrate microbial-derived and host 

alarmin (danger molecules that are released 

upon tissue damage)–derived signals to con-

trol neurotrophic factor production (5). In 

turn, these neuroregulatory molecules acti-

vate RET-expressing ILC3s that produce the 

tissue-protective cytokine IL-22 (5). Thus, 

glial cells translate microbial and host cues 

into neurotrophic factor production, which 

target coordinated neuronal and ILC3 func-

tions to promote intestinal tissue repair af-

ter exposure to infectious and inflammatory 

stimuli (see the figure).

Adding to the growing understanding of 

NICUs, other recent studies revealed that 

mucosal neurons regulate the production 

of ILC-derived type 2 cytokines via the pro-

duction of the neuropeptide neuromedin 

U (NMU) (6–8). NMU-producing choliner-

gic neurons are adjacent to intestinal and 

pulmonary ILC2s, whereas NMU receptor 1 

(NMUR1) is selectively expressed by ILC2s 

(6–8). Notably, activation of ILC2s with this 

neuropeptide leads to a rapid and potent 

production of type 2 inflammatory and 

tissue-protective cytokines (6, 7). Consistent 

with this, activation of this signaling axis 

in ILC2s in vivo leads to rapid type 2 cy-

tokine responses after exposure to parasite 

infections or allergens (6–8). The capacity 

of neuronal-derived signals to rapidly trig-

ger ILC2 responses may also explain in part 

why, despite their relatively low numbers, 

ILC2s can be rapidly activated and have pro-

found effects across large barrier surfaces. 

In addition to the activating func-

tions of cholinergic nerve–derived NMU, 

catecholaminergic neurons—a component 

of the sympathetic nervous system that is 

a potent source of molecules such as nor-

epinephrine that binds the b
2
-adrenergic 

receptor (b
2
AR)—were shown to act as a 

potent “off switch” that dampens ILC2 re-

sponses (15). b
2
AR deficiency resulted in 

exaggerated ILC2 responses and type 2 in-

flammation in intestinal and lung tissues, 

whereas b
2
AR agonist treatment, a frontline 

therapy for asthma patients, was associated 

with impaired ILC2 responses and reduced 

inflammation in vivo (15). Together, these 

new findings demonstrate that neuronal-

ILC units are poised to trigger immediate 

barrier tissue protection programs through 

a neuronal-immune “fast track” response 

that can both switch on and switch off ILC2 

responses, whereas activation by cytokines 

and alarmins appears to follow a “regular 

track,” inducing and sustaining ILC2 func-

tion with comparatively delayed kinetics.

How do neuronal cells sense environ-

mental perturbations to instruct immune 

responses? Enteric neurons and glial cells 

can sense microbial products, parasites, 

and host alarmins through myeloid differ-

entiation primary response 88 (MYD88) 

signaling in the neuronal cells to produce 

ILC-activating neuroregulators (5, 6). Al-

though this local neuronal–innate immune 

cell interaction is critical during pathogen 

insults (5, 6), the nature of the efferent 

nervous signals (impulses emerging from 

the central nervous system) that may also 

regulate peripheral immune cells remain 

elusive. Nevertheless, perhaps local neural 

networks function as relay stations of en-

vironmental stimuli, amplifying these local 

insults through the increased expression of 

neuroregulators that maximize rapid tissue-

protective responses of immune cells.

Understanding the broader roles of 

NICUs in the regulation of tissue homeo-

stasis in the context of health and disease 

is certainly a major challenge ahead. Nota-

bly, clarifying cellular and molecular play-

ers of NICUs could identify new putative 

therapeutic targets in the context of chronic 

inflammation, cancer, metabolic health, 

and beyond. Because pathogens and other 

environmental triggers have been major 

drivers of mammalian evolution, connect-

ing immune and neuronal responses may 

therefore be considered a paradigm of coor-

dinated multi-tissue physiology, suggesting 

that throughout evolution, neuroimmune 

networks may have also been selected at an 

organismal level. The neuroimmune system 

is out there to be explored. j
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Neuroimmune cell units (NICUs) at barrier surfaces
NICUs modulate immune responses. For example, reciprocal neuron-macrophage and neuron-ILC interactions occur in the lungs (not shown) and intestines.
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By Sara E. Skrabalak

D
ifferent materials and the capabili-

ties they enabled have marked the 

ages of civilization. For example, 

the malleable copper alloys of the 

Bronze Age provided harder and 

more durable tools. Most exploration 

of new alloys has focused on random al-

loys, in which the alloying metal sites have 

no metal preference. In binary and ternary 

metal systems, dissimilar elements do not 

mix readily at high concentra-

tions, which has limited alloy-

ing studies to intermetallics 

(ordered multimetallic phases) 

and random alloys, in which 

minor components are added 

to a principal element. In 2004, 

crystalline metal alloys consist-

ing of five or more principal ele-

ments in equal or nearly equal 

amounts (1, 2) were reported 

that were stabilized by their 

high configurational entropy. 

Unlike most random alloys, the 

“high-entropy” alloys (3, 4) re-

side in the centers of their mul-

tidimensional phase diagrams 

(see the figure, right). On page 

1489 of this issue, Yao et al.

(5) present an innovative and 

general route to high-entropy 

alloys that can mix up to eight 

elements into single-phase, size-controlled 

nanoparticles (NPs).

High-entropy alloys usually have a mini-

mum of five elements in nearly equal pro-

portions. Synthesis of these compositions 

is challenging and not typically compat-

ible with methods that yield well-defined 

nanoparticles. Such integration would 

enable the nanoscale properties of these 

complex compositions to be studied and po-

tentially leveraged in diverse applications. 

For example, high-entropy alloys are being 

studied as structural materials and for their 

superparamagnetic and superconducting 

properties (4).

High-entropy alloys were initially synthe-

sized through high-temperature melting or 

plasma routes that could produce atomi-

cally mixed phases before solidification (1, 

3). By contrast, nanoscale alloys are often 

made in solution by co-reducing metal salts 

along with capping agents that control crys-

tal growth and aggregation (6, 7). However, 

the compositional space of such alloys is of-

ten limited because the precursors react at 

different rates (8). The high surface energy 

of NPs can be exploited to access new metal 

phases, but only simple compositions have 

been reported (9). Even recent printing 

methods for synthesizing multimetallic NPs 

yield phase-segregated multicomponent 

NPs when the input composition becomes 

too complex (10, 11). This observation is 

consistent with varied precursor reactivity 

and slow cooling rates. 

By electrically shocking mixed-metal salt 

precursors dispersed on conductive carbon 

supports, Yao et al. accessed high-entropy 

alloys as size-controlled NPs. This method 

provided the high reaction temperatures 

(~2000 K) and rapid heating and cooling 

rates (~105 K/s) necessary for high-entropy- 

alloy formation, while the underlying car-

bon support inhibited coalescence of the 

NPs. Conveniently, the input ratio of metal 

was replicated in the final product, and the 

method is scalable. 

The NP size could be tuned through 

the shock conditions. Interestingly, phase 

segregated multicomponent NPs were 

produced by slowing the cooling rate to 

facilitate diffusion and partitioning of the 

solutes. This observation gives insight into 

the formation mechanism of high-entropy 

alloyed NPs, in which a mixed phase must 

be achieved before solidification and then 

preserved through cooling at an optimal 

rate so that neither phase separation nor 

glass formation occurs (see the figure, left). 

This observation also suggests that this ap-

proach could yield new types of nanoscale 

heterostructures with further development.

Distinctive properties can emerge when 

new alloys undergo electron confinement 

at the nanoscale materials. For 

example, Yao et al. showed that 

their PtPdRhRuCe NPs were ef-

fective catalysts for ammonia 

oxidation, and this synthetic 

approach has the potential to 

yield additional new catalysts. 

An exceptionally high number 

of possible compositions and 

nanostructures can be envi-

sioned, which introduces some 

fundamental challenges (4). In 

particular, identification of high-

entropy alloys with useful prop-

erties by trial-and-error methods 

is unsatisfactory given the large 

phase space. High-throughput 

characterization of composition, 

nanoscale features, and proper-

ties are critically needed (12, 13). 

These advances should be cou-

pled with theory so that a deeper 

understanding of phase formation and the 

emergence of new properties can be achieved 

and enable materials by design. j
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Nanoscale high-entropy alloys
The synthesis route of Yao et al. makes mixtures of many elements.
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Wheeler, A. M. Young

A 
large body of evidence demonstrates 

that strategies that promote student 

interactions and cognitively engage 

students with content (1) lead to 

gains in learning and attitudinal 

outcomes for students in science, 

technology, engineering, and mathematics 

(STEM) courses (1, 2). Many educational 

and governmental bodies have called for 

and supported adoption of these student-

centered strategies throughout the un-

dergraduate STEM curriculum. But to the 

extent that we have pictures of the STEM 

undergraduate instructional landscape, 

it has mostly been provided through self-

report surveys of faculty members, within 

a particular STEM discipline [e.g., (3–6)]. 

Such surveys are prone to reliability threats 

and can underestimate the complexity of 

classroom environments, and few are im-

plemented nationally to provide valid and 

reliable data (7). Reflecting the limited state 

of these data, a report from the U.S. Na-

tional Academies of Sciences, Engineering, 

and Medicine called for improved data col-

lection to understand the use of evidence-

based instructional practices (8). We report 

here a major step toward a characteriza-

tion of STEM teaching practices in North 

American universities based on classroom 

observations from over 2000 classes taught 

by more than 500 STEM faculty members 

across 25 institutions.

Our study used the Classroom Observation 

Protocol for Undergraduate STEM (COPUS) 

(9), which can provide consistent assessment 

of instructional practices and document im-

pacts of educational initiatives. COPUS re-

quires documenting the co-occurrence of 13 

student behaviors (e.g., listening, answering 

questions) and 12 instructor behaviors (e.g., 

lecturing, posing questions) during each 

2-min interval of a class. Our large-scale 

COPUS data allow generalizations beyond 

institution-level descriptions and suggest an 

opportunity to resolve inconsistent findings 

from recent discipline-based education re-

search (DBER) studies. For example, STEM 

faculty report that it is more difficult to use 

student-centered techniques in large class-

rooms or less amenable physical layouts (10), 

 SCIENCE EDUCATION

Anatomy of STEM teaching in 
North American universities
Lecture is prominent, but practices vary
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Despite numerous calls to improve student 

engagement, supported by a large body of evidence, 

STEM classes are often still dominated by lectures. 
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but this has not been borne out in practice 

(11).  Previous studies also disagree on the re-

lationship between course level (introductory 

or upper division) and instructional practices 

(11–13). Also, although classroom observa-

tions are often used for evaluative (e.g., pro-

motion and tenure) purposes, as well as to 

document the impact of educational initia-

tives, more data are needed to guide such use 

of observational protocols to collect data in a 

valid way (11). 

DIDACTIC, INTERACTIVE, AND MORE

We observed 2008 STEM classes from 709 

courses taught by 548 individual faculty 

members across 24 doctorate-granting uni-

versities and one primarily undergraduate 

institution (table S3). Faculty members 

were observed teaching on average 1.3 

courses and 3.2 times.  Observations cov-

ered seven STEM disciplines: 71.4% from 

lower-level courses, 19.8% from upper-level 

courses, 4.7% from graduate courses, 0.3% 

from cross-listed courses, and 3.7% from 

courses with unspecified levels (table S4).  

COPUS, which was adapted from the Teach-

ing Dimensions Observation Protocol (14), 

was selected for this study as it is broadly 

used and has been demonstrated to pro-

vide valid characterization of instructional 

practices in STEM classrooms (see supple-

mentary materials). The high level of inter-

rater reliability consistently achieved across 

studies employing COPUS ensures that it 

can provide a reliable and valid character-

ization of STEM instruction on a large scale. 

  The most common instructor behaviors 

were lecture (an average of 74.9 ± 27.8% of 

the total 2-min intervals of a given class), 

writing in real time (35.0 ± 35.2%), pos-

ing nonrhetorical questions (25.0 ± 21.4%), 

following-up on questions (14.3 ± 18.9%), 

answering student questions (11.5 ± 12.8%), 

and administering clicker questions (10.0 

± 16.5%). Students primarily listened to 

the instructor (87.1 ± 20.8%), answered in-

structor questions (21.6 ± 19.8%), and asked 

questions (10.4 ± 12.1%). 

Simply documenting the prevalence of 

instructor and student behaviors does not 

accurately reflect what strategies are being 

implemented alongside or instead of one 

another. To address this issue, we conducted 

latent profile analysis, creating clusters based 

on four instructor behaviors (lecture, posing 

questions, clicker questions, and one-on-one 

work with students) and four student behav-

iors (group work on clicker questions, group 

work on worksheets, other group work, and 

asking questions). We chose these eight be-

haviors because they were observed with 

adequate heterogeneity, were not highly cor-

related with each other, and were likely to be 

key strategies in active or nonactive learn-

ing environments. The solution consisted of 

seven clusters, each representing a unique 

instructional profile (fig. S4).  

  The first group of instructional profiles, 

which we labeled “Didactic” (clusters 1 and 

2), depicts classrooms in which 80% or more 

of class time consists of lecturing. Fifty-five 

percent of the observations belonged to this 

broad instructional style. Cluster 1 has no 

observed student involvement except spo-

radic questions from and to the students, 

whereas cluster 2 has clicker questions that 

are sometimes associated with group work. 

The second group of profiles, which we 

named “Interactive Lecture” (clusters 3 and 

4), represents instructors who supplement 

lecture with more student-centered strate-

gies such as “Other group activities” (cluster 

3) and “Clicker questions with group work” 

(cluster 4). Twenty-seven percent of the ob-

servations were classified in this instruc-

tional style. 

Finally, clusters 5, 6, and 7 depict in-

structors who incorporate student-cen-

tered strategies into large portions of their 

classes. Eighteen percent of observations 

were in this “Student-Centered” style. Clus-

ter 5 represents a variety of group work 

strategies consistently used, whereas clus-

ter 7 represents a similar variety but with 

less consistent usage. Some in cluster 6 may 

resemble a popular style of instruction, 

Process Oriented Guided Inquiry Learning 

(15), but others (due to a higher propor-

tion of lecture) likely represent strategies 

that incorporate group worksheets and 

one-on-one assistance from the instructor. 

Although we are unable to claim that our 

data are entirely representative, the sample 

size and diversity of courses and disciplines 

represented in our data suggest that these 

profiles and broad instructional styles 

provide a reliable snapshot of the current 

instructional landscape in undergraduate 

STEM courses taught at North American 

institutions.  

We leveraged the identification of the 

three broad instructional styles to address 

discrepancies among prior DBER studies 

(see the graphic). Observations in large 

courses were classified in the didactic in-

structional style more than expected by 

random chance and in the student-centered 

instructional style less than expected by 

chance, whereas the opposite occurred for 

small courses [χ2 (4, N = 1753) = 56.5, P < 

0.001, V = 0.13]. Classrooms with flexible 

seating were more likely to be classified in 

the student-centered instructional style [χ2 

(2, N = 1137) = 55.9, P < 0.001, V = 0.22]. 

But simply providing infrastructure or 

small class size does not necessarily change 

instructional practices, as about half of the 

classes with flexible seating and about half 

of the small- and medium-size courses were 

classified as didactic. We found no signifi-

cant relationships between instructional 

style and course level, suggesting that in-

structional style is similar throughout the 

curriculum [χ2 (8, N = 1927) = 11.0, P = 0.20]. 

We were interested in differences by dis-

cipline because content, disciplinary teach-

ing conventions, and educational research 

traditions are different for each. Relative 

to chance, mathematics and geology have 

more student-centered styles than expected, 

biology has more interactive styles than ex-

pected, and chemistry has more didactic 

styles than expected [χ2 (12, N = 1994) = 

101.3, P < 0.001, V = 0.16] .

 As in previous research (11), we found 

that individual instructors vary their teach-

ing from day to day. Only about half of the 

courses (53.7%) from which two or more ob-

servations were collected had their observa-

tions classified into only one of the three 

broad instructional styles; 41.9% of these 

courses had their observations classified 

in two styles, and 9.1% of the courses that 

were observed three or more times had ob-

servations classified in all three styles. The 

more frequently an instructor was observed 

within the same course, the greater the 

number of instructional styles under which 

her or his teaching was classified. Our data 

thus suggest that at least four observations 

are necessary for reliable characterization 

of teaching (see the graphic, bottom). 

DATA, INCENTIVES, TRAINING

Three main findings emerge from this re-

port: (i) Didactic practices are prevalent 

throughouwt the undergraduate STEM 

curriculum despite ample evidence for the 

limited impact of these practices and sub-

stantial interest on the part of institutions 

and national organizations in education 

reform.  (ii) Although faculty survey-based 

studies have suggested classroom layouts 

and course size as barriers to instructional 

innovation, flexible classroom layouts and 

small course sizes do not necessarily lead to 

an increase in student-centered practices. 

(iii) Reliable characterization of instruc-

tional practices requires at least four visits. 

These findings challenge institutions 

and STEM disciplines to reflect on prac-

tices and policies that sustain the status 
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“...institutions should revise 
...policies to incentivize 
and reward...evidence-based 
instructional practices...”
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quo. Specifically, institutions should revise 

their tenure, promotion, and merit-recog-

nition policies to incentivize and reward 

implementation of evidence-based instruc-

tional practices for all academic ranks. 

Ideally, implementation of these practices 

would be an expectation for promotion 

and tenure to be obtained and factored 

into annual merit decisions. These policy 

changes would require institutions and 

STEM professional organizations to pro-

vide effective pedagogical training for the 

current and future professoriate, similar 

to the level provided for research. Further, 

these policy changes cannot be meaning-

fully implemented without research-based 

guidelines for measuring effective teaching 

practices. Funding agencies should priori-

tize the development of such guidelines. 

This report provides specific baseline 

data for comparison for determining the 

impact of educational interventions, for 

professional development facilitators to 

inform the design of their programs, and 

for faculty when they receive COPUS data. 

The seven instructional profiles allow these 

comparisons to move beyond the binary 

teacher- or student-centered teaching clas-

sification and to inform incremental and 

diverse paths toward student-centered 

teaching. However, this baseline is limited 

because the sample is focused on doctorate-

granting universities in North America and 

only seven STEM disciplines. Moreover, the 

analytical tool used (i.e., COPUS) focuses on 

frequencies and not quality of behaviors, 

does not capture the quality of the content 

being conveyed, and only focuses on the 

classroom portion of STEM courses, not 

other components such as laboratory, field 

work, or online experiences. To fully char-

acterize the STEM instructional landscape, 

funding agencies should support large-scale 

studies that include a representative sample 

of institutions and/or STEM disciplines, as 

well as multiple sources of data that char-

acterize type and quality of instructional 

practices experienced by students in all 

components of a course. j
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or those so inclined, taxonomy pro-

vides considerable material for dinner-

party conversation. There is the species 

Agra schwarzeneggeri, the beetle with 

the “biceps-like” appendage named in 

honor of the physique of the famous 

Austrian bodybuilder (turned actor, turned 

politician) (1). The genus of flatworms 

named Obama, however, does 

not refer to the former president. 

It is actually derived from the 

words for leaf and animal in the 

indigenous language Tupi (2). 

Then there are species names 

for which the meaning only 

becomes apparent when read 

aloud, such as is the case for the 

wasp species Heerz lukenatcha. 

Some names require less effort 

to understand. There is a genus 

of beetle that includes the spe-

cies Gelae baen, Gelae donut, Ge-

lae fish, and Gelae belae. Finally, there are 

those species that seem destined to twist 

the tongue, such as the tropical plant spe-

cies Rhodostemonodaphne crenaticupula. 

Such names can make light of a discipline 

that actually calls for a heavy knowledge of 

biology, as well as of linguistics, philosophy, 

and information science. Michael Ohl’s new 

book, The Art of Naming, intersects these 

unusual and amusing examples with more 

serious considerations of the craft. Ohl’s is 

hardly the first book to explore taxonomy, 

but few others consider so many different 

aspects of it. 

Unsurprisingly, Ohl, a taxonomist at the 

National History Museum in Berlin, devotes 

a considerable portion of the book to the 

process of choosing a name for a 

new species. At the heart of this 

matter is deciding on the intended 

semantics and the resultant mor-

phology of a name. In turn, the 

linguistics behind a name inter-

sect with philosophical consid-

erations. What, exactly, is being 

named, after all? A proper name 

is supposed to refer to a specific 

object, but species names also re-

fer to species as a collective whole. 

Writing about such topics de-

mands precision, and Ohl’s the-

ses are not always clear. For example, his 

discussion of why common names are un-

suitable for distinguishing among species 

is confounded with a discussion of etymol-

ogy. The book does, however, benefit from 

an admirable translation from the original 

German by Elisabeth Lauffer. 

Of course, neither the linguistics nor the 

philosophy of naming a new species can be 

divorced from biology. In particular, there 

is the vexing question of what makes a 

species a species. These delineations often 

draw from incomplete observations of the 

morphology, behavior, and distribution of 

individuals. Even with the advent of mo-

lecular phylogenetics, there will always 

be questions as to where one species ends 

and another begins. The biology, in turn, 

has linguistic implications (e.g., what hap-

pens when a behavioral observation used to 

form a name is refuted?) and philosophical 

ramifications (e.g., what happens when the 

name refers to only a single specimen that 

does not represent the variation observed 

across the entirety of the species?). 

All of these considerations are arguably 

secondary to our ability to reliably store 

and retrieve standardized species descrip-

tions. Ohl, in his role at the Natural His-

tory Museum, recognizes that much of the 

painstaking time spent describing species is 

devoted to comparing a new specimen with 

what is in the existing literature. The most 

common errors (e.g., assigning two differ-

ent names to the same species) are likely to 

be considerably reduced simply by increas-

ing access to taxonomic information. 

Ohl is at his best in the book’s final chap-

ters, where he merges linguistics, philoso-

phy, and biology together in a consideration 

of some particularly unusual matters of tax-

onomy. A chapter devoted in part to Nessie 

the Loch Ness Monster raises interesting 

questions of the implications of naming 

an object that may not exist. Similarly, a 

chapter devoted to the eternal question of 

how many species exist leads to interesting 

thinking about how the field compiles and 

updates catalogs. These are the most profit-

able parts of the book, because in looking at 

the past, they hint at the future. 

In focusing his discussion on a retrospec-

tive of the discipline, Ohl misses poignant 

opportunities to consider what bearing 

fields like linguistics, philosophy, biology, 

and information science may have on the 

future of taxonomy. The unprecedented 

rates of land use and climate change we are 

imposing on the planet mean that much of 

its current biodiversity may become extinct 

before we will even be able to describe it. 

This is therefore a perfect time to consider 

where taxonomy could use insights from 

other disciplines to meet the challenges of 

the times. If such an endeavor provides us 

with a few more interesting dinner conver-

sations along the way, all the better. j
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What’s in a name?
A taxonomist contemplates the implications 
involved in naming new species
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The gecko Uroplatus phantasticus is so named for 

its “flat tail” and its almost “imaginary” appearance.
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A
century after its inception, quantum 

mechanics continues to puzzle us with 

dead-and-alive cats, waves “collaps-

ing” into particles, and “spooky action 

at a distance.” In his first book, What 

Is Real?, science writer and astrophys-

icist Adam Becker sets out to explore why 

the physics community is still arguing today 

about quantum mechanics’s true meaning. 

For Becker, this lack of prog-

ress is unsurprising: Most phys-

icists still frame quantum prob-

lems through the sole lens of 

the so-called “Copenhagen inter-

pretation,” the loose set of as-

sumptions Niels Bohr and his 

colleagues developed to make 

sense of the strange quantum 

phenomena they discovered in 

the 1920s and 1930s.  However, 

he warns, the apparent success 

of the Copenhagen interpreta-

tion hides profound failures. 

The approach of Bohr and his 

followers, Becker argues, was 

ultimately rooted in logical positivism, an 

early-20th-century philosophical move-

ment that attempted to limit science to 

what is empirically verifiable. By the mid-

20th century, philosophers such as Thomas 

Kuhn and W. V. O. Quine had completely 

discredited this untenable view of science, 

Becker continues. The end of logical posi-

tivism, he concludes, should have led to the 

demise of the Copenhagen interpretation. 

Yet, physicists maintain that it is the only 

viable approach to quantum mechanics. 

As Becker demonstrates, the physics com-

munity’s faith in Bohr’s wisdom rapidly 

transformed into a pervasive censorship that 

stifled any opposition. Advisers steered Ph.D. 

students away from questioning the “ortho-

dox” interpretation of quantum mechanics, 

and journals systematically rejected papers 

that did so. It became difficult to obtain 

funding and apparatuses to test contested 

claims. Those who dared discuss possible 

alternatives to the “dogma” were ostracized.

 A riveting storyteller, Becker brings to life 

physicists who have too long remained in the 

Questioning quantum mechanics
In a critique of the Copenhagen dogma, a physicist gives voice to “quantum dissidents”

By Mélanie Frappier

PHYSICS

The reviewer is director of the History of Science and Tech-
nology Programme, University of King’s College, Halifax, Nova 
Scotia B3H 2A1, Canada. Email: melanie.frappier@ukings.ca

From genetic breakthroughs to developmental biology insights, 

the unassuming fruitfly has proved invaluable to research.

Valued for its short life cycle, prolific 
reproductive potential, and easily 
detected mutations, Drosophila melano-
gaster has been critical to advancing our 
understanding of health, disease, and 
genetic inheritance. This week on the 
Science podcast, Stephanie Elizabeth 
Mohr shares highlights from the tiny 
fruitfly’s major contributions to science. 

10.1126/science.aat1629

First in Fly

Drosophila Research 

and Biological Discovery

Stephanie Elizabeth Mohr
Harvard University Press, 

2018. 270 pp.

PODCAST 

shadow of Bohr and Einstein. Drawing on a 

vast literature and scores of interviews, he 

weaves an engaging narrative in which Nazi 

science, communist sympathies, science-

fiction magazines, Cold War strategists, hip-

pies, and institutional feuds fueled heated 

disputes over alternative interpretations. 

The book shows that more than mere 

philosophical disagreements explain why 

David Bohm was exiled to Brazil after pro-

posing that electrons were guided by pilot 

waves, why Hugh Everett III pre-

ferred to run nuclear war simu-

lations for the Pentagon rather 

than defend the possibility of 

“parallel” worlds, and why so few 

of John Bell’s CERN co-workers 

knew about his groundbreaking  

work in quantum physics. 

Unfortunately, in his eagerness 

to defend the critiques of the “Co-

penhagen dogma,” Becker fails to 

give a fair hearing to Bohr and his 

colleagues. He admits that the Co-

penhagen interpretation is not a 

monolithic doctrine but neverthe-

less usually presents it as one. 

Of course, nontechnical primers are not 

the place for fastidious philosophical dis-

tinctions. They should, however, be careful 

not to create straw men. Eugene Wigner 

may have claimed that only conscious ob-

servers collapse quantum wave functions, 

but Bohr did not. Grete Hermann argued 

that definite paths could be ascribed to elec-

trons between measurements, but Werner 

Heisenberg dismissed such claims as “mat-

ters of personal preference.” 

By suggesting that, for all practical pur-

poses, these physicists defended the same 

position, Becker—like so many before him—

ends up portraying the Copenhagen inter-

pretation as a single, internally inconsistent 

doctrine. His uncharitable account makes it 

difficult not to conclude that these physicists 

were at best unsophisticated instrumental-

ists, at worst self-serving hypocrites. 

The defense Bohr and his students gave 

of their positions drew from many philo-

sophical traditions, including Aristotelian 

metaphysics, neo-Kantianism, and analytic 

philosophy of language. They were es-

pecially intrigued by how these schools 

of thought dared to ask if “what is real?” 

can be meaningfully answered. By failing 

to engage the Copenhagen physicists on 

their own terms, Becker is unsuccessful in 

addressing the fundamental philosophi-

cal question hiding behind the title of his 

work, a question that remains at the heart 

of quantum interpretation debates. 

Despite an oversimplified treatment of the 

philosophical issues at play, What Is Real?

offers an engaging and accessible overview 

of the debates surrounding the interpreta-

tion of quantum mechanics. It will appeal 

to those who wonder whether instantaneous 

actions at a distance are logically—let along 

physically—possible, as well as to those who, 

like Einstein, wonder if the Moon is still 

there when no one is looking. j

10.1126/science.aas9190

What Is Real?

The Unf nished Quest 

for the Meaning 

of Quantum Physics

Adam Becker
Basic Books, 2018. 
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 Mining threatens 
Colombian ecosystems 
The American tropics are home to about 

10% of Earth’s species and several biodi-

versity hotspots of global importance for 

conservation (1, 2), including high-

elevation tropical alpine ecosystems 

(páramos) and Andean forests. These eco-

systems deliver numerous services, such as 

providing water to millions of people (3). 

They are also extremely sensitive to pertur-

bations and difficult to restore (4). Despite 

their importance and fragility, a goldmin-

ing company has proposed a project that 

will put Colombia’s montane and páramos 

environments at risk.

Minesa goldmining company plans to 

build one of the world’s largest under-

ground mines in Santurbán, Santander, 

Colombia (5, 6). The goal of the mega-

mining project is to extract 255 million 

grams of gold over 20 years, and the 

extractive company claims that the sale of 

this gold will bring about U.S.$2 billion in 

taxes to Colombia (7). However, an envi-

ronmental impact assessment (8) shows 

that those benefits come with a cost: The 

study forecasts involuntary displacement 

of human settlements and large-scale 

habitat fragmentation and loss (8), thus 

threatening endemic flora and fauna with 

extinction. Similar large-scale extractive 

projects in Latin America have produced 

a severe negative impact on farming com-

munities, affected water and air quality, 

and led to violent social conflicts (9). 

Edited by Jennifer Sills

LETTERS

Recent environmental policies in 

Colombia have fostered unparalleled 

conservation of remote and species-rich 

areas (10). However, the biodiverse sites 

threatened by deforestation and mining, 

including most of the Andean cloud for-

ests and páramos, are disproportionately 

excluded from the country’s protected 

areas (10). We urge environmental 

authorities to take the necessary action 

to stop the Santurbán goldmining project 

and instead promote the active preserva-

tion and restoration of the páramos and 

Andean forests, particularly in this bio-

logically important area of the country.
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Ocean deoxygenation: 
Time for action
In their Review “Declining oxygen in 

the global ocean and coastal waters” (5 

January, p. 46), D. Breitburg et al. sum-

marize evidence showing that oxygen has 

declined in the open ocean and in coastal 

waters over the past 50 years as a result 

of increased greenhouse gas emissions 

and nutrient discharges to coastal waters. 

We also urgently need more data on the 

role and speed of microbial engagement, 

including how deoxygenation is altering 

microbial pathways and rates of processes 

within the water column and the deep 

ocean (1). Given that more than half of 

Colombia’s tropical 

alpine ecosystems 

(páramos) are at risk.
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the oxygen produced on Earth is derived 

from phytoplankton, decline of oxygen in 

the ocean concerns life on land as well. We 

cannot afford to wait before taking action. 

Breitburg et al. call for a “raised aware-

ness” of the deoxygenation phenomenon. 

We contend that such awareness must 

extend to all facets of society, beyond 

the pages of scientific journals. Intuitive, 

interactive, dynamic online maps and visu-

alizations (2, 3) will be key to generating 

the societal and political will toward the 

effective management needed to ultimately 

reverse deoxygenation. The global trend by 

nations of securing large areas of ocean as 

“blue parks” (4) is cause for hope because 

protecting nature protects our existence.
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Amazon sugar cane: 
A threat to the forest
Amazonia’s vegetation ranges from dense 

forests to savanna areas, and the region’s 

forests and their biodiversity are vulner-

able to the ongoing advance of land-use 

change for agriculture and ranching (1). 

In Brazil, cultivation of sugar cane is 

currently prohibited in the Mato Grosso 

wetlands (pantanal) and Amazonia 

regions (2). The number of sugar cane 

plantations has vastly increased dur-

ing the past decade, and Brazil is the 

world’s largest sugar cane producer (3). 

The cane plantations are projected to 

increase due to demand for biofuels (4). 

Sugar cane plantations have been shown 

to threaten biodiversity, their effects 

extending beyond the cultivated areas to 

adjacent forests (5). The Brazilian Senate 

has scheduled a decision for 2018 on a 

bill that proposes opening the Amazon 

region to sugar cane (6). This crop would 

supposedly be planted in degraded fields, 

in natural Amazonian grasslands, and in 

the biodiversity hotspots of the central 

Brazilian savannas (cerrado). Because of 

the potential catastrophic effects on the 

Amazonian forest, the biodiversity and 

ecosystem services of South America, and 

the agricultural productivity of Brazil, we 

urge the President to veto this bill.

The threat of sugar cane is just one 

among Amazonia’s many strong drivers 

of destruction (4). Amazonian forests 

play an important role in the climate of 

South America, with substantial rainfall 
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TECHNICAL COMMENT ABSTRACTS

Comment on “Enhanced water permeability 

and tunable ion selectivity in subnanometer 

carbon nanotube porins”

Andreas Horner and Peter Pohl

Tunuguntla et al. (Reports, 25 August 2017, 

p. 792) report that permeation of single-file 

water occurs faster through carbon nano-

tubes than through aquaporins. We show 

that this conclusion violates fundamental 

thermodynamic laws: Because of its much 

lower activation energy, aquaporin-mediated 

water transport must be orders of magnitude 

faster. Leakage at the nanotube-membrane 

interface may explain the discrepancy.

Full text: dx.doi.org/10.1126/science.aap9173

Response to Comment on “Enhanced water 

permeability and tunable ion selectivity in 

subnanometer carbon nanotube porins”

Ramya H. Tunuguntla, Yuliang Zhang, 

Robert Y. Henley, Yun-Chiao Yao, T. Anh 

Pham, Meni Wanunu, Aleksandr Noy

Horner and Pohl argue that high water 

transport rates reported for carbon 

nanotube porins (CNTPs) originate from 

leakage at the nanotube-bilayer interface. 

Our results and new experimental evidence 

are consistent with transport through the 

nanotube pores and rule out a defect-medi-

ated transport mechanism. Mechanistic 

origins of the high Arrhenius factor that we 

reported for narrow CNTPs at pH 8 require 

further investigation.

Full text: dx.doi.org/10.1126/science.aaq1241

Brazil may decide to expand sugar cane production.

contributions to agriculture in southeast-

ern Brazil (7, 8). In the medium and long 

term, forest loss would threaten Brazil’s 

own agricultural and biofuel produc-

tion, given that the area with the greatest 

agricultural production is in the south 

and southeast of the country (9) and 

depends on water vapor from the Amazon 

region (7, 8). Political decision-makers and 

national and international institutions 

that fund large agricultural enterprises 

should not be fooled by the sweet taste of 

a new agricultural frontier to be exploited. 

They should instead be guided by the 

need to avoid loss of Amazonia’s biodi-

versity, genetic heritage, and valuable 

ecosystem services, including climate 

regulation for the area with the largest 

population and agricultural production in 

South America (9, 10).
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TECHNICAL COMMENT
◥

MEMBRANES

Comment on “Enhanced water
permeability and tunable ion
selectivity in subnanometer carbon
nanotube porins”
Andreas Horner and Peter Pohl*

Tunuguntla et al. (Reports, 25 August 2017, p. 792) report that permeation of single-file
water occurs faster through carbon nanotubes than through aquaporins. We show
that this conclusion violates fundamental thermodynamic laws: Because of its much
lower activation energy, aquaporin-mediated water transport must be orders of
magnitude faster. Leakage at the nanotube-membrane interface may explain the
discrepancy.

T
unuguntla et al. mistakenly concluded that
single-file water flow through narrow carbon
nanotubes is responsible for the observed
acceleration of osmotic vesicle deflation
upon nanotube insertion into vesicular lipid

membranes (1). Calculation of the unitary nano-
tubewater permeabilitypf = 6.8 × 10−13 cm3 s–1 was
performed by estimating the integral perme-
ability Pf of the lipid vesicle and taking into ac-
count the total number of carbon nanotubes per
vesicle. The latter was estimated by measuring
the total proton conductivity across the vesicular
membrane (pH 7.5 inside versus pH 6.9 outside)
and using a previously published value for the
proton conductivity of a single nanotube.
These results leave open the possibility that

instead of being channeled through the nanotube,
water moves through defects at the nanotube-
bilayer interface (Fig. 1). To exclude this pos-
sibility, experiments with a molecule that could
occlude the tubes would be required. In the
absence of such an inhibitor, measurements of
the Gibbs activation energy barrier DG‡

t consti-
tute the traditional way of showing the pres-

ence of an aqueous pore: DG‡
t ~ 5 kcal/mol

represents the hallmark for water movement
through protein water channels (2). This val-
ue is close to the activation energy for the self-
diffusion of water (3). When plotting vesicular
water permeability as a function of 1/T, where
T is absolute temperature, Tunuguntla et al. found
DG‡

t = 24.1 kcal/mol. Such a large DG‡
t value is

incompatible with diffusion through a water-
conducting pore.
To bolster the fact that pf and DG‡

t are intri-
cately linked in single-file transport, we transform
pf into the “hopping rate” r with which the water
chain moves forward or backward (4):

r ¼ pf
NA

Vw
ð1Þ

where Vw is the molecular volume of water and
NA is Avogadro’s constant. The water molecule
loses two of its four neighbors when entering
the pore. This lifts the water molecule from its
energetic ground state to a state of higher en-
ergy. Moieties of wall-lining residues in pro-
teinaceous channels may act as surrogates

for the lost waters (5). Yet constraints in both
abundance and strength of the newly formed
hydrogen bonds serve to keep the energy dif-
ference between bulk and intraluminal water
molecules at ambient temperatures on the
order of the thermal energy kBT, where kB is the
Boltzmann constant. Equilibration between the
individual jumps is ensured by the short hy-
drogen bond lifetime, which is ~2 ps in neat
water. A much longer lifetime for pore waters
(as sometimes observed for waters of hydra-
tion) seems doubtful because they retain bulk
diffusibility (6). The theory of water permeation
through nanotubes describes an analogous situa-
tion with imaginary water-binding sites (4).
We thus may apply transition state theory and
describe the hopping of the water file by linking
r to DG‡

t:

r ¼ n0 exp
�DG‡

t

kBT

� �
ð2Þ

where n0 ≈ 1013 s–1 is the universal transition
state theory attempt frequency. Using Eqs. 1 and
2 to calculate pf as

pf ¼ n0Vw

NA
exp

�DG‡
t

kBT

� �
ð3Þ

we find a satisfactory match to experimentally
obtained pf values for aquaporin-1, aquaporin-Z,
the bacterial potassium channel KcsA, and the
pore-forming peptide gramicidin A (Table 1).
In contrast, the large activation energy of
24.1 kcal/mol, now reported for carbon nano-
tubes (1), corresponds to a pf value 15 orders
of magnitude smaller than the pf value derived
from the rate of vesicle deflation.
Extending Table 1 to other channels may re-

veal additional discrepancies. First, it is important
to exclude channels that may accommodate more
than one water molecule in their cross section,
because widening of the channel is likely to in-
crease pf (7), whereas DG

‡
t cannot adopt values

that are smaller than thosemeasured for the self-
diffusion of water (3). Second, it is important to
keep in mind that direct pf measurements are
subject to large inherent technical difficulties:
They may be hampered by stagnant water layers
in the membrane vicinity or uncertainties in the
actual channel density (6). Water-conducting ion
channels, such as the bacterial potassium channel
KcsA, may be miscounted when deriving the
channel number from conductivity measure-
ments (8), as this procedure does not account
for water transport by electrically silent channels
(i.e., by channels that are in their inactivated
state) (9). Other obstacles arise when the precise
analytical solution (5) that allows calculation of
pf from the time course of vesicle volume decrease
is substituted for a more simple but inaccurate
expression (1, 9). Such miscalculations may partly
explain the dependence of the vesicular osmotic
permeability Pf on the osmotic gradient [figure S2
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Fig. 1. Comparison of the water pathways across membranes with embedded carbon
nanotubes and reconstituted aquaporins. (A) Conceivably, water leaks at the interface between
the nanotubes and lipid membrane. (B) Altering the position of the nanotubes in the membrane
by neutralizing the charged carboxylate groups at their ends (red to black) alters leak size and thus
membrane water permeability. (C) Aquaporins offer aqueous pores that efficiently channel water.
Protein-lipid interactions prevent any water from passing along the outer channel wall.
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in (1)]. Alternative methods confirm that Pf is in-
dependent of the osmotic gradient (8, 10), there-
by supporting this conclusion.
The bilayer may be permeated not only by

water, but also by whole nanotubes (11). The
first step is the transient protonation of one
of their carboxylated ends, which facilitates
membrane insertion of the nanotube. Water
and ions may pass along the interface between
lipids and the nanotube (Fig. 1). Permanent re-
moval of the charge by switching pH from 7.8
to 3.0 should increase the probability of nano-
tube partition into in the bilayer. DG‡

t drops

from 24.1 kcal/mol at pH 7.8 to only 10.6 kcal/mol
at pH 3.0. This suggests that at acidic pH,
the nanotube may bury both ends within the
bilayer. Lipid packing defects along the whole
length of the nanotube represent a water path-
way that offers less resistance than an unper-
turbed bilayer. At elevated temperatures, the pH
difference vanishes because the thermal energy
partly compensates for the additional expense
in Born energy that is required for membrane
portioning of a charged moiety.
We conclude that the large DG‡

t is incompatible
with the presence of water-filled channels. Con-

ceivably, water leaks at the nanotube-bilayer in-
terface, which is supported by the reported pH
dependence of the water flux.
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Table 1. The unitary pore water permeability pf and the Gibbs activation energy barrier DG‡
t

are intricately linked (Eq. 3).

Membrane pore
pf (cm

3 s–1)

(measured)

DG‡
t (kcal/mol)

(measured)

r (s–1)

(calculated

from DG‡
t)

pf,c (cm
3 s–1)

(calculated

from DG‡
t)

pf,c/pf

Aquaporin-1 5.3 × 10−13 (5) 3.1 (12) 5.3 × 1010 1.6 × 10−12 3.0
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Aquaporin-Z 2.9 × 10−13 (5) 4.0 (13) 1.2 × 1010 3.5 × 10−13 1.2
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

KcsA 5.3 × 10−14 (5) 5.1 (8) 1.8 × 109 5.4 × 10−14 1.0
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Gramicidin A 1.6 × 10−14 (14) 6.1 (15) 3.3 × 108 1 × 10−14 0.6
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Carbon nanotubes 6.8 × 10−13 (1) 24.1 (1) 2.1 × 10−5 6.2 × 10−28 9.1 × 10−16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Response to Comment on “Enhanced
water permeability and tunable ion
selectivity in subnanometer carbon
nanotube porins”
Ramya H. Tunuguntla,1* Yuliang Zhang,1 Robert Y. Henley,1,2† Yun-Chiao Yao,1,3

T. Anh Pham,1 Meni Wanunu,2 Aleksandr Noy1,3‡

Horner and Pohl argue that high water transport rates reported for carbon nanotube
porins (CNTPs) originate from leakage at the nanotube-bilayer interface. Our results and
new experimental evidence are consistent with transport through the nanotube pores
and rule out a defect-mediated transport mechanism. Mechanistic origins of the high
Arrhenius factor that we reported for narrow CNTPs at pH 8 require further investigation.

A
t this point, high water permeability of
small-diameter carbon nanotubes is hardly
a surprise. The unitary permeability of
0.8-nm-diameter carbon nanotube porins
(CNTPs) that we report for water transport

at pH 7.8 (1), 6.8 × 10−13 cm3/s, is comparable to
the 5.1 × 10−13 cm3/s value predicted by molec-
ular dynamics simulations for a carbon nano-
tube of similar diameter (2). Horner and Pohl (3)
themselves predicted that transport through a
narrow carbon nanotube pore should be faster
than transport through aquaporins and they
have estimated the water diffusion coefficient
in these pores to be on the order of 3 × 10−5 cm2/s
(4), which is comparable to the values of 0.9 ×
10−5 cm2/s and 4.4 × 10−5 cm2/s thatwe report for
water transport at pH 7.8 and 3.0, respectively
(1). Barati Farimani and Aluru (5) predicted a
diffusion coefficient of 1.2 × 10−5 cm2/s for (7,7)
carbon nanotubes, which also accommodate a
single-file arrangement of water; again, this is
close to our reported values. High water trans-
port efficiency has been measured for larger-
diameter carbon nanotubes (6, 7) and for 1.36-nm
stacked graphene nanochannels (8). Thus, our
reported unitary CNTP water permeabilities are
consistent with the broad range of fast transport
predictions and observations in the literature.
Horner and Pohl suggest that water transport

through the carbon nanotubes can be verified by
using a species that can obstruct the water trans-
port through the pore. To follow this suggestion,

we measured water transport through 0.8-nm-
diameter CNTPs in the presence of Ca2+ ions. We
previously reported that Ca2+ ions obstruct pro-
ton transport through the narrow CNTP pore by
binding to the negatively charged groups at the
CNTP mouth (9); thus, it was reasonable to ex-
pect that the same mechanism could slow down
water transport. Indeed, the measured unitary
water permeability of 0.8-nm-diameter CNTPs
decreased by a factor of >5 in the presence of
10 mM CaCl2 (Fig. 1A). We also note that our pre-
vious measurements showed that wider 1.5-nm-
diameter CNTPs can be partially obstructed by
single-stranded DNA molecules (10), with the
magnitude of the blockade matching the value
expected for a 1.5-nm channel; this finding again

supports the idea that molecular transport occurs
through the interior of the nanotube.
The suggested mechanism of transport medi-

ated by the pH-dependent defects in the lipid
bilayer created by fully or partially buried nano-
tubes in the bilayer interior is also incompatible
with a number of observations reported in our
past and present work. First, larger-diameter
nanotubes should create more (and larger) de-
fects; however, we observed substantially smaller
unitary permeability for wider 1.5-nm-diameter
CNTPs. This observation is again consistent with
predictions that single-file water transport in
subnanometer carbon nanotube pores should
be faster than the more bulk-like transport in
larger-diameter nanotube channels. Second, the
defect-mediated transport mechanism is largely
incompatible with the ionic conductance proper-
ties that we reported (1). An increased number of
defects at a lower pH, as suggested by Horner
and Pohl, would simply lead to an increase in
overall conductance at all ionic strengths. Instead,
we observed a qualitative transition from a satu-
rating conductance characteristic at pH 7.8 to a
nearly linear conductance characteristic at pH
3.0, which is fully consistent with ion transport
through a narrow pore with charged groups at
the entrance that neutralize at a lower pH. Our
previousmeasurements of proton transport showed
that Ca2+ ions are less effective in blocking the
transport through 1.5-nm CNTPs than through
smaller 0.8-nm CNTPs (9), again consistent with
transport through the CNTP interior.
We have previously studied the configuration

of CNTPs in lipid bilayers by means of cryo–
transmission electron microscopy (cryo-TEM)
(10) and high-speed atomic force microscopy
(HS-AFM) (11). HS-AFM data show that CNTPs
protrude above the bilayer plane, and cryo-TEM
data indicate that the nanotubes are tilted with
respect to the normal axis of the bilayer by an
average of only 15°; furthermore, we do not find
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Fig. 1. Water transport obstruction by Ca2+ ions in CNTPs, and topography of CNTP in lipid
bilayers. (A) Stopped-flow kinetics of osmotically driven size change of vesicles containing 0.8-nm-
diameter CNTPs in the presence and absence of 10 mM CaCl2. Inset shows the full range of transport
kinetics in the presence of CaCl2. Experiments followed the methodology described in (1). (B) HS-AFM
image of CNTPs functionalized with a neutral moiety in a lipid bilayer supported on mica. Experiments
followed the methodology described in (11).
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experimental evidence of a prevalent highly tilted
configuration, as suggested by Horner and Pohl.
Figure 1B shows a HS-AFM image of a supported
bilayer containing these CNTPs functionalized
with neutral methylamide groups; in preliminary
experiments, they display water permeability and
an activation energy at pH 8 comparable to those
of unfunctionalized CNTPs at pH 3. Such findings
indicate that CNTPs are still protruding from the
bilayer plane, with an average surface density
matching the expected CNTP loading of the ves-
icles. These observations do not support the
suggestion by Horner and Pohl that increased
permeability observed at pH 3 is due to complete
burial of the nanotubes within the bilayer and
creation of associated lipid packing defects. Taken
together, these data strongly argue that transport
in our system occurs through the carbon nano-
tube pores, not through defects in the nanotube-
bilayer interface.
Horner and Pohl also raise an issue with the

method we used to analyze our stopped-flow ki-
netics.We relied on awidely used approach by the
groups of Zeidel (12) and Agre (13) and have re-
produced literature-reported water permeability
and activation energy values for aquaporin pores
and background lipid bilayer water permeability
in control experiments (1). We have also tried to
use the analytical solution suggested by Horner
and Pohl (4) and found that it fits our data poorly.
A wider survey of the literature shows that the

relationship between unitary water permeability
of biological channels and activation energy is
more complicated than what a simple transition

state theory approach suggests; for example, the
permeability of the GlpF protein, 1.1 × 10−12 cm3/s
(3), is more than 5 × 103 times the value expected
on the basis of its activation energy of 7 kcal/mol
(14). In 2001, de Groot and Grubmüller also com-
mented that for water transport in protein chan-
nels, “considerable mismatch is seen between
measured rates and corresponding activation
energies”; they suggested that “observed high
water-permeation rate is achieved through the
highly collectivemotion of watermolecules” (15).
Similar collective motion of water molecules
has also been observed in water transport sim-
ulations in carbon nanotubes (2). Simulations
and recent experiments also reported unusual
temperature-dependent effects and structural
transitions for water in carbon nanotube pores
(16, 17), although corresponding effects on ac-
tivation energy are much less well understood.
Even though carbon nanotube pores are often
compared to aquaporins, they are not identical.
Simulations show that the aquaporin structure is
engineered to offer “replacement interactions”
by two specialized amino acid motifs whenever
the water-water bonds are broken (18). There is
no reason to believe that the more primitive
structure of the carbon nanotube rim can lower
the activation energy to the same extent. Instead,
fast transport is enabled by the smooth graphitic
nanotube walls (2, 19). We believe that unravel-
ing the details of the energy barriers for water
transport through small-diameter carbon nano-
tubes requires additional studies, and we are
actively pursuing them.
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At a time when society needs innovation and technical solutions from 

as broad a scientific workforce as possible, AAAS convened a com-

prehensive range of presentations and discussions on diversity and 

inclusion at its 2018 AAAS Annual Meeting.

With sessions addressing issues from gender and racial imbalance 

to disability accommodation and combating discrimination against 

sexual orientation, the 15–19 February meeting provided a forum for di-

versity experts to share research findings on what works best to create 

an environment in science education and practice that is welcoming 

to all. The sessions were sprinkled throughout the 5 days of the annual 

event, known for its enormous range of cutting-edge science, as well as 

for presentations on science communication, policy, and culture.

Speakers at several sessions on diversity in science reported that 

the image of a scientist as an older white male persists.

“How dangerous is this normalization of what a scientist looks like, 

whether that’s about gender or race?” said Melissa Creary, advisory 

board member for 500 Women Scientists.

Ryan Kish, senior program manager at Arconic Foundation, said 

that some manufacturing companies struggle to retain women and 

people of color because they feel unwelcome in a mostly white, 

male environment.

“These people who are trained in STEM are leaving because of 

cultural issues,” Kish said. At the same time, Kish said, companies face 

a “retirement cliff” within the next 5 years, and the pipeline of STEM 

professionals to replace those retirees is inadequate.

Speakers in a number of sessions pointed to implicit bias as a 

main reason that the science workforce fails to reflect the diversity 

of society. Amy Landis of the Colorado School of Mines reported that 

resumes bearing men’s names are preferred two to one in studies 

investigating such bias in STEM. 

“John is perceived to be twice as good as Jane, even if they have 

the exact same CV,” Landis said. She also reported that research has 

shown that white-sounding names receive 50 percent more callbacks 

for interviews, and applicants who identify as LGBTQ+ receive less 

consideration by search committees and more negative appraisals.

Landis and others recommended that members of the science com-

munity conduct self-appraisals of their own implicit bias using the tools 

AAAS Annual Meeting examines need for diversity in science

AAAS NEWS & NOTES

Workplace homogeneity and implicit bias continue to impede progress

By Michaela Jarvis available at the Harvard University (implicit.harvard.edu) and American 

Association of University Women (aauw.org/resource/iat) websites.

Overall, speakers also strongly recommended getting the word out 

to students in underrepresented groups that technical careers can be 

well paid and can offer an excellent quality of life.

NASA scientist Kartik Sheth, who has begun several successful 

programs to mentor students from underrepresented populations in 

science, said that inviting his students to dinner at the home he had 

built in Charlottesville, Va., was an “aha” moment for them.

“It’s important for the students to see your life and see you as a real 

person and know that science is a viable career,” he said, adding that 

other mentors he has worked with have also adopted the practice of 

inviting students to their homes. “We need to open up our doors.”

Other news from the Annual Meeting

Outgoing AAAS President Susan Hockfield said in a meeting presenta-

tion that U.S. federal funding is necessary to support basic research 

“as the fundamental building block of all innovations.” Referring to the 

science advisory positions that remain unfilled in the Trump Adminis-

tration, Hockfield said, “Our current government has not celebrated or 

appreciated the role of science. Bottom line, I think it is terrifying that 

our government is operating without the advice of scientists.”

Another presentation explained that researchers are able to grow 

cells specific to a vital organ—such as a liver or lung—and reproduce 

the environment of the organ on a small polymer chip. The chips can 

then be used to test drug treatments on a particular organ. “They are 

more true-to-life than cells in dishes and more humanlike than animal 

models,” said Geraldine Hamilton, president of Emulate, Inc.

A meeting briefing reported that people 80 or older with memory 

performance as good as people in their 50s or 60s showed less cortical 

thinning, reported lead researcher Emily Rogalski of the Northwestern 

University Feinberg School of Medicine. The “superagers” also had 

developed increased thickness in an area of the brain associated with 

decision-making, impulse control, and emotions. Superagers were 

more likely to report close, meaningful relationships with people in their 

lives. “There are brain benefits of having good friends,” Rogalski said.

Becky Ham, Andrea Korte, and Kathleen O’Neil contributed to this article.

The Annual Meeting’s 

Family Science Days offer 

hands-on experiences.
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Reporter Mary Landers was puzzled when she received a press 

release in the fall announcing that the deaths of up to 24 green sea 

turtles would be considered allowable in an operation to deep-

en Savannah’s harbor, raising an earlier limit that had already 

been reached with three green turtle deaths.

“I needed to find an outside expert who was conversant with 

how those numbers are set,” she said, acknowledging that she 

wondered why when the first limit—set by the National Oceanic 

and Atmospheric Administration Fisheries and presumably 

based on biological evidence—was surpassed, a new, higher limit 

was allowed.

Landers, who works for the Savannah Morning News, contacted 

SciLine, a AAAS-hosted initiative aimed at incorporating more 

scientific evidence into the news. Within a day or two, she had 

spoken with three wildlife experts who were recommended by 

SciLine, learning that accurate reporting on the situation would 

indicate that this was an example not of controversial practices 

but of competing interests working together.

“All three of the researchers said pretty much the same thing,” 

Landers said, explaining that while no one wants the turtles to 

die, she learned that protection efforts are based on whether the 

population, which in this case is threatened but recovering, will 

be affected by a certain number of deaths caused by operations 

such as harbor dredging. “They’ll look at the number that were 

‘taken,’ and then they’ll figure out whether a new limit can be set.”

“They told me this is a common practice,” Landers said. Her 

resulting article also explained that the wildlife researchers were 

impressed with the efforts in place to protect the turtles, includ-

ing requiring trawls to scoop them up and move them to safer 

ground before dredging began.

In this era of budget-constrained newsrooms, specialized science 

reporters are increasingly rare, and general-assignment and free-

lance reporters cover more science news, often without networks of 

good science sources and while facing multiple deadlines per day. 

The idea behind SciLine is to help journalists quickly get to scientifi-

cally derived evidence by building a community of articulate science 

experts who are available to the journalists on deadline. 

Launched in late October 2017, the initiative required a certain 

leap of faith that both writers and scientific experts would take 

part, according to SciLine Director Rick Weiss.

“If we built it,” Weiss said, “would they come?”

In fact, the service has been very successful, attracting report-

ers from publications such as the Pittsburgh Post-Gazette, The 

New York Times, and National Geographic and from regional and 

smaller media outlets. SciLine has provided referrals of more than 

140 scientists from 33 states and the District of Columbia, with 

most of the resulting stories featuring quotes from those experts. 

At the same time, the number of scientists who have connected 

with SciLine as potential sources has reached nearly 6,500.

“Each interaction with a reporter is a chance not only to get the 

science right in a particular story,” said AAAS CEO Rush Holt, “but 

to help thousands of readers gain appreciation of the importance 

of evidence over unsubstantiated assertions.”

SciLine scores successes in 
first five months of operation
Reporters and science experts work together 

to provide evidence-based news

By Michaela Jarvis

AAAS annual election: 
Preliminary announcement

The 2018 AAAS election of general and section of  cers will be held 

in the fall. Names may be placed in nomination for any of  ce by 

petition submitted to the Chief Executive Of  cer no later than 31 

May 2018. Petitions nominating candidates for president-elect, 

members of the Board, or members of the Committee on Nomi-

nations must bear the signatures of at least 100 members of the 

Association. Petitions nominating candidates for any section of  ce 

must bear the signatures of at least 50 members of the section. 

A petition to place an additional name in nomination for any of  ce 

must be accompanied by the nominee’s curriculum vitae as well as 

a statement of acceptance of nomination.

Financial support for SciLine is provided by the Quadrivium Foun-

dation, with additional funding from the Chan Zuckerberg Initiative, 

the Heinz Endowments, the John S. and James L. Knight Foundation, 

and the Rita Allen Foundation. AAAS provides in-kind support.

Since SciLine began, requests have been surprisingly specific, 

Weiss said. One reporter asked for a source with expertise in 

marine geology who was familiar with a flood theorized to have 

moved through the Mediterranean Sea about 6 million years ago. 

SciLine provided two such experts.

Researcher Caitlin Pepperell said she joined SciLine’s list of 

expert sources because she thinks communicating with journal-

ists broadens the impact of her work.

“We need the support and engagement of the general public 

and of course government and private funding agencies, and it’s 

always useful to practice articulating what is interesting and im-

portant in our research,” said Pepperell, who works at the Univer-

sity of Wisconsin–Madison. “I also saw it as an opportunity to raise 

the profile of women in science, to increase the diversity of voices 

and perspectives that make up the ‘face’ of science—my hope is 

that all young people have the opportunity to see themselves as 

scientists, to consider science as a career and pursue it if that’s 

where their passions and skills lie.”

With Weiss and his colleagues planning for more growth, 

SciLine will soon launch a virtual media briefing service to get 

reporters up to speed on advances in certain areas of science by 

offering presentations by panels of experts, who will also take re-

porters’ questions. The SciLine staff, which has already gone from

three to five in its first 5 months, will also continue to develop 

easy-to-use and meticulously vetted fact sheets for reporters on 

topical science subjects such as gravitational waves and lead in 

drinking water.

The staff will also visit newsrooms across the country to talk 

with journalists about how they cover science, and plans for 

SciLine also include a nationwide survey of newsrooms, “which 

should help SciLine understand the fast-changing landscape and 

make any needed course corrections to make sure we are doing 

the most we can to help reporters enrich their stories with scien-

tifically derived facts,” said Weiss.

Landers, at the Savannah Morning News, said she intends to 

make a habit of using SciLine.

“I got a great response from SciLine,” Landers said. “I had three 

different academics, and they were all great. They got it. They under-

stood what the needs were for a newspaper and responded perfectly.” 

For more information or to register with SciLine as an expert 

source or a journalist, please go to www.sciline.org. 
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CANCER IMMUNOLOGY 

Helping NK cells 
find their way 
MICA and MICB proteins can be 

expressed on tumors and act as 

“kill me” signals to the immune 

system. But tumors often dis-

guise themselves by shedding 

these proteins, which prevents 

specialized natural killer (NK) 

cells from recognizing and 

destroying the cancer. Ferrari 

de Andrade et al. engineered 

antibodies directed against 

the site responsible for the 

proteolytic shedding of MICA 

and MICB (see the Perspective 

by Cerwenka and Lanier). The 

approach effectively locked 

MICA and MICB onto tumors so 

that NK cells could spot them 

for elimination. The antibodies 

exhibited preclinical efficacy in P
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multiple tumor models, includ-

ing humanized melanoma. 

Furthermore, the strategy 

reduced lung cancer metastasis 

after NK cell–mediated tumor 

lysis. —PNK

Science, this issue p. 1537; 

see also p. 1460

GENETICS

Genetic clines and 
climate change
Marine species exhibit strong 

genetic variation in relation 

to oceanographic conditions, 

but the extent to which entire 

assemblages of species 

respond in concert is unknown. 

Stanley et al. document genetic 

clines of native cod, lobster, 

scallop, and shrimp and an 

introduced crab—species 

ORGANIC CHEMISTRY 

Attacking olefins with 
chiral acids 
A little acid can accelerate a 

wide range of chemical reac-

tions. The advent of chiral 

phosphoric acid derivatives has 

been useful for biasing these 

reactions toward just one of two 

mirror-image products. For the 

most part, though, these chiral 

catalysts have interacted with 

basic sites such as carbonyl 

groups. Tsuji et al. now extend 

asymmetric acid catalysis to 

simple carbon-carbon double 

bonds. Their custom imidodi-

phosphate forms a pocket that 

orients olefins to achieve mainly 

intramolecular alkoxylation on 

just one face after protonation. 

—JSY

Science, this issue p. 1501

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S

RESEARCH

NEUROSCIENCE 

Rebalancing mechanisms 
during sleep 
Synapses are often strength-

ened during wake periods 

and thus need to be homeo-

statically readjusted during 

sleep. During slow-wave sleep, 

synaptic depression is domi-

nant. Sharp wave and ripple 

events are transient high-

frequency field oscillations that 

occur spontaneously during 

slow-wave sleep in the brain. 

Norimoto et al. found that 

these events induced long-term 

depression of hippocampal 

synapses and may thus help 

to refine recently acquired 

memories (see the Perspective 

by Draguhn). —PRS

Science, this issue p. 1524;

see also p. 1461

MATERIALS SCIENCE 

Active camouflage 
from a polymer 
Human skin is soft and compliant, but it 

can quickly become stiff when deformed 

to prevent injury. Chameleon skin can 

change color when the animal goes from 

a relaxed to an excited state. Although 

these properties can be captured individu-

ally in synthetic materials, the combination 

of different dynamic responses can be hard 

to control. Vatankhah-Varnosfaderani et 

al. created triblock copolymers of the ABA 

variety, where the A blocks have a linear 

structure and the B blocks are like bottle-

brushes. When strained, these polymers 

stiffened like human skin and changed 

color, thus giving the materials a 

range of adaptive properties. —MSL

Science, this issue p. 1509

High-resolution structure 
of vanadium nitrogenase   
Sippel et al., p. 1484

ucture 
genase   

A new material, like chameleon skin, responds to stress.
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CANCER 

Blood biomarkers for 
melanoma therapy
Immunotherapy using check-

point inhibitors has dramatically 

improved melanoma treatment 

response. However, only a 

subset of patients show durable 

remissions. Hong et al. studied 

circulating tumor cells (CTCs) 

from the blood of 49 melanoma 

patients to identify biomarkers 

30 MARCH 2018 • VOL 359 ISSUE 6383    1481SCIENCE   sciencemag.org
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that differ widely in ecology—

from North Carolina, USA, to 

Labrador, Canada. All five spe-

cies exhibit strikingly similar 

genetic clines, with a sharp 

biogeographic break between 

northern and southern popula-

tions centered east of Nova 

Scotia. The genetic break 

closely coincides with steep 

gradients in oceanographic 

conditions, most importantly 

seasonal minimum tempera-

ture. —JJ

Sci. Adv. 10.1126/sciadv.aaq0929 

(2018).

EPIDEMIOLOGY

The problem of 
pertussis
The recent rise of pertussis 

in developed countries has 

generated controversy as to its 

cause. Domenech de Cellès et 

al. modeled pertussis trans-

mission by using incidence 

data from Massachusetts. 

They found little evidence 

that the switch to the acel-

lular vaccine contributed to 

the Massachusetts outbreaks. 

Instead, waning vaccine-con-

ferred immunity, as opposed 

to vaccine failure to mount a 

full or even partial immune 

response, best explained 

the local rise in pertussis 

cases, along with a historical 

gap in vaccination coverage. 

Simulations suggested that 

administering existing boosters 

to children may be an effective 

strategy to halt pertussis trans-

mission. —CAC

Sci. Transl. Med. 10, eaaj1748 (2018).

APPLIED PHYSICS 

Shaking the small from 
the even smaller 
Gently oscillate a can of mixed 

nuts, and eventually the 

larger Brazil nuts will rise to 

the top. Skaug et al. created 

three-dimensional patterned 

surfaces to which they applied 

electric fields. Combined with 

gentle shaking to induce a 

rocking Brownian motion, they 

were able to guide particles 

smaller than 100 nm along 

Edited by Sacha Vignieri 

and Jesse Smith 
IN OTHER JOURNALS

that may predict therapeutic 

outcomes. They developed a 

two-part test, wherein an RNA 

digital PCR (polymerase chain 

reaction) gene signature was 

combined with microfluidic 

enrichment for CTCs. A reduced 

CTC score within the first 7 

weeks of therapy correlated 

with progression-free survival 

and overall survival in the small 

cohort studied. Liquid biopsy 

strategies may provide a means 

complicated paths. They could 

also quickly separate par-

ticles with different sizes and 

shapes. —MSL

Science, this issue p. 1505

BIOCHEMISTRY 

ISRIB mechanism 
of action 
In rodents, a druglike small 

molecule named ISRIB 

enhances cognition and 

reverses cognitive deficits 

after traumatic brain injury. 

ISRIB activates a protein 

complex called eIF2B that is 

required for the synthesis of 

new proteins. Tsai et al. report 

the visualization of eIF2B 

bound to ISRIB at near-atomic 

resolution by cryo–electron 

microscopy. Biochemical 

studies revealed that ISRIB 

is a “molecular staple” that 

promotes assembly of the 

fully active form of eIF2B. 

Zyryanova et al. report similar 

structures together with infor-

mation on the binding of ISRIB 

analogs and their effects on 

protein translation. —SMH

Science, this issue p. 1483, p. 1533

AMPHIBIAN DISEASE 

Resistance is not futile
The fungal disease chytridio-

mycosis has wreaked havoc 

on amphibians worldwide. 

The disease is caused by the 

organism Batrachochytrium 

dendrobatidis and was first 

identified in the late 1990s. 

Voyles et al. revisited pro-

tected areas in Panama where 

catastrophic amphibian losses 

were recorded a decade 

ago (see the Perspective by 

Collins). Although disease 

theory predicts that epidem-

ics should result in reduced 

pathogenicity, they found no 

evidence for such a reduction. 

Despite this, the amphibian 

community is displaying signs 

of recovery—including some 

species presumed extinct after 

the outbreak. Increased host 

resistance may be responsible 

for this recovery. —SNV

Science, this issue p. 1517; 

see also p. 1458

Radio waves from 

pulsars can be used to 

detect objects in the 

solar system, such as 

Mars (shown).

SOLAR SYSTEM 

Searching the solar system with pulsars 

P
ulsar timing arrays (PTAs) monitor the arrival times of 

radio pulses from numerous pulsars to search for shifts 

caused by passing long-wavelength gravitational waves. 

Reaching the necessary level of precision requires cor-

recting the data for small perturbations in Earth’s orbit 

owing to the other planets in our solar system. Guo et al. 

have switched that process around: Instead of correcting for 

known planets, they show that PTAs can be used to search 

for undiscovered massive bodies in the solar system. Existing 

PTAs should be sufficient to recover the known planets 

and measure their masses, but more sensitive PTAs will be 

required to search the outer solar system for objects such as 

the proposed Planet Nine. —KTS

Mon. Not. R. Astron. Soc. 475, 3644 (2018).
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to distinguish which patients are 

the best candidates for immu-

notherapy using checkpoint 

blockade. —PNK

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1719264115 (2018).

NEUROSCIENCE

We choose what we 
want to hear
To make sense of the outside 

world, the brain must organize 

and group information that 

arrives at our sensory organs. 

Can we consciously influence 

this perception process? Billig 

et al. measured brain activ-

ity while subjects listened 

to sequences of pure tones 

that could be interpreted as 

individual sounds or as an 

integrated percept. Listeners 

indicated when their percep-

tion changed between these 

two interpretations. These 

changes were associated with 

changes in auditory cortex 

activity. Participants could also 

consciously control how many 

objects they perceived in an 

ambiguous auditory scene. This 

led to similar changes in neural 

activity. Listeners can thus use 

attention not only to enhance 

the representation of a subset 

of sounds, but also to intention-

ally alter the number of distinct 

objects heard. —PRS

J. Neurosci. 38, 2844 (2018).

CELL BIOLOGY

Right time, right speed, 
right size
Centrioles are microtubule-

based organelles composed 

of an archetypal cylindri-

cal arrangement of tubulin. 

Centrioles duplicate when a 

daughter centriole grows from 

the side of the mother, but it has 

been unclear how daughters 

grow to the right size. Aydogan 

et al. used live-cell imaging 

to quantify the dynamics of 

daughter centriole assembly in 

developing Drosophila embryos. 

They found that Polo-like kinase 

4 (Plk4) promoted incorpora-

tion of a centriole component, 

Sas-6, into the proximal end of 

the growing daughter at a linear 

rate during the early S phase. 

However, growth abruptly 

stopped when centrioles 

reached the correct size in the 

mid- to late S phase. Plk4 is a 

“suicidal” enzyme that 

promotes its own degradation, 

and it acted as a homeostatic 

clock to set the size of centri-

oles: The higher the centriolar 

Plk4 activity, the faster the 

centrioles would grow, but 

the faster Plk4 would become 

degraded and centriole growth 

would cease. —SMH

J. Cell Biol. 10.1083/jcb.201801014 

(2018).

STRUCTURAL BIOLOGY

A scaffold for small 
proteins
Reconstruction of atomic-

resolution structures in 

cryo–electron microscopy is 

limited by the ability to select, 

align, and average individual 

particles in the underlying 

images. Small biomolecules 

pose a particular challenge 

because they are hard to dis-

tinguish from the surrounding 

amorphous ice. Liu et al. com-

bined a large, computationally 

designed protein cage with a 

small, modular domain contain-

ing a protein-binding surface 

that can be evolved separately 

to bind other small proteins for 

structure determination. The 

cage serves as a rigid scaffold 

that allows for accurate particle 

selection and alignment. The 

17-kDa protein-binding domain 

was well resolved in the electron 

density maps at near-atomic 

resolution. —MAF

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1718825115 (2018).

ORGANIC CHEMISTRY

Enacting a program’s 
plans for synthesis
How does a chemist plan a 

synthesis? In principle, it is an 

exercise in breaking down the 

targeted product into smaller 

pieces that look feasible to stitch 

together. Computer programs 

that offer such advice on the 

basis of a set of reaction prec-

edents have been around for 

decades, but they have seldom 

proven broadly useful. Klucznik 

et al. now report a validation 

test of their Chematica pro-

gram, which charts a course 

to products by using reactivity 

rules coded by human experts. 

Eight compounds were targeted, 

and all of them were successfully 

prepared in accord with routes 

devised by the software, often 

with improved yields relative to 

prior routes. —JSY

Chem 4, 522 (2018).

IMMUNOLOGY  

A bat’s STING is less potent 

B
ats have evolved enhanced oxidative phos-

phorylation pathways in response to the 

increased metabolic demands of flight. One 

effect of this is DNA damage and release. 

Additionally, bats serve as reservoirs for 

a multitude of viruses, which raises the question 

of how these animals are able to tune cytosolic 

DNA sensing and innate immune activation. Xie 

et al. report that STING (stimulator of interferon 

genes)—the main adaptor in several DNA-sensing 

pathways—is mutated in bats at the serine-358 

residue, which is critical for downstream interferon 

(IFN) activation. They found that bat STING was 

less effective at inducing IFN production and viral 

inhibition. These findings add to previous work 

showing bat-specific changes in other DNA sen-

sors such as AIM2, IFI16, and TLR9 that elicit more 

harmonious immune responses to pathogens. 

—STS

Cell Host Microbe 23, 297 (2018).

Bat immune 

responses to viruses 

are compromised.
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NITROGEN FIXATION 

Sulfur steps aside 
for nitrogen 
Enzymatic conversion of 

molecular nitrogen to ammonia 

requires a dance of electrons 

and protons. The stage for 

that dance is the nitrogenase 

cofactor, a carefully constructed 

cluster of iron, sulfur, and carbon 

with homocitrate and, in some 

cases, bicarbonate appendages, 

as well as a secondary metal 

ion that defines the class of 

enzyme. The question of how 

this cofactor binds nitrogen has 

been vexingly difficult to answer. 

Sippel et al. report a high-reso-

lution structure of the vanadium 

nitrogenase with a light atom, 

interpreted as nitrogen, bound to 

the FeV cofactor. A sulfur atom 

is displaced from the cofactor 

in this structure and is observed 

resting in a holding site formed 

by rearrangement of a glutamine 

residue. The putative bridging 

nitrogen atom suggests that 

diatomic nitrogen may bind to 

the cluster in a head-on manner, 

with the glutamine side chain 

stabilizing protonated intermedi-

ates as they are reduced. —MAF

Science, this issue p. 1484

BATTERIES 

Healing away the 
dendrites 
The formation of lithium den-

drites during charge-discharge 

cycles limits the development 

of lithium metal batteries, 

because the dendrites can 

cause electrical shorting of the 

cells. A number of tricks have 

been used to try to prevent 

dendrite formation. Li et al. took 

the opposite approach (see the 

Perspective by Mukhopadhyay 

and Jangid). They operated 

their cells at higher current 

densities, under which one 

would expect dendrites to form 

owing to the higher nucleation 

rates. However, under these 

conditions, the dendrites that 

started to form heated up and 

annealed, leading to their disap-

pearance. —MSL

Science, this issue p. 1513;

see also p. 1463

NANOMATERIALS 

Nanoparticle synthesis 
gets a shock 
Nanoparticles are useful in a 

wide range of applications such 

as catalysis, imaging, and energy 

storage. Yao et al. developed a 

method for making nanopar-

ticles with up to eight different 

elements (see the Perspective 

by Skrabalak). The method relies 

on shocking metal salt–covered 

carbon nanofibers, followed by 

rapid quenching. The “carbo-

thermal shock synthesis” can be 

tuned to select for nanoparticle 

size as well. The authors suc-

cessfully created PtPdRhRuCe 

nanoparticles to catalyze ammo-

nia oxidation. —BG

Science, this issue p. 1489; 

see also p. 1467

IRON HOMEOSTASIS 

Iron’s grip on malaria 

Malaria parasites have coevolved 

with their human and mamma-

lian hosts. These Plasmodium 

species invade the iron-rich 

environment of red blood cells. 

Zhang et al. found that the iron 

transporter ferroportin per-

sists on the surface of mature 

mammalian red blood cells. Red 

blood cells are at risk of oxida-

tive damage if their hemoglobin 

releases its iron; ferroportin is 

thus important to expel this iron. 

The authors also found that the 

transporter can deprive malaria 

parasites of the iron they need 

for proliferation. The Q248H 

mutation in the human ferropor-

tin gene enhances ferroportin 

expression during development 

and seems to provide protection 

against malaria. This effect may 

explain the enrichment of the 

Q248H mutation among African 

populations. —CA

Science, this issue p. 1520

BIOPHYSICS 

How a pathogen holds 
on to its host 
Staphylococcus epidermidis 

and Staphylococcus aureus are 

pathogens that can form biofilms 

on implants and medical devices. 

Central to biofilm formation is a 

very tight interaction between 

microbial surface proteins called 

adhesins and components of 

the extracellular matrix of the 

host. Milles et al. used atomic 

force microscopy–based single-

molecule force spectroscopy 

combined with steered molecular 

dynamics to explore how the 

bond between staphylococcal 

adhesin SdrG and its target 

fibrinogen peptide can withstand 

forces greater than 2 nano-

newtons (see the Perspective by 

Herman-Bausier and Dufrêne). 

The peptide is confined in a 

coiled geometry in a deep and 

rigid pocket through hydrogen 

bonds between SdrG and the 

peptide backbone. If pulled, the 

load is distributed over all hydro-

gen bonds so that all bonds must 

be broken at once to break the 

interaction. —VV

Science, this issue p. 1527; 

see also p. 1464

VIRAL EVOLUTION 

Nongenetic variation 
drives viral evolution 
Bacteriophage l is a virus that 

infects bacteria by exploiting 

various membrane proteins in a 

well-characterized manner. Petrie 

et al. show how the evolution of 

variable folding conformations of 

isogenic proteins, which do not 

differ in their genetic sequences, 

contributed to l’s ability to exploit 

an additional host receptor for 

infection. Because the protein can 

take on two shapes, this genotype 

can have two phenotypes. Natural 

selection may thus be able to act 

on this nongenetic heterogeneity 

to connect phenotypic hetero-

geneity, evolvability, and protein 

stability. —LMZ

Science, this issue p. 1542

Edited by Stella Hurtley
ALSO IN SCIENCE  JOURNALS

NEUROIMMUNOLOGY 

Neuro-immune cell 
cross-talk 
An emerging mechanism of 

tissue homeostasis involves 

cross-talk between neuro-

nal and immune cells. In a 

Perspective, Veiga-Fernandes 

and Artis discuss how 

neuronal and immune cells 

can jointly coordinate gross 

tissue immune responses, 

particularly at barrier tissues 

such as the intestinal and 

lung epithelia. They describe 

how neuronal cells regulate 

immune cells at these sites 

and ask whether immune 

cells can, in turn, regulate 

neuronal cells. Furthermore, 

the authors describe the 

implications of this cross-talk 

for diseases including chronic 

inflammation, cancer, and 

metabolic syndrome. —GKA

Science, this issue p. 1465

CANCER

Messaging by 
oncogenic kinase
Cancer cells signal to non-

transformed cells and to 

other transformed cells to 

generate an environment that 

is amenable for their growth. 

Zhang et al. noticed that the 

longest isoform of the growth-

promoting kinase S6K1, 

unlike shorter isoforms, has 

a six-arginine motif similar to 

one that enables HIV TAT pro-

tein to be released from cells 

and enter surrounding cells. 

In cultured breast cancer or 

nontransformed cells, adding 

the long S6K1 isoform to the 

medium enhanced the phos-

phorylation of S6K1 targets, 

as well as cell size and migra-

tion. Injection of this S6K1 

isoform into mice increased 

the growth and metastasis of 

breast cancer cell xenografts. 

—WW

Sci. Signal. 11, eaao1052 (2018).
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AUTOIMMUNITY

Infiltration inhibition

Type 1 diabetes (T1D) is 

associated with the infiltration 

of islet-specific autoreactive 

cytotoxic CD8+ T cells (CTLs) 

into pancreatic islets. This pro-

cess leads to islet destruction 

and loss of insulin production. 

Most of the CTLs in islets are 

non–islet-specific, and their 

contribution to T1D is not well 

understood. Christoffersson et 

al. observed that the accumula-

tion of these “bystander” CTLs 

was associated with decreased 

activation and proliferation of 

islet-specific CTLs. The abun-

dance of non–islet-specific CTLs 

in islets reduced the access of 

islet-specific CTLs to autoan-

tigens, which led to a state of 

unresponsiveness. A similar 

form of nonspecific suppression 

by CTLs was observed in a viral 

meningitis model. —CNF

Sci. Immunol. 3, eaam6533 (2018).

MATERIALS SCIENCE 

Now you see it, 
now you don’t
Thermal vision cameras detect 

differences in temperature by 

sensing infrared wavelengths. 

If a coating could be developed 

that showed dynamic tuning 

of the effective temperature, it 

might be possible to hide objects 

from infrared sensing. Xu et al. 

started with a basic Bragg reflec-

tor made up of multiple layers of 

alternating materials with vary-

ing refractive index. The authors 

designed structures that were 

wavy to begin with so that they 

could be flattened out by electri-

cal activation. This changed the 

infrared reflectivity and, thus, 

the effective temperature of the 

object observed in its infrared 

profile. —MSL

Science, this issue p. 1495
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BIOCHEMISTRY

Structure of the nucleotide exchange
factor eIF2B reveals mechanism
of memory-enhancing molecule
Jordan C. Tsai,* Lakshmi E. Miller-Vedam,* Aditya A. Anand,* Priyadarshini Jaishankar,
Henry C. Nguyen, Adam R. Renslo, Adam Frost,† Peter Walter†

INTRODUCTION: Regulation by the integrated
stress response (ISR) converges on the phos-
phorylation of translation initiation factor eIF2
in response to a variety of stresses. Phospho-
rylation converts eIF2 from a substrate to a
competitive inhibitor of its dedicated guanine
nucleotide exchange factor, eIF2B, inhibiting
translation. ISRIB is a drug-like eIF2B activator
that reverses the effects of eIF2 phosphoryla-
tion, enhances cognition, and corrects cognitive
deficits after brain injury in rodents. Because
ISRIB shows promise for treating neurological
disorders a deeper understanding of its mech-
anism of action is crucial. Previous work iden-
tified eIF2B as a target of ISRIB and suggested
that the molecule stabilizes and activates
the enzyme. However, the molecule’s mode
of binding and means of activation remain
unknown.

RATIONALE: To identify the binding site and
mechanism of action of ISRIB, we used cryo–
electron microscopy (cryo-EM) to determine an
atomic-resolution structure of decameric hu-
man eIF2B bound to ISRIB. We validated the
structural model using mutational analysis and
the synthesis of ISRIB analogs. Combined with
pre–steady-state kinetic analysis of eIF2B com-
plex assembly, these findings enabled us to
derive a functional model of ISRIB action.

RESULTS:A robust recombinant expression
and purification protocol for all subunits of
human eIF2B produced a stable eIF2B holo-
enzyme that sedimented as a decamer. Under
conditions of elevated ionic strength, an eIF2Ba
dimer [eIF2B(a2)] dissociated from the remain-
der of the decamer, whereas ISRIB prevented
disassembly. Sedimentation velocity experiments

determined that in the absence of eIF2Ba, the
remaining subunits form tetrameric complexes
[eIF2B(bgde)]. Loss of eIF2B(a2) largely abol-
ished eIF2B’s nucleotide exchange activity. To
explain these findings, we determined a struc-
ture of human eIF2B bound to ISRIB at 2.8 Å
average resolution. The structure revealed that
ISRIB binds within a deep cleft at a two-fold
symmetry interface between the eIF2Bb and
eIF2Bd subunits in the decamer.
Greater resolution within the binding pocket

enabled precise positioning of ISRIB, whichwe
validatedbyprobingwithdesigned ISRIBanalogs

andmutational analysis.
Forexample, stereospecific
addition of a methyl group
to ISRIBabrogatedactivity,
whereas an eIF2B(dL179A)
mutation accommodated
this analog and restored

activity. Further, a predicted C-H-p interaction
between eIF2B(bH188) and ISRIB was con-
firmed by mutation of bH188 to other aromatic
residues, which resulted in enhanced stability of
the complex. To determine how ISRIB enhances
incorporation of eIF2B(a2) into the complex, we
analyzed the eIF2B(bgde) tetramer structurally
and functionally.Cryo-EMimagingandanalytical
ultracentrifugation revealed that ISRIB staples
two eIF2B(bgde) tetramers together to form an
octamer across its two-fold symmetry axis. The
resulting octamer displays a composite surface
for avid eIF2B(a2) binding, explaining ISRIB’s
mechanismof action. Consistentwith thismodel,
saturating half-binding sites in the tetramer with
ISRIB prevented dimerization and failed to
activate the enzyme. Additional loss-of-function
and gain-of-function dimerizationmutants pro-
duced complexes that were insensitive to ISRIB.

CONCLUSION: From this work, the regulation
of eIF2B assembly from stable subcomplexes
emerges as a rheostat for eIF2B activity that
tunes translation during the ISR and can be fur-
ther modulated by ISRIB acting as a “molecular
staple.” As a two-fold symmetric small molecule,
ISRIB bridges a central symmetry axis of the
decameric eIF2B complex, stabilizing it in an
activated state. ISRIB’s action as an assembly-
promoting enzyme activator provides a plausible
model for its ability to ameliorate the inhibitory
effects of eIF2a phosphorylation. Understanding
the different modes of regulation of this vital
translational control point will be of particular
importance in the nervous system where ISRIB
has been shown to have a range of effects, and
will further enable ISRIB’s development as a
promising therapeutic agent in combating
cognitive disorders.▪
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ISRIB bound to human eIF2B. View of cryo-EM density for eIF2B(abgde)2, colored in distinct
shades for each subunit copy: (red, a; blue, b; green, g; gold, d; gray, e). Density assigned to
ISRIB is depicted in CPK coloring (red, O; blue, N; green, Cl) and artistically contrasted from its
target protein.

ON OUR WEBSITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aaq0939
..................................................

on M
arch 29, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


RESEARCH ARTICLE
◥

BIOCHEMISTRY

Structure of the nucleotide exchange
factor eIF2B reveals mechanism
of memory-enhancing molecule
Jordan C. Tsai,1,2* Lakshmi E. Miller-Vedam,2,3* Aditya A. Anand,1,2*
Priyadarshini Jaishankar,4 Henry C. Nguyen,2,3 Adam R. Renslo,4

Adam Frost,2,3† Peter Walter1,2†

Regulation by the integrated stress response (ISR) converges on the phosphorylation of
translation initiation factor eIF2 in response to a variety of stresses. Phosphorylation
converts eIF2 from a substrate to a competitive inhibitor of its dedicated guanine
nucleotide exchange factor, eIF2B, thereby inhibiting translation. ISRIB, a drug-like eIF2B
activator, reverses the effects of eIF2 phosphorylation, and in rodents it enhances
cognition and corrects cognitive deficits after brain injury. To determine its mechanism of
action, we solved an atomic-resolution structure of ISRIB bound in a deep cleft within
decameric human eIF2B by cryo–electron microscopy. Formation of fully active, decameric
eIF2B holoenzyme depended on the assembly of two identical tetrameric subcomplexes,
and ISRIB promoted this step by cross-bridging a central symmetry interface. Thus,
regulation of eIF2B assembly emerges as a rheostat for eIF2B activity that tunes
translation during the ISR and that can be further modulated by ISRIB.

P
rotein quality control is essential to themain-
tenance of cellular and organismal health.
To prevent the production of deleterious
proteins, such as those from invading vi-
ruses or those produced inmisfolding-prone

environments, cells regulate protein synthesis.
By arresting or accelerating the cardinal decision
of translation initiation, cells effect proteome-
wide changes that drive organismal functions such
as development, memory, and immunity (1–3).
A key enzyme in the regulation of protein syn-

thesis is eukaryotic translation initiation factor
2B (eIF2B), a dedicated guanine nucleotide ex-
change factor (GEF) for translation initiation
factor 2 (eIF2). eIF2B is composed of five subunits
(a, b, g, d, e) that assemble into a decamer com-
posed of two copies of each subunit (4–8). The
eIF2Be subunit contains the enzyme’s catalytic
center and associates closely with eIF2Bg (9). Two
copies each of the structurally homologous eIF2Ba,
b, and d subunits form the regulatory core that
modulates eIF2B’s catalytic activity (10–12). eIF2B’s
substrate, eIF2, is composed of three subunits (a,
b, g) and binds methionine initiator tRNA and
guanosine triphosphate (GTP) to form the ternary
complex required to initiate translation on AUG

start codons. eIF2’s g subunit contains the GTP-
binding pocket [reviewed in (13, 14)].
In response to various inputs, many of which

are cell stresses, phosphorylation of eIF2a at Ser51

converts eIF2 from a substrate for nucleotide ex-
change into a competitive inhibitor of eIF2B. Phos-
phorylated eIF2 binds to eIF2B with enhanced
affinity, effectively sequestering the limiting eIF2B
complex from engaging unphosphorylated eIF2
for nucleotide exchange (10–12). Such inhibition
leads to an attenuation of general translation and,
paradoxically, the selective translation of stress-
responsive mRNAs that contain small upstream
open reading frames. This latter set includesmRNAs
that encode transcriptional activators such as ATF4
(15, 16). In this way, eIF2 phosphorylation elicits
an intricate gene expression program. This path-
way was termed the “integrated stress response”
after the discovery of several kinases that all phos-
phorylate eIF2a at Ser51 to integrate different
physiological signals, such as the accumulation
of misfolded proteins in the lumen of the endo-
plasmic reticulum, the accumulation of double-
stranded RNA indicative of viral infection, the
cell’s redox status, and nutrient availability (17).
We previously identified an ISR inhibitor

(ISRIB) that reverses the effects of eIF2a phos-
phorylation, restoring translation in stressed
cells and blocking translation of ISR-activated
mRNAs such as ATF4 (18, 19). When administered
systemically to wild-type rodents, ISRIB enhances
cognition, leading to significant improvements
in spatial and fear-associated learning (18). This
effect relies on translation-dependent remodel-
ing of neuronal synapses (20). eIF2 phosphoryl-

ation correlates with diverse neurodegenerative
diseases and cancers as well as normal aging
(21–24). In addition, a number of mutations that
impair eIF2B activity lead to a neurodegenera-
tive disorder of childhood known as vanishing
white matter disease (VWMD), which is marked
by cerebellar ataxia, spasticity, hypersensitivity
to head trauma and infection, coma, and pre-
mature death (25). As a well-characterized small
molecule with rapid cross–blood-brain barrier
equilibration, reasonable bioavailability, and
good tolerability in rodent efficacy models, ISRIB
and related analogs offer great potential for treat-
ing VWMD and a range of other devastating dis-
eases lacking therapeutic options (18, 26). Indeed,
in rodents, ISRIB entirely reverses cognitive de-
ficits associated with traumatic brain injuries (27)
and protects against neurodegeneration (26).
Previous work identified eIF2B as the mo-

lecular target of ISRIB (28, 29). ISRIB enhances
eIF2B GEF activity by a factor of 3, stabilizes a
decameric form of the enzyme when analyzed in
high-salt conditions, and increases thermostabil-
ity of the eIF2Bd subunit (28). Mutations that
render cells insensitive to ISRIB have been found
to cluster in the N-terminal region of eIF2Bd
(29); when projected onto the crystal structure
of Schizosaccharomyces pombe eIF2B, two of the
mutated residues map to its symmetric interface
(8). These data hinted that ISRIB may activate
eIF2B by binding near adjacent d subunits to
exert its blunting effects on the ISR. Here, we
report mechanistic and structural insights into
ISRIB’s mechanism of action.

ISRIB stabilizes decameric eIF2B,
thereby accelerating GEF activity

To investigate the mechanism by which ISRIB
enhances the GEF activity of eIF2B, we engineered
a recombinant Escherichia coli expression sys-
tem for coexpression of all five subunits of human
eIF2B (Fig. 1A). eIF2B purified as a monodisperse
complex that sedimented at 13.6S, correspond-
ing to the size of a decamer containing two copies
of each subunit (Fig. 1B and fig. S1A).
We adapted a fluorescent guanosine diphos-

phate (GDP) exchange assay (29) to assess the
enzymatic activity of recombinant eIF2B. We
purified the substrate, nonphosphorylated hu-
man eIF2, from a Saccharomyces cerevisiae ex-
pression system genetically edited to lack the
only yeast eIF2 kinase (gcn2D) (30) (fig. S2, A and
B). First, in a “GDP loading assay,” we added flu-
orescent Bodipy-GDP to GDP-bound eIF2. We
observed an eIF2B concentration–dependent
increase in fluorescence corresponding to the
dislodging of bound GDP and subsequent bind-
ing of Bodipy-GDP to eIF2 (fig. S2, C and D). Sec-
ond, in a “GDP unloading assay,” we chased with
a 1000-fold excess of unlabeled GDP and measured
a decrease in fluorescence corresponding to the
eIF2B-catalyzed dissociation of Bodipy-GDP from
eIF2 (fig. S2E). GEF activities were fit to a single-
exponential curve (fig. S2F) for calculating the
observed rate constants (kobs). Titrating sub-
strate concentration to saturating levels in GDP
unloading assays yieldedMichaelis constant (Km)
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Fig. 1. ISRIB stabilizes decameric eIF2B, accelerating GEF activity.
(A) Schematic diagram for three-plasmid expression of all five eIF2B genes
in E. coli. (B) Characterization of eIF2B(abgde)2 by sedimentation velocity
analytical ultracentrifugation and SDS–polyacrylamide gel electrophoresis
(PAGE) followed by Coomassie Blue staining. (C) Initial rate of nucleotide
exchange (right) plotted as a function of substrate concentration. Note
that at high eIF2 concentrations, we reproducibly observed a transient
increase in fluorescence that peaked at the 1-min time point (left). Such an
increase was reported previously (29) and remains unexplained. (D) GEF
activity of eIF2B(abgde)2 as measured by unloading of fluorescent GDP
from eIF2 in the presence and absence of ISRIB (mean ± SD; n = 3).
(E) Representative absorbance 280-nm traces from an anion exchange
column used in the purification of eIF2B in the presence (red) and absence

(black) of ISRIB (n = 3). Traces were normalized to total protein eluted in
respective runs. Peak fractions from the –ISRIB purification were analyzed
by SDS-PAGE and Coomassie-stained. eIF2B subunits are labeled a to e;
an asterisk denotes the presence of a contaminating protein that
contributes to peak 1. (F) Stability of eIF2B(abgde)2 was assessed by
sedimentation velocity on a 5 to 20% sucrose gradient in 400 mM salt
buffer. eIF2B(bgde) and eIF2B(a2) were combined with and without 500 nM
ISRIB. Fractions were analyzed by SDS-PAGE and Coomassie staining.
(G) GEF activity of eIF2B assembled from purified eIF2B(bgde) and eIF2B
(a2) in the presence and absence of ISRIB (mean ± SD; n = 3). (H) GEF
activity of eIF2B(bgde) in the presence and absence of eIF2B(a2) (mean ± SD;
n = 3). (I) GEF activity of eIF2B(bgde) in the presence and absence of
ISRIB (mean ± SD; n = 3).
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and catalytic rate constant (kcat) values similar to
those of eIF2B previously purified frommamma-
lian cells (Fig. 1C) (31).
To investigate how ISRIB activates eIF2B, we

fixed eIF2B and eIF2 in a multi-turnover regime
at concentrations of 10 nM and 1 µM, respective-
ly. Under these conditions, eIF2 is subsaturat-
ing given its Km of 1.5 µM (Fig. 1C). Previously, a
factor of 3 stimulation of nucleotide exchange
by ISRIB was seen under similar conditions (28).
Surprisingly, ISRIB only marginally activated the
recombinant eIF2B decamer by a factor of 1.2
(Fig. 1D; –ISRIB, kobs = 0.17 ± 0.006 min–1; +ISRIB,
kobs = 0.21 ± 0.005 min–1).
ISRIB stabilizes eIF2B decamers in lysates of

human embryonic kidney (HEK) 293T cells (28),
suggesting a role during assembly of the active
complex. To test this notion and its implications for
ISRIB’s mechanism of action, we purified eIF2B
in the presence or absence of ISRIB. Under both
conditions,weobtained the fully assembleddecamer
(Fig. 1E, peak 3); however, in the absence of ISRIB,
we also obtained a partially assembled complex
lacking the a subunit that eluted from the anion
exchange column at a lower ionic strength (Fig. 1E,
peak 2). These data suggest that ISRIB enhances
the stability of the decamer. To test this idea, we
expressed eIF2B(bgde) and eIF2Ba separately (fig.

S1, B and C). Surprisingly, eIF2B(bgde) purified
as a heterotetramer, as determined by analytical
ultracentrifugation (fig. S1D), whereas eIF2Ba
purified as a homodimer, as previously observed
(fig. S1E) (6). We then combined eIF2B(bgde) and
eIF2B(a2) under stringent conditions of elevated
ionic strength (400 mM) to assess ISRIB’s con-
tribution to the stability of the decameric complex.
When analyzed by velocity sedimentation in the
absence of ISRIB, eIF2B(bgde) sedimented as a tet-
ramer (peak fractions 6 and 7), whereas eIF2B(a2)
peaked in fraction 4 (Fig. 1F, top). By contrast, in the
presence of ISRIB, eIF2B(bgde) and eIF2B(a2)
sedimented together as a higher–molecular weight
complex deeper in the gradient (peak fractions 7
to 9) (Fig. 1F, bottom). As we discuss below, the
stabilized decamer peaked in fraction 10 of the
gradient, indicating that under these conditions,
the decamer partially dissociates during sedi-
mentation. We surmise that dissociation during
centrifugation led to the broad sedimentation
profiles observed. Thus, ISRIB enhanced the sta-
bility of decameric eIF2B.
To study the interplay among ISRIB binding,

eIF2B(a2) incorporation into the decamer, and
GEF activity, we mixed independently purified
eIF2B(a2) and eIF2B(bgde) subcomplexes and
assayed the combination for GDP unloading. When

assayed under these conditions, the specific ac-
tivity was reduced by a factor of 4 relative to the
fully assembled decamer (compare Fig. 1D and
Fig. 1G, kobs = 0.17 ± 0.006 min–1 versus 0.04 ±
0.009 min–1). The addition of ISRIB restored GEF
activity toward the level of fully assembled decamer
by a factor of 3 (kobs = 0.11 ± 0.002 min–1) (Fig. 1G),
which suggests that ISRIB’s activity reflects en-
hanced decamer stability.
Using the GDP loading assay, we found that

eIF2B activity was reduced profoundly (kobs =
0.01 ± 0.007 min–1) in the absence of eIF2B(a2)
(Fig. 1H), as previously reported (32, 33). Interest-
ingly, ISRIB still activated eIF2B(bgde) (Fig. 1I,
kobs = 0.04 ± 0.003 min–1), indicating that ISRIB
can enhance GEF activity independent of eIF2B(a2)
incorporation into the holoenzyme. To reconcile
these unexpected findings, we next sought a struc-
tural understanding of the ISRIB-stabilized hu-
man eIF2B decameric complex.

ISRIB binds in a deep cleft, bridging
the two-fold symmetric interface
of the eIF2B decamer

We determined an atomic-resolution structure of
eIF2B bound to ISRIB by cryo–electron micros-
copy (cryo-EM). We classified and refined a single
consensus structure from 202,125 particles to an

Tsai et al., Science 359, eaaq0939 (2018) 30 March 2018 3 of 11

Fig. 2. Atomic-resolution reconstruction of ISRIB-bound eIF2B.
(A to C) Three views of cryo-EM density for eIF2B(abgde)2, colored in
distinct shades for each subunit copy (red, a; blue, b; green, g; gold, d; gray,
e). Density assigned to ISRIB is depicted in CPK coloring (red, O; blue,
N; green, Cl). The rotational relationships between the views depicted in
(A), (B), and (C) are indicated. (D) Cross section of (A), revealing the

ISRIB binding pocket at the central decamer symmetry interface and
density assigned to ISRIB CPK-colored by element. (E) Close-up view
of density assigned to ISRIB and its binding pocket in (B) at the
intersection of two b and two d subunits. (F) Two conformers of ISRIB
modeled into the density. All residues within 3.7 Å of the ligand are
rendered as sticks.
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average resolution of 2.8 Å, which varied from
2.7 Å in the stable core to >3.4 Å in the more flexible
periphery (fig. S3). The overall structure bears
clear resemblance to the S. pombe two-fold sym-
metric decameric structure determined by x-ray

crystallography (8). The symmetry interface com-
prises contacts between the a, b, and d subunits,
while the g and e subunits are attached at oppos-
ing ends (Fig. 2, A to C). As in the S. pombe crystal
structure, the catalytic HEAT domains of the e

subunits were not resolved, indicating their flexi-
ble attachment to the regulatory core. By con-
trast, densities for the “ear” domains of the g
subunits were resolved, but at a resolution that
precluded atomic interpretation (Fig. 2B and figs.
S3 and S4).
Weobserved a clearly defineddensity consistent

with the dimensions of ISRIB and not attribut-
able to protein bridging the symmetry interface
of the decamer (Fig. 2, B, D, and E, and fig. S5).
Modeling suggests that ISRIB binds with its cen-
tral cyclohexane ring in the expected low-energy
chair conformation, with the side chains project-
ing to the same face of the cyclohexane ring and
inserting the distal 4-chlorophenyl rings into deep
bindingpockets (Fig. 2,D toF, and fig. S5). ISRIB’s
“U-shaped” conformation may be stabilized by
intramolecularN-H···O hydrogen-bonding interac-
tions between its amide nitrogen N-H bond and
the aryl ether oxygens, possibly explaining why
non–ether-linked congeners of ISRIB are much
less potent (fig. S6) (28, 34). The cryo-EMdensity
most likely corresponds to an average of at least
two energetically equivalent ISRIB conformations
related by 180° rotations about both N-C bonds to
the cyclohexane ring (both depicted in Fig. 2F and
figs. S4 and S5). This superposition of two con-
formers accounts for the apparently symmetric
density observed, even though in isolation each
individual conformer is pseudo-symmetric (fig.
S5). Themultiple observed ISRIB bindingmodes
may contribute to its free energy of binding by
providing additional entropic wiggle room.
TheN-terminal loopof the d subunit contributes

key residues to the binding pocket, and this loop
differs from the ligand-free S. pombe structure (8).
Residues in the d loop are important for ISRIB
activity (29), including Val177 and Leu179 (dV177
and dL179), which contribute directly to the hy-
drophobic surface of the binding pocket (Fig. 2F
and fig. S6). In addition, the d subunits contrib-
ute dL485 to the hydrophobic wells that ac-
commodate the halogenated benzene rings (Fig.
2F and fig. S6). The center of the binding site
comprises residues from the b subunit, including
Asn162 and His188 (bN162 and bH188), which lie
near ISRIB’s more polar functionality. In partic-
ular, one of the two C-H bonds at the glycolamide
a-carbon is oriented perpendicular to the plane of
the aromatic histidine ring (Fig. 2F and fig. S6),
suggesting a C-H-p interaction with bH188. Resi-
dues on the b subunits, including Val164 and Ile190

(bV164 and bI190), also make key contributions
to the hydrophobicity of the deep wells.
Thus, ISRIB enhances incorporation of the

a subunit into the decamer despite not making
direct contacts with this subunit. Rather, ISRIB
stabilizes the symmetry interface of the b-d core,
which in turn favors stable eIF2B(a2) binding. As
such, ISRIB’s enhancement of GEF activity de-
rives from its ability to promote higher-order holo-
enzyme assembly.

Structural model predicts the activity of
modified compounds and mutations

To validate the structural model, we synthesized
ISRIB analogs bearing a methyl group at the a
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Fig. 3. eIF2B structure predicts activity of ISRIB analogs. (A) GEF activity of assembled eIF2B(bgde)
and eIF2B(a2) in the presence and absence of ISRIB-A19(R,R) and ISRIB-A19(S,S) (mean ± SD; n = 3).
(B) Stability of decameric eIF2B(dL179A) in the absence of ISRIB (top), presence of ISRIB-A19(S,S) (middle),
or presence of ISRIB-A19(R,R) (bottom) as assessed by velocity sedimentation on sucrose gradients.
(C) eIF2B GEF activity of assembled eIF2B(bgde) and eIF2B(a2) containing a dL179A mutation in the
presence and absence of ISRIB-A19(R,R) and ISRIB-A19(S,S) (mean ± SD; n = 3). (D) Quantification of eIF2B
decamer stability gradients plotted as fraction of eIF2B(bgde) present in each of lanes 1 to 13 in (E) to
(G). eIF2B (for comparison from data shown in Fig. 1F), eIF2B(bH188A), eIF2B(bH188Y), and eIF2B
(bH188F) gradients are plotted in the presence (bottom) and absence (top) of 500 nM ISRIB.
(E to G) Stability of decameric eIF2B(bH188A), eIF2B(bH188Y), and eIF2B(bH188F) in the presence of
ISRIB, as assessed by velocity sedimentation on sucrose gradients.
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position of the glycolamide side chains. Two en-
antiomers, ISRIB-A19(R,R) and ISRIB-A19(S,S),
were prepared (fig. S7A) on the basis of predicted
steric clashes with residue dL179 for ISRIB-A19(R,R)
or bH188 for ISRIB-A19(S,S) in the ISRIB binding
pocket (Fig. 2F and fig. S6). As expected, neither
enantiomer enhanced GEF activity in vitro or in
cells (Fig. 3A and fig. S7B), nor did they enhance
the stability of purified decameric eIF2B (fig. S7C).
We next engineered eIF2B to accommodate the
additional methyl groups on ISRIB-A19(R,R) by
mutating dL179 to alanine (dL179A). We tested
the effects of both compounds on eIF2B(dL179A)
by velocity sedimentation and GEF activity. As
predicted, ISRIB-A19(R,R) stabilized formation of
mutant decamers (Fig. 3B) and stimulated nu-
cleotide exchange (Fig. 3C). Treatment with ISRIB-
A19(R,R) activated eIF2B(dL179A) by approximately
a factor of 3 (Fig. 3C, kobs = 0.027 ± 0.001 min–1),
similar to the activation of wild-type eIF2B by
ISRIB. By contrast, and as predicted, ISRIB-
A19(S,S) failed to activate eIF2B(dL179A) (Fig. 3C,
kobs = 0.007 ± 0.001 min–1). Notably, in the ab-
sence of ISRIB analogs, eIF2B(dL179A) was less
active than eIF2B by a factor of 5 (compare Fig.
3A and Fig. 3C; eIF2B kobs = 0.04 ± 0.009 min–1,
eIF2B(dL179A) kobs = 0.008 ± 0.002 min–1). This
result identifies dL179A as a novel hypomorphic
mutation and underscores the importance of
this surface for holoenzyme assembly.
We next sought to verify the existence of a

putative C-H-p interaction between bH188 and
ISRIB by mutating bH188 to alanine. As predicted,

ISRIB did not stabilize eIF2B(bH188A) decamers
(Fig. 3, D and E, and fig. S8). By contrast, al-
though mutation of bH188 to an aromatic tyro-
sine (bH188Y) or phenylalanine (bH188F) was
predicted to sustain and likely enhance C-H-p
interactions, it did not impair ISRIB’s activity to
stabilize decamers (Fig. 3, D, F, and G, and fig.
S8). Rather, ISRIB stabilized eIF2B(bH188Y) and
eIF2B(bH188F) decamers to an even greater ex-
tent than wild-type eIF2B decamers (Fig. 3D).
Whereas ISRIB-stabilized wild-type eIF2B sedi-
mented with a broad profile, indicating disso-
ciation of the decamer through the course of
sedimentation (Figs. 1F and 3D), ISRIB-stabilized
eIF2B(bH188Y) and eIF2B(bH188F) formed a sharp
symmetric peak in fraction 10, indicative of en-
hanced complex integrity through sedimentation,
presumably owing to enhanced C-H-p bonding in-
teractionwith ISRIB (Fig. 3, D, F, and G, and fig. S8).

ISRIB induces dimerization of
tetrameric eIF2B subcomplexes

Because ISRIB bridges the symmetry interface
of the decamer without making direct contacts
with eIF2B(a2), we sought to understand how
the small molecule promotes eIF2B(a2) incor-
poration into the decamer. We imaged purified
eIF2B(bgde) tetramers in the presence and ab-
sence of ISRIB by cryo-EM. In the presence of
ISRIB, the images revealed a predominant spe-
cies consistent with an octameric complex of
eIF2B lacking the a subunits (Fig. 4A). By con-
trast, in the absence of ISRIB, the predominant

species was consistent with a tetrameric com-
plex divided along the symmetry axis of the
octamer (Fig. 4B). In accordance with the ISRIB-
dependent stabilization of the decamer by mu-
tations in bH188 to other aromatic residues,
bH188F and bH188Y mutants also stabilized the
octamer in high-salt conditions (fig. S9). These
images suggest a model in which ISRIB dimer-
izes eIF2B(bgde) by “stapling” the tetramers to-
gether to form the octameric binding platform
for a subunit binding, consistent with the archi-
tecture of the ISRIB-bound decamer.
We next substantiated eIF2B(bgde) dimeriza-

tion by analytical ultracentrifugation under phys-
iological salt conditions. In the absence of ISRIB,
eIF2B(bgde) sedimented as a predominant 8.0S
peak and a minor 11.7S peak, corresponding to
eIF2B(bgde) and eIF2B(bgde)2, respectively (Fig.
4C). By contrast, in the presence of ISRIB, we ob-
served amarked increase in the 11.7Speak, demon-
strating ISRIB’s role in stabilizing the eIF2B(bgde)2
octamer. Togetherwith the observation that eIF2B
(bgde) has greater activity in the presence of ISRIB
(Fig. 1I), these data show the importance of oc-
tamer assembly in activating GEF activity.
Dimerization of eIF2B(bgde) effectively dou-

bles the surface area for eIF2B(a2) binding, which
suggests that the ISRIB-enhanced incorporation
of eIF2B(a2) into the decamer originates from
ISRIB’s ability to shift the tetramer/octamer equi-
librium. To test this prediction, we combined
eIF2B(a2) and eIF2B(bgde) in the presence and
absence of ISRIB and assessed decamer assembly
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Fig. 4. ISRIB induces dimerization of tetrameric eIF2B subcom-
plexes. (A and B) The most abundant 2D class averages from cryo-EM
imaging of eIF2B(bgde) in the presence (A) and absence (B) of ISRIB.
Subunit colors are as in Fig. 2. (C) Characterization of eIF2B(bgde) by
sedimentation velocity analytical ultracentrifugation. eIF2B(bgde) (1 µM)
was analyzed in the presence and absence of 1 µM ISRIB. (D) Mixture

of 1 µM eIF2B(bgde) and 500 nM eIF2B(a2) characterized by analytical
ultracentrifugation in the presence and absence of 1 µM ISRIB.
(E) eIF2B(bgde) (1 µM) characterized by analytical ultracentrifugation
in the presence of 1 µM or 10 µM ISRIB. (F) GEF activity of eIF2B(bgde),
here at a higher concentration (100 nM) to facilitate comparison of
0, 0.2, and 5 µM ISRIB.

RESEARCH | RESEARCH ARTICLE
on M

arch 29, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


by analytical ultracentrifugation. Under the high
protein concentrations used in these assays, we
observed a predominant peak corresponding to
the assembled eIF2B decamer at 13.6S both in
the presence and absence of ISRIB, together with
minor peaks corresponding to unincorporated
eIF2B(bgde) at 8.0S and eIF2B(a2) at 4.1S (Fig.

4D). We did not observe an octamer peak, which
suggests that the octamer has a high affinity for
eIF2B(a2) and assembles the full decamer under
these conditions. Together with the cryo-EM
images, these data demonstrate that eIF2B(a2)
and ISRIB synergistically promote dimerization
of eIF2B(bgde).

Given that ISRIB binds across the eIF2B(bgde)2
interface such that each tetramer contributes half
of the ISRIB binding site, we reasoned that high
ISRIB concentrations may occupy half-sites with-
in the tetramers and interfere with octamer for-
mation. Indeed, ISRIB promoted eIF2B(bgde)2
assembly at 1 µM but failed to do so at 10 µM
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Fig. 5. Loss- and gain-of-function dimerization mutants resist or
bypass the effects of ISRIB. (A) Surface rendering of core eIF2Bb (blue)
and eIF2Bd (gold) subunits; residues contacting ISRIB are highlighted in
gray, and the dimer interface is indicated by a dashed line. Interface
residues are highlighted in a lighter hue of the colors of the contacting
subunits. (B) Open-book view of the dimer-dimer interface, such that each
b and d subunit is rotated by 90°. bH160, in green, contacts both b′ and d′;
dL179, also in green, contacts both b′ and ISRIB. (C) Characterization of

1 µM eIF2B(bgde) containing a bH160D mutation in the presence
(right) and absence (left) of 1 µM ISRIB by analytical ultracentrifugation.
(D) GEF activity of eIF2B(bgde) containing a bH160D mutation in
the presence and absence of ISRIB (mean ± SD; n = 3). (E) Characteri-
zation of 1 µM eIF2B(bgde) containing a dL179V mutation in the presence
(right) and absence (left) of 1 µM ISRIB by analytical ultracentrifugation.
(F) GEF activity of eIF2B(bgde) containing a dL179V mutation in the
presence and absence of ISRIB (mean ± SD; n = 3).
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(Fig. 4E). Similarly, ISRIB stimulated GEF ac-
tivity of eIF2B(bgde) at 0.2 µM but failed to do so
at 5 µM (Fig. 4F). Note that the high ISRIB con-
centrations used in this assay did not reduce
GEF activity below that of eIF2B(bgde); this shows
that the effect did not result from nonspecific en-
zymatic inhibition.

Loss- and gain-of-function dimerization
mutants resist or bypass the effects
of ISRIB

To visualize the determinants of octamerization,
we highlighted the solvent-excluded surface area
along the symmetry interface of the b and d sub-
units in adjacent tetramers (Fig. 5, A and B, light
yellow, light blue, green) and labeled the residues
of the ISRIB binding pocket on this surface (Fig. 5,
A and B, gray). The tetramer-tetramer contact
residues form a thin strip along each neighboring
b and d subunit. Most of the b subunit residues
contact the d subunit across the symmetry inter-
face, while a small number of residues also cement
b-b′ contacts. Of these, His160 (bH160) and Arg228

(bR228) reside at the junction of b-b′ and b-d′ sub-
units, which suggests that they play key roles in
stabilizing the octamer. Accordingly, we observed
that mutation of bH160 to aspartic acid, which we
predicted would be repulsed by dD450, completely
precluded octamer assembly. Analytical ultracen-
trifugation of eIF2B(bgde) containing the bH160D
mutation revealed a sharp tetramer peak at 7S
both in the absence and presence of ISRIB (Fig. 5C),
and ISRIB was unable to enhance GEF activity for
this mutant (Fig. 5D). Thus, the effect of this mu-
tation on octamerization cannot be overcome by
ISRIB binding, even though ISRIB binding buries
an additional ~11% of solvent-exposed surface
area—an increase from 3420 Å2 to 3790 Å2—
upon stapling of tetramers (Fig. 5, A and B).

Serendipitously, we also identified a gain-of-
function mutation in eIF2B. We initially engi-
neered a dL179V mutation alongside the dL179A
mutation used above to accommodate the meth-
ylated analog ISRIB-A19(R,R) (Fig. 2F and fig. S6).
To our surprise, we discovered that the predom-
inant species of dL179V-eIF2B(bgde) sedimented
as a remarkably stable octamer in the absence
of ISRIB (Fig. 5E). GEF activity assays revealed
that dL179V-eIF2B(bgde)2 was 5 times as active
as the wild-type octamers formed in the presence
of ISRIB, and was not further activated by ISRIB
(compare Fig. 5F and Fig. 1I; eIF2B(dL179V) kobs =
0.027 ± 0.001 min–1, eIF2B(dL179V) + ISRIB kobs =
0.024 ± 0.001 min–1, wild-type + ISRIB kobs = 0.005 ±
0.001 min–1). Together with the ISRIB-bound
structure, these mutants indicate that the major
contribution of ISRIB to increased GEF activity
lies at the step of tetramer dimerization and as-
sembly of the bipartite surface for a subunit ho-
modimer binding (Fig. 6).

Discussion

We determined the structure of human eIF2B at
sufficiently high resolution to characterize the
binding site and coordination of a small mol-
ecule with therapeutic potential. In concomitant
work, Zyryanova et al. report similar findings
(35). The atomic model of ISRIB-bound eIF2B
reconciles structure-activity relationships de-
scribed previously (28, 34), predicted both loss-
and gain-of-function mutations, and facilitates
the rational design of small-molecule modu-
lators of eIF2B activity. The structure provides an
intuitive view of how ISRIB activates nucleotide
exchange: ISRIB stabilizes the active decameric
form of the eIF2B holoenzyme by stapling the
constituents together across a two-fold sym-
metry axis.

Given that a catalytic residue essential for nu-
cleotide exchange resides in the still-unresolved
HEAT repeat of the e subunit, how does assem-
bly of the decameric holoenzyme enhance activ-
ity? Cross-linking studies suggest that eIF2 binds
across the decameric interface, engaging the eIF2B
a subunit along with b and d subunits from op-
posing tetramers (8). We surmise that decamer
assembly creates a composite surface for eIF2
binding that allows the flexibly attached HEAT
domain to reach and engage its target. Although
we consider it likely that the effects of ISRIB
binding can be explained by the degree of holo-
enzyme assembly, additional ligand-induced allo-
steric changes may also contribute to its activity.
These observations provide a plausible model

for ISRIB’s ability to ameliorate the inhibitory
effects of eIF2a phosphorylation on ternary com-
plex formation. ISRIB staples tetrameric building
blocks together into an octamer, which enhances
activity by a factor of 3 and forms a platform for
association of the dimeric a subunits. The in-
tegrated effect of these sequential steps is an en-
hancement of activity by an order of magnitude.
The inhibition resulting from a limiting amount
of phosphorylated eIF2 would be reduced by the
surplus of GEF activity provided by ISRIB. By
contrast, an excess of ISRIB poisons the assembly
reaction by saturating half-binding sites on un-
assembled tetramers. Thus, within its effective
concentration range, ISRIB will enhance ternary
complex formation even in unstressed conditions,
opening an untapped reservoir of additional en-
zymatic capacity. We surmise that in vivo these
activities are likely to be realized near the equi-
librium points of the assembly reactions for the
holoenzyme, allowing for ISRIB’s observed pheno-
typic effects. Thus, eIF2B is poised to integrate
diverse signals that affect translation initiation.
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Fig. 6. Model for ISRIB’s mechanism of action. ISRIB staples together tetrameric eIF2B(bgde) subcomplexes, building a more active eIF2B(bgde)2
octamer. In turn, the ISRIB-stabilized octamer binds eIF2B(a2) with greater affinity, enhancing the formation of a fully active, decameric holoenzyme.
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Phosphorylation of eIF2 may be just one of
many mechanisms for modulating its activity.
Posttranslational modifications, expression of
other modulatory components, or binding of un-
identified endogenous ligands (to the ISRIB bind-
ing pocket or elsewhere) are likely to modulate
eIF2B activity under varying physiological condi-
tions. Understanding the different modes of regula-
tion of this vital translational control point will be of
particular importance in the nervous system, where
ISRIB has been shown to have a range of effects.

Materials and methods
Cloning of eIF2B expression plasmids

The five human eIF2B subunitswereE. coli codon–
optimized and synthesized on the BioXp 3200
System (SGI-DNA) in six blunt-end dsDNA frag-
ments; see supplementarymaterials for synthesized
sequences. Fragments were cloned into pCR-
BluntII-TOPO vector with the Zero Blunt TOPO
PCR Cloning Kit (Invitrogen) and verified by se-
quencing. In brief, subunits of eIF2B were PCR-
amplified fromTOPO cloned vectors and Infusion
(Clontech) cloned intomultigene expression plas-
mids with compatible drug resistances and orig-
ins of replication: pETDuet-1 (Novagen 71146-3),
pACYCDuet-1 (Novagen 71147-3), or pCOLADuet-1
(Novagen 71406-3) vectors. Each expression plas-
mid contains two cloning sites (site 1 and site 2), en-
abling simultaneous expression of up to two genes
per plasmid. eIF2B1 (encoding the a subunit) was
inserted into site 1 of pETDuet-1 (pJT066). eIF2B2
(encoding the b subunit) and eIF2B4 (encoding
the d subunit) were inserted into sites 1 and 2 of
pACYCDuet-1, respectively (pJT073). eIF2B3 (encod-
ing the g subunit) and eIF2B5 (encoding the e sub-
unit)were inserted into sites 1 and2ofpCOLADuet-1,
respectively (pJT074). eIF2B5 was synthesized in
two fragments eIF2B5_1 and eIF2B5_2 that were
simultaneously inserted into site 2 by Infusion.

Purification of decameric eIF2B(abdge)2
pJT066, pJT073, and pJT074 were cotransformed
into One Shot BL21 Star (DE3) chemically com-
petent E. coli cells (Invitrogen) and grown in
Luria broth containing ampicillin, kanamycin,
and chloramphenicol at 37°C on an orbital shaker.
When the culture reached an OD600 of 0.6, the
temperature was reduced to 16°C, and the cul-
ture was induced with 0.8 mM IPTG (Gold Bio-
technology) and grown for 16 hours. Cells were
harvested and lysed with EmulsiFlex-C3 (Avestin)
in a buffer containing 20 mM HEPES-KOH, pH
7.5, 250mMKCl, 1 mM tris(2-carboxyethyl)phosphine
(TCEP), 5 mM MgCl2, 15 mM imidazole, and
complete EDTA-free protease inhibitor cocktail
(Roche). The lysate was clarified at 30,000g for
20 min at 4°C. Subsequent purification steps were
conducted on the ÄKTA Pure (GE Healthcare)
system at 4°C.
The clarified lysate was loaded onto a HisTrap

HP 5ml, washed in binding buffer (20mMHEPES-
KOH, pH 7.5, 200 mM KCl, 1 mM TCEP, 5 mM
MgCl2, and 15 mM imidazole), and eluted with a
linear gradient (75 ml) of 15 mM to 300 mM
imidazole in the same buffer. The eIF2B frac-
tion eluted from the HisTrap column at 80 mM

imidazole. The eIF2B fraction was collected and
loaded onto a 20 ml Mono Q HR16/10 column
(GE Healthcare), washed in Buffer A (20 mM
HEPES-KOH, pH 7.5, 200 mM KCl, 1 mM TCEP,
and 5 mM MgCl2) and eluted with a linear gra-
dient (200 ml) of 200 mM to 500 mM KCl in the
same buffer. The eIF2B fraction eluted off the
Mono Q column at a conductivity of 46 mS/cm
(corresponding to 390 mM KCl). Fractions were
collected, concentratedwith anAmiconUltra-15 con-
centrator (EMDMillipore) with a 100,000-dalton
molecular weight cutoff, and loaded onto a
Superdex 200 10/300 GL column (GE Healthcare)
equilibrated with Buffer A. A typical preparation
yielded approximately 0.5 mg of eIF2B(abdge)2
from a 1-liter culture.

EM sample preparation
and data collection

Decameric eIF2B(abgde)2 + ISRIB: After size ex-
clusion chromatography, eIF2B(abgde)2 was di-
luted to 500 nM and a stock solution of 200 µM
ISRIB in N-methyl-2-pyrrolidone (NMP) was
added to a final ISRIB concentration of 2 µM in
a final solution containing 20 mMHEPES-KOH,
pH 7.5, 200 mM KCl, 1 mM TCEP, 5 mM MgCl2,
0.5% NMP, and incubated on ice for 10 min. This
sample was applied to either C-Flat 1.2/1.3-2C grids
(EMS, USA) or Quantifoil R 1.2/1.3 200 Au mesh
grids (Quantifoil, Germany). C-flat grids were used
without additional cleaning or glow discharging.
Quantifoil grids were soaked in chloroform for
30 min and desiccated overnight in a fume hood
before use without glow discharging. Using a
Vitrobot Mark IV at 4°C and 100% humidity, 3.5 µl
of sample was applied to the grid, incubated for
an additional 10 s, then blotted with –0.5 mm off-
set for ~6 s and plunge-frozen in liquid ethane.
Two data sets were collected on different micro-
scopes. The first data set was collected with the
300-kV Titan Krios 2 at the HHMI Janelia Re-
search Campus using a K2 Summit detector op-
erated in super-resolution mode; 1780 images
were collected at a magnification of 29,000×
(0.51 Å per pixel) as dose-fractionated stacks of
67 × 0.15-s exposures (1.19 e–/Å2) for a total dose
of ~80 e–/Å2 (table S1). The second data set was
collected with the 300-kV Titan Krios at UC
Berkeley using a K2 Summit detector operated in
super-resolution mode; 1515 images were collected
at a magnification of 29,000× (0.42 Å per pixel) as
dose-fractionated stacks of 27 × 0.18-s exposures
(1.83 e–/Å2) for a total dose of ~44 e–/Å2 (table S1).
Tetrameric eIF2B(abgd) ± ISRIB: After size ex-

clusion chromatography, tetrameric eIF2B(abgd)
was diluted to 800 nM and vitrified in the ab-
sence of ISRIB and in the presence of 2 µM ISRIB,
as described above, but with ~4 s blot time;
129 micrographs of ligand-free and 67 micro-
graphs of ISRIB-bound sample were collected
on the 200 kV Talos Arctica at UCSF at 36,000×
using a K2 Summit detector operated in super-
resolution mode (1.15 Å/pixel).

Image analysis and 3D reconstruction

All dose-fractionated image stacks were corrected
for motion artefacts, 2× binned in the Fourier

domain, and dose-weighted using MotionCor2
(36), resulting in one dose-weighted and one un-
weighted integrated image per stack with pixel
sizes of 1.02 Å (Janelia) or 0.838 Å (UC Berkeley).
The parameters of the contrast transfer function
(CTF) were estimated using GCTF-v1.06 (37) and
the motion-corrected but unweighted images;
~1000 particles per data set were manually se-
lected and averaged in 2D using RELION 2.0
(38). The resulting class sums were then used
as templates for automated particle picking using
Gautomatch-v0.55 (37), followed by extraction and
rescaling to a common pixel size of 0.838 Å and
four rounds of 2D classification (table S2).
For the 3D reconstruction of decameric

eIF2B(abgde)2 + ISRIB, the resulting subset of
particles were input into cryoSPARC (39) to com-
pute an ab initio reconstruction without sym-
metry, followed by homogeneous refinement
in both cryoSPARC (dynamic masking) and in
RELION 2.0 (unmasked) with no symmetry. Sub-
sequent heterogeneous refinement (cryoSPARC)
or multiclass 3D classification (RELION 2.0) re-
moved less than 1% of the remaining particles
(table S1).
High-resolution homogeneous refinement was

then performed in parallel in cryoSPARC, RELION
2.1, and FREALIGN (40) using soft-edged masks
and imposed C2 symmetry (figs. S3 and S4). All
three approaches yielded maps of similar visual
quality that differed in numerical resolution by
~0.1 Å, as measured by Fourier shell correlation.
All three maps were low-pass filtered and sharp-
ened using automated procedures and used
comparatively during model building in COOT
and PHENIX (see below). Molecular graphics and
analyses were performed with the UCSF Chimera
package and the FREALIGN map. Chimera is de-
veloped by the Resource for Biocomputing, Visu-
alization, and Informatics at UCSF [supported by
NIGMSP41-GM103311 (41)]. Themap-versus-model
FSC plots were generated using the FREALIGN
map (see below and fig. S4). Accession numbers
for the human eIF2B structures determinedwith
FREALIGN, cryoSPARC, and RELION, respectively,
are as follows: EMD-7442, EMD-7443, EMD-7444
(density maps; Electron Microscopy Data Bank)
and 6CAJ (coordinates of atomicmodels; Protein
Data Bank).

Atomic modeling and validation

An initial model of the human complex was gen-
erated using one-to-one threading as implemented
in Phyre2 (42) using from the S. pombe crystal
structure [PDB: 5B04 (8)] structure for the b, g, d,
and e subunits and the H. sapiens crystal struc-
ture [PDB: 3ECS (43)] for the a subunit. The initial
ISRIB ligand model was generated in PHENIX
eLBOW (44) using the SMILES, manually ad-
justed in COOT (45), and then refined with phenix.
real_space_refine (46) using global minimization
and simulated annealing. This initial model was
manually adjusted in COOT a second time and
further refined in phenix.real_space_refine using
global minimization, secondary structure re-
straints, and local grid search. This model was
manually adjusted a third and final time in COOT,
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minimized in phenix.real_space_refine with per-
residue B-factors, and the final model statis-
tics were tabulated using Molprobity (47) (table
S3). Map versus atomic model FSC plots for the
entire decamer and the isolated bdb′d′ chains
were computed using EMAN 2 (48) using cal-
culated density maps from e2pdb2mrc.py with
heteroatoms (ISRIB) and per-residue B-factor
weighting. Solvent accessible surfaces and buried
surface areas were calculated from the atomic
models using UCSF ChimeraX. Final atomic mod-
els have been deposited at the PDB with acces-
sion code 6CAJ.

Cloning of mutant eIF2B
expression plasmids

Mutant eIF2B constructs were generated by site-
directed mutagenesis on pJT073 using the primer
indicated and its reverse complement.
dL179A (pJT091): 5′-tacggttctaaagtttctgctttctct-

cacctgccgcag-3′
bH188A (pJT089): 5′-gctgctcgtaaacgtaaattcgctgt-

tatcgttgctgaatgcgct-3′
bH188F (pJT094): 5′-gctcgtaaacgtaaattcttcgttat-

cgttgctgaatg-3′
bH188Y (pJT095): 5′-gctgctcgtaaacgtaaattctacgt-

tatcgttgctgaatg-3′
dL179V (pJT090): 5′-tacggttctaaagtttctgttttctctc-

acctgccgcag-3′
bH160D (pJT102): 5′-caggctctggaacacatcgactct-

aacgaagttatcatg-3′

Purification of tetrameric eIF2B(bdge)

Tetrameric eIF2B(bdge) and tetrameric eIF2B(bdge)
mutant proteins were purified using the same
protocol as described for the decamer with the
exception that expression strains were cotrans-
formed without the eIF2B a subunit expressing
plasmid. A typical preparation yielded approximate-
ly 0.75 mg of eIF2B(bdge) from a 1 liter culture.
eIF2B(bdge) tetramer with co-transformed

plasmids: pJT073, pJT074
dL179AeIF2B(bdge) tetramerwithco-transformed

plasmids: pJT091, pJT074
bH188AeIF2B(bdge) tetramerwithco-transformed

plasmids: pJT089, pJT074
bH188FeIF2B(bdge) tetramerwith co-transformed

plasmids: pJT094, pJT074
bH188YeIF2B(bdge) tetramerwith co-transformed

plasmids: pJT095, pJT074
dL179VeIF2B(bdge) tetramerwithco-transformed

plasmids: pJT090, pJT074
bH160DeIF2B(bdge) tetramerwithco-transformed

plasmids: pJT102, pJT074

Purification of eIF2B(a2)

Purification of the eIF2B(a2) was adapted from
previously published purifications (6, 43). The a
subunit was N-terminally tagged with a 6×His
tag followed by a TEV cleavage site (pJT075).
pJT075 was transformed into BL21 (DE3) E. coli
cells and grown in Luria broth containing ampi-
cillin at 37°C on an orbital shaker. When the cul-
ture reached an OD600 of 0.8, the temperature
was reduced to 20°C, induced with 0.8 mM IPTG,
and grown for 16 hours. Cells were harvested
and lysed in a buffer containing 20 mM HEPES-

KOH, pH 7.5, 250 mM KCl, 1 mM TCEP, 5 mM
MgCl2, 20 mM imidazole, and 1× protease in-
hibitor cocktail, and clarified at 30,000g for
20 min at 4°C.
The clarified lysate was loaded onto a 5-ml

HisTrap HP column, washed in a buffer contain-
ing 20 mM HEPES-KOH, pH 7.5, 30 mM KCl,
1 mM TCEP, 5 mMMgCl2, and 20 mM imidazole,
and eluted with 75-ml linear gradient of 20 to
300 mM imidazole. The HisTrap elution was then
passed through a MonoQ HR 16/10 and subse-
quently a MonoS HR 10/10 (GE Healthcare),
both equilibrated in a buffer containing 20 mM
HEPES-KOH, pH 7.5, 30 mM KCl, 1 mM TCEP,
and 5 mM MgCl2. eIF2B(a2) was collected in
the flow-through fractions of both MonoQ and
MonoS columns. The eIF2B(a2) containing frac-
tion was incubated for 16 hours at 4°C with TEV
protease (50 µg of TEV per liter of culture) and
passed through on a 5-ml HisTrap HP. Cleaved
eIF2B(a2) was recovered in the flow-through frac-
tion, concentrated with an Amicon Ultra-15 con-
centrator (EMD Millipore) with a 30,000-dalton
molecular mass cutoff and chromatographed on
a Superdex 75 10/300 GL (GE Healthcare) col-
umn equilibrated in a buffer containing 20 mM
HEPES-KOH, pH 7.5, 200 mM KCl, 1 mM TCEP,
5 mM MgCl2, and 5% glycerol. A typical prepara-
tion yielded approximately 0.3 mg of eIF2B(a2)
from a 1-liter culture.

Preparation of human eIF2

Human eIF2 was prepared from an established
recombinant S. cerevisiae expression protocol
(30). In brief, the yeast strain GP6452 (gift from
the Pavitt lab, University of Manchester) contain-
ing yeast expression plasmids for human eIF2
subunits and a deletion of GNC2 encoding the
only eIF2 kinase in yeast, was grown to satura-
tion in synthetic complete media (Sunrise Sci-
ence Products) with auxotrophic markers (-Trp,
-Leu, -Ura) in 2% dextrose. The b and a subunits
of eIF2 were tagged with His6 and FLAG epi-
topes, respectively. A 12-liter yeast culture was
grown in rich expression media containing yeast
extract, peptone, 2% galactose, and 0.2% dextrose.
Cells were harvested and resuspended in lysis
buffer [100 mM Tris, pH 8.5, 300 mM KCl, 5 mM
MgCl2, 0.1% NP-40, 5 mM imidazole, 10% glycerol
(Thermo Fisher Scientific), 2 mM DTT, 1× protease
inhibitor cocktail (Sigma Aldrich #11836170001),
1 µg/ml each aprotinin (Sigma Aldrich), leupep-
tin (Sigma Aldrich), pepstatin A (Sigma Aldrich).
Cells were lysed in liquid nitrogen using a steel
blender. The lysate was centrifuged at 10,000g for
1 hour at 4°C. Subsequent purification steps were
conducted on the ÄKTA Pure (GEHealthcare) sys-
tem at 4°C. Lysate was applied to a 5-ml HisTrap
Crude column (Thermo Fisher Scientific) equili-
brated in buffer (100 mMHEPES, pH 7.5, 100 mM
KCl, 5 mMMgCl2, 0.1% NP-40, 5% glycerol, 1 mM
dithiothreitol, 0.5× protease inhibitor cocktail,
1 µg/ml each aprotinin, leupeptin, pepstatin A).
eIF2 bound to the column, was washedwith equil-
ibration buffer and eluted using a 50 ml linear
gradient of 5 mM to 500 mM imidazole. Eluted
eIF2 was incubated with FLAG M2 magnetic

affinity beads, washed with FLAG wash buffer
(100mMHEPES, pH7.5, 100mMKCl, 5mMMgCl2,
0.1%NP-40, 5% glycerol, 1 mMTCEP, 1× protease
inhibitor cocktail, 1 µg/ml eachaprotinin, leupeptin,
pepstatin A) and eluted with FLAG elution buffer
[identical to FLAG wash buffer but also contain-
ing 3× FLAG peptide (100 µg/ml, Sigma Aldrich)].
Concentration of purified protein was measured
by BCA assay (Thermo Fisher Scientific # PI23225);
protein was flash-frozen in liquid nitrogen and
stored in elution buffer at –80° C. A typical
preparation yielded 1 mg of eIF2 from a 12-liter
culture.

GDP exchange assay

In vitro detection of GDP binding to eIF2 was
adapted from a published protocol for a fluores-
cence intensity–based assay describing dissocia-
tion of eIF2 and nucleotide (29). We modified
the procedure to establish both loading and un-
loading assays for fluorescent GDP.
For the “GDP loading assay,” purified eIF2

(200 pmol) was incubated with a molar equiv-
alent Bodipy-FL-GDP (Thermo Fisher Scientific)
in assay buffer (20 mM HEPES, pH 7.5, 100 mM
KCl, 5 mM MgCl2, 1 mM TCEP, and 1 mg/ml bo-
vine serum albumin) to a volume of 18 µl in 384
square-well black-walled, clear-bottom polystyrene
assay plates (Corning). The reaction was initiated
by addition of 2 µl of buffer or purified eIF2B
under various conditions to compare nucleo-
tide exchange rates. For comparison of “purified
decamer” rates, eIF2B(abgde)2 (2 pmol) was pre-
incubated in 0.1% NMP or 0.1% NMP and 2 mM
ISRIB for 15 min. These concentrations of ve-
hicle and ISRIB were used throughout, unless
otherwise specified. To ensure equal concentra-
tions of GEF catalytic sites in all experiments,
comparisons with tetramer used eIF2B(bgde)
(4 pmol). “Assembled decamer” was formed by
incubating eIF2B(bgde) (4 pmol) and eIF2B(a2)
(2 pmol) for 15 min in the presence or absence
of ISRIB prior to mixing with substrate eIF2.
For the “GDP unloading assay,” each reaction was
initiated by addition of excess unlabeled GDP
(200 nmol). Fluorescence intensity for both load-
ing and unloading assays was recorded every
10 s for 60 or 100 min using a TECAN Infinite
M200 Pro plate reader (excitation wavelength:
495 nm, bandwidth 5 nm, emission wavelength:
512 nm, bandwidth: 5 nm). Data collected were
fit to a first-order exponential.

Analytical ultracentrifugation

Analytical ultracentrifugation sedimentation ve-
locity experiments were conducted using the
ProteomeLab XL-I system (Beckman Coulter)
with a Ti60 rotor. Protein samples were loaded
into cells in a buffer containing 20mMHEPES-
KOH, pH 7.5, 150mMKCl, 1 mMTCEP, and 5mM
MgCl2. All runs were conducted at 20°C with a
rotor speed of 40,000 rpm. Sedimentation was
monitored at an absorbance of 280 nm. Subse-
quent data analysis was conducted with Sedfit
(49) using a non–model-based continuous c(s)
distribution corrected for time-invariant (TI) and
radial-invariant (RI) noise.
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Sucrose gradients

Protocol was adapted from a previous study (28).
Sucrose gradients (5 to 20%, w/v) were prepared
by tilted-tube rotation on the Gradient Master
107ip (Biocomp) in a high-salt buffer (20 mM
HEPES-KOH, pH 7.5, 400 mM KCl, 1 mM TCEP,
and 5 mM MgCl2). Protein samples contained
1 µM eIF2B(bdge), 500 nM eIF2B(a2), and 500 nM
ISRIB/analog (added from a 500 µM stock solu-
tion in NMP to yield a final NMP concentration
of 0.1%). For each gradient, 200 µl of sample was
loaded and centrifuges in a SW55 rotor (Beckman)
for 14 hours at 40,000 rpm, 4°C. Thirteen fractions
of 400 µl were collected by aspirating from the
top of the gradient, and protein was precipitated
by addition of trichloroacetic acid to 15%. After
incubation for 90 min on ice, the protein precipi-
tate was collected by centrifugation, and the pellet
was resuspended in SDS loading buffer, loaded
on a 10% SDS-polyacrylamide gel (Bio-Rad), and
after electrophoresis stained with Coomassie Blue.
Stained gels were then imaged on a ChemiDoc
XRS+ imaging system (Bio-Rad). Quantification
of gels was conducted in ImageJ. Fraction of total
eIF2B(bgde) in each of 13 lanes were quantified
using a built-in gel-analyzer function. Area under
each densitometry plot was calculated and di-
vided by the sum of all areas measured from
lanes 1 to 13 to obtain “fraction of eIF2B(bgde).”

In-cell luciferase assays

Luciferase assayswere conducted using aHEK293T
cell line carrying an ATF4 luciferase reporter
(18, 28). Cells were plated at a density of 30,000
cells per well in a 96-well polylysine-coated plate
(Greiner Bio-One). Cells were treated the next day
with tunicamycin (1 µg/ml) and varying ISRIB
concentrations for 7 hours. Luciferase activity
was then assayed using One Glo (Promega) and
luminescence quantified in a SpectraMaxM5 (Mo-
lecular Devices).
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NITROGEN FIXATION

A bound reaction intermediate
sheds light on the mechanism
of nitrogenase
Daniel Sippel,1 Michael Rohde,1 Julia Netzer,1 Christian Trncik,1 Jakob Gies,1

Katharina Grunau,1 Ivana Djurdjevic,1 Laure Decamps,1

Susana L. A. Andrade,1,2 Oliver Einsle1,2,3*

Reduction of N2 by nitrogenases occurs at an organometallic iron cofactor that commonly
also contains either molybdenum or vanadium. The well-characterized resting state of
the cofactor does not bind substrate, so its mode of action remains enigmatic. Carbon
monoxide was recently found to replace a bridging sulfide, but the mechanistic relevance
was unclear. Here we report the structural analysis of vanadium nitrogenase with a bound
intermediate, interpreted as a m2-bridging, protonated nitrogen that implies the site and
mode of substrate binding to the cofactor. Binding results in a flip of amino acid glutamine
176, which hydrogen-bonds the ligand and creates a holding position for the displaced
sulfide. The intermediate likely represents state E6 or E7 of the Thorneley-Lowe model
and provides clues to the remainder of the catalytic cycle.

N
itrogen bioavailability is limited by the
chemical stability of N2 gas, making mod-
ern agriculture dependent on inorganic
nitrogen fertilizers that have boosted crop
yields during the 20th century to enable

unprecedented population growth (1). Today, ex-
cessive fertilization is leading to increasing envi-
ronmental release of reactive nitrogen species
that affect water quality and human health (2).
Alternative strategies for sustained crop produc-
tion are sought, and among these, the enzyme
nitrogenase—the sole biological solution for re-
ducing atmospheric N2—is of outstanding im-
portance. It provides fixed nitrogen in the exact
quantities required and operates at ambient con-
ditions, fueled by adenosine triphosphate (ATP)
(3, 4). Nitrogenase is an oxygen-sensitive metal-
loenzyme consisting of a reductase, Fe protein,
and a catalytic dinitrogenase that dynamically
form a complex for every single-electron transfer
event, triggered by ATP hydrolysis in Fe protein
(4–6). All nitrogenases share a single evolution-
ary origin, but they group into three different
classes according to the metal ions used at the
catalytic site (7). In themost widespreadmolyb-
denumnitrogenases, this site is FeMo cofactor, a
[Mo:7Fe:9S:C]:homocitrate clusterwith a central
carbide for structural rigidity (6, 8), an apical
Mo3+ (9), and three characteristic “belt” sulfides
termed S2B, S3A, and S5A (fig. S1A) (10). Alterna-
tive nitrogenases are produced fromdistinct gene

clusters under molybdenum limitation and re-
placemolybdenumwith vanadium (FeV cofactor)
or iron (FeFe cofactor). FeV cofactor, a [V:7Fe:8S:
C]:CO3:homocitrate moiety in VFe protein, re-
sembles FeMo cofactor but features a carbonate
replacing S3A (fig. S1B) (11). Mo and V nitro-
genases differ in potential and reactivity (12),
most notably in that the MoFe protein inhibitor
carbonmonoxide (CO) is reduced by VFe protein
to various hydrocarbons, in analogy to Fischer-
Tropsch chemistry (13).
Before thiswork, all nitrogenaseswere isolated

in a stable resting state, and because reduction
requires the dynamic action of Fe protein, struc-
tural analysis to date was largely limited to this
form. Mechanistic studies pioneered by Bulen
and Lecomte showedH2 to be a by-product of N2

reduction (14), and Simpson and Burris found
that it occurs at least stoichiometrically (15), lead-
ing Thorneley and Lowe (16) to outline an eight-
electron catalytic cycle (states E0 to E7) for the
six-electron reduction ofN2 and the concomitant
generation of H2. In the Thorneley-Lowemodel,
reduction of the enzyme by three or four electrons
is required before N2 binds in exchange for H2

(fig. S2) (16, 17), whereby N2 is the only substrate
whose reduction is inhibited by H2 (18). The ques-
tion of how an already highly reduced cofactor
accumulates three or four more electrons at iso-
potential was addressed by studying ligand bind-
ing to variants of MoFe protein, which suggested
that electrons are stored as hydrides (H–) on the
cluster surface (19, 20), in line with earlier find-
ings that at no point would the cluster itself take
up more than a single electron (21). In the crit-
ical E4 state, two adjacent hydrides would under-
go reductive elimination of H2, leaving the metal

site reduced by two low-potential electrons that
render it capable of binding and activating N2

(22, 23). Based on a V70NifD variant, Fe6 and
the cluster face located beneath V70 and framed
by Fe2, Fe3, Fe6, and Fe7 were indirectly implied
as the site of N2 binding (24). From this point, a
deeper mechanistic understanding of nitrogenase
catalysis thus awaits the assignment of actual
molecular structures to reaction intermediates
E1 through E7. When CO inhibition of Mo dinitro-
genase was recently exploited to obtain the first
ligand-bound structure of FeMo cofactor (25), CO
replaced belt sulfide S2B, yielding a m2-bridging
metal carbonyl (fig. S1C). However, CO is a non-
competitive inhibitor that binds to a less reduced
formof the enzyme thanN2 does, presumably E2

(26), and it was unclear how the observed bind-
ing mode related to N2 catalysis. Importantly,
although sulfide S2B was quantitatively replaced
andwas not detected in the immediate vicinity
of the cofactor in the inhibited state, the subse-
quent removal of CO under turnover was sufficient
to reinstate S2B and return the enzyme to the
known resting state (25). The structure of VFe pro-
tein showed the E0 state, with carbonate replacing
sulfide S3A, whereas S2B remained unchanged
(11). All of the different nitrogenases presumably
share a common mechanism of dinitrogen acti-
vation and reduction. For further mechanistic
insight, we thus set out to elucidate a nonresting
state of the enzyme by x-ray crystallography.

Generation of a ligand-binding site on
the cofactor

Previously, induction of VFe protein by Mo de-
pletion and isolation in the presence of 2 to 5mM
Na2S2O4 (11), serving as a reductant and O2 scav-
enger, yielded pure enzyme and led to a structure
at 1.35 Å of the resting state of FeV cofactor (11).
We subsequently noted that if the isolation pro-
cess was carried out swiftly and with a decreased
amount of reductant, the intensity of electron
paramagnetic resonance (EPR) signals—but not
their position—changed characteristically (Fig. 1B).
This gradual transition varied between prepara-
tions, but prolonged reductionwith 20mMdithi-
onite consistently resulted in resting state spectra.
Notably, both forms of the enzyme retained the
same catalytic activity and reduced both acety-
lene and N2 (fig. S3). Accordingly, decreasing the
amount of reductant during protein isolation led
towell-diffracting crystals of an uncharacterized
state of V nitrogenase that we designate the
“turnover” state. Several data sets were obtained
to investigate the anomalous contributions of
Fe and S, and diffraction data were collected at
1.2-Å resolution (fig. S4). VFe protein remained
largely unchanged, including in particular the
carbonate ligand bridging Fe4 and Fe5 of FeV
cofactor, but the cluster contained a light atom
replacing sulfide S2B.
The lability of the belt sulfideswas established

by the CO-inhibited structure of MoFe protein,
but the fate of the released S2B remained unclear,
and an anomalous difference density peak found
at a distance of 21 Å from the cofactor was dif-
ficult to reconcile with an integral mechanistic
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role of the sulfide exchange (25). Unfortunately,
no structural data are available for the variants
of Mo nitrogenase used for the cryo-annealing
pulsed EPR studies that defined activated states
(27). The ligand-bound form of VFe protein re-
ported here provides a picture of a nitrogenase in
a nonresting state obtained during N2 turnover,
with a previously uncharacterized m2-bridging
ligand to Fe2 and Fe6 displacing S2B (Figs. 1A
and 2A). In contrast to the CO complex of FeMo
cofactor (25), the displacement in VFe protein
rearranged a nearby amino acid, glutamine 176
(Q176), which is conserved in all known structures
of nitrogenases (Q191 in Azotobacter vinelandii
MoFe protein; fig. S5). Its replacement by lysine
abolished N2 reduction and strongly diverted
electron flux away fromC2H2 towardH2 (28, 29),
but given that it pointed away from the cofactor,
a role in catalysis remained unclear (fig. S5, C to
H). In the turnover state, the side chain of Q176
rotated toward the FeV cofactor, placing the am-
ide oxygen atomOe1 at a distance of only 2.55 Å
from the bridging light atom and 2.84 Å from
imidazole Ne2 of residue histidine 180 (H180)
(Fig. 2A), while retaining an H-bonding interac-
tion with the a-carboxylate of homocitrate. The
tight fixation of Oe1 of Q176 by three short hydro-
gen bondswould not be possiblewith a diatomic
ligand at the cofactor, and glutamine rotation did
not occur in the CO complex structure, where
the carbonyl oxygen of the ligand is an exclusive
H-bond acceptor (fig. S6) (25). It could also not be
accommodated with S2B bridging Fe2 and Fe6

in the resting state of the enzyme, because the
longer Fe–S distances of 2.3 Å comparedwith the
distance to the light atom bound at 2.0 Å would
leave no room for an inward-facingQ176 to form
a direct hydrogen bond to H180 (Fig. 2B and
fig. S7, A and B). Furthermore, the glutamine
reorientation created a binding pocket within
the protein cavity containing the cofactor, where
we observed a new electron density maximum
that was well modeled as a hydrosulfide anion
(HS–) (Fig. 1A). This makes the site a strong can-
didate for the long-sought temporary holding
position for sulfide S2B close to the cofactor,
which the CO complex did not reveal. To confirm
the presence ofHS–, we collecteddiffraction data
on the resting and ligand-bound states of VFe
protein at 7000 eV (wavelength, 1.7711 Å) to max-
imize the anomalous scattering contribution of
sulfur with respect to that of iron (Fig. 2, C and
D). The resulting electron density maps show the
disappearance of the anomalous signal at the
bridging position in the cofactor and its reap-
pearance 7.0 Å away, in the pocket created by the
rotation of Q176 (Fig. 2C), whereas in the resting
state, S2B was in place at the cofactor (Fig. 2D).
In its holding position, S2B is H-bonded to the
backbone amides of glycine 48 (3.13 Å) and Q176
(3.13 Å) that transiently stabilize its negative
charge (Fig. 2A), reminiscent of an oxyanion hole
in protease active sites (30).
We conclude that replacement of S2B at the

cofactor is reversible and can occur during catal-
ysis, with intermediate storage in a pocket pro-

vided by the side-chain swing of Q176, whose
amideOe1 interacts with the same residues in the
resting state as HS– does in the turnover state
(Fig. 2, A and B). This defines an open active site
at nitrogenase cofactor with free coordination
sites for ligands at Fe2 and Fe6, residue H180 as
a proton donor, and the inward-facing Oe1 of
Q176 as an exclusive H-bond acceptor, marking
its specific role in stabilizing protonated species.
We assign the released sulfide as HS–, given that
rebinding at the conclusion of the reaction will
be favored for a nucleophile.

Ligand binding to the active site

For our structure, cultureswere harvested during
diazotrophic growth, and neither cells nor iso-
lated protein were exposed to CO, O2, or further
substrates other thanN2. At 1.2-Å resolution, we
refrain from an assignment of the nature of the
bridging ligand based solely on its electron den-
sity, but instead restrict our discussion to oxygen
andnitrogen as chemically reasonable candidates.
Bond distances at the cofactor were 2.01 ± 0.04 Å
for the two Fe–X bonds and 2.55 Å for a short
hydrogen bond to amide Oe1 of Q176. This im-
plies a protonated ligand—either a m-hydroxo
(OH–) or a m-nitrido (HN2–) species—in linewith
our electron density analysis (fig. S8 and sup-
plementary materials) and as expected from
diiron model compounds (31). These p-basic lig-
andswould have a stabilizing effect, in particular
with a more oxidized cluster, but are themselves
fully reduced. m-hydroxo represents the oxidation
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Fig. 1. Identification of a light atom ligand at
FeVcofactor. (A) FeV cofactor and its immediate
surroundings with residue Q176 in a flipped
conformation, opening a binding site for sulfide
S2B as HS–. The bridging position of S2B at Fe2
and Fe6 is occupied by a light atom. A 2Fo–Fc
omit electron density map calculated without the
contribution of S2B, S5A, and the light atom
is contoured at the 1s level (gray) and is overlaid
with Fo–Fc omit maps contoured at 15s (orange)
and 25s (red). C, cysteine. Here and throughout,
spheres are color-coded as follows: gray, iron;
black, carbon; green, vanadium; blue, nitrogen;
yellow, sulfur. (B) X-band EPR spectra of
A. vinelandii VFe protein as isolated in the turnover
state (black) and the resting state (gray).
The known features of the spectrum change
their relative intensities, but not their resonance
energies. (C) View along the threefold pseudo-
symmetry axis of FeV cofactor, highlighting
the differences at the three belt positions.
The omit maps [as shown in (A)] highlight the
differences between the light N ligand and sulfide
S5A. The 2Fo–Fc map (gray) is contoured at
the 10s level. (D) Integrated electron density
at the three omitted positions (1-Å integration
radius, normalized to the electron number
of the fully occupied S5A). The maximum at
Fe2 and Fe6 is very well defined and matches
an N or NH ligand.
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state of water and should be the more stable
species. AlthoughH2Obindingmaybe envisioned
after the removal of S2B upon reduction to E2

(discussed below), this would make water a
competitive inhibitor of an enzymatic reaction,
whichwould be biochemically peculiar, to say the
least. O2, as an alternative source of oxygen, can
be ruled out owing to strictly anoxic handling of
the enzyme and the proven activity of turnover
state preparations. Similarly, a m-nitrido ligand
represents nitrogen at the oxidation level of am-
monia (–III), the product after the completed
eight-electron reaction cycle. This would be an
E0 state of the reaction scheme, albeit with bound
product rather than with the m-sulfide S2B re-
instated, and may correspond to an “E8” state
previously reported as an interpretation of a
spectroscopic intermediate “I” (32). In the case
of our active preparations of VFe protein, this

would imply that the reinsertion of sulfide was
not an integral part of the reaction cycle under
high electron flux. However, an HN2– complex
is only two protonation events removed from
releasing NH3, which should readily occur from
H180, but we nevertheless find this state to be
stable and persistent even on the time scale of
protein crystallization. Together with the find-
ing from EPR spectroscopy that turnover state
preparations of VFe protein can be returned to
the resting state by extended reduction (fig. S3B),
this suggests that the observed structure is an
earlier catalytic intermediate. Given that the state
is paramagnetic (Fig. 2B), this should be E6, at a
formal oxidation state of –I for the boundnitrogen
atom (Fig. 3, A and C), making the ligand formal-
ly a bridging nitrene. With its slightly distorted
trigonal planar geometry (Fig. 3, A and B), this
modification features an empty pz-like orbital at

the nitrogen atom that also stabilizes the inter-
mediate, this time through p-backdonation from
both iron sites and with strong preference for a
more reduced form of the cofactor. Nitrenes are
unstable compounds, but the proximity of Fe2
and Fe6 to the central carbon in the cofactor—
formally a C4–—may imply that the iron ions are
effectivelymore reduced, or even that the cluster
is able to transiently transfer two electrons to the
ligand. Such a redox shift would result in a two-
electron oxidized cluster (still with spin S = 3/2)
and a stable HN2– ligand as described above that
nevertheless would represent state E6 rather than
the resting state E0. Although speculative, this
interpretation generates testable hypotheses for
spectroscopic and theoretical studies that should
unequivocally clarify the nature of the bound
ligand.
From E6, two single-electron reduction steps

return the enzyme to the known resting state E0,
with S2B rebound and product NH3 released.
Assuming that the cluster itself is oxidized by two
electrons at this stage, these reductionswill take
place on the cofactor, with each step successively
decreasing the stabilizing effect of p-donation by
the HN2– ligand, rendering it prone to further
protonation that will break the stabilizing, short
hydrogen bond to Q176 to eventually release the
bridging nitrogen in favor of end-on binding to
either Fe2 or Fe6. We hypothesize that NH2 will
be bound at Fe2, as only there it can form a new
short hydrogen bond toH180, with the imidazole
Ne2 of this histidine as a possible proton donor
(Fig. 3D). Q176 then loses both the ligand atom
and H180 as H-bonding partners, whereas Fe6
gains a free coordination site for a nucleophilic
attack by HS–. This causes the glutamine to re-
turn to its resting position, concomitant with
rebinding of the hydrogen sulfide ligand at Fe6.
The final electron transfer to E0 then enables the
dissociation of NH3, with the Fe6-SH group able
to provide a proton to reform the m2 belt sulfide
of the resting state E0 (Fig. 3E). In this model,
S2B is instrumental for product dissociation, in
line with suggestions from theory (33).

Mechanistic axioms for
nitrogenase catalysis

The structure of a nitrogenase turnover state
establishes sulfide exchange in a bridgingmanner
at Fe2 and Fe6 as part of the reactionmechanism
and reveals the role ofQ176 as anH-bondacceptor
and a stabilizing structural element for inter-
mediates of N2 reduction. Although the power
of x-ray diffraction to identify electronic states
of individual atoms is limited, our structure has
implications for earlier stages of the reaction
cycle. Importantly, in spite of differences in activ-
ity and substrate range, all classes of nitrogenases
are presumed to follow the samemechanistic path-
way for N2 reduction, and we therefore carefully
extend data gained on MoFe protein to VFe pro-
tein. Also, the catalytic turnover of nitrogenase
is rate-limited by electron delivery from Fe pro-
tein, which in turn is limited by the dissociation
of phosphate (34). This implies that each E state
must be sufficiently stable to persist until the
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Fig. 2. Ligand-bound V nitrogenase in a turnover state. (A) FeV cofactor in the turnover
state. Sulfide S2B is exchanged for a nitrogen ligand, and residue Q176 has rearranged,
revealing a holding site for sulfide. (B) FeV cofactor in the resting state (Protein Data Bank ID,
5N6Y). S2B is in place, and Q176 occupies the holding site. Bond distances are in angstroms.
(C) Turnover-state FeV cofactor, with anomalous difference electron density maps contoured at
the 5s level and collected at x-ray energies of 7000 eV (tan) for sulfur and 12398 eV (gray) for iron.
The holding site shows a prominent peak for sulfur, whereas the bridging position at Fe2 and
Fe6 does not. (D) In an analogous map for the resting-state enzyme, no electron density peak is
observed in the holding site, but the bridging sulfide S2B is found at the cluster. (E) Relative
anomalous scattering contributions of Fe, V, and S at the two energies used in (C) and (D). At 7100 eV,
S shows a stronger signal than Fe, whereas at 12398 eV, the situation is the reverse. V is a strong
contributor at both energies and the most dominant at 7100 eV.

RESEARCH | RESEARCH ARTICLE
on M

arch 29, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


next electron transfer occurs. We thus avoid
unfavorable geometries or unusual coordination
numbers. Furthermore, bridging hydrides are
thermodynamically more stable than terminal
hydrides (35). Together with the demonstrated
ability of nitrogenase cofactors to take up one
electron only (21), the delivery of every second
electron from Fe protein can give rise to a bridg-
ing hydride, and the reduction of substrate thus
canbe conceptually discussed in two-electron steps
(24, 36). At the same time, proton supply from the
protein surface to the cluster is straightforward
onceH180 is recognized as theprimeprotondonor
in catalysis (fig. S9), asmuch asQ176 is a stabilizing
H-bond acceptor whose inward movement is re-
versibly linked to S2B displacement.

Implications for N2 reduction
by nitrogenase

During the entire catalytic cycle, the cofactor os-
cillates between only two redox states, para-
magnetic MN (as isolated) and diamagnetic M–1

(one-electron-reduced). According to the current
model of the electronic structure of the cofactor
(fig. S10) (37), Fe2 and Fe6 are themost oxidized
sites and are antiferromagnetically coupled to
their respective neighbors (except for the apical
Fe1 andMo or V). Initially, electron transfer from
Fe protein reduces Fe2 or Fe6, defining state
E1. Further reduction to E2 leads to the forma-
tion of a first hydride together with a proton.
Bridging Fe2 and Fe6, this hydride should shift
sulfide S2B out of the plane defined by Fe1, Fe2,
Fe6, and Mo or V, as suggested previously (33).
Alternatively, one or both Fe–S bonds to S2Bmay
already be broken (Fig. 4A), in line with the
presumed binding of CO at E2 (26). An inward-
facing Q176 might also stabilize a bridging hy-
dride, but only after S2B moves to its holding
site. If at this point the hydride is lost as H2 owing
to accidental protonation, an open, diferric bind-
ing site becomes available for CO but would not
be sufficiently reduced for N2. States E2 through
E4 can lose H– by protonation to yield H2, ratio-
nalizing the observed nonproductive electron flux
to this shunt product (fig. S2).
N2 binding to cofactor occurs no earlier than

at E3, where the association is reversible until
further reduction, or at E4, fromwhich the reac-
tion is committed to proceed to ammonia release
(38). We propose that E3 retains the structural
features of E2, but with one Fe site reduced to
formal Fe2+, rendering the state diamagnetic.
From this, H2 release would leave the cluster in
a one-electron-reduced state with S2B removed
and able to bind N2, but without constituting a
reductive elimination and lacking a further elec-
tron for a bridging binding mode (Fig. 4A). This
binding is reversible, with N2 as a leaving group
and the S2B sulfhydryl ready to reseal the bind-
ing site, returning the enzyme to the E1 state.
Alternatively, further productive reduction and
protonation leads to the crucial E4 state, where
a second bridging hydride is formed. Guided by
reasonable coordination geometries, we suggest
that this occurs again between Fe2 and Fe6,
ideally orienting both hydrides for subsequent

reductive elimination of H2, which leaves the co-
factor in an activated, two-electron-reduced state
able to bind N2 (Fig. 4A). The antiferromagnetic
coupling of Fe2 and Fe6 hereby determines that
the residual electrons reside on different Fe cen-
ters rather than on a single, superreduced site
(fig. S11). In its inward-facing conformation, the
amide Oe1 atom of Q176may stabilize the bridg-
ing hydrides, but upon elimination of H2, it
readilymakes room for an incomingN2molecule
that undergoes a rapid two-electron reduction
from both iron sites, leading to a bridging liga-
tion, similar to the CO complex observed for
MoFe protein (25). A fundamental difference
between the ligands is that the oxygen atom of
CO can exclusively serve as an H-bond acceptor,
as it does for histidine (fig. S6), but cannot in-
teract with Oe1 of the glutamine, preventing the
conformational flip and keeping the holding
site inaccessible for S2B. AnN2molecule reduced
by two electrons, however, would be twofold-
protonated on the distal nitrogen (Fig. 4B), allow-
ing it to donate hydrogen bonds to both active
site residues to drive the reaction forward. In this
state, the proximal nitrogen is once more found
in an electron-deficient nitrene-like configura-
tion that may be stabilized by electron transfer
from the cluster, as described for E6. All three
conformations of the E4 state (E4-H2, diferrous
E4*, and E4-N2H2; Fig. 4C) should readily inter-

convert, in linewith the observed reversibility of
N2 binding and the known ability of nitrogenase
to generate HD from D2 (29, 39).
Further along the reaction pathway, the en-

zyme is now committed to the complete reduc-
tion of the bound intermediate. The reduction
step that follows creates the odd-electron, dia-
magnetic E5 intermediate, with reduction oc-
curring on the cluster. N–N bond cleavage only
occurs upon the transition from E5 to E6, when
the next electron cannot be accommodated in
the cluster itself. Possibly via transient formation
of a surface hydride, a two-electron transfer to
both nitrogen atoms releases the distal N asNH3

but retains the proximal one as NH, as observed
in the crystal structure. Our proposed reaction
scheme thus starts after the distal pathway of N2

reduction (40), but it no longer fits this model
at the important transition of E5 to E6, where
the N–N bond is eventually cleaved. An alter-
native pathway of N2 reductionmay be straight-
forwardly envisioned by starting from the open
and reduced E4* state and binding N2 in a side-
on (m–h2:h2) mode at Fe2 and Fe6. This would
directly lead to the intermediate diazene, but
subsequently to hydrazine bound at E6, which is
not congruentwith our structural data (fig. S7D).
On the other hand, this binding mode might
apply to another important substrate, acetylene
(C2H2). In contrast to N2 and CO, this compound
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Fig. 3. Intermediate E6 and the concluding steps of the nitrogenase reaction cycle. (A) Bond
distances and angles in the structure of the E6 intermediate, with implicit protonation of the
ligand. (B) Side view of (A), highlighting the trigonal planar geometry of the nitrogen ligand.
(C) Schematic representation of the E6 state with the holding site for HS– and implicit protonation.
Blue arrows indicate rearrangements upon reduction.The red arc indicates the holding pocket for S2B.
(D) Upon reduction of one Fe site in E7, the electron can be transferred to the bound ligand, leading to a
second protonation, possibly from H180.The NH2 ligand becomes monodentate, and nucleophilic
HS– rebinds to Fe6, causing Q176 to reorient to its resting-state position. (E) After the final reduction,
N obtains a further proton, possibly from S2B, and dissociates as product ammonia, and S2B regains
the m-bridging position of the resting state E0. Alternatively, steps (D) and (E) may occur in a concerted
fashion only after the second electron is transferred.
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is reduced by two electrons to ethylene (C2H4)
and to a lesser degree to ethane (C2H6) by V
nitrogenase (41). Cleavage of the C–C bond does
not occur, and although we take this as an indi-
cation that the m–h2:h2 binding of N2 is not part
of the productive ammonium production reac-
tion, it may well play a role in the reported for-
mation of hydrazine by V nitrogenase (42), as
well as in the trapping of hydrazine in a variant
of MoFe protein (43).
Although this outline of a step-by-step mech-

anism for nitrogenase remains hypothetical, it
reconciles existing biochemical data with new
structural information, based on the direct ob-
servation of an accessible binding site with a
bound catalytic intermediate of N2 reduction by
nitrogenase. Our findings are consistent with a
bridging hydride replacing sulfide S2B at E2.
Possibly only after H2 loss through protonation,
the open binding site at Fe2 and Fe6 of the co-
factor becomes the binding site for less critical
substrates such as C2H2 and CO, whereas N2 bind-
ing requires E3 or E4. These concepts open new
avenues for biochemical and theoretical inves-

tigations and can be used for a reassessment of
the large amount of available spectroscopic and
functional data. They furthermore provide a
sound basis for the generation and characteriza-
tion of other reaction intermediates, in particular
themechanistically crucial N2-bound E4 state, to
complement the kinetic scheme with a detailed
structural and electronic analysis.
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Fig. 4. Stepwise reduction of N2 on nitrogenase cofactor and CO
inhibition. (A) Nitrogenase cofactors alternate between an oxidized
(MN, S = 3/2) and a one-electron-reduced (M1–, integer spin) state,
so that the reduction of N2 may be described in two-electron steps. From
the resting state E0, reduction to E2 leads to the formation of the first
hydride. If this is lost owing to protonation, the state is susceptible to CO
inhibition and consequently may have already eliminated HS–. The
critical E4 state holds two hydrides and binds N2 upon reductive
elimination of H2. After two further reduction steps to E6, the first NH3

is released, and the proximal nitrogen undergoes the first change of

oxidation state. Horizontal arrows represent two-electron transfer events.
(B) An analogous arrangement of H180 and Q176 can also accommodate
bound N2 after double protonation in the E4 state, but without forming
a hydrogen bond between the amino acid residues, requiring a hypothetical
rearrangement of Q176. (C) As the key intermediate, the E4 state
is generated by formation of two bridging hydrides (E4-H2). Reductive
elimination of H2 leaves Fe2 and Fe6 in a highly reactive, doubly reduced
state (E4*) that can bind N2 and immediately transfer two electrons
(E4-N2H2). These steps are reversible, explaining HD formation in the
presence of D2.
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NANOMATERIALS

Carbothermal shock synthesis of
high-entropy-alloy nanoparticles
Yonggang Yao,1* Zhennan Huang,2* Pengfei Xie,3* Steven D. Lacey,1* Rohit Jiji Jacob,4

Hua Xie,1 Fengjuan Chen,1 Anmin Nie,2 Tiancheng Pu,3 Miles Rehwoldt,4 Daiwei Yu,5

Michael R. Zachariah,4 Chao Wang,3† Reza Shahbazian-Yassar,2†
Ju Li,5† Liangbing Hu1†

The controllable incorporation of multiple immiscible elements into a single nanoparticle
merits untold scientific and technological potential, yet remains a challenge using
conventional synthetic techniques. We present a general route for alloying up to eight
dissimilar elements into single-phase solid-solution nanoparticles, referred to as
high-entropy-alloy nanoparticles (HEA-NPs), by thermally shocking precursor metal salt
mixtures loaded onto carbon supports [temperature ~2000 kelvin (K), 55-millisecond
duration, rate of ~105 K per second]. We synthesized a wide range of multicomponent
nanoparticles with a desired chemistry (composition), size, and phase (solid solution,
phase-separated) by controlling the carbothermal shock (CTS) parameters (substrate,
temperature, shock duration, and heating/cooling rate). To prove utility, we synthesized
quinary HEA-NPs as ammonia oxidation catalysts with ~100% conversion and >99%
nitrogen oxide selectivity over prolonged operations.

M
ultimetallic nanoparticles (MMNPs) are
of interest in awide range of applications,
including catalysis (1–7), energy storage
(8), and bio/plasmonic imaging (8, 9).
Alloyingmultiplemetallic elements into

individual nanoscale products offers the promise
of material properties that could exceed single-
element (or unary) nanoparticles (2, 5, 6). The
current and primary approaches toward the prep-
aration ofMMNPs arise fromwet-chemistry syn-
thesis, where a variety of particle sizes, shapes,

and phases can be attained (3, 4, 7, 10). However,
most studies via wet-chemical methods report
alloy compositions not exceeding three elements,
which limits the compositional space. Addition-
ally, more site-specific synthesis techniques, in-
cluding printing- and lithography-based methods
(1, 11, 12), have shifted the compositional space
toward quaternary and even quinary nanostruc-
tures; however, the subsequent reduction proce-
dures tend to limit the structural complexity to
phase-separatedMMNPs, especially for immiscible

elemental combinations (1, 12, 13). In terms of bulk
material synthesis, melt processing is a scalable
method that has led to the creation of high-
entropy alloys (HEAs) consisting of five or more
elements in a solid solution (uniform mixing),
which have shown great potential as structural
materials (14–18). To date, only a limited fam-
ily of HEAs have been achieved, due to the dif-
ficulty of mixing elements with vastly different
chemical and physical properties, as well as cool-
ing rate constraints. Moreover, downsizing HEAs
to the nanoscale is a daunting task, especially by
conventional alloying methods. Therefore, the
development of a synthesis method where ele-
mental composition, particle size, and phase can
be precisely controlled could bring about a new
repertoire of alloys and nanostructures with un-
precedented functionalities.
We developed a facile, two-step carbothermal

shock (CTS) method that employs flash heating
and cooling (temperature of ~2000 K, shock du-
ration of ~55ms, and ramp rates on the order of
105 K/s) of metal precursors on oxygenated car-
bon support to produce high-entropy-alloy nano-
particles (HEA-NPs) with up to eight dissimilar
metallic elements (table S1). MMNPs synthe-
sized by CTS have a narrow size distribution and
are uniformly dispersed across the carbon support,
despite being exposed to high temperatures that
conventionally cause particle coarsening. The
high temperature, in conjunction with the cat-
alytic activities of the liquid metals, drives rapid
particle “fission” and “fusion” events that result
in uniform mixtures of multiple elements. Sub-
sequently, the rapid cooling rate facilitates ki-
netic control over the thermodynamic mixing
regimes and enables the formation of crystal-
line solid-solution nanoparticles, analogous to
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Fig. 1. CTS synthesis of HEA-NPs on
carbon supports. (A) Microscopy images of
microsized precursor salt particles on the
carbon nanofiber (CNF) support before
thermal shock, as well as the synthesized,
well-dispersed (PtNi) nanoparticles after
CTS. (B) Sample preparation and the
temporal evolution of temperature
during the 55-ms thermal shock.
(C) Low-magnification and single-particle
elemental maps, an HAADF image, and
corresponding atomic maps for a binary
PtNi alloy. (D) Elemental maps of an
HEA-NP composed of eight dissimilar
elements (Pt, Pd, Ni, Co, Fe, Au, Cu, and Sn).
Scale bar, 10 nm.
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martensitic steels and metallic glasses that are
also kinetically trapped (19, 20). By adjusting the
input electrical pulse parameters, we can also pro-
duce phase-separated nanoparticles by decreasing
the cooling rate. This CTS technique opens a

vast space for synthesizing alloys and nano-
crystals, which has potential for a wide range of
applications.

Results

The CTSmethodwe used to synthesize uniformly
dispersed, solid-solutionnanoparticles (up to eight
elements) requires two steps (21). First, wemixed
metal salt precursorsMClxHy (M is Pt, Pd, Ni, Fe,
Co, Au, Cu, or Sn, among others) into a solution
and loaded onto a conductive carbon support,
such as carbon nanofibers (CNFs). CNFs carbon-
ized at 1073 K (CNF-1073K, denoted as CNF here-
after) are the substrates used in this work unless
stated otherwise. After drying, we exposed the
precursor-loaded sample to a rapid thermal
shock (55 ms) in an Ar-filled glovebox, which
leads to a high concentration of nanoparticles

(e.g., PtNi) that form across the carbon surface
(Fig. 1A and figs. S1 to S4). The electrical pulse
that we applied controls the thermal exposure
conditions (Fig. 1B), with a common tempera-
ture of ~2000 K and heating/cooling rates up to
~105 K/s as measured with a pyrometer (figs. S5
to S7). We found no apparent elemental segrega-
tion or phase separation for the PtNi nanoparticles
(Fig. 1C and fig. S4) using scanning transmission
electronmicroscopy (STEM) elementalmaps. The
high-angle annular dark-field (HAADF) images
and atomicmaps also demonstratedbothuniform
atomic scale mixing and the formation of a face-
centered cubic (fcc) crystalline structure (Fig. 1C).
Our general method extends to more complex
HEA-NPs. For example, we readily fabricated
HEA-NPs composed of eight dissimilar elements
(Pt, Pd,Ni, Co, Fe, Au, Cu, and Sn). These elements

Yao et al., Science 359, 1489–1494 (2018) 30 March 2018 2 of 6

Fig. 2. Elemental characterization of HEA-NPs. (A) Schematic comparison
of phase-separated heterostructures synthesized by a conventional slow
reduction procedure (slow kinetics) versus solid-solution HEA-NPs synthesized
by the CTS method (fast kinetics). (B) STEM elemental maps of unary
(Pt, Au, and Fe), binary (PtNi, AuCu, and FeNi), and ternary (PtPdNi,
AuCuSn, and FeCoNi) nanoalloys. Scale bar, 5 nm. (C) HAADF images
and STEM elemental maps of HEA-NPs: quinary (PtFeCoNiCu and

PtPdCoNiFe), senary (PtCoNiFeCuAu), and septenary (PtPdCoNiFeCuAu).
Scale bar, 10 nm. (D) Individual and low-magnification elemental maps
(left) and a high-resolution HAADF-STEM image with fast Fourier
transform analysis (right) of octonary (PtPdCoNiFeCuAuSn) HEA-NPs,
showing solid solutions with an fcc structure. The low-magnification
elemental maps verify the structural and compositional uniformity of the
HEA-NPs. Scale bar, 10 nm.
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have a range of atomic radii (1.24 to 1.44 Å),
reduction potentials (–0.25 to 1.5 V versus the
standard hydrogen electrode), preferred crystal
structures (fcc, body-centered cubic, hexagonal
close-packed, or tetragonal), and melting tem-
peratures (500 to 2000 K) that typically prevents
solid-solution formation (Fig. 1D and table S2).
MMNPs have been previously synthesized

using conventional reduction procedures (1, 3).
However, these synthetic methods tend to create
phase-separated heterostructures among im-
miscible elements, which greatly reduces the
configurational entropy of mixing (fig. S8).
The CTS process leads to solid solutionMMNPs
(i.e., HEA-NPs), where arbitrarymetallic elements
are completely mixed to maximize the mixing
entropy (DSmix) (Fig. 2A). We demonstrated the

versatility by synthesizing a series of multi-
element nanoparticles and characterized them
by STEM, transmission EM (TEM), scanning
EM (SEM), and energy-dispersive x-ray spec-
troscopy (EDS). We synthesized unary (Pt, Au,
and Fe), binary (PtNi, AuCu, and FeNi), and
ternary (PtPdNi, AuCuSn, and FeCoNi) nano-
particles that exhibit compositional uniformity
(Fig. 2B). The nanoparticles also possess size
uniformity, with diameters of ≥5 nm (fig. S9),
regardless of the elemental compositions. By
adding additional metal salts to the precursor
solutions, we synthesized quinary (PtCoNiFeCu
and PtPdCoNiFe), senary (PtCoNiFeCuAu),
septenary (PtPdCoNiFeCuAu) and octonary
(PtPdCoNiFeCuAuSn) HEA-NPs, which are sol-
id solutions and evenly dispersed across the

carbon support (Fig. 2, C and D, and figs. S10 to
S16). Moreover, the HEA-NPs are of nanoscale
dimensions in fcc crystal structures (Fig. 2D and
figs. S17 and S18).
The HEA-NPs exhibited solid solutionmixing

via the same 55-ms thermal shock protocol (figs.
S19 and S21). We confirmed the structural uni-
formity (no phase separation) andnegligible chlo-
rine content with STEM (figs. S22 to S26), x-ray
diffraction (XRD) (figs. S27 to S29), and x-ray
photoelectron spectroscopy (XPS) (figs. S30 to
S36). A statistical study conducted over different
sample regions confirms the compositional uni-
formity among the synthesized nanoparticles
(figs. S37 to S43). For example, the compositional
variation for each element in our quinary HEA-
NPs (PtPdCoNiFe) is ~10%, which is smaller than
the >50% variation reported for lithography-
based techniques (fig. S42) (1). Additionally, the
macroscopic compositions that we determined
by inductively coupled plasma mass spectros-
copy (ICP-MS) agreewellwith the STEM-derived
statistics. The HEA-NP composition has a small
deviation from the ideal composition based on
the initial precursor salt molar ratios, due to
vapor loss at high temperature (figs. S44 to S46
and table S3). To demonstrate compositional
control, we employed the (precursor) compen-
sation approach, which is a common strategy
in high-temperature synthesis when volatile ele-
ments are involved (figs. S47 to S52).
TheHEA-NPs deviate from the phase-separated

thermodynamic equilibrium structures reported
in literature (1, 3, 12) due to the rapid quench-
induced nucleation/growth process of the CTS
method, which “freezes” the liquid alloy state to
create solid-solution nanoparticles. The synthe-
sized HEA-NPs are stable at room temperature
and remained unchanged in terms of size, struc-
ture, and composition after 11 months of storage
under standard conditions.
In addition to the rich chemistries, the mor-

phologies of the synthesized nanoparticles indi-
cate a formationmechanism for CTS that differs
fromother alloying approaches. Because ~2000K
far exceeds the thermal decomposition tempera-
ture ofmetal precursors (table S1), the salts easily
decompose:

MClxHy → M(liq) + gases↑ (1)

However, ~2000 K is below the boiling points
of the metallic elements. In this case, the metal-
lic elements are likely in the liquid phase and
should be on a similar length scale as the initial
(microsized) salt precursors. Since metals are
nonwetting with carbon, the liquid metals should
coarsen to minimize their surface energy at high
temperature (22). Our observation departs from
this behavior, requiring a mechanism to explain
how initially single-element, micron-sized liquid
metal droplets form uniformly dispersed alloy
nanoparticles.
We performed two control experiments to ex-

plore HEA-NP formation. We found distinct par-
ticle morphology differences using the same CTS
protocol (Fig. 3A and figs. S53 and S54), but with
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Fig. 3. Particle dispersion mechanism for the CTS process. (A) SEM images of synthesized AuNi
nanoparticles on CNFs carbonized at different temperatures: 873, 1073, and 1273 K. A higher
carbonization temperature leads to higher crystallinity and lower defect concentrations within the
carbon support, which affects particle size and dispersion. (B) SEM images of Cu, Au, and Pt particle
distributions synthesized on identical CNF supports via the same CTS process. The higher catalytic
activities of the metal species (Au and Pt) lead to smaller nanoparticles and more uniform distributions.
(C) An illustration of the catalysis-driven particle fission/fusion mechanism to synthesize uniformly
dispersed HEA-NPs. (D) HAADF image and elemental maps of ultrafine and well-dispersed quinary
HEA-NPs (PtPdIrRhRu) on CO2-activated CNFs. A narrow size distribution is achieved by increasing
the support’s surface defect concentration through CO2 activation, as well as employing metal
species with high catalytic activities.
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supports differing in carbonization temperature.
Specifically, electrospun polyacrylonitrile fibers
carbonized in argon at a range of temperatures
(873, 1073, and 1273 K) generated CNF supports
with various defect concentrations. Lower car-
bonization temperatures resulted in smaller,
more uniform particle dispersions. Each pyrol-
ysis temperature was insufficient to drive away
all surface-bound oxygen (O*) and thus resulted
in an increasing amount of O* residuals remain-
ing on CNFs carbonized at lower temperatures
(fig. S2). Therefore, we surmised that the surface
defect concentration of the carbon support is an
important parameter for particle dispersion. Our
second control experiment used identical CNF
supports (CNF-1073K) and synthesis conditions
(55 ms, ~2000 K), but with a variety of single-
metal salt precursors (Fig. 3B and figs. S55 to S57).
Nanoparticle size distribution changes in this
case with Cu having a much larger particle size
(~56.8 nm) thanAu (~13.5 nm) and Pt (~6.3 nm).
This trend resembles the catalytic activities of the
corresponding elements, with Pt and Cu being
the most and least active, respectively. Because
Au and Cu possess similar physical properties
(table S4), the discrepancy requires a different
particle dispersion mechanism than a simple,
physical melting-and-nucleation process.
Since defects and metal catalysts play a key

role during the CTS process, we considered a
catalytically driven particle dispersion mecha-
nism for the defective carbon supports. To verify
this, we used in situmass spectrometry to analyze
the gases created during CTS for defective CNF
supports with andwithout precursor salts. Com-
pared with bare CNF, the precursor-loaded CNF
exhibited a larger and much sharper release of
CO gas during the CTS process (fig. S58). Thus,
the release of CO gas upon thermal shock arises
from a catalytically driven carbon metabolism
reaction:

C + O* → CO ↑ (2)

where O* denotes surface-bound residual oxy-
gen. The carbon metabolism reaction involves C
(fuel), O* (oxidizer), and metal (catalyst), which
correlates the surface defect concentration (e.g.,
carbonization temperature) and the metal’s cat-
alytic activity to the final nanoparticle size and
level of dispersity. We hypothesize that during
the 55-ms high-temperature exposure, the liquid
metal droplets actively travel around and split
(“fission”) to harvest the dispersed O* on the car-
bon surface based on the catalytically driven re-
action, C + O* = CO (gas) (DH = –110.5 kJ/mol).
Previously published works (23–26) and an in situ
TEM study (27) also showed that metallic par-
ticles can move and split under a catalytic driv-
ing force, which is similar to our proposed carbon
metabolism reaction.
Mechanistically (Fig. 3C), a larger O* concen-

tration and the use of catalytically active metals
can drive vigorous metabolism with more fre-
quent catalyst motion and fission events. This
opposes equilibrium thermodynamic directive
for the metal droplets to coarsen. Conversely,

depleted O* concentrations should lead to de-
creased mobility and the localization of liquid
droplets that coarsen slowly to reduce their
total surface energy. The liquid alloys have a wide
solubility range at ~2000 K. Therefore, the liquid
metal movement driven by O* harvesting al-
lows different droplet compositions to continu-
allymeet and fuse into single-phase alloys during
the CTS process. Numerous particle fusion and
fission events, which we estimated to be >106

times based on time-scale analysis (fig. S59)
(28–30), yield a dynamic steady state during the
55-ms high-temperature shock. This enables
uniform nanoscale dispersions and homoge-
neous high-entropy mixing. To verify the effects
of supports withmore surface-bound defects, we
synthesized quinary HEA-NPs (PtFeCoNiCu) on
CNFs with and without CO2 activation, resulting
in 5.30 ± 1.31-nm particles on CO2-activated
CNFs and 11.3 ± 2.2-nm particles on CNFs
(fig. S60). We achieved further improvements in

ultrafine particle sizes and narrow distributions
when more catalytically active metal combina-
tions (PtPdIrRhRu HEA-NPs, 3.28 ± 0.81 nm)
are employed on identical CO2-activated CNF
supports (Fig. 3D and figs. S61 and S62).
Therefore, the catalyticmetabolism-induced par-
ticle fission/fusionmechanism formetal alloying
at the nanoscale is distinct compared with pre-
viously reported alloying methods (1, 3, 7, 16).
By tuning the shock duration and heating/

cooling rates, we can adjust the MMNP size, dis-
tribution, and structure.We loadedmultiple CNF
samples using an identical PtNi precursor solu-
tion and exposed the support to a temperature of
~2000 K for 5-ms, 55-ms, 1-s, and 10-s durations.
The faster exposure times yield smaller particle
sizes (3.51 ± 0.62 nm for 5ms and 5.01 ± 1.69 nm
for 55ms) comparedwith prolonged shock dura-
tions (8.57 ± 1.98 nm for 1s and 13.30 ± 6.98 nm
for 10 s) (Fig. 4, A and B). We observed similar
behaviorwithAuNi (fig. S63). As the thermal shock
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Fig. 4. Kinetic control over nanoparticle formation. (A) TEM images displaying the particle size
and dispersity at various thermal shock durations (5 ms, 55 ms, 1 s, and 10 s). Scale bars, 100 nm.
(B) Particle size distribution of PtNi nanoparticles on CNFs. (C and D) Cooling rate–dependent
AuNi nanostructures determined by elemental maps, HAADF, and ABF images. Ultrafast cooling
rates (~105 K/s) enable the formation of solid-solution nanoparticles, whereas slower rates (~10 K/s)
tend to induce phase separation. Scale bar, 10 nm. (E) Time-temperature-transformation (TTT)
diagram showing the kinetic formation of metallic glass, HEA, and phase-separated structures,
respectively, as a function of cooling rate.
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duration increases to 10 s, the size of theHEA-NPs
increases and the synthesized particles become
less uniform; the high-temperature exposure
depletes the number of O* present on the CNF
support, which inhibits particle fission and cor-
responding dispersity (fig. S64).
We investigated the effect of cooling rate by

tuning the electrical input parameters (Fig. 1B)
with Au/Ni and Cu/Co, which are immiscible bi-
nary elemental compositions (Fig. 4, C and D,
and figs. S65 to S67). Due to differences in lattice
parameters and surface energies, these metallic
combinations tend to phase-separate according
to equilibrium phase diagrams (3, 20, 31). How-
ever, through rapid quenching, the high-entropy
mixing state of the liquid metals is retained and
yields single-phase solid-solution nanoparticles
(i.e., HEA-NPs) by avoiding the time-temperature-
transformation (TTT) nose (Fig. 4E). The AuNi bi-
nary alloy formeda solid solutionwhenquenched
at both ~105 and ~103 K/s (Fig. 4C and fig. S66).
However, nanoscale phase separation occurred
when cooled slowly (~10 K/s), with a clear phase
boundary betweenAu andNi shown in the annu-
lar bright-field (ABF) image (Fig. 4D) andHAADF
image (fig. S66). For the CuCo binary system, the
105 K/s produced a solid solution, but phase sep-
aration began at a cooling rate of ~103 K/s (fig.
S65). Very slow cooling andheating rates (~10K/s)
also alter the dispersion and size distribution
of the synthesized nanoparticles, which leads to

aggregates and a nonuniform particle dispersion
across the CNFs (figs. S67 and S68).
Our experimental results reveal valuable in-

formation about the nucleation and diffusion
kinetics of the CTS method. The transformation
of a liquid alloy into a single-phase solid solu-
tion with a specific elemental composition re-
quires local structural rearrangements but no
long-range solute partitioning. The cooling rate
(~105 K/s) that we achieved by CTS is still slow
enough to form crystalline structures. If higher
cooling rates are attainedwith the CTSmethod,
it may be possible to use this route to synthesize
metallic glasses. The ~105 K/s cooling rate is fast
enough to prevent solute partitioning across a
distance of ~10 nm, enabling the formation of
high-entropy-alloy structures. On the other hand,
slower cooling rates (e.g., ~10 K/s) enable solute
partitioning to occur through (slow) kinetics,
which caused theMMNPs to phase separate into
a Janus particle. Both single-phase and phase-
separated nanoparticles are useful for applica-
tions such as catalysis and plasmonic imaging
(2, 3, 9, 10). The CTS method has the ability to
control phase formation through ramp rates and
may be useful for targeted nanoparticle synthesis.
The CTSmethod enables diverse compositions

of uniformly mixed HEA-NPs that have potential
for a wide range of applications. As a proof of
concept, we demonstrated quinary HEA-NPs as
advanced catalysts for ammonia oxidation, which

is the key processing step in the industrial syn-
thesis of nitric acid (Fig. 5A) (32). Despite exten-
sive efforts on the exploration of new catalysts,
PtPdRh-based multimetallic catalysts are still
widely employed in industry to this day (33). Be-
yond the high content of precious metals, these
catalysts also require very high temperatures
(>800°C) to achieve high yields of NOx (NO +
NO2) versus N2/N2O and tend to degrade under
continuous operation (34). Using theCTSmethod,
quinary PtPdRhRuCeHEA-NPs (figs. S69 and S70
and table S5 for the compositions) were prepared
and employed as ammonia oxidation catalysts (21).
We introduced Ru and Ce to improve the overall
catalytic activity and reduce the Pt content (35, 36).
We achieved ~100% conversion of ammonia

(NH3) and >99% selectivity toward NOx (NO +
NO2) at a relatively low operation temperature
of 700°Cwith the PtPdRhRuCeHEA-NP catalyst
(Fig. 5B). For comparison, we prepared similar
catalysts (in terms of composition) by the wet
impregnation method (denoted as PtPdRhRuCe
MMNPs), which produced a 18.7% yield ofNOx at
the same operation temperature, whereas most
of the output was N2 (Fig. 5C). An elemental map
comparison between the two catalysts suggests
that the enhanced catalytic selectivity of the
HEA-NPs is likely due to the highly homoge-
neous nature of the solid-solution nanoparticles
compared with the phase-separated heterostruc-
tures derived from thewet impregnationmethod
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Fig. 5. Catalytic performance of quinary HEA-NPs (PtPdRhRuCe)
for ammonia oxidation. (A) Reaction scheme for the ammonia
oxidation process as well as the structural and performance
differences between the PtPdRhRuCe HEA-NPs synthesized by CTS
and the control sample (PtPdRhRuCe MMNPs) by wet impregnation.

(B and C) Temperature-dependent product distribution and
conversion of NH3 for PtPdRhRuCe HEA-NPs and PtPdRhRuCe MMNPs,
respectively. (D) STEM elemental maps for PtPdRhRuCe
HEA-NPs. (E) The time-dependent catalytic performance of
PtPdRhRuCe HEA-NPs at 700°C.
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(Fig. 5D and fig. S70). Note that synthesizing
solid-solution PtPdRhmultimetallic systems by
conventional synthetic methods is challenging
due to immiscibility (2, 34). We also performed
degradation testing to study catalytic performance
under prolonged operation conditions, and we
observe no degradation in terms of catalytic ac-
tivity or selectivity over ~30 hours of continuous
operation at 700°C (Fig. 5E and fig. S71). We attri-
buted this durability to the high-entropy nature
of the catalysts prepared by the CTS method,
which helps stabilize theMMNPs in solid solutions
(i.e., HEA-NPs) and prevents phase separation or
elemental segregation under the reaction con-
ditions (16, 18). Moreover, the precious metal
content of the HEA-NPs can be reduced further
without compromising catalytic performance or
stability by replacing ~37.5% of Pt with Co and
eliminating Ru (e.g., PtPdRhCoCe HEA-NPs)
(fig. S72). Thus, HEA-NPs fabricated by the CTS
method may be a general route toward highly
active, durable, and cost-effective catalysts (see
table S6 for a detailed literature comparison).

Discussion and conclusion

The CTS method provides an excellent platform
for nanometallurgical studies. Immiscible elements
are alloyed into single-phase nanoparticles on
carbon supports with the following features: (i)
high-entropy mixing, where multimetallic mix-
ing leads to the creation of solid-solution nano-
particles with maximized configurational mixing
entropy; (ii) nonequilibrium processing, where
the shock process takes milliseconds to create
HEA-NPs by rapid quenching and thus prevents
phase separation among immiscible elements
by avoiding the nose of the TTT curve (Fig. 4E);
and (iii) uniform dispersion, where the cataly-
tically driven carbon metabolism at high tem-
perature enables uniform, well-dispersed, and
controllably sized nanoparticles (as opposed to
particle coarsening).
This synthetic technique also provides (i) gen-

erality, (ii) tunability, and (iii) potential scalabil-
ity. Themaximumtemperature of theCTSmethod
(2000 to 3000K) is higher than thedecomposition
temperature of any metal salt, which promotes
uniform mixing of nearly any metallic combi-
nation (i.e., generality). Precise control over the
shock parameters (temperature, duration, and

ramp rates) effectively tunes the particle size,
dispersity, as well as final structure. The syn-
thesis of a diverse array of nanoparticles with
easily tunable processing parameters is ideal for
large-scale nanomanufacturing, where a rapid
(synthesis in milliseconds) and energy-efficient
(immediate heating through an electrical pulse)
synthetic procedure could enable high-rate and
high-volume production of quality nanoparti-
cles.Moreover, a scalability evaluation exhibited
a 100-fold increase in HEA-NP production with-
out sacrificing nanoparticle quality or dispersion
by employing a three-dimensional carbon support
(figs. S73 to S75). These CTS capabilities facilitate
a new research area for materials discovery and
optimization, where the elemental composition
andmixing entropy of nanoparticles can be care-
fully designed and controlled. Further composi-
tional exploration has the potential to transcend
research efforts to broad technological applications.
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MATERIALS SCIENCE

Adaptive infrared-reflecting systems
inspired by cephalopods
Chengyi Xu,1 George T. Stiubianu,1 Alon A. Gorodetsky1,2*

Materials and systems that statically reflect radiation in the infrared region of the
electromagnetic spectrum underpin the performance of many entrenched technologies,
including building insulation, energy-conserving windows, spacecraft components,
electronics shielding, container packaging, protective clothing, and camouflage
platforms. The development of their adaptive variants, in which the infrared-reflecting
properties dynamically change in response to external stimuli, has emerged as an
important unmet scientific challenge. By drawing inspiration from cephalopod skin, we
developed adaptive infrared-reflecting platforms that feature a simple actuation
mechanism, low working temperature, tunable spectral range, weak angular dependence,
fast response, stability to repeated cycling, amenability to patterning and multiplexing,
autonomous operation, robust mechanical properties, and straightforwardmanufacturability.
Our findings may open opportunities for infrared camouflage and other technologies that
regulate infrared radiation.

M
aterials and systems that statically reflect
radiation in the short- to long-wavelength
infrared region of the electromagnetic
spectrum have been studied for decades
and critically underpin the performance

ofmany entrenched technologies, including build-
ing insulation (1), energy-conserving windows
(2), spacecraft components (3), electronics shield-
ing (4), container packaging (5), protective cloth-
ing (6), and camouflage platforms (7). One highly
desirable but not easily attainable property for
infrared-reflecting materials (and related tech-
nologies) is on-demand adaptability: precise and
sensitive real-time dynamic responsiveness to
changes in the surrounding environment. To
date, only a limited number of adaptive infrared
systems, such as infrared camouflage platforms,
have been reported because they must satisfy
stringent and demanding technical performance
criteria, making the development of these tech-
nologies extremely challenging (a comparative
overview for adaptive camouflage is provided
in table S1). For example, thermochromic ma-
terials can display substantial infrared emissiv-
ity changes because of thermally induced phase
transitions but feature high operating temper-
atures, hysteresis during cycling, and structural
characteristics that are difficult to control (8–12).
In addition, infrared electrochromic devices have
optical properties that can be altered with electro-
chemical redox reactions but struggle with pre-
cise spectral tunability and necessitate the use
of inert noble metals in order to achieve func-
tionality and stability (13–16). Moreover, certain
metamaterial-based systems can spatiotempo-
rally modulate their emissivity through photo-
generated carrier doping but use ultraviolet light
for actuation, need elevated working tempera-

tures for adequate contrast, and display long re-
covery times (17). Furthermore, thermal cloaking
platformsmodify the infrared signatures of other
objects by manipulating the heat flow in the sur-
roundings but require large temperature gra-
dients and demand complete object immersion,
restricting implementation (18, 19). Last, soft
robots with integrated microfluidics can alter
their thermal appearance and infrared pattern-
ing via the pneumatic injection of heated or cooled
liquids but rely on the continuous flow of multiple
liquids maintained at different temperatures and
have slow response times dictated by their ther-
mal conductivities (20). Consequently, in order
to enable a broad range of practical applications
(such as camouflage), the “ideal” adaptive infrared-
reflecting system would simultaneously possess
a simple actuationmechanism, lowworking tem-
perature, tunable spectral range, weak angular
dependence, fast response, stability to repeated
cycling, amenability to patterning and multiplex-
ing, autonomous operation, robust mechanical
properties, and straightforward manufacturabil-
ity (table S1).

Biomimetic system design

As an active color-changing system, the skin of
coleoid cephalopods (such as squid, octopuses,
and cuttlefish) represents an exciting source of
inspiration (21–23). The patterning and color-
ation of cephalopod skin can be altered auton-
omously and repeatedly for the purposes of
concealment or signaling, as illustrated for the
squid in Fig. 1A. Such remarkable feats of cam-
ouflage are enabled by the sophisticated archi-
tecture of the squid’s soft and flexible skin, in
which innervateddermal layers contain chromato-
phore pigment cells (as part of larger chromato-
phore organs) and reflective cells called iridocytes
(Fig. 1B) (21, 24, 25). The two cell types operate in
tandem but perform distinct optical functions
(adaptive chromatophores are present in many
cephalopods, but adaptive iridocytes have only

been identified in a few squid species to date)
(21, 24–27). The adaptive chromatophore pig-
ment cells contain pigment granule–packed in-
ternal sacculi, which are expanded and contracted
through the mechanical action of radial muscle
cells (Fig. 1C). These yellow, red, and brown cells
feature response times of hundreds of milli-
seconds and function as size-variable biological
spectral filters that absorb and reflect visible
light of specific wavelengths (21, 26). The adaptive
iridocytes contain alternating arrangements of
membrane-enclosed nanostructured protein layers
and extracellular space, for which the geometries
and refractive index differences are altered via a
biochemical signaling cascade (Fig. 1D). These
iridescent cells feature response times of tens
of seconds and function like reconfigurable biol-
ogical Bragg stacks that reflect visible light of var-
iable wavelengths (21, 27). In part because of the
properties of these cells, the skin of squid (and by
extension, other cephalopods) behaves as a dy-
namic bioelectronic display, with the functionality
summarized in table S1.
The remarkable capabilities of cephalopod skin

and its components have inspired the engineer-
ing of various adaptive artificial optoelectronic
devices (28–32). For example, dielectric elastomer
actuators have been leveraged for cephalopod-
inspired color-changing systems that function
within the visible region of the electromagnetic
spectrum (30–32). In the most basic incarnation,
such devices consist of an elastomer membrane
sandwiched between two electrodes, where the
application of a voltage between the electrodes
induces electrostatic pressure, leading to adecrease
in the membrane’s thickness and an increase in
the overall electrodes’ areas (33–35). More gen-
erally, such actuators, which essentially translate
electrical stimuli into mechanical outputs, have
been explored for a variety of applications, includ-
ing artificial muscles, pneumatic automation,
energy generation, tactile displays, and adaptive
optics (33–35). However, the technological via-
bility of dielectric elastomer actuators has been
limited by challenges associated with a require-
ment for both high operating voltages and elec-
trodeswith a demanding combination of properties
(33–37). For infrared camouflage applications,
the latter requirement is particularly daunting
because the electrode materials must simultane-
ously demonstrate straightforward processability
into thin freestanding films, amenability to surface
modification and patterning, excellent flexibility
and compliance, high conductivity that does not
drop upon deformation, transparency over a broad
spectral range, lack of degradation under variable
humidity, and stability to repeated cycling.
We designed a platform inspired by squid

skin’s highly evolved bio-optical components
while leveraging the technical foundation es-
tablished for dielectric elastomer actuators.
We conceptualized a device in a parallel plate
capacitor–type configuration, which consists of
a proton-conducting bottom electrode, a dielec-
tric elastomer membrane, a proton-conducting
top electrode, and an infrared-reflecting coating
(Fig. 1, E and F). Before actuation, the devices
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feature relatively small but size-variable active
areas (Fig. 1E, left), analogous to cephalopod
chromatophores (Fig. 1C, left) (26), with the
surfaces covered by a dense but geometrically
reconfigurable arrangement of reflective mi-
crostructures (Fig. 1F, left), analogous to squid
iridocytes (Fig. 1D, left) (27). After actuation, the
devices expand their active areas to modulate
the amount of absorbed incident infrared light
(Fig. 1E, right)—again, analogous to cephalopod
chromatophores (Fig. 1C, right) (26)—as well
as alter the geometry of their active areas’ mi-
crostructured surfaces to modulate the relative

intensity of the reflected incident infrared light
(Fig. 1F, right)—again, analogous to squid irido-
cytes (Fig. 1D, right) (27).

System fabrication, characterization,
and testing

We fabricated the cephalopod-inspired adaptive
infrared-reflecting systems as detailed in the
supplementary materials. We adapted protocols
used for the lithographic fabrication of various
dielectric elastomer actuators (33–35) and chose
to manufacture devices with centimeter-scale
active areas, allowing for benchtop assembly

and simplifying spectroscopic characterization.
For the compliant electrodes, we prepared films
from a sulfonated pentablock copolymer that fea-
tures exceptional protonic conductivity, with
the size and shape of the films defining the de-
vice’s active area (38, 39). For the electroactive
layer, we mounted an acrylate dielectric elasto-
mer membrane within a size-adjustable holder
and equiaxially stretched the membrane. Sub-
sequently, to facilitate experimentswithindifferent
infrared wavelength regimes, we produced two
types of devices featuring chemically and struc-
turally distinct infrared-reflecting coatings. In

Xu et al., Science 359, 1495–1500 (2018) 30 March 2018 2 of 6

Fig. 1. Biological inspiration and system design. (A) Camera images
of a squid changing its appearance in front of a rocky background.
(B) An image of squid skin. The yellow, red, and brown circular regions
are chromatophores, and the underlying bright iridescent regions are
iridocytes. (C) A schematic of a cephalopod chromatophores organ, in
which a central chromatophore pigment cell is ringed by muscle cells. The
adaptive chromatophore pigment cells contain internal sacculi packed
with pigment granules (inset), and they are expanded and contracted
through the mechanical action of the muscle cells. The chromatophore
pigment cells function as size-variable biological spectral filters that
absorb and reflect visible light of specific wavelengths. (D) A schematic
of a squid iridocyte. The adaptive iridocytes contain alternating
arrangements of membrane-enclosed protein layers and extracellular

space (inset), for which the geometries and refractive index differences
are altered via a biochemical signaling cascade. The iridocytes function
like reconfigurable biological Bragg stacks that reflect visible light of
variable wavelengths. (E) A generic schematic of the top view of our
infrared-reflecting platform (left) before and (right) after actuation.
Described is the areal change for the active region upon actuation.
(F) A generic schematic of the side view of our infrared-reflecting
platform (left) before and (right) after actuation. Described is
the surface morphology change for the active region upon
actuation. [The images in (A) are reproduced from a video by
H. Steenfeldt under the YouTube Creative Commons Attribution license,
and the image in (B) was obtained by G. Hanlon and reproduced with
permission of R. Hanlon.]
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order to fabricate broadband infrared-reflecting
devices, we used electron-beam evaporation to
deposit a thin film of aluminum (Al) metal onto
a proton-conducting top electrode, which was
then laminated onto a mounted acrylate mem-
brane already outfitted with an unmodified bot-
tom electrode (fig. S1A). In order to fabricate

narrowband infrared-reflecting devices, we used
electron-beamevaporation to deposit alternating
layers of titanium dioxide (TiO2) and silicon
dioxide (SiO2) directly onto the top electrode of a
mounted acrylate membrane, which was already
outfitted with both the top and bottom electrodes
(fig. S1B). For both device types, we mechanically

contracted the holder to release some of the
tension introduced during the initial mounting
of the membrane and thus introduced micro-
structuring (wrinkles) to the surfaces of the
devices’ active areas. Last, when necessary for
characterization, we transferred electrical lead-
modified devices to rigid support frames. The

Xu et al., Science 359, 1495–1500 (2018) 30 March 2018 3 of 6

Fig. 2. Mechanical modulation of the broadband and narrowband
reflectance. (A) (Top) Schematics of an aluminum-modified device (left)
before and (right) after mechanical actuation in an adjustable holder,
illustrating the change in the surface morphology and the reflection of
infrared light. (Bottom) The infrared reflectance spectra of an aluminum-
modified device (left) before and (right) after mechanical actuation.
The total reflectances (solid orange traces) are shown along with their
specular (dotted yellow traces) and diffuse (dotted blue traces) compo-
nents. (B) Digital camera images of an aluminum-modified device’s
active area (left) before and (right) after mechanical actuation. The yellow
dashed square indicates the active area. (C) Optical microscope images
of the surface morphology of an aluminum-modified device’s active
region (left) before and (right) after mechanical actuation. (D) Scanning
electron microscopy images of the surface morphology of an aluminum-
modified device’s active region (left) before and (right) after mechanical

actuation. (E) (Top) Schematics of a TiO2/SiO2 Bragg stack–modified
device (left) before and (right) after mechanical actuation in an
adjustable holder, illustrating the change in the surface morphology
and the reflection of infrared light. (Bottom) The infrared reflectance
spectra of a TiO2/SiO2 Bragg stack–modified device, with a peak
reflectance intensity at 3 mm, (left) before and (right) after mechanical
actuation. The total reflectances (solid orange traces) are shown
along with their specular (dotted yellow traces) and diffuse (dotted blue
traces) components. (F) The infrared spectra of three unactuated
devices that have been designed to feature peak reflectance wavelengths
of 3 mm (red trace), 4 mm (green trace), and 5 mm (blue trace). (G) Plots
of the total (orange squares), specular (yellow triangles), and diffuse
(blue circles) peak reflectances of the TiO2/SiO2 Bragg stack–modified
devices as functions of the applied length strain. The lines represent
linear fits of the data.
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overall scalable procedure furnished infrared-
reflecting systems with the general architec-
ture depicted in Fig. 1, E and F.
We investigated the effect of mechanical ac-

tuation (equiaxial strain) on the properties of
devices with a broadband infrared reflectance
(Fig. 2A). Before mechanical actuation, our de-
vices possessed relatively small active areas
(Fig. 2B) and relatively large thicknesses, with
their surfaces coveredby adense three-dimensional
network of micrometer-sized wrinkles, as revealed
with optical microscopy (Fig. 2C) and scanning
electron microscopy (Fig. 2D). The correspond-
ing infrared spectra showed that the unactuated
devices featured a high average total reflectance
of 71 ± 3% (Fig. 2A, bottom left), a low average
total transmittance of <1% (fig. S2), and a mod-
erate average total absorptance of 28 ± 2% (fig.
S2). For the wrinkled surfaces, the total reflec-
tance featured a weak average specular compo-
nent of 23 ± 1% and a dominant average diffuse
component of 48 ± 2%, in a ratio of ~0.5 (Fig. 2A,
bottom left). By contrast, uponmechanical actua-
tion, our devices possessed larger active areas
(Fig. 2B) and smaller thicknesses, with the wrin-
kles flattened into a quasi two-dimensional net-
work of irregular domains, as revealedwith optical
microscopy (Fig. 2C) and scanning electron mi-
croscopy (Fig. 2D). The corresponding infrared
spectra showed that the actuated devices fea-
tured an increased average total reflectance of
96 ± 1% (Fig. 2A, bottom right), a low average
total transmittance of <1% (fig. S2), and a low
average total absorptance of 3 ± 1% (fig. S2). For
the flattened surfaces, the total reflectance fea-
tured amuch larger average specular component

of 88 ± 3% and a smaller average diffuse compo-
nent of 8 ± 2%, in a ratio of ~11 (Fig. 2A, bottom
right). For our devices, mechanical actuation
dynamically modulated both the specular-to–
diffuse reflectance ratios (owing to the change in
the morphology) and the total absorptance
(owing to the change in the thickness) by ap-
proximately an order of magnitude. Moreover,
the specular component of the reflectance ex-
hibited a weak angular dependence in the de-
vices’ unactuated and actuated states (fig. S3).
The changes in the devices’ infrared-reflecting
properties were consistent and fully reversible
upon repeated actuation, with no physical de-
lamination and only minor performance degra-
dation observed after 75 and 750 cycles (fig. S4).
Thus, actuation of our devices induced a change
in the microstructure of their active areas and en-
abled concomitant reversible, angle-independent,
and stable modulation of the broadband reflec-
tance (and absorptance) within the short- to long-
wavelength infrared region.
We investigated the effect of mechanical ac-

tuation (equiaxial strain) on the properties of
devices with a narrowband infrared reflectance
(Fig. 2E). To obtain reflectances that featured
peak wavelengths (lpeak) in the mid-wavelength
infrared region of the electromagnetic spectrum,
we used infrared-reflecting coatings composed
of Bragg stacks, alternating TiO2 and SiO2 layers
with thicknesses of lpeak/(4*nTiO2) and lpeak/
(4*nSiO2) (where nTiO2 and nSiO2 are the refractive
indices). This straightforward approach furnished
devices with peak reflectance intensities at wave-
lengths of 3, 4, and 5 mm (Fig. 2F). For such
narrowband-reflecting devices, the optical prop-

erties were responsive to the applied strain, an-
alogous to their broadband-reflecting counterparts.
As a specific example, beforemechanical actuation,
the infrared spectra obtained for representative
microstructured (wrinkled) and relatively thicker
devices featured peak total reflectance intensities
of 34 ± 3% at a wavelength of 3 mm, with a weak
specular component of 8 ± 1% and a dominant
diffuse component of 26 ± 2% in a ratio of ~0.3
(Fig. 2E, bottom left). However, after mechan-
ical actuation, the infrared spectra of the now
flattened and relatively thinner devices featured
increased peak total reflectance intensities of
55 ± 7% at a wavelength of 3 mm, with a much
larger specular component of 29 ± 5% and a
nearly unchanged diffuse component of 26 ±
2% in a ratio of ~1.1 (Fig. 2E, bottom right). In
general, the devices’ total reflectances at this
specific wavelength increased as a function of
the strain (whereas the corresponding total absorp-
tances presumably decreased) (Fig. 2G). The re-
flectances’ specular components likewise increased
with the strain, but the diffuse components re-
mained relatively unaffected (Fig. 2G). Moreover,
the changes in the devices’ infrared-reflecting
properties were fully reversible, with only minor
performance degradation observed after 100 ac-
tuation cycles (fig. S5). Therefore, actuation of
our devices directly induced dynamic modula-
tion of their reflectancewithin a specific narrow
wavelength range of the infrared region.
We studied electrical actuation of our devices

in a standard dielectric elastomer actuator con-
figuration (Fig. 3A). In agreement with the mecha-
nical actuation experiments, the devices possessed
a relatively small active area with a wrinkled sur-
face before electrical actuation, but a larger ac-
tive area with a flattened surface after electrical
actuation (Fig. 3A and movie S1). We found that
the areal strain demonstrated an exponential de-
pendence on the applied voltage, with a voltage
of ~3.5 kV, resulting in amaximumstrain of ~230%
(Fig. 3B). In addition, the areal strain exhibited a
distinct dependence on the frequency of the ap-
plied voltage; for example, a variable-frequency
square waveform (minima of 0 kV and maxima
of 3.2 kV) induced a drop in the maximum areal
strain from 181 ± 11% to 85 ± 5% between the
frequencies of 0.05 and 2 Hz, followed by an in-
crease in the maximum areal strain to 110 ± 5%
at a frequency of 16 Hz (Fig. 3C). Moreover, for
the aforementioned square waveform at a fre-
quency of 0.5 Hz, the devices’ response time (de-
fined as the rise time from 10 to 90% of the strain
change) was 720 ± 50 ms because of the rapid
areal expansion and shrinkage rates of 55.8 ±
1.6 and 56.8 ± 0.8% per second, respectively (Fig.
3D), and the energy associated with device ac-
tuation during one typical cycle was estimated to
be >8 J/m2 (supplementary materials). These
systems’ figures of merit were comparable with
or even exceeded those reported for analogous
acrylate dielectric elastomer–based devices with
conventional ionic hydrogel, carbon grease, or con-
ductive nanowire composite electrodes (36, 37).
We showed electrical modulation of our sys-

tems’ infrared-reflecting properties inmultiple
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Fig. 3. Electrical characteristics of single devices. (A) (Top) Schematics of an aluminum-
modified device (left) before and (right) after electrical actuation in a rigid frame, illustrating the
areal change for the active region. (Bottom) Digital camera images of an aluminum-modified device’s
active region (left) before and (right) after electrical actuation. (B) A plot of the areal strain as a
function of the applied voltage for aluminum-modified devices. (C) A plot of the maximum areal
strain as a function of the frequency for square waveforms with identical minima of 0 kV and maxima
of 3.2 kV. (D) A plot of the areal strain as a function of time for three consecutive cycles of a
square waveform with a frequency of 0.5 Hz, as well as minima of 0 kV and maxima of 3.2 kV.
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configurations (Fig. 4). To this end, we prepared
not only single devices but also three-by-three
arrays in which such devices served as inde-
pendently addressable “pixels” and then visu-
alized both platforms with a thermal infrared
camera under an incident heat flux (supplemen-
tary materials). We focused our experiments on
aluminum-coated devices because of most com-
mercial infrared cameras’ spectral range of 7.5 to
14 mm. As an example, a representative single de-
vice featured an apparent temperature difference
of ~3.6°C between its aluminum-coated active
area and the surroundingmembrane before elec-
trical actuation (Fig. 4A), presumably because
of the dominance of the reflectance’s diffuse
component in the unactuated state. By contrast,
the same device featured an increased appar-
ent temperature difference of ~6.8°C between its
aluminum-coated active area and the surround-
ingmembrane after electrical actuation (Fig. 4A),
presumably because of the dominance of the
reflectance’s specular component in the actu-
ated state. The observed changes in the apparent
temperature were rapid, stable, and fully revers-
ible over numerous distinct on/off cycles for such
devices (movie S2). As another example, the de-
vices in a representative array featured analogous
modulation of the apparent temperature differ-
ences between their active areas and the surround-
ing membranes upon device-specific, independent
electrical actuation (fig. S6). Multiple devices in
the arrays also readily exhibited tandem changes
in their active areas’ local apparent temperatures
(Fig. 4B). Indeed, electrical actuation of different
combinations of sevenmultiplexeddevices enabled
distinct representative arrays to “spell out” the let-
ters “U,” “C,” and “I” (Fig. 4B). In principle, the
general fabrication approach is amenable to the
fabrication of advanced displays with higher pixel
densities and/or submillimeter pixel sizes (35, 40).
We demonstrated that our systems could oper-

ate without input from an external operator

(Fig. 5A). We connected electrically controlled
devices (with aluminum-coated active areas) to a
remotely positioned, independently heated tem-
perature sensor, which transduced thermal infor-
mation from a distal environment while avoiding
undesired cross-talk. At a sensor temperature of
~26°C, a representative autonomous system pos-
sessed a wrinkled active area and an apparent
temperature difference between the active area
and surroundingunmodifiedmembraneof~3.4°C,
as revealed with digital and infrared camera im-
aging, respectively (Fig. 5A). Upon a change in the
temperature of the sensor to ~34°C, the system’s
active area flattened and expanded by 18 ± 5%
(relative to the initial value), and its apparent
temperature difference increased to ~3.7°C with
respect to the unmodified membrane (Fig. 5A).
After a further rise in the sensor’s temperature to
~42°C, the active area flattened and expanded
further by 35 ± 6% (relative to the initial value),
and its apparent temperature difference increased
to ~4.0°C with respect to the unmodified mem-
brane (Fig. 5A). With an additional rise in the
sensor’s temperature to ~48°C, the active area
flattened and expanded evenmore by 74 ± 3% (rel-
ative to the initial value), and its apparent temper-
ature difference increased to ~4.4°C with respect
to the unmodified membrane (Fig. 5A). Over a
temperature window of >20°C for the sensor,
our autonomous system exhibited reproducible
and stable changes in the size of its active area
(and apparent temperature), albeit in nonlinear
fashion (fig. S7).
Last, we evaluated the ability of our infrared

camouflage systems to conceal themselves under
infrared visualization (Fig. 5B). We prepared de-
vices with aluminum-coated active areas in the
shape of a swimming squid’s silhouette and then
imaged them with a thermal infrared camera
under an incident heat flux above a surface
with a locally elevated temperature (Fig. 5B and
supplementary materials). Before electrical ac-

tuation, a representative squid silhouette–shaped
device featured a relatively small microstructured
(wrinkled) active area (Fig. 5B) and a negligible
apparent temperature difference with the imme-
diate surroundings that effectively made it invi-
sible above a warm surface with a temperature of
~35°C, as revealed with infrared camera imaging
(Fig. 5B). By contrast, after electrical actuation,
the squid silhouette–shaped device featured a
larger flattened active area (Fig. 5B) and an ap-
parent temperature difference of ~2°C with the
immediate surroundings that made it stand out
as a specific shape, as revealed with infrared
camera imaging (Fig. 5B). In general, the observed
changes in appearance under infrared visualiza-
tion were again rapid, stable, and fully reversible
over numerous distinct on/off cycles (movie S3).

Conclusion

By drawing inspiration from cephalopods, we
have developed and validated a new class of
adaptive infrared-reflecting materials and devices
with an unprecedented combination of proper-
ties. First, our artificial platforms translate many
of the key natural capabilities of cephalopods
from the visible to the infrared regions of the
electromagnetic spectrum (although in principle
they could be adapted for functionality within
the visible). Second, our presented systems fea-
ture capabilities and figures of merit that exceed
ormatch the state of the art for adaptive infrared
camouflage technologies (table S1). Third, the
systems have been intrinsically designed for ready
manufacturability and straightforward integra-
tion, potentially facilitating applications in dielec-
tric elastomer–based artificial muscles, pneumatic
automation, energy generation, and adaptive
optics (as well as in other areas). Last, the systems
may enable new autonomous portable or wearable
thermoregulatory technologies, although such ap-
plications will likely require optimization of me-
chanical actuation strategies or the reduction of
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Fig. 4. Electrical modulation of the infrared appearance for single
and multiplexed devices. (A) (Top) Schematics of an aluminum-modified
device under a constant thermal flux (left) before and (right) after
electrical actuation in a rigid frame, illustrating the change in the surface
morphology and the reflection of infrared light. (Bottom) Infrared camera
images of a representative aluminum-modified device’s active region (left)
before and (right) after electrical actuation. The change in apparent
temperature and thermal appearance is represented by a change in color.

(B) (Top) Schematics of three-by-three arrays of multiplexed devices
(left) before electrical actuation and (right) after selective electrical
actuation of different device (pixel) combinations as the letters “U,” “C,”
and “I.” (Bottom) Infrared camera images of representative three-by-three
arrays of multiplexed devices (left) before electrical actuation and (right)
after selective electrical actuation of different device (pixel) combinations
as the letters “U,” “C,” and “I.” The changes in apparent temperature and
thermal appearance are represented by changes in color.
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the associated operating voltages. Ultimately, the
described materials and devices may afford new
possibilities for the many modern technologies
that rely on controlling the transfer of thermal
radiation and thus may help transform many
aspects of daily life.
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Fig. 5. Autonomous operation and reversible concealment of devices
in the infrared. (A) (Top) Schematics of a sensor-connected, aluminum-
modified device. The remote sensor is positioned in a different local
thermal environment, with increasing temperatures of ~26, ~34, ~42,
and ~48°C (from left to right). (Middle) Digital camera images of a
representative device’s active region at the different sensor temperatures.
(Bottom) Infrared camera images of the same device’s active region
at the different sensor temperatures. Shown are the expansion and change
in thermal appearance for the autonomous device’s active region, with
increasing local temperature for the sensor. (B) (Top) Schematics of a

squid silhouette–shaped, aluminum-modified device maintained under
a constant thermal flux and positioned above a warm surface (left)
before and (right) after electrical actuation. (Middle) Digital camera
images of a representative squid silhouette–shaped, aluminum-
modified device’s active region (left) before and (right) after electrical
actuation. (Bottom) Infrared camera images of the same squid
silhouette–shaped, aluminum-modified device’s active region (left)
before and (right) after electrical actuation. The device alters its thermal
appearance and becomes distinguishable from the background only
after actuation.
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Activation of olefins via asymmetric
Brønsted acid catalysis
Nobuya Tsuji,1 Jennifer L. Kennemur,1 Thomas Buyck,1 Sunggi Lee,1 Sébastien Prévost,1

Philip S. J. Kaib,1 Dmytro Bykov,2,3 Christophe Farès,1 Benjamin List1*

The activation of olefins for asymmetric chemical synthesis traditionally relies on
transition metal catalysts. In contrast, biological enzymes with Brønsted acidic sites of
appropriate strength can protonate olefins and thereby generate carbocations that
ultimately react to form natural products. Although chemists have recently designed chiral
Brønsted acid catalysts to activate imines and carbonyl compounds, mimicking these
enzymes to protonate simple olefins that then engage in asymmetric catalytic reactions
has remained a substantial synthetic challenge. Here, we show that a class of confined
and strong chiral Brønsted acids enables the catalytic asymmetric intramolecular
hydroalkoxylation of unbiased olefins. The methodology gives rapid access to biologically
active 1,1-disubstituted tetrahydrofurans, including (–)-Boivinianin A.

A
lkenes are a fundamental and ubiquitous
class of organic compounds, often obtained
in a single step from crude oil. Among the
diverse synthetic applications of olefins,
hydrofunctionalization reactions are prized

due to their conceptual simplicity, perfect atom
economy, and the increased value of the resulting
products (1, 2). Although such transformations
have been extensively studied for decades using

either Brønsted acid or transitionmetal catalysts,
enantioselective variations remain challenging.
For example, in contrast to catalytic asymmetric
hydroaminations (3–5) or hydrofunctionalizations
of dienes and allenes (6, 7), which are relatively
well developed, the enantioselective hydroalk-
oxylation of electronically neutral olefins is ex-
tremely rare, despite its great potential value.
Whereas asymmetric photocatalysis can provide

anti-Markovnikov adducts in moderate enantio-
selectivities (8–10), asymmetric Markovnikov
hydroalkoxylations aremainly studiedusing chiral
metal catalysts. However, a highly enantioselective
variant with sterically and electronically unbiased
olefins has so far not been described, despitemajor
advances in asymmetric metal catalysis (11–14).
The lack of progress in this field is presumably due
to so-called “hidden acid catalysis,” referring to the
in situ release of an achiral Brønsted acid that
promotes the nonasymmetric background trans-
formation (15, 16). In contrast, enzymes can activate
olefins by protonation and achieve excellent stereo-
selectivities (17). Recently, an enzyme-catalyzed
hydroalkoxylation involving an olefin protona-
tion was reported, albeit with a limited substrate
scope (18).
Inspired by the extraordinary capacity of such

enzymes to catalyze asymmetric functionaliza-
tions of simple olefins, we hypothesized that a
well-designed chiral Brønsted acid could induce
asymmetric chemical functionalizations of olefins
with amore general scope. Such acids should, on
the one hand, display very high acidity to enable
olefin protonation and, on the other hand, provide
a confined, enzyme-like microenvironment to
favor the desired transformation with high selec-
tivity, avoiding potential side reactions (Fig. 1A).
Although chiral Brønsted acids are now widely
used catalytic motifs, enabling numerous asym-
metric transformations, their use is still largely
limited to the activation of imines and carbonyls.
In stark contrast, unactivated alkenes, because of
their weak basicity, have remained out of reach
for current chiral Brønsted acid catalysts (19–23).
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Fig. 1. Olefin activation in biology and chemistry. (A) Three approaches
for the activation of olefins. Shown from left to right are the enzyme
squalene-hopene cyclase [PDB: 1SQC (17)], a general depiction of the
well-defined activation of an olefin with a transition metal complex, and

the posited binding mode of a strong and confined Brønsted acid
organocatalyst. (B) Catalyst optimization. Yields were determined by
proton nuclear magnetic resonance (1H NMR) using mesitylene as an
internal standard. Isolated yield in parentheses. CyH, cyclohexane.
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We have previously introduced the chiral, con-
fined imidodiphosphate (IDP) motif as a highly
selective Brønsted acid catalyst that can handle
small and unfunctionalized aliphatic substrates
(24). Recently, we have accomplished a substantial
increase in the acidity of our IDPs by replacing
the phosphoryl oxygen atomswithN-triflyl groups.
The resulting imidodiphosphorimidate (IDPi)
catalysts have proven to be highly acidic Lewis
acid precatalysts of great utility in silylium-based
Lewis acid organocatalysis (25).We became inter-
ested in further exploring their utility in Brønsted
acid catalysis (26), envisioning that IDPi catalysts
could potentially be used in the asymmetric acti-
vation of simple olefins.
Multisubstituted oxygen heterocycles are com-

monmotifs in natural products and pharmaceu-
ticals such as polyketides (27). The stereoselective

synthesis of substituted tetrahydrofurans typically
relies on the use of enantiomerically pure alco-
hols. We envisioned the direct asymmetric hydro-
alkoxylation of alkenols as amore straightforward
and atom-economical approach. Indeed, the elec-
tronically and sterically unbiased alkenol 1a was
used as a model substrate to test the validity of
our hypothesis (Fig. 1B). Although most of the
conventional Brønsted acid catalysts were inef-
ficient (see the supplementary materials), IDPi
3a turned out to be promising in terms of both
reactivity and enantioselectivity. We realized an
additional benefit of our IDPi design toward iden-
tifying an optimal catalyst for our desired trans-
formations. Beyond the 3,3′-positions of the IDP
catalysts, the two alkylsulfonyl substituents of
the IDPi motif offer an additional dimension for
diversification and fine-tuning. Excellent yield and
enantioselectivity were obtained using IDPi 3b,
bearing sterically more demanding arylsulfonyl
groups at nitrogen, instead of triflyl groups. The
most stable conformation of 3b was calculated
based on the x-ray structure of anN-triflyl IDPi
catalyst (25). Because the larger substituent on
the sulfonamide (R) is located in the confined
environment, steric repulsions between R and the

BINOL backbones presumably make the confor-
mationmore rigid and the cavity narrower in the
transition states (see the supplementarymaterials
for a detailed discussion).
With an optimal catalyst and conditions in hand,

we started investigating the scope and limitation
of this hydroalkoxylation reaction (Fig. 2). In ad-
dition to different aliphatic substituents (2b and
2c), other functional groups, such as an ether (2d)
and even an unprotected hydroxyl group (2e),
were compatible under the reaction conditions.
Sulfonamide-containing tetrahydrofuran2f, which
possesses the core skeleton of the marketed phar-
maceutical Mefruside (28), was also obtained in
excellent enantioselectivity. Substrates with ter-
tiary (2g and 2h) and even quaternary (2i) cen-
ters next to the alkene were compatible with this
transformation. Dienes, which generate syntheti-
cally useful allylic ethers,were also readily converted
(2j and 2k). To our delight, styrene derivatives
also reacted to form the desired tetrahydrofurans
in excellent yields and enantioselectivities. In ad-
dition to the phenyl (2l) andnaphthyl (2m) groups,
a variety of functional groups, such as aryl halides
(2n,2o, andS2a), an alkyl group (S2b), an isolated
olefin (2p), and an ether (2q), were compatible.
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Fig. 2. Scope of the hydroalkoxylation. Isolated yields are presented. Enantiomeric ratio (e.r.) determined either via high-performance liquid
chromatography (HPLC) or gas chromatography (GC). *The reaction was performed in 1,2-dichloroethane–cyclohexane (1:1). Ts, p-toluenesulfonyl.
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A methoxy-substituted styrene (1r) was also a
good substrate. Although this electron-rich styrene
might be considered activated for the cycliza-
tion, it could also have led to product racemi-
zation under the acidic conditions. Interestingly,
a higher concentration and longer reaction time
were required in the case of dimethyl-substituted
styrene 1s to achieve reasonable conversion, de-
spite a possible Thorpe-Ingold effect. The bulky
gem-dimethyl group presumably hinders access
of this substrate into the sterically demanding
catalyst active site. We also envisioned the same
strategy for the synthesis of substituted tetrahy-
dropyrans. Like tetrahydrofurans, the tetrahydro-
pyran skeleton is ubiquitous in natural products
and pharmaceuticals, such that enantioselective
syntheses of this motif are of great value. Indeed,
2,2-disubstituted tetrahydropyrans were obtained
in good yields and slightly reduced enantioselec-
tivities (2t and 2u).
In addition to enantioselective hydroalkoxyla-

tions, diastereoselective versions may provide a
valuable approach to natural products or phar-
maceuticals withmultiple stereogenic centers (27).
In contrast to six-membered ring-forming cycli-
zations, which are often highly diastereoselective
due to well-defined chair- or boatlike transition
states, the diastereocontrolled synthesis of multi-
substituted tetrahydrofurans is typically more dif-
ficult because the energetic difference between

isomeric transition states is often smaller. We
envisioned that a catalyst-controlled diastereo-
selective transformation that is independent of
existing stereocenters would be powerful. In this
vein, the two diastereoisomeric products 2v and
2v′ could be selectively obtained from alcohol
(S)-1v, fully controlled by using either the (S, S)
or the (R, R) enantiomer of the catalyst (Fig. 3A).
Moreover, optically pure secondary alcohol (R)-
1w selectively furnished 2,2,5-trisubstituted tet-
rahydrofurans 2w or 2w′ in excellent yields and
diastereoselectivities, which were mainly con-
trolled by the catalyst.
Encouraged by the wide scope of our method,

we designed a concise synthesis of (–)-Boivinianin
A (29) to demonstrate the utility, simplicity, and
efficiency of the developed transformation (Fig.
3B). Accordingly, alkenol 1xwas subjected to the
reaction conditions, using a lower loading of cat-
alyst (1 mole %) under air, to provide the corre-
sponding tetrahydrofuran in excellent yield and
enantioselectivity. The obtained product was
oxidized without erosion of enantiopurity to fur-
nish the corresponding lactone, which was con-
firmed to be (−)-Boivinianin A by comparison to
analytical data (30).
To demonstrate the generality of this approach,

we also investigated an intermolecular hydro-
alkoxylation, which is considered another major
synthetic challenge with respect to both reac-

tivity and enantioselectivity (Fig. 1C) (13). Grati-
fyingly, IDPi 3c catalyzed the reaction of styrene
with benzyl alcohol to furnish product 4 in 95%
yield and with very promising enantioselectivity
[enantiomeric ratio (e.r.) = 76.5:23.5]. Further op-
timizations are currently ongoing.
Mechanistically, we initially envisioned the re-

action to proceed via a stepwise protonation,
cyclization pathway.However, a concertedmech-
anism inwhich protonation andC−Obond forma-
tion occurmore synchronously is also plausible
(18, 31). Toward gaining more insight into the
reaction mechanism and the origin of enantio-
selectivity,weperformeddensity functional theory
(DFT) studies (see the supplementary materials
for a description of the methods and a detailed
discussion). The energies were obtained under
B3LYP/def2-TZVP/D3(BJ)/CPCM level of theory.
The lowest energy transition state TS1 suggests
a concerted though asynchronous mechanism in
which the reaction is triggered by the protonation
of the olefin followed by C−O bond formation
(Fig. 4A). The proposed transition state also de-
scribes the origin of enantioselectivities (Fig. 4B).
Whereas the major enantiomer is generated via
TS1 with 13.8 kcal/mol of activation barrier, the
minor enantiomer requires 15.4 kcal/mol to reach
TS1′. In addition, in TS1, the substituent of the
substrate points toward the outside of the pocket
due to the sterically demanding 3,3′-position of
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Fig. 3. Further application of the methodology. (A) Catalyst-controlled diastereoselective hydroalkoxylations. Diastereomeric ratios (d.r.) were
determined by 1H-NMR and GC or HPLC. (B) Concise synthesis of (–)-Boivinianin A. (C) A preliminary intermolecular hydroalkoxylation.
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the BINOLbackbones, which presumably allowed
for the broad substrate scope.
To further evaluate the mechanism experimen-

tally, a Hammett analysis with a series of styrene
derivatives was performed (Fig. 4C). Plotting
log(kX/kH) against substituent parameter s+ gave a
linear correlationwith a negative slope (r =−2.08±
0.04), which is consistent with the proposed
carbocationic intermediate in the transition state.
To gain further insight into the reactionmecha-
nism, the corresponding alcohol 5 and olefin
isomers 6 and 7 were subjected to the reaction
conditions (Fig. 4D). If the reaction indeed pro-
ceeds via a carbocation, either within an ion pair
or covalently bound to the catalyst, substrates 5

to 7 should provide essentially identical enantio-
selectivities. Whereas substrate 1l afforded the
desired tetrahydrofuran 2l in excellent yield and
enantioselectivity, 5 provided product 2l in only
moderate yield and with poor enantioselectivity.
Neither 6 nor 7 gave any of the desired products
under these conditions or at higher temperatures.
These results are consistent with the proposed
asynchronous concerted mechanism.
The approach delineated here enables the

asymmetric activation of electronically and steri-
cally unbiased alkenes by highly confined and
highly acidic organocatalysts. The methodology
is operationally simple, and a variety of alkenols
could be converted in high yields and enantiose-

lectivities.We believe that the presented approach
bears great potential for various other hydro-
functionalizations and related reactions of olefins.
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APPLIED PHYSICS

Nanofluidic rocking Brownian motors
Michael J. Skaug,* Christian Schwemmer,* Stefan Fringes,*
Colin D. Rawlings, Armin W. Knoll†

Control and transport of nanoscale objects in fluids is challenging because of the unfavorable
scaling of most interaction mechanisms to small length scales.We designed energy
landscapes for nanoparticles by accurately shaping the geometry of a nanofluidic slit
and exploiting the electrostatic interaction between like-charged particles and walls.
Directed transport was performed by combining asymmetric potentials with an oscillating
electric field to achieve a rocking Brownian motor. Using gold spheres 60 nanometers in
diameter, we investigated the physics of the motor with high spatiotemporal resolution,
enabling a parameter-free comparison with theory.We fabricated a sorting device that
separates 60- and 100-nanometer particles in opposing directions within seconds. Modeling
suggests that the device separates particles with a radial difference of 1 nanometer.

L
ab-on-chip devices that can size-selectively
transport and collect nanoscale particles are
expected to find applications in materials
and environmental sciences [e.g., size anal-
ysis, filtration, and monodisperse produc-

tion (1, 2)] as well as in point-of-care diagnostics
and biochemistry [e.g., molecular separation and
preconcentration (1, 3–5)]. For example, directed
transport may overcome fundamental limits in
the detection of dilute species in fluidics (6) by
actively transporting and accumulating them at
the sensor area. Inspired bymolecular motors in
biology,Magnasco (7) andProst et al. (8) proposed
that such particle transport could be achieved
with artificial Brownianmotors (BMs) based onan
asymmetric energy landscape andnon-equilibrium
fluctuations. Previous experiments (9–14) focused
primarily on “flashing ratchet”–type BMs that ex-
ploit a periodically generated asymmetric trap-
ping potential and isotropic diffusion to transport
micrometer-scale particles. The required po-
tentials were obtained using optical (9, 10) or
dielectrophoretic (11–13) forces, which scale with
the particle volume and therefore are not effi-
cient at the nanoscale. Accordingly, direct charge-
charge interactionswere required to transportDNA
molecules bymeans of intercalated electrodes (14).
Such flashing BMs were also explored for par-

ticle sorting by exploiting the dependence of
diffusion on particle size. However, similar to the
case of continuous-flow devices (4, 15), it is ex-
pected that using external forcing instead of dif-
fusion will result in greater separation precision.
Rocking BMs (7, 12, 16) use a zero-mean external
force and a static potential landscape to generate
directedparticlemotion. Their transport exhibits
a strong nonlinear dependence on particle dif-
fusivity, which is promising for nanoparticle sepa-
ration (17). However, for nanoscale particles,
creating a sufficiently strong static energy land-
scape remains a challenge.
Electrostatic trapping (18) addresses this chal-

lenge by confining like-charged particles between

uniformly charged surfaces. A geometrical recess
in one of the surfaces lowers the particle-surface
interaction energy locally and thus defines a
lateral trapping potential. Confinement ener-
gies of several multiples of kBT (where kB is the
Boltzmann constant and T is absolute temper-
ature) were achieved, resulting in the stable trap-
ping of various types of charged nanoparticles,
such as 10- to 100-nm-diameter Au nanospheres
(18–20), Au nanorods (21), 50-nm-diameter ves-
icles (18), and even 10- to 60-base DNA oligo-
nucleotides and 10-kDa proteins (22). External
forcing by optical and electrical fields was also
explored as a means of driving the particles from
one stable minimum to another (23).
We expanded the concept of geometry-induced

electrostatic trapping to create complex two-
dimensional (2D) energy landscapes for nano-
particles by replacing the simple recess geometries
with lithographically patterned 3D topographies.
The patterns were fabricated using thermal scan-
ning probe lithography (t-SPL) (24), which has a
depth accuracy in the nanometer range (25). We
implemented nanofluidic rocking BMs for our
model particle system of 60-nmAu nanospheres.
We created energy landscapes of up to ~10kBT in
scale at a lateral resolution of less than 100 nm.
Using high spatiotemporal resolution optical mi-
croscopy, we determined all relevant physical
system parameters in situ, such as the ~10-nm
spatially resolved particle interaction potential
and the millisecond-resolved particle motion.
We find excellent agreement with theory and
demonstrate a sorting device.
Gold nanoparticles in electrolyte were confined

in a nanofluidic slit of controllable gap distance d
(Fig. 1A and fig. S1) (26) using the nanofluidic con-
finement apparatus described in (27). We used
closed-loop t-SPL (25) to pattern the thermally
sensitive polymer polyphthalaldehydewith a saw-
tooth profile along complex-shaped transport tracks
having a depth of 30 to 50 nm and a period of L≈
550 nm (Fig. 1, B to D). Themodulated gap height
(Fig. 1A) in the slit results in a static lateral particle
energy landscape, which confines the particles to
the tracks (Fig. 1E) and provides the static asym-
metric potential required for the rocking BM.

To elucidate the effect of the topography on
the particle’s interaction energy and to dem-
onstrate the operation of the BMs, we resorted
to simple linear ratchets (Fig. 2A). We define the
direction of the BMs as the direction of the shal-
low slope profile (Fig. 2B), indicated by the ar-
rows in Fig. 2A. In addition, three control fields,
C1, C2, and C3, were written with depths of the
maximum, mean, and minimum depth of the
ratchets, respectively. The control fields are used
for in situ measurement of the mean particle
diffusivity and the mean particle speed in the non-
driven and driven case, respectively.
We recorded the position of the particles with

an effective particle illumination time of ~40 ms
and a frame rate of 1000 fps (27) using inter-
ferometric scattering detectionmicroscopy (27, 28)
(movie S1). The overlaid heatmap (2Dhistogram)
in Fig. 2A indicates the density of all recorded
particle positions. Owing to the brief illumination
time, the particle positions obtained from each
frame can be used directly to obtain particle oc-
cupation histograms (26) (fig. S2). We collapsed
the observed 2D particle positions onto the x axis
and calculated an average 1D histogram for a
single ratchet cell by cross-correlation averaging.
The normalized histograms of the single cells are
shown in the inset of Fig. 2C. Identifying the histo-
grams with the average 1D occupation probabil-
itiesp(x), we calculated the effective 1D interaction
energy V0(x) of the particles using Boltzmann’s
principle p(x) º exp[–V0(x)/kBT] (Fig. 2C).
In the nanofluidic confinement apparatus, the

gap distance is controlled and measured (27)
with nanometer accuracy, which provides a con-
venient handle to tune the energy scale. Figure 2D
shows nine recorded energy profiles for 127 nm<
d < 148 nm.Within this range the curves are self-
similar, and they collapseonamaster curveobtained
by linear scaling (Fig. 2E). The scaling coefficient
a decreases exponentially: aº exp(–d/2l), where
l = 18 ± 3 nm. Finite element modeling simula-
tions (26) (figs. S3 and S4) yield similar potential
shapes (Fig. 2C) and indicate that l is slightly greater
than the Debye length k–1 ≈ 12 nm (26) (table S1).
The patterned nanofluidic slit thus defines an

asymmetric static potential landscape for the
particles—one of the two required ingredients
for a rocking BM. The other necessary ingredient
is non-equilibrium fluctuations, which we created
by applying a 10-Hz electric square-wave potential
to gold electrodes (Fig. 1A and fig. S1). The elec-
tric field induces both an electrophoretic force on
the nanoparticles and an electro-osmotic plug
flow of the electrolyte, acting on the particles in
opposite directions. Our experiments showed that
electro-osmotic effects dominate because the par-
ticles are dragged toward the negative electrode.
Figure 3A depicts the particle drift velocities
measured at time intervals of 1 ms, d = 127 nm,
and applied voltage U = 3.5 V@ 10 Hz, resolving
each half-cycle of the electric field.
We used the average drift velocity (fig. S5) in

the control fields, hvci, to quantify the total force
as a function of the gap distance (Fig. 3B). Com-
bining Einstein’s relation D0 = kBT/6pha and
Stokes’ equation for particle drag F = 6phahvci
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(where h is dynamic viscosity and a is particle
radius) yields F/kBT = hvci/D0. AtU = 5 V and d =
127 nm, we observed F = 39 ± 2 kBT/mm for the
measured average diffusion coefficientD0 = 4.6 ±
0.2 mm2 s–1 (SD of 18 measurements). Maximum
voltages were restricted to 5 V at d = 127 nm and
3 V at d = 147 nm (movies S2 and S3) to prevent
particles escaping from the reservoirs.
In each half-cycle of the electric field, the force

is approximately constant, which corresponds to
a linear potential being added to the static po-
tential V0: V(x) = V0(x) ± xF. Figure 3C shows the
tilted potentials for the most- and least-confined
experiments (d = 127 nm and d = 147 nm) and the
maximally applied voltages of 5 and 3 V, respec-
tively. In the forward direction, all energy bar-
riers disappear and the particles begin to drift. In
the backward direction, however, finite energy

barriers DVB remain, thus hindering drift. Oscil-
lating the force leads to a “rocking” of the asym-
metric particle potential, resulting in directed
transport due to the rectification of particle drift.
According to Reimann et al., the average drift

velocity can be computed for the tilted potentials
shown in Fig. 3C using the first passage time
model (29):

hvi ¼
1� exp �LF

kBT

� �

∫
L

0
L�1ITðxÞdx

ð1Þ

ITðxÞ ¼ 1

D0
∫
L

0
exp

T½V0ðxÞ � V0ðx ∓ zÞ�
kBT

� �
dz

ð2Þ

All relevant, nontrivial quantities V0(x), D0, and
F in this theoretical description were measured
in situ, and a parameter-free comparison with
theory is possible. Equation 1 was evaluated
numerically and the total drift was calculated
as one-half of the drift difference in forward
and backward directions (lines in Fig. 3, D and
E). The theoretical description assumes slow
rocking; that is, the actuation time of each half-
cycle is long relative to the particle-drift time
across a single ratchet element. Our experiments
show excellent agreement with the model at
10 Hz (fig. S6). Moreover, we found a frequency
dependence of the ratchet performance (Fig. 3F).
Best performance is observed when the actuation
time at 30 to 50 Hz is about twice the particle-
drift time L/hvi ≈ 6 ms in the forward direction
(movies S4 to S6).
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Fig. 2. Experimental determination of the average
energy landscape. (A) Topography image of the
patterned ratchets R1 to R4 and three control fields,
C1 to C3. Arrows indicate the ratchets’ direction. The
observed particle positions are overlaid as a heat map.
(B) Single-cell averaged cross sections (dashed lines)
of the four ratchets including standard deviations (areas,
15 cells per ratchet) along the ratchet direction xr.
(C) Average experimental 1D energy profiles V0(xr)
of the particles in the ratchet compared to a
profile obtained from finite element modeling (FEM;
dotted line). The blue line denotes the average
interaction energy as estimated from the average
occupation probability (inset, 24 profiles) using
Boltzmann’s principle. The shaded region marks
the standard deviation. (D) V0(xr) for nine gap distances
of 127 nm < d < 148 nm (standard deviation of d, ~1 nm).
(E) Master curve obtained by linear scaling of the
potentials by a factor of a. The inset depicts the
exponential dependence of a on d.

Fig. 1. Nanofluidic Brownian motor setup and ratchet
topography defined by thermal scanning probe
lithography (t-SPL). (A) Schematic cross section and
top view of the nanofluidic slit. Top left: A pillar (height 30 to
50 mm) etched into the cover glass provides close proximity,
optical access, and space for electrodes. Top right: The top
view (not to scale) depicts the electrodes (yellow, spaced
by ~1.2 mm) and the pillar in the center (width ~100 mm).
Two voltage signals Ux,y(t), zero mean square–shaped with a
phase shift of 90°, are applied in the x and y directions to
the electrodes, thus creating a rotating electric field that
drives the motor. Bottom: The ratchet topography in
polyphthalaldehyde and the 60-nm gold nanoparticle, drawn
to scale.The particle experiences a ratchet-shaped energy
landscape due to the ion-cloud interactions (orange) between
like-charged surfaces. The gap distance is d = 150 ± 1 nm.
(B) Topography image of the patterned geometry. (C) Close-
up of the small circular ratchet shape of (B). (D) Cross section
of the track’s sawtooth geometry measured along the white
dashed line in (B). (E) Optical image of particles trapped in the
ratchet.The color overlay indicates the average speedmeasured along the ratchet path in the counterclockwise direction at an applied rotating voltage of 3 V@30Hz.
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For the curved paths shown in Fig. 1C, a ro-
tating electric fieldwas applied to achieve efficient
operation (fig. S7 andmovie S7). The electric field
direction can also be used to selectively power
ratchets written in orthogonal directions—for ex-

ample, to shuttle particles between several reser-
voirs (fig. S8 and movie S8).
Finally, we exploited the strong nonlinear gap

distance dependence of the energy landscape
to separate 60- and 100-nm particles into oppo-

site compartments, LC and RC, of a sorting device
(Fig. 4, A and B). The middle area between the
compartments contains three deep (local d =
185 to 210 nm) and narrow (width ≈ 140 nm)
ratchets pointing to the left and embedded in a
wide (8 mm) and shallow (local d = 160 to 190 nm)
ratchet pointing to the right. Our experiments
show that at a gap distance of d = 150 nm, the
large particles are well confined to the deep
ratchets (movie S9). Although the small particles
experience an energy barrier of DV0 ≥ 1.3kBT
(Fig. 4C and fig. S9) to move from the deep
ratchet into the shallow ratchet, its wide area
(4 mm × 2 mm versus 3 nm × 140 nm) leads to a
measured occupation probability of 76% in
the shallow ratchet. Combinedwith themeasured
ratchet potential of ~4.5kBT (red line in Fig. 4C),
this leads to a transport of 60-nm particles
toward RC.
The optical images in Fig. 4D demonstrate

the efficient sorting of the particle populations in
opposite directions. Initially, the particles were
distributed randomly across the ratchet field. Ap-
plying a square-wave voltage of 4 V @ 30 Hz, we
found that the populations were fully separated
into the respective compartments after 2 s, except
for a single 100-nm particle stuck in the shallow
ratchet. After 6.3 s, this particle diffused into
the deep channel and was transported into the
LC. Figure 4E depicts the median brightness of
measured particle trajectories in the left and
right halves of the field. The histograms at the
right in Fig. 4E indicate that next to the ma-
jority particle types of 60-nm (red) and 100-nm
(blue) spheres, there is a small population of a
third particle type (light blue) in the sample. In-
spection by scanning electron microscopy (SEM)
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Fig. 3. Brownian motor
operation. (A) Time-
resolved average velocities
measured in the control
fields C1 and C2 and
ratchets R1 to R4. (B) Av-
erage particle speed in the
control fields as a function
of applied voltage U and
for two gap distances, d =
147 nm and 127 nm. (C)
Estimated forward (solid
lines) and backward
(dashed lines) 1D potential
energy V(xr) for the two
gap distances and applied
voltages of 3 and 5 V.
Arrows indicate the mag-
nitude of DVB. (D) Average
measured particle drift
velocity in ratchets R1 to R4.
(E) Average particle drift
velocities shown separately
in the forward (blue and
light blue) and backward
directions (black and
gray) of the ratchets. Lines in (D) and (E) indicate a fit parameter–free comparison with theory.
(F) Average overall drift velocity hvi observed in ratchets R1 to R4 as a function of the driving
frequency for three gap distances and their respective maximum voltages. Error bars in (B), (D), (E),
and (F) denote SD of measurements obtained for each (ratchet) field.

Fig. 4. Sorting of 60- and 100-nm Au parti-
cles. (A) Topography of the sorting device as
determined by t-SPL. Three deep ratchets
(white arrows) are embedded in a wide shallow
ratchet for transporting the 100- and 60-nm
particles into compartments LC and RC, respec-
tively. The deep ratchets comprise wide ends for
better entrance of nanoparticles from RC.
(B) Close-up of the dotted white box in (A)
depicting the central deep ratchet (width
140 nm). (C) Top: Schematics of the sorting
device, roughly to scale with experimental
conditions. The 60-nm particles (red) in the
shallow ratchet and the 100-nm particles (blue) in
the deep ratchet are transported in opposite
directions (arrows). Bottom: The corresponding
measured (solid) and modeled (dashed) static
energies. The 60-nm particles experience an
energy barrier of DV0 ≈ 1.3kBT as they move into
the shallow ratchet. (D) Optical microscopy
images before sorting, and after 2 s and 6.3 s of
applied voltage of 4 V @ 30 Hz AC. Colored circles
indicate the 100-nm particle types depicted in
(E). (E) Spatial particle distribution (left) and
histograms (right) of the median relative
brightness of the particle trajectories measured before and after sorting. We observed a third particle population (light blue), which we attribute to
platelets according to their relative abundance. Insets: SEM images of the corresponding particles (scale bars, 100 nm). (F) Modeled average particle
drift v as a function of particle radius r. The data points indicate the measured speed (mean ± SD) of 15 particles. The radial error corresponds to the
measured SD (60 nm, 8%; 100 nm, 5%) of the particle size determined by SEM (26).
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revealed that, apart from the spheres, the 100-nm
dispersion contained a small fraction of “plate-
lets,” which we assign to the intermediate par-
ticle type (26) (figs. S10 and S11). Using the
median trajectory contrast for differentiation, we
measured a particle potential for this population
of ~6kBT in the deep ratchet (Fig. 4A). Note that
although the brightness histograms of 60-nm
spheres and 100-nm platelets almost overlap,
all platelets were actively driven toward LC
(movie S9).
The operation and separation potential of the

device can be understood using a simple electro-
static model (26, 30) to calculate the particle en-
ergy (dashed lines in Fig. 4C), assuming a linear
scaling of the applied force with particle radius,
and using equation 1 to calculate the particle
speed as a function of radius (26). The model
yields an average drift speed, which is compared
to the measured speeds in Fig. 4F. With increas-
ing particle size, the deep ratchets produce an
increasingly dominating bias of a negative drift
speed. This is due to a stronger confinement to
the deep ratchets and an increasing ratchet po-
tential experienced by the particles in the deep
ratchets (from ~2kBT for the 60-nm particles to
~10kBT for the 100-nm particles; Fig. 4C). This
leads to a zero crossing of the net drift at a
particle diameter of ~82 nm (r = 41 nm). The
strong nonlinear character of the curve origi-
nates from the intrinsically nonlinear BM trans-
port and the exponentially increasing interaction
energy, resulting in a slope of –7 mm s–1 nm–1 at
the zero crossing. Thus, two particle specieswith a
radial difference of 1 nmwould drift at >3 mms–1 in
opposite directions, which is sufficient to over-
come the diffusion current that drives the par-
ticles back into the device (26) (figs. S12 and S13).
Our results show that confining nanoparticles

in electrolyte between a flat surface and a topog-
raphically patterned surface creates an energy
landscape defined by the topography. By tuning
the gap distance, the potential landscape to first
order is simply scaled in magnitude, providing
a convenient handle to optimize the system. All
relevant physical quantities necessary to model
the system are accessible in situ. Agreement be-

tween theory and experiment proves the validity
of the interpretation and the predictability of the
system. The nonlinear character of rocked BM
transport (17) and of the electrostatic interaction
leads to efficient separation (26) by our device,
similar to the case of other concepts based on
geometrical constrictions (3, 31).
Moreover, our modeling (26) and the trapping

results of Ruggeri et al. (22) indicate that the
method should scale to relatively small biomole-
cules. In contrast to flow-based separation (15),
the rocked Brownian motor implementation pro-
vides selective transport, precise separation, and
accumulation of nanoparticles without a net flow
of the electrolyte or sustained thermodynamic
gradients. Combined with the small footprint and
the low applied voltage, such devices are ideally
suited for the precise analysis of small liquid vol-
umes in lab-on-chip technology.
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MATERIALS SCIENCE

Chameleon-like elastomers with
molecularly encoded strain-adaptive
stiffening and coloration
Mohammad Vatankhah-Varnosfaderani,1 Andrew N. Keith,1* Yidan Cong,1*
Heyi Liang,2* Martin Rosenthal,3 Michael Sztucki,3 Charles Clair,4 Sergei Magonov,5

Dimitri A. Ivanov,6,7 Andrey V. Dobrynin,2† Sergei S. Sheiko1†

Active camouflage is widely recognized as a soft-tissue feature, and yet the ability to
integrate adaptive coloration and tissuelike mechanical properties into synthetic materials
remains elusive. We provide a solution to this problem by uniting these functions in
moldable elastomers through the self-assembly of linear-bottlebrush-linear triblock
copolymers. Microphase separation of the architecturally distinct blocks results in physically
cross-linked networks that display vibrant color, extreme softness, and intense strain
stiffening on par with that of skin tissue. Each of these functional properties is regulated
by the structure of one macromolecule, without the need for chemical cross-linking or
additives. These materials remain stable under conditions characteristic of internal bodily
environments and under ambient conditions, neither swelling in bodily fluids nor drying
when exposed to air.

T
he mechanical and optical properties of bi-
ological tissues emerge fromdistinct physi-
cal origins but act in concert to serve living
organisms such as chameleons, cephalopods,
and amphibians (1–3). For example, initial-

ly soft and compliant tissues such as skin stiffen
rapidly during deformation to prevent injury.
Within narrow intervals of strain, their elastic

moduli increase by several orders of magnitude
at rates far beyond those observed for conven-
tional elastomers, gels, and thermoplastics (Fig. 1,
A to C). These tissues may also simultaneously
convertwhite light into colorful patterns through
constructive interference with light waves co-
herently scattered by periodic or quasi-periodic
structures (Fig. 1D) (4). Collectively, these func-

tions constitute defense and signaling mecha-
nisms that have inspired the design of various
biomimetic materials that either have tissue-
likemechanics (5–11) or display structural colors
(12–14). However, integrating both attributes
into themolecular structure of a singlematerial
proves to be extremely challenging.
Themechanics of biological tissues arise from

their composite nature, defined by the distinct
mechanical response of two proteins, collagen
and elastin (15). A scaffold of stiff collagen fibers
resists deformation, and an interwoven elastin
network ensures elastic recoil. This structural
duet produces a characteristic, two-phase me-
chanical response (16), beginningwith exponen-
tial stiffening and switching to a linear response
(strue ~ l, where strue is the true stress and l is
the elongation ratio) halfway before the point of
rupture, as exhibited by plotting differentialmod-
ulus @strue/@l as a function of l (Fig. 1B). The
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Fig. 1. Distinct mechanics and colora-
tion of biological tissue. (A) A schematic
of materials’ true stress–elongation curves
demonstrates the diversity of possible
mechanical responses and the intense
strain stiffening of initially soft tissue.
Apparent Young’s modulus E0 is
determined as the tangent of a stress-
strain curve at l = 1. L, length of the
sample at a given instant; L0, initial length
of the sample. (B and C) Differential
modulus of biological tissues and
synthetic materials (tables S6 and S7).
bb, bottlebrush; Synt., synthetic; PU/AM,
polyurethane/acrylamide hydrogel.
(D) Color variation in the skin of a male
panther chameleon changing from a
relaxed to an excited state. [Adapted from
(1)] (Insets) Transmission electron micros-
copy images of the guanine nanocrystal
lattice from the same individual in the
corresponding states.
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resulting sigmoid shape of the @strue/@l curves
contrasts with the steady increase in stiffness
displayed by synthetic elastomers and gels (Fig.
1C). Although variousmolecular andmacroscopic
constructs implement the basic principles of strain
stiffening (6–11), none replicate tissue’s deforma-
tion response completely and precisely. For ex-
ample, various silicone rubbers, such as Ecoflex
and Dragon Skin, which are widely used in or-
thotics and cinematography (17), have skinlike
softness but lack the strain-stiffening character-
istics of skin (Fig. 1C). Polymeric gels are simi-
larly incapable of replicating tissue mechanics
(Fig. 1C) and further suffer from solvent leakage
upon deformation (18).
We simultaneously enhanced softness and

strain stiffening in recent work by employing
brushlike architecture in solvent-free elastomers
(Fig. 1C) (19). The attachment of side chains to
network strands yielded a dual mechanical ef-
fect: Moduli were reduced to 100 Pa via chain
disentanglement, and strain stiffening increased
by an order of magnitude via strand extension
due to side-chain steric repulsion (20). Although
this effect enablesmechanical replicas of gel-like
tissues such as lung and jellyfish (5), the strain
stiffening of these systemspaleswhen compared
with that of soft connective tissues like skin. In
parallel, various chromogenic polymers have
been created (21–23), but they fail to incorporate

tissuelike mechanical properties. This conven-
tional divide presents amaterial design challenge
aimed at mimicking skin tissue—soft on touch,
stiff upon deformation, and colored for appeal or
camouflage.
We report the design of chromogenic elasto-

mers, formed bymicrophase separation of linear-
bottlebrush-linear ABA triblock copolymers (Fig.
2A), that are solvent free, supersoft (apparent
Young’smodulusE0 ~ 103 to 105 Pa), and strongly
strain stiffening ðE�1

0 @strue=@l ∼ 1 to 102Þ. We ex-
plored the symbiosis of two blocks that are both
chemically and physically distinct: (i) flexible
linear chains that aggregate into rigid domains
and (ii) stiff bottlebrush strands that form a
supersoft matrix. This interplay of the attributes
of rigid-while-flexible and soft-while-stiff, which
are oxymoronic upon first glance, is actually rep-
resentative of the distinctive potential of archi-
tectural control over materials’mechanical and
optical properties. Elucidating howboth building
blocks not only play individual roles in this con-
trol but also synergizewith each other to enhance
biomimetic performance is a central feature of
this study. Specifically, we show that aggregation
of linear blocks yields physical networks, and
bottlebrush strands provide these networks with
a lowmodulus. Further, the strong segregation of
the chemically dissimilar blocks (24) augments the
architectural prestrain of the bottlebrush blocks

(20) and therebymarkedly improves the networks’
strain-stiffening characteristics (fig. S15). These
effects enable replication of the mechanical re-
sponse of porcine skin and achieve substantial
progress toward replicating that of human skin,
as discussed below.
To validate this concept, we have synthesized

several series of linear-bottlebrush-linear ABA
triblock copolymers with different degrees of po-
lymerization (DPs; represented asn) of the bottle-
brush backbone (nbb≈ 300 to 1800) and identical
DPs of the polydimethylsiloxane (PDMS) side
chains (nsc = 14) (Fig. 2A, fig. S1 to S3, and table S1).
Each series containsmoleculeswith different DPs
of the linear Ablock (nA≈80 to 1200) correspond-
ing to A-block volume fractions ðfAÞ of 0.03 to
0.3, where the A blockmay be poly(methylmeth-
acrylate) (PMMA), poly(benzyl methacrylate)
(PBzMA), or poly(oligo(ethylene glycol) mono-
methyl ether methacrylate) [P(OEOMA)]. For
physical tests, thin filmswere prepared by solution
casting. During solvent evaporation, microphase
separation results in thermoplastic elastomers
(plastomers) with characteristic coloration pro-
duced by constructive interference with light
waves reflected by domain interfaces (Fig. 2B
andmovie S1). Both color and mechanical prop-
erties depend on plastomer morphology, which
was characterized by differential scanning calo-
rimetry (DSC) and atomic forcemicroscopy (AFM)

Vatankhah-Varnosfaderani et al., Science 359, 1509–1513 (2018) 30 March 2018 2 of 5

Fig. 2. Structural coloration of plastomers.
(A) Self-assembly of linear-bottlebrush-linear
ABA triblock copolymers yields physical
networks—A domains of linear blocks embedded
in a B matrix of bottlebrush strands, where nA, nbb,
and nsc are degrees of polymerization (DPs)
of the linear block, the bottlebrush backbone, and
the bottlebrush side chains, respectively. The
microphase-separated structure is described in
terms of the interbrush distance (d1), the diame-
ter of the spherically shaped PMMA domains (d2),
and the interdomain distance (d3). Q, aggregation
number. (B) Structural coloration in a broad
spectral range is typically observed during solvent
evaporation and is indicative of decreasing dis-
tance between A domains (movie S1). (C) AFM
height micrographs corroborate microphase sep-
aration of PMMA–bottlebrush backbone PDMS
(bbPDMS)–PMMA plastomers with identical nbb
values of 938, varied linear PMMA DPs, and a
designated PMMA volume fraction ðfAÞ (series
M900-x, where x is any number, in table S1).
(D) USAXS patterns of the plastomers repre-
sented above display characteristic length scales
as depicted in (A) and summarized in table S4.
a.u., arbitrary units; q, magnitude of the
scattering wave vector. (E) Concentrated solu-
tions (25 weight %) of the corresponding plas-
tomers. Evaporation of turquoise solution 4
(M900-4) yields a blue film. v%, volume %;
NA, not applicable.
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(Fig. 2C, figs. S5 to S7, and table S2) and ultra-
small-angle x-ray scattering (USAXS) (Fig. 2D and
fig. S17). This combination of techniques provided
the interbrush distance (d1 = 3.4 nm), the domain
diameter (d2 = 20 to 40 nm), the aggregation
number (Q ≅ 300 to 1000), and the interdomain
distance (d3 = 40 to 150 nm) as summarized in
table S4 for different copolymer compositions.
Corresponding analysis revealed that plasto-

mers’ block dimensions (nbb, nA, and fA) strongly
affect their mechanical properties (Fig. 3, A and
B, and figs. S8 to S11), which include a low initial
modulus (E0 = 4 to 50 kPa) (table S1); intense
strain stiffening, depicted as a 10- to 100-fold
increase of the differentialmoduluswithin a short

strain interval (Fig. 3, C and D); and the charac-
teristic sigmoid shape of the @s/@l curves, which
is markedly similar to that for biological tissues
(Fig. 1B). All of these features are a manifestation
of a two-phase deformation process, which starts
with the extension of architecturally prestrained
bottlebrush network strands (the elastic regime)
and proceeds with the uncoiling of linear chains
in A domains (the yielding regime) (figs. S20 and
S23). Unlike that in the elastic phase of deforma-
tion, yielding-phase stress depends on strain rate
(fig. S13) and develops small (<10%) hysteresis
in loading-unloading cycles (fig. S14). All three
features (reversibility, strain-rate dependence,
and hysteresis) are also observed via yielding of

collagen assemblies in biological tissues, which
provides energy dissipation and additional exten-
sibility (9, 25). Even though plastomers have a
completely different structure and distinct de-
formation mechanisms from biological tissues,
they display a tissuelike mechanical response.
Although one may intuitively presume that the
prestrain of the B blocks would impair network
extensibility, uncoiling of the flexible A blocks
compensates for this inherent characteristic.
In other words, the A domains serve as reser-
voirs of untapped network extension and yield
synergy that is muted in all-linear ABAs, where-
in the absence of prestrain diminishes the phase-
separation enhancement of strain stiffening (fig.
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Fig. 3. Mechanical properties of plastomers
as a function of block copolymer
composition. (A) Stress-strain curves of
PMMA-bbPDMS-PMMA plastomers with
identical nbb values of 938 and varied A-block
volume fractions ðfAÞ (series M900-x in
table S1) measured upon uniaxial extension
in the elastic regime (constant strain rate,
0.005 s−1; temperature, 25°C) (fig. S4).
(B) Stress-strain curves of PMMA-bbPDMS-
PMMA plastomers with different nbb values but
similar fA values of ~0.06. (C and D) Differential
moduli for plots in (A) and (B), respectively.
(E) Normalized strain-stiffening parameter b
increases with the DP of linear PMMA blocks as

bn4=3bb ∼ n2=3A . E and b values are obtained by
fitting stress-strain curves using eq. S6.18
in the elastic phase of network deformation
(fig. S12). (F) Structural Young’s modulus
decreases with nbb and increases with nA as

E ∼ n2=3A n�4=3
bb . The data in (E) and (F) are

means with SDs of 5 to 15% (table S1).
(G) Universal plot of normalized differential

modulus E�1
0 @strue=@l versus strue/s*,

where s� ¼ E1=3E2=3
0 =3b2=3 is the crossover

stress between the linear and strain-stiffening
regimes (eq. S6.27 and table S3).
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S16), and all-brush ABAs, wherein added archi-
tectural prestrain impedes the overall extensibil-
ity of the material (26–29).
For the elastic phase of deformation, we ana-

lyzed the stress-strain curves using a constitutive
network deformation model (eq. S6.18), which
has been validated for various polymer networks,
including biological gels (5, 19, 30). This model
is described by two parameters: (i) structural
Young’smodulus, ameasure of cross-link density
(eq. S6.22), and (ii) the strain-stiffening parameter
(b), a measure of strand extension defined as
b ≡ hR2

ini=R2
max, where Rmax is the contour length

of a fully extended strand and hR2
ini is the mean

square end-to-end distance of strands in as-
prepared elastomers (eq. S6.19). Parameter b
is controlled by finite extensibility of network
strands, with the lower and upper bounds cor-

responding to networks with coiled ðRin ≪ Rmax;
b→ 0Þand extendedðRin ≅ Rmax; b→ 1Þ strands,
respectively. For comparison, typical linear-chain
elastomers, including linear ABAs (26), are char-
acterized by b ≅ 0.01 (fig. S16). Although bottle-
brush covalent networks allow for a substantial
increase, up to b ≅ 0.3 (table S6) (19), this value
is nonetheless notably lower than those in the
range for tissue, where b ≅ 0.5 to 0.9 (table S7).
Microphase separation in our plastomers results
in additional strand extension, with b ≅ 0.3 to
0.8 (table S1), a range that favorably overlaps
with values for tissues, such as b = 0.69 (lung),
b = 0.75 (brain), b = 0.78 (skin), and b = 0.75
(blood vessel) (table S7).
To highlight the corresponding capacity for

predictably controlling strain stiffening, table S1
summarizes the molecular and mechanical pa-

rameters of the studied plastomers. The strain-
stiffening parameter (b) follows the theoretically
predicted scaling relationb ∼ n2=3

A n�4=3
bb (Fig. 3E),

which originates from chain extension hR2
ini ∼

n2=3
A n2=3

bb (eqs. S6.12 and S6.17), as is well docu-
mented for block copolymer systems in the strong
segregation limit (24). Similarly, the structural
modulus follows E∼ð1� fAÞn2=3

A n�4=3
bb ∼ð1� fAÞb

(Fig. 3F and fig. S21), which originates from
prestretching of the bottlebrush strands upon
microphase separation (eq. S6.22). The estab-
lished structure-property correlations therefore
allow for universal presentation of the differen-
tialmodulus as a function of stress (Fig. 3G). The
observed deviation of @strue/@l curves in the
yielding regime occurs at different elongations
because of the difference in finite extensibility of
the various ABAnetwork strand lengths (Fig. 3, C
and D). Because chain withdrawal proceeds at
constant force f ( f~ seng, where seng is engineering
stress), the true stress in the yielding regime scales
linearlywith l asstrue ~ l (fig. S23). In otherwords,
the stress-strain behavior of different plastomers
follows a universal trend that is architecturally
controlled.
Tensile stress-strain curves for assorted skin

tissues, like those for plastomers, exhibit broad
variation of mechanical properties defined by
low modulus E (0.4 to 12 kPa) and substantial
strain stiffening, with b ≅ 0.5 to 0.9 (Fig. 4A and
table S7). This parallel is exemplified by compar-
ing the stress-strain curves of samples M300-2
andM300-3with those of porcine skinmeasured
perpendicularly and parallel to the spine, respec-
tively. The precise overlap thereof demonstrates
that plastomers can replicate the deformation re-
sponse of certain strain-stiffening tissues com-
pletely and precisely. Furthermore, elongation
results in a blue shift of sample color (Fig. 4B and
movie S2) because of the corresponding decrease
in interdomain distance (d3) (Fig. 4C). This de-
formation does not affect domain size (d2) and
underlines the robust nature of the physical net-
work. Similarly, solvent swelling results in omni-
directional expansion between domains, with an
observed shift in color (Fig. 2B and movie S1),
which is consistent with USAXS (fig. S18A) and
reflectance (fig. S18B) measurements of plasto-
mers in selective solvents. Inhomogeneous swell-
ing (or drying) thus demonstrates spectacular
visuals that resemble the optical complexity of
natural systems such as Earth and blue poison
dart frogs (Fig. 4D). This color shift also high-
lights how the same network structure that
lends plastomers their mechanical character-
istics also imbues themwith adaptive structural
coloration.
In conclusion, we have established that the self-

assembly of linear-bottlebrush-linear triblock co-
polymers (plastomers) empowers the integration
of strain-adaptive stiffening and strain-induced
coloration. We have further demonstrated that
this class of materials enables replication of the
mechanical response of strongly strain-stiffening
tissues, with porcine skin as an example, andwe
have shown that replication of the response of
human skin is within reach. We hope to expand
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Fig. 4. Mimicking skin tissue. (A) True stress–elongation curves for assorted skin tissues
(human back, human abdominal, eel, and porcine in table S7 and fig. S24) (squares) and
M300-x plastomers cast from tetrahydrofuran with identical nbb values of 302 and varied DPs
of the linear PMMA block (lines). Current progress toward mimicking human skin is highlighted
by the dashed arrow. ⊥, tissue was measured perpendicularly to the spine; ‖, tissue was measured
parallel to the spine. (B) An observed color alteration from turquoise to dark blue during uniaxial
stretching of a 2-mm–thick (G900-1) P(OEOMA)-bbPDMS-P(OEOMA) film (movie S2).
(C) Two-dimensional USAXS patterns corresponding to different extension ratios exemplified
for M300-2. Sections of the USAXS patterns are measured perpendicularly (at a 90° angle)
to the stretching direction at different elongation ratios. Elongation shifts the main interference
maximum, which suggests a shortening between a PMMA domain’s nearest neighbors
(d3 in Fig. 2A). Deformation has no effect on the A-domain form factor (d2). (D) (Top) Satellite
image of Earth (left) and a drop of P(OEOMA)-bbPDMS-P(OEOMA) solution in toluene
during drying (right). (Bottom) Blue poison dart frog (left) and a thin butterfly cutout of
PBzMA-bbPDMS-PBzMA plastomer B1000-2 (table S1) with edges swollen with linear
PDMS for contrast on a glass substrate (right). The back side of the glass substrate was
painted black to enhance reflectance.
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thismaterials design platformby achieving inde-
pendent control over mechanical and coloration
responses.
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BATTERIES

Self-heating–induced healing
of lithium dendrites
Lu Li,1 Swastik Basu,1 Yiping Wang,2 Zhizhong Chen,2 Prateek Hundekar,1,2

Baiwei Wang,2 Jian Shi,2 Yunfeng Shi,2 Shankar Narayanan,1 Nikhil Koratkar1,2*

Lithium (Li) metal electrodes are not deployable in rechargeable batteries because
electrochemical plating and stripping invariably leads to growth of dendrites that
reduce coulombic efficiency and eventually short the battery. It is generally accepted
that the dendrite problem is exacerbated at high current densities. Here, we report a
regime for dendrite evolution in which the reverse is true. In our experiments, we found
that when the plating and stripping current density is raised above ~9 milliamperes
per square centimeter, there is substantial self-heating of the dendrites, which
triggers extensive surface migration of Li. This surface diffusion heals the dendrites and
smoothens the Li metal surface. We show that repeated doses of high-current-density
healing treatment enables the safe cycling of Li-sulfur batteries with high coulombic
efficiency.

T
he demand for higher-energy-density bat-
tery systems (1, 2) has created a renewed
interest in the exploration of metallic lith-
ium (Li) as an anode material. This is be-
cause the packing density of Li atoms is the

highest in its metallic form, resulting in an ultra-
high (3) theoretical specific capacity of 3861mAhg−1.
However, the main stumbling block to deploy-
ment of Li metal anodes is the nucleation and
growth of “dendritic” projections (4, 5) during
the electrochemical plating-stripping process that
occurs when the battery is being charged or
discharged. These Li dendrites are problematic in
many respects. They increase irreversible capacity
loss, reduce the coulombic efficiency (CE), and
promote the degradation and drying of the elec-
trolyte (6, 7). However, the most pressing issue is
that the sharp dendritic projections can pierce
through the battery separator and electrically
short the battery (8–10). This results in a severe
thermal runaway situation, which could result in
the battery catching fire.
Researchers have over the years devised vari-

ous innovative approaches (11–17) to control and
suppress the growth of Li dendrites, but 100%
suppression is challenging. This is because kinet-
ically, the nucleation and growth of Li dendrites
is highly favorable during electrochemical plating
and stripping reactions. In general, it is taken for
granted that higher current densities in a Limetal
battery will yield accelerated growth of dendrites.
In this Report, we demonstrate a distinct regime
for Li dendrite evolution in which the opposite
holds true. For our battery system, we found that
when the plating-stripping current density is
raised above ~9 mA cm−2, there is substantial
self-heating of the dendrites. The local heating

gives flux and flow to Li, triggering extensive
surface diffusion, which smoothens the dendrites
and enables the equilibrium flat configuration to
be established quicker. The self-heating is at safe
levels, below any danger of electrolyte breakdown
or thermal damage to the separator.
To elucidate the underlying science behind the

dendrite healing, we tested Li-Li symmetric cells
(fig. S1A). The tests were performed over a wide
range of operating current densities, ranging
from low (~0.75 mA cm−2) to very high values
(~15 mA cm−2). The potential-time and current-
timeprofiles during galvanostatic charge-discharge
cycling in Li-Li symmetric cells under different
current densities are shown in fig. S1, D and E. In
the ideal thermodynamic condition, the voltage
of Li stripping and plating should be at 0 V
(versus Li-Li+). However, in practice an over-
potential exists, which increases substantially
with the operating current density (figs. S1, D
and E, and S2). Electrochemical impedance spec-
tra (EIS) of the Li-Li symmetric cells were re-
corded before and after 50 charge-discharge
cycles at different current densities, and the
results are summarized in fig. S1, B and C. A
striking observation is that the electrolyte re-
sistance of the Li-Li symmetrical cell cycled at
~15 mA cm−2 remains ~8 ohms both before and
after 50 cycles, whereas the corresponding
resistance of the cell cycled at ~0.75 mA cm−2

increases by ~75% from ~10 ohms before cycl-
ing to ~17.5 ohms after only 50 charge-discharge
steps. The rapid increase in electrolyte resistance
observed in fig. S1, B and C, is a signature of
dendritic growth. The continuous formation of
solid electrolyte interface (SEI) on the prolif-
erating dendrites will cause electrolyte drying,
which increases the resistance to Li+ transport.
The electrochemical evidence in fig. S1, B and C,
therefore suggests that Li dendrite nuclea-
tion and growth appears to flourish at current
densities of ~0.75 mA cm−2, whereas it seems
to be suppressed when the cell is operated at

current densities of ~15 mA cm−2, an order of
magnitude higher.
To corroborate the electrochemical evidence,

we carried out ex situ scanning electron micros-
copy (SEM) imaging of the surfaces of the Li
metal foils used in the experiments. Before cycl-
ing, the Li foils displayed a relatively smooth
appearance and were completely free of den-
drites (fig. S3). Shown in Fig. 1, A to D, are SEM
images of the Li metal electrode surface after
50 cycles of charge and discharge at current den-
sities of ~0.75, ~4.5, ~9.0, and ~15mA cm−2. Under
low current density (~0.75 mA cm−2) (Fig. 1A),
a few isolated but large-diameter dendritic par-
ticles can be observed. With the increase of cur-
rent density (Fig. 1B), the diameter of Li dendrites
decreases, but the packing density of the pro-
trusions has increased substantially. However,
when the current density was increased all the
way up to ~15 mA cm−2 (Fig. 1D), the dendrites
tend to fuse (merge) together. As a consequence,
the surface of the Li electrode becomes much
smoother, which substantially lowers the risk of
dendrite penetration through the separator. At
an intermediate current density of ~9 mA cm−2,
there is partial healing (Fig. 1C) of dendrites.
This was also corroborated with cross-sectional
SEM imaging of the Li metal foils (Fig. 1, E to
H). As the current density is raised from ~0.75 to
~9 mA cm−2, the dendritic layer becomes more
prominent, increasing in thickness from ~14
to ~37% of the Li foil thickness. However, at
~15 mA cm−2 current density the dendritic layer
undergoes a striking transformation. The den-
drites fuse through the entire thickness of the
dendritic layer (~48% of the Li foil thickness),
transforming into a relatively smooth and com-
pact (dense) layer.
High-magnification SEM images of the den-

drite particles in Fig. 1 are provided in fig. S4.
Direct microscopy evidence for fusing of the den-
drites is provided in fig. S5. X-ray diffraction
(XRD) and Raman spectroscopy confirms that
these particles are Li dendrites and not surface
contaminants (figs. S6 and S7). SEI compositional
analysis indicates that the material composition
of the SEI is similar over a wide range of current
densities (fig. S8). To verify that electrical shorting
is suppressed in cells with the healed Li surface,
we performed extended cycling of the Li-Li sym-
metrical cells (fig. S9).We found that at the lower
current densities (such as ~4.5 mA cm−2), the Li-Li
cell shorts in ~500 hours because of the dendritic
projections that develop on the surfaces of the Li
electrodes. By contrast, cells that were cycled at
~15 mA cm−2 showed no indication of electrical
shorting even after 2000 hours (fig. S9).
To obtain a better understanding of the den-

drite nucleation and growth process, in situ ob-
servation was carried out by using an optical
microscope (figs. S10 and S11). As shown in fig.
S11, when different current densities are applied,
distinct nucleation patterns emerge. When low
current density (fig. S11, A to D) is applied, there
are almost no dendrite nuclei observed on the
Li electrode in the initial 20 min. At further
times, several large Li nuclei gradually arise
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but are well spaced apart. In contrast to this, at
high current density (fig. S11, E to H), densely
packed dendritic nuclei (dark spots) spring out
over the entire Li electrode surface within just
a fewminutes. Additional microscopy evidence
of finer and densely populated dendrites at
higher current densities is provided in fig. S12.
We used classical nucleation and growth theory
tomodel this phenomenon (supplementary text).
The predictions (fig. S11K) indicate that the elec-
trochemical over-potential increaseswith increase
in the current density. This higher over-potential
reduces the nucleation radius and increases the
nucleation rate and the nucleation site density of
the dendrites (fig. S11, J andL). The dense-packing
of dendrites implies that the majority of the
current must collectively flow through the den-
drites to reach the Li electrode. The resulting
Joule heating of the dendrites could trigger
extensive surface diffusion of Li, enabling the
closely packed dendritic particles to be fused
together. In addition to high packing density,
the large over-potentials also generate finer den-
drites, which in conjunction with the high cur-
rent density should generate substantial self
(Joule) heating.
To evaluate the temperature rise in the den-

drites, we carried out detailed heat transfer
simulations (Fig. 2A and supplementary text).
We found that the predicted temperature rise
(Fig. 2B) in the dendrites at current densities
of ~15 mA cm−2 are on the order of 40 to 60°C.

The electrolyte and membrane separator (18)
used in our experiments did not degrade at these
temperatures. Our thermal model indicates that
even such moderate temperature increases are
not feasible at low current densities (such as
~0.75 mA cm−2) (fig. S13). Although temperature
increases on the order of 40 to 60°C are clearly
not large enough to melt dendrites (the melting
temperature of Li is ~180.5°C, and the dendrites
are large enough to rule out any size effect on
the melting temperature), they may be sufficient-
ly high to promote diffusion of Li atoms on the
dendritic surfaces. To investigate this, we carried
out molecular dynamics (MD) simulations of the
Li diffusion process at various temperatures from
room temperature (20°C) to 80°C (temperature
rise of ~60°C). The molecular model and arrange-
ment of the Li dendrite particles used in our
simulation is shown in Fig. 2C. To quantitatively
assess the mass transport as a function of tem-
perature, we focused on the atom migration from
the dendrite surface to the valley formed between

two neighboring dendrite particles. The results
for the migration mass flow rate (atoms per
second) of Li atoms as a function of temper-
ature is shown in Fig. 2E. Because the driving
force for surface migration is essentially the dif-
ference in chemical potential because of curva-
ture (very similar to Ostwald ripening), a nonzero
flux was observed even at room temperature.
However, the surface diffusion of Li is strongly
temperature-dependent, with a sharp increase
in the migration mass flow rate above 40°C.
Shown in Fig. 2D is the MD prediction for the
morphology of the dendritic particles after
annealing at ~80°C for ~50 ps. We clearly
observed merging and fusing of the dendrite
particles, which is consistent with our experi-
mental observations. Although the time scales
in the MD simulations are very different from the
experiments, the essential physics remain the same.
To confirm that the healing is a thermal effect,

we carried out a dendrite annealing control ex-
periment. In this test, a Li-Li symmetrical cell
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Fig. 1. Morphology evolution of Li dendrites
in Li-Li symmetrical cells under different
current densities. (A and E) ~0.75 mA cm−2.
(B and F) ~4.5 mA cm−2. (C and G) ~9 mA cm−2.
(D and H) ~15 mA cm−2.

Fig. 2. Dendrite healing mechanism. (A) Cross-section diagram of the coin cell. Because of a
repetitive geometry, a unit cell is used for thermal modeling of a single dendrite with characteristic
diameter (dd), height (hd), and spacing (sd). As shown in the resistance diagram, heat
generated in the dendrite can either be conducted to the substrate directly or via the surrounding
electrolyte. Rconv, Rcase, Rspring, and Rspacer denote thermal resistances to heat transfer,
corresponding to natural convection, casing, spring and spacer, respectively. Rden, Relec, and
Rint denote thermal resistances to heat transfer, corresponding to the dendrite, electrolyte
and their interface, respectively. (B) Maximum dendrite temperatures at a current density of
~15 mA cm−2. For the typical range of interfacial thermal resistances, dendrite temperatures in
the range of 60 to 80°C are predicted. (C and D) Screenshots of molecular models used in
MD simulation, (C) initial state and (D) after ~50 ps at ~80°C. (E) Migration mass flow rate of
Li atoms at different temperatures as predicted with MD. (F) SEM image of Li dendrites in Li-Li
symmetrical cells operated at a current density of ~4.5 mA cm−2 for 50 charge-discharge
cycles. (G) Healing of the dendrites in (F) by means of thermal annealing in an inert Ar environment
at ~70°C for 3 days.
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was cycled at a current density of ~4.5 mA/cm2

for 50 charge-discharge cycles (~200 hours). Then,
the cell was thermally annealed at a temperature
of ~70°C for ~3 days. SEM images of the Li metal
electrode before and after annealing are shown in
Fig. 2, F and G, respectively. The annealed Li foil
displays a relatively smooth film-likemorphology,
similar to the electrochemically tested Li foils that
were cycled at high current densities (Fig. 1D). To
eliminate the possibility that pressure buildup in
a closed coin cell contributes to the healing, we
also performed an annealing experiment in an
open-cell configuration. For this test, a Li-Li
cell was cycled at ~4.5 mA/cm2 for 50 charge-
discharge steps in order to form the dendrites.
Then the cell was opened in an inert argon (Ar)
environment, inside a glove box. The Li foil was
removed from the cell and placed on a hot plate
(within the glove box) and thermally annealed at
~70°C for ~3 days. Similar to the closed-cell case,
SEM imaging (after annealing) of the Li foil in
the open-cell configuration also revealed a rela-
tively smooth surface (fig. S14), indicating heal-
ing of the dendrites.
We investigated the grain size distribution of

the Li dendrites based on image analysis of Fig. 1,
B and D. At moderately large current densities
(~4.5mA cm−2), the average grain sizes are ~5.7 ±
2 mm along the longest dimensions and ~2.7 ±
0.7 mm along the shortest dimensions (fig. S15).
However, at ultrahigh current densities (~15 mA
cm−2), it is evident that the dendrite morphology
has changed because the grains getmuch larger—
~8.8 ± 3 mm along the longest dimensions and
~5.2 ± 2 mm along the shortest dimensions—and
are more broadly distributed (fig. S15). These re-
sults are consistent with the picture of surface

diffusion–driven dissolution andmerging (coars-
ening) of the dendrites. Because the high current
density is applied during both plating and
stripping, we expected the healing to occur dur-
ing both the plating and stripping step. This was
corroborated by a comparison of the Li foils after
plating and stripping at a current density of
~15 mA cm−2 (fig. S16), indicating a similar (flat)
morphology with comparable grain sizes.
So far, we have reported dendrite healing in

Li-Li symmetrical cells. The question remained
whether such effects can be reproduced in prac-
tical situations. To study this, we tested a Li-
sulfur (Li-S) full cell (fig. S17A) (19). For this
configuration, the anode is a Limetal foil, where-
as the cathode is a S-carbon composite (18).
Unlike Li-Li symmetrical cells, for Li-S batteries,
even under a low current density (~0.75mA cm−2),
the Li dendrites are densely packed (fig. S17D).
This can be understood from the voltage profile
for the Li-S battery (fig. S17B). On the basis of the
thermodynamics of the Li anode and sulfur cath-
ode, the electrochemical reaction (20) takes place
at ~2 V. Because of this large over-potential (re-
lated to Li plating and stripping), the dendrites are
densely packed irrespective of the current density
at which the cell is operated. Of course, current
densities of ~0.75mA cm−2 are insufficient to heal
the dendrites through Joule heating; however,
when we increased the current density to
~9.0 mA cm−2, we clearly observed healing of
the dendrites into a relatively smooth (film-like)
morphology (fig. S17E). The galvanostatic charge-
discharge cycling and CE results for the Li-S
battery are provided in fig. S17C. A key indicator
of the severity of dendrites is low CE; as indi-
cated in fig. S17C, the CE of the cell cycled under

high current density is close to 100%, whereas
the CE is continuously decreasing when the cell
is cycled at low current density. To demonstrate
that the healing mechanism in this case is iden-
tical to the previously studied Li-Li symmetrical
cells, we also annealed the Li anode cycled at
~0.75 mA cm−2 in the Li-S battery at a temper-
ature of ~70°C for ~3 days in an Ar environment.
The relatively smoothmorphology of the thermal-
ly annealed Li foil (fig. S17F) closely matches the
foil (fig. S17E) that was tested at a current density
of ~9.0 mA cm−2 in the Li-S cell. EIS analysis
(fig. S18 and tables S1 and S2) indicated that even
after only 50 cycles, the electrolyte and interface
resistance increased greatly when the Li-S cell
was cycled at ~0.75 mA cm−2 as compared with
~9.0 mA cm−2, which is consistent with den-
drite healing at the high current density. The
dendrite healing was also verified by means of
cross-section SEM of the Li electrode (fig. S19).
We further investigated whether the Li-S bat-

tery could operate in short bursts at high cur-
rent densities (with the purpose of healing the
dendritic projections) and then revert back to
operation at normal (low) current densities.
This is demonstrated in Fig. 3A, indicating that
periodic operation at high current densities
(~9 mA cm−2) for a limited duration is suffi-
cient to heal the dendrites and substantially
improve the CE (Fig. 3B) and to a lesser degree
the capacity retention (fig. S20) performance of
the battery under regular (~0.75 mA cm−2 current
density) operating conditions. The gradual ca-
pacity fade over extended cycling (300 charge-
discharge steps) observed in Fig. 3A was caused
by dissolution of intermediate Li polysulfides into
the electrolyte on the cathode (S) side. Such
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Fig. 3. Dendrite healing in a Li-S
battery. (A) Cycle stability and
CE (highlighted in yellow) of Li-S
batteries with and without periodic doses
of healing treatment. Blue data points indi-
cate performance of the baseline
Li-S cell cycled at ~0.75 mA cm−2 without
healing treatment. The red data points
are for intermittent healing treatment
(at current density of ~9 mA cm−2)
applied between the 21st and 50th, 151st
and 180th, and 311th and 360th cycles.
For the remaining cycles, a current density
of ~0.75 mA cm−2 was applied, which is
identical to the baseline cell without
healing. (B) Comparison of average CE of
the Li-S battery when operated at a
current density of ~0.75 mA cm-2 with and
without the healing treatment. (C) Digital
photo of membrane separator in the
cycled Li-S batteries after 250 cycles of
charge-discharge at a current density
of ~0.75 mA cm−2 without the healing
treatment. The dashed circle indicates
the presence of dendritic Li particles
that are impregnated in the separator.
(D) Corresponding photo of the membrane
separator taken after 360 cycles of charge-discharge with the healing treatment. (E) Morphology of the Li metal electrode surface after the third healing
stage [after the 360th charge-discharge cycle indicated in (A) by the dashed circle].
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capacity fade is typical of Li-S batteries with-
out polysulfide immobilizers (19) or specialized
barrier coatings (20) to prevent polysulfide
dissolution.
We performed post-cycling characterization of

the Li metal electrodes and the membrane sep-
arators used in these tests. SEM imaging of the Li
anode surface at the end of the third healing step
in Fig. 3A (after the 360th charge-discharge cycle)
is shown in Fig. 3E. The results indicate a healed
(relatively smooth) surface morphology without
any sharp dendritic features. It is improbable that
such a relatively flat surface could penetrate and
punch through the separator membrane. This
was confirmed with the optical microscopy
images (Fig. 3, C and D) of the separator mem-
brane in the post-cycled state. The membrane
from the cell that was cycled at ~0.75 mA cm−2

for 250 charge-discharge steps without any heal-
ing treatment showed the presence of prominent
dendritic Li deposits that were impregnated into
the separator (Fig. 3C). Such Li metal deposits
will eventually electrically short the Li-S battery
(fig. S21). By contrast, the separator taken from
the Li-S cell that was exposed to periodic doses of
healing treatment (at ~9 mA cm−2) (Fig. 3A)
showed no indication (Fig. 3D) of such Li metal
deposits even after extended cycling for 360
charge-discharge steps.
An important practical consideration for the

healing strategy presented here is the time taken
for the healing to be complete. When high cur-
rent density is applied, there is an initial drop

(fig. S22A) in the CE as the dendritic surface and
SEI reconstructs. Subsequently, as the surface
smoothens (fig. S22B) and stabilizes, the CE rises
back up to a high value. The healing time can be
inferred from the time (~2 to 3 hours in fig. S22A)
that it takes for the CE to recover back to a high
value after the initial dip. This healing time is
expected to vary as a function of the applied cur-
rent density. In addition to duration of healing,
the frequency at which the healing treatment is
repeated is also an important parameter, espe-
cially for minimizing the drying of the electrolyte.
Our results showcase a promising path toward
the effective deployment of Li metal electrodes in
rechargeable batteries.
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AMPHIBIAN DISEASE

Shifts in disease dynamics in a
tropical amphibian assemblage are
not due to pathogen attenuation
Jamie Voyles,1* Douglas C. Woodhams,2,3 Veronica Saenz,4 Allison Q. Byrne,5

Rachel Perez,6 Gabriela Rios-Sotelo,1 Mason J. Ryan,1,7 Molly C. Bletz,2

Florence Ann Sobell,8 Shawna McLetchie,8 Laura Reinert,8 Erica Bree Rosenblum,5

Louise A. Rollins-Smith,8 Roberto Ibáñez,3,9 Julie M. Ray,10 Edgardo J. Griffith,11

Heidi Ross,3 Corinne L. Richards-Zawacki3,4

Infectious diseases rarely end in extinction.Yet the mechanisms that explain how epidemics
subside are difficult to pinpoint.We investigated host-pathogen interactions after the
emergence of a lethal fungal pathogen in a tropical amphibian assemblage. Some amphibian
host species are recovering, but thepathogen is still present and is as pathogenic todayas itwas
almost a decade ago. In addition, some species have defenses that aremore effective now than
they were before the epidemic.These results suggest that host recoveries are not caused by
pathogen attenuation andmay be due to shifts in host responses. Our findings provide insights
into the mechanisms underlying disease transitions, which are increasingly important to
understand in an era of emerging infectious diseases and unprecedented global pandemics.

H
ow do infectious disease outbreaks end?
Especially in highly lethal diseases, there
is often a shift from an outbreak (epi-
demic or epizootic phase) to a period when
hosts and pathogens coexist (endemic or

enzootic phase) (1). Resolving the mechanisms
that underpin such disease transitions is chal-
lenging because their dynamics hinge on com-
plex and interrelated factors, including the host,
the pathogen, and their shared environment
(1, 2).
The amphibian disease chytridiomycosis pro-

vides a model to investigate the mechanisms
underlying epizootic-enzootic transitions. The
fungal pathogen that causes chytridiomycosis,
Batrachochytrium dendrobatidis (Bd), has been
linked to population declines in amphibian spe-
cies around the world (3–5). We investigated a
chytridiomycosis epizootic-enzootic transition
in a tropical amphibian assemblage by tracking
shifts in species detection, community composi-
tion, and infection patterns, as well as host re-
sistance and pathogen virulence over time.
More than a decade ago, a series of Bd-driven

amphibian declines were documented at three
sites in Panamá (5–10) (Fig. 1A). These epizootic

events were characterized by increases in Bd
prevalencewith concomitant declines in amphib-
ian host densities (5–10). We conducted long-
term field surveys at these three sites (Fig. 1A)
(5–10). Within ~5 to 13 years after the epizootic
events, populations of some species began to
reappear, but Bdwas still present (11), suggesting
a shift to an enzootic phase of disease. We used
samples collected before, during, and after the
epizootic-enzootic transition and integrated com-
mon garden experiments and genomic sequenc-
ing to test for temporal shifts inBd pathogenicity.
We predicted that the mechanism(s) associated
with host recoveries would be a decrease in Bd
pathogenicity (pathogen attenuation) (table S1),
an increase in host resistance, or both.
To test whether the detection of individual

species changed over time, we used a binomial
generalized linear model to evaluate the pres-
ence or absence of 12 riparian species that were
driven to critically low levels, or putatively extir-
pated, by chytridiomycosis (10). We found that
nine amphibian species are recovering after a
period of no detection during the epizootic phase
(Fig. 1B and table S2) (10). Two species, variable
harlequin frogs (Atelopus varius) and common
rocket frogs (Colostethus panamansis) (Fig. 1B),
provide compelling examples of highly suscepti-
ble species that declined (8–10) and subsequently
recovered in the same locations (Fig. 1B).We also
used species community indices to evaluate
changes in the community composition similarity
over time. After the epizootic events, the number
of detected species increased, and host commu-
nity composition becamemore similar to that in
the pre-disease reference year (Fig. 1, C to E).
To test for changes in Bd infection patterns,

we collected 2035 diagnostic samples.We found
that Bd prevalence has decreased since the epi-
zootic events. Prevalence ofBd is now low among

amphibian host species at our three study sites
(Fig. 2A), within individual species (such as
C. panamansis) at a single site (Fig. 2, B and C),
and across wet and dry seasons (fig. S1).
To test for changes in Bd pathogenicity, we

conducted common garden experiments with
Bd isolates that were collected and cryo-archived
from two time points: one in 2004, during epi-
zootic events, and one in 2012–2013, after amphib-
ian communities exhibited signs of recovery (Fig.
1A). Bd isolates from these time points are here-
after referred to as “historic” and “contemporary”
isolates (table S3). We used identical procedures
to cryo-archive and revive all isolates (12). We
predicted that Bd attenuation would be charac-
terized by measurable changes in Bd phenotype,
immune evasion, disease outcome in live hosts,
and genomic structure (table S1).
To test whether historic and contemporary Bd

isolates differed in reproductive rate and pheno-
type, we estimated growth rates, zoosporangium
sizes, and densities of infectious zoospores. Growth
rates did not differ among isolates [linear mixed
model (LMM), F4,379 = 1.856, P = 0.117] (fig. S2A),
nor did zoosporangium sizes (LMM, F1,47 = 0.292,
P = 0.591). Moreover, all isolates reached their
maximum zoospore densities by days 5 to 6 of
growth and produced similar numbers of zoo-
spores (LMM, F1,120 = 1.968, P = 0.163) (fig. S2B).
To test whether historic and contemporary

Bd isolates differed in their capacities to evade
host defense mechanisms, we estimated the dif-
ferences in growth rates for isolates cultured in
the presence of anti-Bd skin secretions and in
the presence of supernatants from anti-Bd cu-
taneous bacteria (13, 14). The inhibitory effects
of skin secretions on Bd growth did not differ
amonghistoric and contemporary isolates (LMM,
F1,80 = 0.029, P = 0.865) (fig. S2C), indicating
that all isolates had comparable growth when
challenged with anti-Bd skin secretions. Sim-
ilarly, there was no difference inBd growthwhen
isolates were exposed to any of 18 bacterial super-
natants (LMM, F17,72 = 0.725,P= 0.768) (table S4).
Bd is known to produce factors that inhibit

proliferation and induce apoptosis in B and T
lymphocytes (15).We used a lymphocyte viability
assay to test the immunotoxicity of supernatants
collected from historic and contemporary Bd
isolates.We used two supernatant concentrations
that cause lymphocyte inhibition in other amphib-
ian species (15). The percentages of lymphocyte
inhibition did not differ among historic and
contemporary isolates, regardless of concentra-
tion (2.5× concentration, F1,6.3 = 0.838, P = 0.394;
5× concentration, F1,1.5 = 1.460, P = 0.282) (Fig.
3A and fig. S2D). These results suggest that
historic and contemporary Bd isolates have
similar capacities to evade and inhibit amphib-
ian immunity.
To test for differences in Bd pathogenicity in

live hosts, we conducted common garden expo-
sure experiments with two frog species,A. varius
and Litoria caerulea. For A. varius, we exposed
frogs to identical doses of three historic isolates,
three contemporary isolates, or a sham inocula-
tion (negative control) solution, for a total of seven
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treatment groups (16). We found no significant
differences among the Bd-exposed treatment
groups in prevalence (100%were infected), infec-
tion intensity (LMM, F1,135 = 0.020, P = 0.887)
(Fig. 3B), body condition (LMM, F1,207 = 2.625,
P = 0.107), or survival (100% mortality within
48 days; Cox regression, P = 0.331) (Fig. 3C). We
conducted a similar experiment using L. caerulea
and tested for differences in transmission rates
between directly and indirectly exposed frogs
(fig. S3). There were no significant differences
in infection intensity (LMM, F1,12 = 0.793, P =
0.391) or survival (Mantel-Cox, P = 0.87). We also
evaluated infection probability over time and
found no interaction between exposure methods
(direct and indirect) and isolate types (historic
and contemporary), indicating that infection prob-
abilities were similar regardless of exposure to

historic or contemporary isolates (LMM, F1,76 =
1.733, P = 0.192).
To investigate genetic diversity and relatedness

among Bd isolates, we used whole-genome se-
quencing. All isolateswerenestedwithin the global
pandemic lineage (17), and there was no phylo-
genetic substructure or signature of temporal
divergence among historic and contemporary
isolates (fig. S4).We also evaluated chromosomal
copy number variation (CNV) among isolates be-
cause gain and loss of chromosomal segments is
a proposed mechanism for shifts in Bd pathoge-
nicity (17, 18). We found an overall signal of dip-
loidy for all isolates (fig. S5) andno shared patterns
of CNV among historic and contemporary Bd iso-
lates. Thus, genomic data provided no evidence
for differentiation, or shifts in Bd pathogenicity,
among historic and contemporary Bd isolates.

Testing for shifts in host defensive capacities
wasmore challenging becausewe could not use a
common garden approach with live hosts. Instead,
we used samples of skin secretions that are in-
dicative of host resistance (13). We compared the
Bd-inhibitory effects of skin secretions from pre-
disease and enzootic populations at different
geographic locations (13) and from captive
A. varius frogs (frogs moved to captive breeding
programs before Bd emergence and therefore Bd
naïve) and wild, Bd-infected enzootic popula-
tions (11). The levels of inhibitory effectiveness
differed among species (LMM, F5,109 = 5.501,
P < 0.001) and between disease phases (F1,109 =
5.131, P = 0.025) (Fig. 4A). Also, inhibitory ef-
fectiveness was greater in samples from wild
A. varius than in those from frogs in captivity
(t test, t7 = 44.68, P < 0.001) (Fig. 4B). Though
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Fig. 1. Amphibian responses to chytridiomycosis outbreaks in
Panamá. (A) Map of disease outbreaks in 2004 at El Copé (site 1), 2006
at El Valle (site 2), and 2007 at Altos de Campana (site 3). (B) Proportions
of surveys in which amphibian species were detected across three

disease phases. (C to E) Changes in similarity of community composition
over time, evaluated with two indices, the Jaccard classic index (closed
shapes) and the Sorensen classic index (open shapes). Indices show
community similarity relative to the pre-disease year.

Fig. 2. Prevalence of Bd at three sites and within a single amphibian
host species. (A) Community prevalence levels with 95% confidence
intervals (CI) for the three study sites in Fig. 1A. Data for the pre-disease

and epizootic phases were obtained from published sources (5–10).
(B and C) Prevalence in C. panamansis [pictured in (C)] with 95%
confidence intervals over three disease phases at site 1.
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many host factors warrant investigation, these
results support the hypothesis that shifts in host
resistance may be contributing to the recovery
of some amphibian species.
Overall, our study reveals that some species

have recovered in the 11 to 13 years since the
initial chytridiomycosis epizootic events at three
Panamanian study sites. Although these recov-
eries represent a subset (~20% at El Copé) of all
the species that declined, they nonetheless pro-
vide key insights into the mechanisms driving
the epizootic-enzootic transition. Specifically,
host recoveries are associated withmarked shifts
in prevalence but no evidence of attenuated
pathogenicity in Bd. Some recoveries could be
explained by upslope dispersal and recolonization
of frogs from lowland populations. However,
there is currently no evidence that lowland
populations are more resistant to Bd infection,
and this explanation is unlikely for montane en-
demics that lack low-elevation source populations
(such as Agalychnis lemur, Hyalinobatrachium

vireovittatum, and Hyloscirtus colymba). An ad-
ditional plausiblemechanism is that some species
persisted at low numbers and subsequently in-
creased in abundance, possibly because of evo-
lution in host defenses.
Our results, along with those from studies of

other highly virulent disease systems (19, 20), sug-
gest that some disease dynamics may be driven
largely by host factors (e.g., standing genetic var-
iation or the capacity to rapidly evolve effective
pathogen resistance), particularly when infectious
agents remain highly pathogenic. Such insights
are increasingly important for understanding spa-
tiotemporal shifts in host-pathogen interactions,
especially in this extraordinary time of emerg-
ing infectious diseases that threaten plant, ani-
mal, and human health (1, 21).
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Fig. 3. Comparisons of three historic and three contemporary
isolates of Bd for immunotoxicity, infection intensity, and survivorship
in live hosts. (A) Percentages of lymphocyte inhibition (means ± SEM) by

historic and contemporary Bd supernatants. (B and C) Infection intensity
[mean plasmid equivalents (PE) ± SEM] (B) and survivorship of A. varius
(C) after exposure to historic and contemporary Bd isolates. d, day.

Fig. 4. Comparisons of the levels of effectiveness of skin secretions from amphibian hosts
against Bd. Percentages of inhibitory effectiveness (means ± SEM) for skin secretions from six
species at the pre-disease and enzootic disease stages (A) and from wild (Bd-infected) and
captive-bred (Bd-naïve) A. varius populations (B). Numbers in parentheses above the bars are
sample sizes for each species.
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IRON HOMEOSTASIS

Erythrocytic ferroportin reduces
intracellular iron accumulation,
hemolysis, and malaria risk
De-Liang Zhang,1 Jian Wu,2 Binal N. Shah,3 Katja C. Greutélaers,4 Manik C. Ghosh,1

Hayden Ollivierre,1 Xin-zhuan Su,2 Philip E. Thuma,5 George Bedu-Addo,6

Frank P. Mockenhaupt,4 Victor R. Gordeuk,3 Tracey A. Rouault1*

Malaria parasites invade red blood cells (RBCs), consume copious amounts of hemoglobin,
and severely disrupt iron regulation in humans. Anemia often accompanies malaria disease;
however, iron supplementation therapy inexplicably exacerbates malarial infections. Here
we found that the iron exporter ferroportin (FPN) was highly abundant in RBCs, and iron
supplementation suppressed its activity. Conditional deletion of the Fpn gene in erythroid
cells resulted in accumulation of excess intracellular iron, cellular damage, hemolysis,
and increased fatality inmalaria-infectedmice. In humans, a prevalent FPNmutation,Q248H
(glutamine to histidine at position 248), prevented hepcidin-induced degradation of FPN
and protected against severe malaria disease. FPN Q248H appears to have been positively
selected in African populations in response to the impact of malaria disease. Thus, FPN
protects RBCs against oxidative stress and malaria infection.

H
umans have coevolved with malaria par-
asites of the genus Plasmodium formillen-
nia (1). Plasmodia invade red blood cells
(RBCs) and feed onhemoglobin, and thus,
malaria infection profoundly disrupts iron

homeostasis, as erythroblasts consume 90% of
the daily available iron to produce RBCs. Para-
doxically, malaria parasites cannot acquire iron
from intact heme (2–5), leaving iron released by
hemoglobin autoxidation as the most likely iron

source for plasmodia (6–8). Furthermore, for un-
known reasons, iron supplementation exacer-
bates the severity ofmalarial infections (3, 9–11).
However, mechanistic understanding of iron ho-
meostasis in RBCs is surprisingly incomplete be-
causemost iron homeostasis proteins are absent
in mature RBCs (12, 13).
Ferroportin (FPN) is the only known iron ex-

porter in mammalian cells; it transports iron
from enterocytes, hepatocytes, and splenic mac-

rophages into the blood to optimize systemic
iron homeostasis (14, 15). FPN expression is reg-
ulated in nucleated cells at the translational level
by iron regulatory proteins and also posttransla-
tionally by hepcidin, a systemic iron regulatory
hormone, to optimize plasma iron homeostasis
(16, 17). Recently, we found that FPN was highly
expressed in erythroblasts (18, 19). Thus, we hy-
pothesized that FPN is probably present in ma-
tureRBCs to export iron generated by hemoglobin
autoxidation and thereby protect against iron
accumulation, as well as malaria infection.
Confirming our hypothesis, immunoblots with

different FPN antibodies detected a strong sig-
nal in bothmouse and human RBCs, indicating
that FPN was present in mature RBCs (Fig. 1A).
Next, we deleted the Fpn gene specifically in
erythroblasts (fig. S1, A to D) (14, 20), which
reduced FPN to a faint signal in RBCs of Fpn
knockout (KO) (Fpnfl/fl;ErCre+/−) mice (Fig. 1B).
In purified cells, the intensity of the FPN signal
from RBCs was about 40% of that from erythro-
blasts, whereas other iron-regulatory proteins,
including transferrin receptor 1, divalent metal
transporter 1, and iron regulatory protein 1, were
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Fig. 1. FPN is highly abundant on
mature RBCs, and its activity is
inhibited by iron supplementation
and hepcidin. (A) Immunoblots
with four different FPN antibodies
showed that FPN protein was
present in membrane fractions
of human and mouse RBCs. Actin
is present as a loading control.
(B) FPN protein levels were reduced in
RBCs of erythroblast-specific
Fpn KO mice. (C) FPN was about half as
abundant in RBCs as in erythroblasts,
but other iron metabolism proteins,
including transferrin receptor 1 (TfR1),
divalent metal transporter 1 (DMT1), and
iron regulatory protein 1 (IRP1), were
absent in RBCs (total lysate). Cells were
purified by flow cytometry from bone
marrow (fig. S2). Bottom image shows
Ponceau S staining as a loading control.
NonEryth, nonerythroblasts; Eryth, erythro-
blasts; Retic, reticulocytes. (D) Export of
Fe55 by WTand Fpn KO RBCs was measured after 1 hour at 37°C, at 37°C with 1 mg/ml hepcidin (hep), or at 4°C. Mean ± 95% confidence interval (CI); n = 3.The
experiments were independently repeated three times. Significance was determined by two-way analysis of variance (ANOVA) and Sidak’s multiple
comparisons test. ****P < 0.0001; ns, not significant. (E) FPN levels were lower in membranes of RBCs from mice treated on high-iron
diets (high) versus low-iron diets (low). Each lane represents a sample from one individual mouse. (F and G) FPN levels in total lysates of
(F) erythroblasts and (G) RBCs treated ex vivo without (cont) orwith 1 mg/ml hepcidin (hep) for 24 hours.Two independent replicates are shown in adjacent
lanes. Numbers to the right of immunoblots are in kDa.
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not detected in RBCs (Fig. 1C and fig. S2). We
further evaluated FPN abundance in a mass-
spectrum database of human RBC membranes,
which included healthy controls and Diamond-
Blackfan anemia (DBA) patients (Table 1 and
table S1) (21), and estimated that FPN occurred
at 54,000 copies per cell, an amount greater than

that of the integral RBCmembrane protein com-
ponent glycophorin C. These results indicated
that FPN was highly abundant in mature RBCs.
To evaluatewhether FPN onRBCmembranes

was a functional iron exporter, we loaded RBCs
with the radioisotope 55Fe andmeasured its efflux
to themedium (Fig. 1D).Within 60min,wild-type

(WT) RBCs exported 43% of 55Fe to the medium
compared with 18% exported by Fpn KO RBCs,
indicating that erythrocytic FPN exported iron.
Surprisingly, exogenous hepcidin reduced 55Fe
export from 43 to 30% (Fig. 1D), indicating that
hepcidin inhibited FPN activity inmature RBCs.
In animals fed on a high-iron diet, FPN levels
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Fig. 2. Fpn knockout in erythroblasts leads to RBC iron overload and
intravascular hemolysis. (A) Plasma of WTand Fpn KO mice after storing
blood samples for 20 hours at 4°C showed increased hemolysis of
Fpn KO RBCs. (B) Free-hemoglobin levels in plasma of WT, heterozygote
(HET), and Fpn KO mice. Significance determined by one-way ANOVA
and Tukey’s multiple comparisons test. A540, absorption at 540 nm;
a.u., arbitrary units. (C) Labile iron pool (LIP) and (D) ferritin levels were
dramatically increased in RBCs of Fpn KO mice. MFI, median fluorescence
intensity. (E) Representative flow cytometry of reactive oxygen species
(ROS) in RBCs of WTand Fpn KOmice and (F) quantification of ROS levels in
RBCs of WTand Fpn KO mice after stimulation by H2O2 at different micro-
molar concentrations. n = 8. CM-H2DCFCA is a ROS indicator. (G) Osmotic
fragility of RBCs, n = 9. (H) RBC life span of Fpn KOmice, n = 9. (I) Survival of

ex vivo biotin-labeled WTand Fpn KO RBCs in the same WTmice (fig. S9).
(J) Immunoblots showing FPN levels in the aging process of theRBCsof three
WTand three Fpn KO mice in vivo. Sulfo-NHS-LC-Biotin was injected
intravenously to label all RBCs, and after 0, 2, 5, and 7 weeks (wk), biotinylated
RBCs were purified and FPN levels were then measured with immunoblots
in total lysates. Ponceau S staining (bottom) is shown as a loading control.The
increase of FPN levels in RBCs of Fpn conditional KO mice indicated that
the few FPN-expressing RBCs survived longer than Fpn-null RBCs and were
proportionally enriched over time (fig. S10). (K) Serum haptoglobin (HP) was
depleted in Fpn KOmice. Data are presented as mean ± 95% CI. Significances
for (F) to (H) were determined by two-way ANOVA and Sidak’s multiple
comparisons test; significances for (I) and (K) were determined by Welch’s
t test. *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.
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decreased inRBCs, ashepcidin expression increased
(Fig. 1E, fig. S3A). Exogenous hepcidin treatment
decreased FPN levels in erythroblasts (Fig. 1F), in
which the degradation apparatus is intact, but
not inRBCs (Fig. 1G), which lack the proteasomal
degradation pathway for hepcidin. Together with
findings in DBA patients (22) (Table 1 and table
S1) and sickle cell disease patients (23) (fig. S3,
B and C), we observed that RBC FPN levels in-
versely correlated with hepcidin expression, likely
owing to the regulation of FPN in erythroblasts
(Fig. 1F). Hepcidin inhibited FPN iron-export
activity (Fig. 1D) but did not change FPN abun-
dance onRBCs (Fig. 1G), indicating that hepcidin
binding sterically suppressed the iron-export
activity of FPN (24, 25).
Fpn knockout increased non-heme iron con-

tent and intracellular ferritin levels of erythro-
blasts (fig. S1, E and F) and resulted in a mild
compensated anemia and extramedullary eryth-
ropoiesis (figs. S4 to S6 and table S2). The ane-
mia was not caused by a defect of erythroblast
differentiation (fig. S7) but instead by the in-
creased fragility and hemolysis of the mature
RBCs, as evidenced by the 2.5-fold increase of
free plasma hemoglobin after storage at 4°C for
20 hours (Fig. 2, A and B, and fig. S8A). Con-
sistently, we found that the labile iron pool of
Fpn KO RBCs increased by 80% (Fig. 2C), and
non-heme iron and ferritin levels (Fig. 2D and
fig. S8B) also significantly increased. Iron over-
load increased reactive oxygen species produc-
tion by 30% (Fig. 2, E and F), which damaged
RBC plasma membranes, as shown by increased
annexin V staining (fig. S8C) and osmotic fra-
gility (Fig. 2G). Consequently, the RBC half-life
was reduced from 25 days inWTmice to 14 days
in Fpn KO mice (Fig. 2H). The shorter life span
was attributable to a cell-autonomous defect of
FpnKORBCs, because only 80%of FpnKORBCs
remained in the circulation relative to WT RBCs
when their survival was compared in the same
animal (Fig. 2I and fig. S9) and the few remain-
ing WT RBCs in the conditional KO mice in-
creased in proportion during the RBC aging
process (Fig. 2J and fig. S10). Consistently, serum
haptoglobin depletion (Fig. 2K and fig. S11A), in-

creased CD163 and heme oxygenase 1 expression
(figs. S11, B and C, and S5F), and iron overload
observed in splenic macrophages, Kupffer cells,
and renal proximal tubules (fig. S11D) indicated
that FpnKOmice were suffering from hemolytic
anemia. These results showed that FPNwas crit-
ical for exporting free iron to maintain the in-
tegrity of mature RBCs.
The high abundance of FPN on RBCs, its ef-

fects onRBC iron status, and its down-regulation
by iron supplementation could therefore influence
the growth of malaria parasites (3–5, 9, 10, 26).
To test this hypothesis, we intravenously injected
WTandFpnKOmicewithPlasmodiumyoelii YM,
a lethal murine malaria strain. Fpn KO mice
had 60%more parasite-infected RBCs thanWT
mice on multiple successive days after infection
(Fig. 3A), and they died more rapidly after in-
fection (Fig. 3B).We next infectedmultiplemice
with P. chabaudi chabaudi AS, a murine strain
that almost exclusively infects mature RBCs
(fig. S12). Consistently, the parasitemia of Fpn
KO mice was higher than that of WT mice from
days 3 to 6, before reticulocyte numbers increased
and mature RBCs declined (Fig. 3C and fig. S12).
Becausemalaria has long driven the evolution

of the human genome (1), we hypothesized that

mutations that increased FPN levels would pro-
tect humans frommalaria infection and be evo-
lutionarily enriched inmalaria-endemic regions.
The FPN Q248H (glutamine to histidine at posi-
tion 248)mutation occurs in sub-SaharanAfrican
populationswith a heterozygote prevalence of 2.2
to 20%, depending on location (27–29). The mu-
tation renders FPN resistant to hepcidin-induced
degradation (30), and carriers have lower hemo-
globin concentrations than controls (29), consist-
ent with our hypothesis that high FPN levels in
erythroblasts export iron and diminish hemoglo-
bin production (18, 19). After screening 27 African
Americans, we found threeQ248Hheterozygotes.
Immunoblot analyses confirmed that FPN levels
were increased in the RBCs of Q248H hetero-
zygotes relative to control donors (fig. S13), in-
dicating that the mutation could have as yet
unknown health consequences in carriers of
African descent.
We then analyzed the parasitemia of 66 hos-

pitalized Zambian children with uncomplicated
P. falciparummalaria who were <6 years of age
(Table 2 and table S3) (31, 32). The Q248H mu-
tation was observed in 19.7% of the children
(12 heterozygotes, 1 homozygote). Compared
to patients with a WT allele, who had a median
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Table 1. Mass spectrum analysis shows high abundance of FPN in RBC membrane fractions.
Protein copy number in RBC membrane fractions of control and DBA patients, as reported in

mean ± SEM. Data are normalized to Band3, an abundant RBC membrane protein; thus, SEM

is not applicable for Band3. Protein 4.1, a major erythrocyte membrane skeleton protein; GLUT1,
glucose transporter 1; GYPC, glycophorin C; CYBRD1, cytochrome b reductase 1. See table S3 for

details. NA, not applicable.

Protein Control group (n = 4) DBA group (n = 8) P value Rank*

Band3 1,000,000 1,000,000 NA 5
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Protein 4.1 321,088 ± 8,399 310,758 ± 5,080 0.291 8
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

GLUT1 153,326 ± 5,628 151,351 ± 2,637 0.720 18
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

FPN 54,082 ± 1,286 41,694 ± 3,025 0.019 54
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

GYPC 50,554 ± 2,919 49,348 ± 1,483 0.687 64
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

CYBRD1 25,158 ± 1977 22,212 ± 1521 0.278 257
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

*Rank represents the order of the protein on the list when sorted by protein abundance.

Fig. 3. FPN protects mice from severe malarial infection. (A) Parasitemia
(n = 5 for each group) and (B) survival curve (n = 13 for each group) of WT
and Fpn KO mice after P. yoelii YM infection. (C) Parasitemia of WTand Fpn
KO mice after P. chabaudi infection; n = 5 for WTand n = 7 for Fpn KO mice.

Data are presented asmean ± 95%CI. Statistical significances determined for
(A) and (C)with theHolm-Sidakmultiple comparisons testwith a =0.05. Survival
curves were analyzed with the log-rank test and Gehan-Breslow-Wilcoxon
test. *P < 0.05; **P < 0.01; ***P < 0.001; ****P < 0.0001.
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of 189,667 parasites/ml, Q248H patients had
28,000 parasites/ml (two-sided Fisher’s test and
chi-square test, P = 0.025). Q248H patients also
experienced less fulminant malaria, as mani-
fested by tolerance of longer fever times before
presentation to the hospital (median of 69
versus 37 hours, Q248H versus WT, P = 0.1).
Additionally, the hemoglobin concentrations
of Q248H patients were lower than those of pa-
tients with a WT allele (median of 8.8 versus
10.1 g/dl, Q248H versusWT, P = 0.1), which was
consistent with the possibility that increased
FPN abundance in Q248H carriers reduced the
amount of iron available for hemoglobin synthe-
sis (29, 30).
We next investigated the effects of the Q248H

mutation on malarial infection in 290 primipa-
rous Ghanaian women (Table 3 and table S4).
Primiparae are particularly prone to placental
malaria, because acquired immunity against
parasites adhering to the placental syncytio-
trophoblast is insufficiently developed in the
first pregnancy (33). Of 290 women, 8.6% were
Q248Hcarriers (24heterozygotes, 1homozygote).
Present or past placental P. falciparum infection
occurred less frequently inQ248Hcarriers (44.0%)
than in women with the respective WT allele

(70.2%,P= 0.007), even after adjusting by logistic
regression for known predictors of placental
malaria (34). The apparent protection that the
Q248H mutation conferred against malaria in-
fection was also seen in the analysis of periph-
eral blood samples (44.0 versus 60.4%, P = 0.11),
even though analysis of peripheral blood is rel-
atively insensitive for diagnosingmalaria in preg-
nant women.
We found that the iron exporter FPN was

highly abundant on mature RBCs. FPN prevents
erythrocytic iron accumulation and concomitant
oxidative stress and protects RBCs against ma-
larial infection (fig. S14). FPN on mature RBCs
was abundant under conditions of iron defi-
ciency but diminished with iron supplemen-
tation. Its activity was inhibited by hepcidin,
which would increase the labile iron pool within
RBCs and promote the growth of plasmodial
parasites. These findings help to explain why iron
deficiency protects against malarial infection,
why iron supplementation promotes malaria-
related hospitalization and mortality, and why
the Q248H mutation may have undergone posi-
tive selection in African populations of malaria-
endemic regions, among other protectivemutations
(9, 10, 35).
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Table 3. FPN Q248H mutation protected from malarial infection in primiparous Ghanaian
women. Proportion of P. falciparum infection among primiparous Ghanaian women with live singleton
delivery and either WTor Q248H FPN. Proportions were compared between groups by chi-square

test. PCR, polymerase chain reaction.

Characteristic
All

(n = 290)

WT

(n = 265)

Q248H*

(n = 25)
P value

Past or present

placental infection†
197/290

(67.9%)

186/265

(70.2%)

11/25

(44%)
0.007

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

Placental blood

P. falciparum PCR positivity

188/290

(64.8%)

177/265

(66.8%)

11/25

(44%)
0.03

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

Peripheral blood

P. falciparum PCR positivity

171/290

(59%)

160/265

(60.4%)

11/25

(44%)
0.11

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ..

*24 heterozygotes, 1 homozygote. †Microscopic detection of placental parasitemia or malaria pigment,
or a positive PCR result on placental blood samples.

Table 2. FPN Q248H mutation was associated with reduced parasitemia in Zambian children
with uncomplicated malaria. Characteristics of Zambian children with uncomplicated malaria

(hematocrit >18% and Blantyre coma score = 5) and either WT or Q248H FPN. Results are
presented as median interquartile range. Significances analyzed with Fisher’s exact test and

chi-square test.

Characteristic
WT

(n = 53)

Q248H*

(n = 13)
P value

Fever duration before

presentation (hours)

37

(21 to 70)

69

(24 to 113)
0.1

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Asexual parasites in

peripheral blood (parasites/µl)

189,667

(37,108 to 256,129)

28,000

(11,813 to 107,034)
0.025

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Hemoglobin (g/dl)
10.1

(8.2 to 11.1)

8.8

(6.6 to 10.3)
0.1

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

*12 heterozygotes, 1 homozygote.
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NEUROSCIENCE

Hippocampal ripples
down-regulate synapses
Hiroaki Norimoto,1,2 Kenichi Makino,1* Mengxuan Gao,1* Yu Shikano,1

Kazuki Okamoto,1 Tomoe Ishikawa,1 Takuya Sasaki,1 Hiroyuki Hioki,3,4

Shigeyoshi Fujisawa,2† Yuji Ikegaya1,5†

The specific effects of sleep on synaptic plasticity remain unclear.We report that mouse
hippocampal sharp-wave ripple oscillations serve as intrinsic events that trigger long-lasting
synaptic depression. Silencing of sharp-wave ripples during slow-wave states prevented the
spontaneous down-regulation of net synaptic weights and impaired the learning of new
memories.The synaptic down-regulation was dependent on the N-methyl-D-aspartate receptor
and selective for a specific input pathway.Thus, our findings are consistent with the role of
slow-wave states in refining memory engrams by reducing recent memory-irrelevant neuronal
activity and suggest a previously unrecognized function for sharp-wave ripples.

H
ippocampal and neocortical plasticity dur-
ing the awake state is dominated by net syn-
aptic potentiation, whereas plasticity during
sleep, especially during slow-wave (SW) sleep,
is dominated by net synaptic depression

(1, 2). These circadian alternations in synaptic
weightsmanifest a homeostatic balancing function
for sleep (3, 4); however, the mechanisms behind
the synaptic downscaling during SW states remain
to be identified. During SW states—which include
SW sleep, awake immobility, and consummatory
behavior—the hippocampus spontaneously emits
transient high-frequency field oscillations called
sharp-wave ripples (SWRs) (fig. S1). SWRs repre-
sent the reactivation of neurons involved in recent-
ly acquired memory (5) and contribute to memory
consolidation (6–9). Although memory consolida-
tionmay rely on synaptic plasticity, no consensus
has yet been reached on the relationship between
SWRs and synaptic plasticity (10–12).
We first investigated whether suppression of

SWRs affects the synaptic down-regulation that
occurs during SW states. We allowed mice to
explore novel environments for 30 min before
sleep because SWRs are known to occur more
frequently after spatial learning (13). Indeed, the
30-min exploration increased the SWR event
frequencies from 0.48 ± 0.03 Hz under naïve
conditions to 0.88 ± 0.07 Hz (mean ± SEM of
eight trials from three mice; P = 3.1 × 10−8, t7 =
6.56, paired t test). The SWR increase may reflect
the strengthening of synaptic weights in the
learning process (14).We thenperturbed the SWRs

during SW states for 7 hours by using optogenetic
feedback stimulation triggered upon the online
detection of ripples in local field potentials (LFPs)
recorded from the hippocampal CA1 region (Fig. 1A)
(15). Simultaneous LFP recordings and electromyo-
grams revealed that 84.6 ± 2.9% of the SW periods
over 7 hours coincided with SW sleep, whereas
the remaining SW periods were detected during
awake immobility or consummatory behavior.
Feedback illumination but not time-mismatched
control illuminationwith randomdelays ranging
from 80 to 120 ms to the dorsal CA3 region of
somatostatin (SOM)::channelrhodopsin2 (ChR2)
transgenicmice (Fig. 1B) reduced both ripple power
(Fig. 1C) and the firing rates of CA1 pyramidal
cells during the SWRs (Fig. 1C). This closed-loop
technique silenced 97.7 ± 1.8% of the total SWRs
(mean ± SEM of 10 trials from five mice). We
measured field excitatory postsynaptic potentials
(fEPSPs) from the CA1 stratum radiatum while
single-pulse field stimulation was applied every
20 s to the Schaffer collaterals, which per se did
not induce SWRs. Consistent with previous studies
(1), the fEPSP slopes inno-light control anddelayed
control groups gradually decreased during the SW
periods, but this spontaneous synaptic depression
did not occur in the SWR-silenced mice (Fig. 1D).
Neither the total sleep length nor the percentage
occupied by each brain state differed between the
groups (fig. S2), but the event incidence of SWRs
remainedhigher in the SWR-silenced group (fig. S3).
After the SWRs were silenced for 7 hours, ani-

mals were tested in an object-place recognition
task that consisted of two phases (Fig. 1E). During
the first encoding phase, mice explored a familiar
open arena with two identical novel objects, and
none of the mouse groups exhibited a preference
for one object over the other (fig. S4). The second
recall phase, inwhich one of the objectswasmoved
to a previously empty location,was conducted after
a 2-hour resting period in the home cages. In this
phase, the SWR-silenced group did not discrim-
inate between the relocated and unmoved objects
(Fig. 1F). Thus, object-place learningwas disturbed
after SWR silencing during SW states.

To more directly examine whether SWRs in-
duce synaptic depression,we used obliquely sliced
hippocampal preparations (16), which spontane-
ously emit SWRs (fig. S5). Slices prepared from
animals that had explored a novel environment
for 30 min exhibited higher SWR event frequen-
cies than slices from naïve mice (fig. S5). There-
fore, in the following experiments, we used slices
from animals after exploration. Single-pulse field
stimulationwas applied to the Schaffer collaterals,
and fEPSPs were recorded from the CA1 stratum
radiatum. The fEPSP slopes were spontaneously
reduced over time, and this reduction was inhib-
ited by bath application of 50 mM D-AP5, an N-
methyl-D-aspartate receptor (NMDAR) antagonist
(fig. S6A). Thus, the spontaneous depression re-
flected actively occurring synaptic plasticity (17)
rather than deterioration of the slice prepara-
tions or synaptic fatigue. We also prepared con-
ventional horizontal hippocampal slices, which
do not emit SWRs (16). Although these slices did
not exhibit spontaneous synaptic depression (fig.
S6B), even without SWRs, synaptic depression
was inducible in a D-AP5–sensitivemanner when
the Schaffer collaterals were repetitively stimu-
lated at event timings of the SWRs recorded in
vivo after spatial exploration but not under naïve
conditions without exploration (fig. S7).
We used slices prepared from SOM::ChR2mice

to conduct closed-loop SWR inhibition (Fig. 2A).
Blue light pulsed upon SWR detection suppressed
the firing rates of the neurons during SWRs
(Fig. 2B). The SWR silencing prevented spontane-
ous synaptic depression, whereas control stimu-
lation with a delay of 100 ms failed to replicate
this effect (Fig. 2C).
We next attempted to confirm the spontaneous

synaptic depression in SWR-emitting slices at the
single-synapse level. The head sizes of dendritic
spines are correlatedwith synaptic strength (18, 19)
and are subject to shrinkage during NMDAR-
dependent long-termdepression (20).We therefore
examinedwhether spine shrinkage accompanied
the spontaneous synaptic depression.We prepared
oblique hippocampal slices fromThy1-mGFPmice
and performed two-photon imaging of spines
on the apical dendrites of CA1 pyramidal cells for
180 min (fig. S8A). The mean head volume of the
spines decreased spontaneously as a function of
time, an effect that was blocked by 50 mM D-AP5
(fig. S8B). Themean density of the spines did not
change, indicating that few spines disappeared
during the recording time (P = 0.686, U = 6.00,
Mann-Whitney U rank sum test). As spines are typ-
ically categorized into thin, stubby, and mushroom
types, we separately analyzed spine shrinkage for
these types (fig. S8C, left). Thin and stubby spines
shrank in a D-AP5–sensitive manner, but mush-
room spines maintained their volumes through-
out our observation period (fig. S8C, right).
Given the heterogeneity and specificity in spine

shrinkage, we reasoned that patterns of CA1
neuronal activity may also be modulated in an
NMDAR-dependent manner, because individ-
ual synaptic weights collectively orchestrate
patterns of neuronal activity (21). Arc-dVenus trans-
genic mice (22) were allowed to freely explore a
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Fig. 1. SWR silencing prevents spontaneous synaptic depression during
SW states and impairs subsequent spatial memory acquisition.
(A) Schematic illustration of closed-loop SWR silencing. CA1 ripples were
detected in real time after the experimental onset, triggering blue-light
illumination targeting the bilateral dorsal CA3 region. s.r. stim, stratum
radiatum stimulation. (B) (Left) Representative confocal image showing
SOM::ChR2–enhanced yellow fluorescent protein (EYFP) expression in a
hippocampal section that was counterstained with fluorescent Nissl. The boxed
region is magnified in the top right image. Scale bars, 100 mm (top right) and
50 mm (bottom). DG, dentate gyrus. The top left image illustrates inhibition of
a pyramidal neuron (PN) by SOM-positive interneurons. (Right) Whole-cell
patch clamp recording showing that blue-light illumination suppressed current
injection-evoked spiking in pyramidal cells. n = 5 cells in five slices from three
mice. (C) (Left) Examples of the online feedback illumination (top) and control
illumination with a delay (bottom). Scale bars, 0.2 mV (vertical) and 50 ms
(horizontal). (Right) SWR silencing via SOM activation suppressed the ripple
size (top) and SWR-locked units (bottom) recorded from CA1 shanks. Delayed
illumination was used as a control. Kolmogorov-Smirnov test: **P = 2.7 × 10−154,

D3693 = 0.437, n = 1731 (silencing) and 1962 (delayed) ripples from six mice
each. Mann-Whitney U rank sum test: P = 1.0 × 10−3, U = 3477.0, n = 18
(silencing) and 21 (delayed) cells from six mice. (D) Time course of the fEPSP
slopes normalized at 0 min. SWR silencing during SW states suppressed the
spontaneous fEPSP attenuation that occurred in the control groups.The images
at left show typical fEPSP traces at times 1 and 2. Scale bars, 2 mV (vertical)
and 5 ms (horizontal). Two-way analysis of variance (ANOVA), n = 6 mice each:
**P = 5.5 × 10−4, F1,28 = 15.19 versus no-light control; **P = 1.2 × 10−3, F1,30 =
12.90 versus delayed control. (E) Behavioral paradigm. After SWR silencing in a
home cage for 7 hours, mice were exposed to two identical objects for 10 min
(encoding phase). After a 2-hour rest in the home cage, the mice were allowed
to explore the same arena for 3 min with one of the objects relocated to the
opposite corner (recall phase). The preferential exploration of the relocated
object was measured as memory recall. (F) Discrimination indices during the
recall phase were computed during the first 3 min of exploration. The
SWR-silenced mice did not discriminate between the objects. Tukey’s test after
one-way ANOVA, n = 6 or 7 mice: *P = 0.031, Q3,16 = 4.00 versus no-light
control; *P = 0.033, Q3,16 = 3.96 versus delayed control.

Fig. 2. Inhibiting hippocampal neurons during SWR impairs spontaneous
synaptic depression in SWR-emitting slices. (A) Experimental procedures
for recording fEPSPs at CA3 and CA1 synapses and silencing SWRs. SWRs and
fEPSPs in the CA1 region were monitored in hippocampal slices prepared
from SOM::ChR2-EYFP transgenic mice. A stimulating electrode was placed on
the CA1 stratum radiatum to stimulate Schaffer collateral (SC) afferents. As
SWRs were detected online, blue-light pulses were applied through an objective
lens located over the CA3 region. Str. rad., stratum radiatum; Str. pyr., stratum
pyramidale. (B) (Left) Examples of online feedback illumination (top) and

control illumination with a delay of 100 ms (bottom). Cyan boxes indicate the
periods of light illumination. (Right) SOM activation during SWRs, but not
outside of SWRs, suppressed SWR-locked multiunits. Z test for comparing two
counts, n = 3197 and 863 events: **P = 4.0 × 10−13. (C) Time course of the
fEPSP slopes after closed-loop illumination. SWR silencing but not delayed
control impaired the spontaneous fEPSP depression. The slopes were
normalized to the 10-min baseline values.The insets show typical fEPSP traces
at times 1 and 2. Scale bars, 0.3 mV (vertical) and 20 ms (horizontal).Two-way
ANOVA, n = 5 slices: **P = 3.1 × 10−15, F1,237 = 71.3.
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novel environment for 30min (Fig. 3A) andwere
euthanized for hippocampal slice preparations.
Cells positive for the modified yellow fluorescent
protein dVenus (dVenus+) putatively corresponded
to neurons that had been activated during the
exploration of the novel environment (16). We
monitored the activity of CA1 neurons by func-
tional calcium imaging while recording CA1 LFPs

(Fig. 3B). Although dVenus+ and dVenus− neurons
were both activated during SWRs, dVenus+ neu-
rons tended to be more likely to participate in
SWRs than dVenus− neurons (Fig. 3C). After
40 min, this difference increased further; that is,
the SWR participation probability (the mean
probability that a given cell exhibited a calcium
transient during a given SWR event) became

significantly higher for dVenus+ cells than for
dVenus− cells, mainly through a decrease in the
probability of the SWR participation probability
in dVenus− cells (Fig. 3D). The participation prob-
ability of neither dVenus+ nor dVenus− cells was
altered by treatment of slices with D-AP5 (Fig.
3E). Thus, the proportion of dVenus+ cells in the
cells activated during SWRs increased over time.

Norimoto et al., Science 359, 1524–1527 (2018) 30 March 2018 3 of 4

Fig. 3. NMDAR regulates the refinement of in vitro
engram reactivation. (A) Experimental procedures for
the in vitro SWR assay using hippocampal slices
prepared from Arc-dVenus mice that had explored a
novel environment for 30min. (B) (Top) Calcium imaging
from dVenus+ and dVenus− CA1 neurons loaded with
Fura-2AM. (Bottom) Three representative traces of the
Fura-2AM–loaded neurons. F, fluorescence. (C) Repre-
sentative raster plot of 39 simultaneously recorded CA1
cells around 0 and 40 min. The first set of images was
taken 5 min after the SWR event frequency reached
0.80 Hz (see materials and methods for details). (D) The
participation probability of dVenus− neurons during
SWRs (participation rates) was smaller at 40 min than at
0 min, whereas the participation probability of dVenus+

neurons did not change over time. dVenus− at 0 min
versus dVenus− at 40 min: **P = 8.0 × 10−5, U = 15,991;
dVenus+ at 40 min versus dVenus− at 40 min: **P =
3.2 × 10−5, U = 1960; Mann-Whitney U rank sum test
with Bonferroni’s correction. Error bars indicate SEM of
192 dVenus− and 31 dVenus+ cells. (E) The participation
probability of neither dVenus+ nor dVenus− neurons in
slices treated with 50 mM D-AP5 differed between 0
and 40 min. dVenus+: P = 0.47, U = 488.5; dVenus−: P =
0.34, U = 10,571. Error bars indicate SEM of 39 dVenus−

and 145 dVenus+ cells.

Fig. 4. NMDAR regulates the refinement of
memory reactivation. (A) Time course of the
experimental procedures. (B) Examples of
representative spike events in a sleep session.
The red rectangles indicate spikes of neurons that
had place fields in the novel environment.
The top traces represent ripple-band LFPs.
(C to E) (Top) Color-coded rate maps for neurons
with place fields in the home cage (C) and
novel environment (D) and for other nonplace cells
(E). The numbers above the maps represent the
peak firing rates (hertz). (Bottom) Time courses
of firing rates in SWRs during SW periods.
SWR-relevant firing rates of home-cage place cells
and other cells, but not novel-environment place
cells, decreased with time, an effect that was
abolished by the systemic injection of MK801.
Home-cage place cells: *P = 0.048, Z = −5.88;
others: *P = 0.026, Z = −1.95; Jonckheere-Terpstra
trend test. Home-cage place cells: P = 7.3 × 10−4,
F1,368 = 11.6; others: P = 8.5 × 10−4, F1,1470 =
11.1; two-way ANOVA. n = 37 to 145 cells from
eight or nine trials from three mice (saline)
and 28 to 195 cells from eight or nine trials from
three mice (MK801).
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Finally, we examined whether an NMDAR-
dependent refinement of neuronal activity dur-
ing SWRs also occurs in vivo.Mice were implanted
with 32-site silicon probes in the CA1 region to
monitor LFPs and unit spikes while the mice
traversed their home cages. Each home cage was
immediately joined to a novel environment that
was not accessible to the mice unless an exper-
iment was being conducted. During the 30-min
exploration period in the novel environment, new
place cells were detected in addition to the pre-
established place cells in the home cage. Imme-
diately after the exploration, the mice were treated
intraperitoneally with either saline or 0.2 mg of
MK801, an NMDARblocker, per kilogram of body
weight (Fig. 4A). Then, the mice were placed in
the original home cage for 4 to 6hours, and spikes
during SW states were analyzed. The place cells
were reactivated during SWRs (Fig. 4B). In the
saline group, the novel-environment place cells
did not change their firing rates during the SWRs
throughout the entire recording session, whereas
the home-cage place cells and the other cells that
did not code either place in the environment
(others) gradually decreased their SWR-related
firing rates (Fig. 4, C to E). In the MK801-treated
group, neither neuron type exhibited such delays
in the firing rates (Fig. 4, C to E).
We discovered that hippocampal SWRs triggered

persistent synaptic depression and that silencing
SWRs impaired subsequent new learning, which
appears to be consistent with the hypothesis that
overstrengthened synapses impair neuronal res-
ponsiveness and saturate the ability to learn
(23, 24). We consider three possible but not mu-
tually exclusive mechanisms by which SWRs in-
duce synaptic depression: (i) synaptic delay lines
in activity propagation during SWRs decouple
hippocampal network activity and weaken syn-
aptic weights (10), (ii) uncorrelated presynaptic
and postsynaptic activity during SWRs causes
heterosynaptic depression because memory-
irrelevant cells are rarely fired during SWRs
(25), and (iii) the event frequency of SWRs reaches
~1 Hz after spatial exploration, which may induce
homosynaptic depression (26, 27). Notably, field

stimulation with the event timing of SWRs after
spatial exploration was sufficient to induce de-
pression, suggesting the importance of the role of
the timing, rather than the spike contents, of
SWRs. On the other hand, mushroom spines did
not shrink in SWR-emitting slices; that is, not all
spines were equally subject to depression. This
finding is in agreement with the hypothesis that
sleep leads to net depression through the re-
moval of unstable synapses [(28), but see also
(29)]. A recent in vitro study demonstrated that
the relative spike timings of CA3 and CA1 place
cells during SWRs cause synaptic potentiation
(9). Thus, synapses involved in memory engrams
may escape depression through presynaptic and
postsynaptic coactivation. Together with our find-
ings, we propose dual roles of SWR-induced
depression: (i) SWRs reset unnecessary synapses
and avoidmemory saturation (30), and (ii) SWRs
purify recent memory engrams by shearing ir-
relevant neuronal activity andperhaps strengthening
memory-relevant synapses, thereby contributing
to memory consolidation.
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BIOPHYSICS

Molecular mechanism of extreme
mechanostability in a pathogen adhesin
Lukas F. Milles,1 Klaus Schulten,2* Hermann E. Gaub,1† Rafael C. Bernardi2†

High resilience to mechanical stress is key when pathogens adhere to their target and initiate
infection. Using atomic force microscopy–based single-molecule force spectroscopy, we
explored the mechanical stability of the prototypical staphylococcal adhesin SdrG, which
targets a short peptide from human fibrinogen b. Steered molecular dynamics simulations
revealed, and single-molecule force spectroscopy experiments confirmed, the mechanism by
which this complex withstands forces of over 2 nanonewtons, a regime previously associated
with the strength of a covalent bond.The target peptide, confined in a screwlike manner in the
binding pocket of SdrG, distributes forces mainly toward the peptide backbone through an
intricate hydrogen bond network.Thus, these adhesins can attach to their target with
exceptionally resilient mechanostability, virtually independent of peptide side chains.

G
ram-positive pathogenic bacteria have de-
veloped an arsenal of virulence factors
specifically targeting and adhering to their
host’s proteins. Termed microbial surface
components recognizing adhesive matrix

molecules (MSCRAMMs), they promote “adhe-
sion, invasion, and immune evasion” (1) (Fig. 1A).
The prototypical adhesin is SD-repeat protein
G (SdrG) from Staphylococcus epidermidis, the
leading cause of medical device– and implant-
related nosocomial infections (2). SdrG uses a
key motif found in pathogenic staphylococci—
the “dock, lock, and latch” (DLL) mechanism—in
which the host target, usually a peptide on the
order of 15 residues, is first bound (dock), then
buried (lock) between two immunoglobulin-like
(Ig) fold domains N2 and N3 (3). Finally, the tar-
get is snugly locked in place with a strand con-
necting N3 to N2 by b-strand complementation
(latch) (Fig. 1B) (4). The DLL mechanism has
appeared in many homologous domains—for
example, in Staphylococcus aureus with targets
such as keratin (5), complement systemproteins
(6), other chains of fibrinogen (7) and collagen
(8). SdrG uses the DLL to target the N terminus
of the b chain of human fibrinogen (Fg). The Fg
sequence bound by SdrG is also the substrate of
thrombin (Fgb, NEEGFFSARGHRPLD, throm-
bin cleavage between R and G). However, once
bound by SdrG, it can no longer be cut by throm-
bin, a step necessary for blood clotting and fibrin
formation (9). Thrombin cleavage also releases
fibrinopeptide B, which in turn recruits neutro-
phils. Additionally, the adhesin coats and thus
camouflages the bacterium in host proteins.
Combined, these MSCRAMMmechanisms allow
staphylococci to evade immune response, making

them attractive targets for drug development,
such as designing MSCRAMM inhibitors for
antiadhesion therapy (10, 11).
Here, we use the interplay between atomic

force microscopy (AFM)–based single-molecule
force spectroscopy (SMFS) (12–14) and all-atom
steered molecular dynamics (SMD) simulations
to elucidate the mechanics of the SdrG:Fgb in-
teractionwith atomic resolution. Previous in vivo
measurements using single-cell force spectros-
copy of the SdrG fibrinogen interaction found
adhesion forces on the order of 2 nN (15, 16); in
addition, comparable in vivo forces appeared in
closely related adhesins (17, 18). In agreement
with these results, we measured rupture forces
of more than 2 nN for a single SdrG:Fgb complex
at force loading rates around 105 pN s−1. This
extreme stability is the highest among all non-
covalent interactions by a large margin. SdrG:Fgb
outperforms the current champion—the cohesin-
dockerin type III interaction—by a factor of four
(19) and Biotin-Streptavidin bymore than an order
of magnitude (20). It even rivals the strength of
a covalent bond (21). Interestingly, the affinity
between the peptide and SdrG is moderate, with
a dissociation constant (Kd) ~400 nM (4). Accord-
ingly, this system is adapted for strong mechan-
ical attachment to its target, rather than high
affinity. It was thus to be expected that these
extreme SdrG:Fgb mechanics were governed by
a special, currently unknown mechanism.
The Fgb wild-type (WT) peptide is located at

the N terminus of the mature Fgb chain. Thus, it
can only be mechanically loaded from the C ter-
minus (Fig. 1B). The SdrG N2 and N3 domains,
responsible for binding the peptide (SdrG), are
covalently anchored to the S. epidermidis cell wall
by a C-terminal sortasemotif. Hence, in the native,
physiological configuration of the SdrG:Fgb com-
plex, force is applied from the C termini of both
SdrG and Fgb. To mechanically probe this inter-
action, all surface anchoring onto AFM cantilever
and surface was site-specific and covalent (Fig. 1C).
To ensure unambiguous identification of single-
molecule events in force-extension traces, a
refoldingmolecular “fingerprint” (22) was cloned

adjacent to the peptide. Under physiologically
relevant direction of force application from the C
terminus, the complex withstood extremely high
forces of up to 2500 pN in vitro (Fig. 1, D and E)
and even higher forces in corresponding SMD
simulations (Fig. 1, F and G), due to higher force
loading rates in silico (23, 24) (see also figs. S1
to S3).
The force regime around 2 nN is typically asso-

ciated with the stability of covalent bonds, raising
the concern that our surface chemistry—not the
complex—was breaking, most likely a Si-C bond
in the aminosilane anchors used (21). Because
the cantilevers’ apexes have radii of ~10 nm, they
can only present a fewmolecules. If the covalent
attachment of SdrG to the tip was being mech-
anically cleaved, the SdrG coating on the apex of
the tip would be left attached to the surface,
resulting in a rapidly decreasing frequency of
interactions over time. In contrast, a single can-
tilever remained active over thousands of inter-
actions, indicating that covalent bonds in the
surface functionalization largely sustained the
high forces.
We were convinced that an alteration that

lowered the unbinding force would be the key
to deconstructing the mechanism of this excep-
tionalmechanostability. The presence of the “bulky”
hydrophobic amino acid side chains of two phenyl-
alanines (F) in Fgb had been previously described
as a “bulgy plug” (4). Buried behind the locking
b strand, it seemed conceptually and intuitively
plausible that wiggling them through the narrow
constriction created by the locking strand caused
the high forces (Fig. 2, A and B, and fig. S4).
The force dependence on the number of Fs

was tested by addition of an F or by alanine
replacement. Four constructs were investigated:
a Fgbwith three phenylalanines (FgbF3), theWT
Fgb having 2 Fs, and mutants with one (FgbF1),
or both (FgbF0), Fs replaced by alanines. The F3
mutant had been shown to have higher affinity
(Kd ~50 nM) for SdrG (4), whereas the affinity of
the F1 mutant was lower compared to WT Fgb,
because the F’s hydrophobicity is important for
initiating theDLL (25). All threemutants produced
high forces around 2 nN (fig. S5, A and B). A
negative correlation of the most-probable rup-
ture force on the number of Fs was measurable
but onlymarginal (Fig. 2C).With reference to the
FgbWT force, themost-probable rupture force of
the F0 mutant was only about 10% weaker than
theWT.Multiple all-atomSMD simulations of all
four systems reproduced the miniscule correla-
tion between the presence of bulky F side chains
and the high forces (Fig. 2B). The F0mutant was
~20% weaker than WT Fgb. Thus, the bulky resi-
dues only contributed marginally to the high
forces, whereas they had been established as cru-
cial for initial binding (4).
As the bulky phenylalanines in Fgbwere largely

irrelevant for reaching high forces, we inves-
tigated minimizing the peptide. We employed
QwikMD (26) to sequentially remove amino acids
from the N terminus of Fgb and tested their sta-
bility in SMDsimulations. As expected, shortened
peptides had lower unbinding forces. However,
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Fig. 1. The SdrG:Fgb complex withstands enormous forces in vitro and
in silico. (A) SdrG function, attached to the N-terminal peptide of the fibrinogen
(purple) b chain (orange) adsorbed on a surface. This interaction prevents
detachment of the bacterium by hydrodynamic forces. (B) Structure of the
SdrG (blue):Fgb (orange) complex. The locking strand (green) encloses the
peptide in the binding pocket between the Ig-fold N2 (light blue) and N3
(dark blue) domain and a calcium (yellow) binding loop.The red arrows indicate
the force applied to the molecular complex. (C) Experimental AFM setup,
including the ddFLN4 fingerprint domain (cyan). All constructs are covalently
bound to the surface via polyethyleneglycol (PEG) linkers and the ybbR-tag
(yellow dots). In the native configuration, Fgb and SdrG are force-loaded from
their respective C termini. The AFM cantilever is retracted at constant velocity
until the complex breaks. (D) Resulting force-extension trace in the native force
propagation (blue), as it would occur at sites of staphylococcal adhesion.
The distinctive fingerprint unfolding around 90 pN ddFLN4 (black arrow)
featuring a substep was used to find specific interactions. It is followed by
SdrG:Fgb complex rupture, here at almost 2500 pN. (E) Dynamic force
spectrum of the SdrG:Fgb native geometry at cantilever retraction velocities
0.4 mm s−1 (triangles, N = 749), 0.8 mm s−1 (squares, N = 696), 1.6 mm s−1

(diamonds, N = 758), 3.2 mm s−1 (forward triangles,N = 749), 6.4 mm s−1 (circles,
N = 851), with corresponding complex rupture-force histograms for each
velocity projected onto individual axes on the right. A Bell-Evans (BE) model fit

(dotted line, Dx = 0.051 nm, koff
0 = 9.2 × 10–11 s−1) through the most-probable

rupture force and force loading rate of each velocity (large open markers,
with errors given as full-width at half maximum for each distribution) shows the
expected force loading-rate dependency of the rupture force. (F) SMD force-
extension trace (blue) in the native force propagation of SdrG:Fgb, including
experimental peptide linkers. The complex ruptured at almost 4000 pN;
the extension is shorter than in the experimental trace because there are no
PEG spacers.The peak following the highest force peak corresponds to another
metastable geometry after slipping of the Fgb peptide that is below the
resolution limit of our AFM. (G) The experimentally determined dynamic force
spectrum from velocities of 0.4 to 6.4 mm s−1 for the native propagation from
(E) is shown condensed as open circles. The dynamic force spectrum of
SMD simulations for velocities of 25,000 mm s−1 to 12,500,000 mm s−1,
triangle N = 49, square N = 50, diamond N = 100, forward triangle N =
200, pentagon N = 147, inverted triangle N = 200, respectively. Fits through
SMD and experimental data, for BE model (gray, dotted line, Dx = 0.047 nm,
koff

0 = 1.0 × 10–9 s−1) and fit of a model by Dudko et al. (DHS model, cusp
potential Dx = 0.12 nm, koff

0 = 6.1 × 10–22 s−1, DG++ = 78 kBT, cyan dashed
line and linear-cubic potential Dx = 0.093 nm, koff

0 = 7.7 × 10–18 s−1, DG++ =
66 kBT, brown dash-dotted line, both at T = 300 K). In vitro and in silico data
agree exceptionally well, although they are separated by six orders of
magnitude in force loading rate and can be fit with a single model.
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provided that the peptide was long enough to
directly interact with SdrG’s locking strand,
forces were still in the nN regime (Fig. 3A). Re-
moving all residues contacting the locking strand
up to Fgb’s A13 eliminated clear complex rup-
ture forces in the nN regime. Consequently, the
minimal six-residue peptide sequence in closest
contact with the locking strand (FFSARG) was
sufficient to both bind SdrG and withstand forces
indistinguishable from WT Fgb in vitro (Fig. 3B
and fig. S5C).
Provided amutant could still bind SdrG,modi-

fying the Fgb peptide had only minor effects on
mechanostability. Thus, we investigated themechan-
ical properties of SdrG. Previously, the presence
and flexibility of the locking strand was shown
to be crucial for the DLL mechanism and thus
SdrG:Fgb affinity (25). Locking strand deletion
inhibits binding of Fgb (4). In accordance with
these results, a mutant SdrG(274-580) devoid
of the locking strand failed to bind Fgb in vitro.
Still, the contribution of the locking strand to
the mechanics was unclear. If the interaction
between the N2 domain and the locking strand
propagated force away from the complex, its
truncation should significantly weaken rupture
forces. A truncated SdrG(274-590)—which removed
the locking strand’s C-terminal half of the “latch”
region (fig. S6)—still bound SdrG, yet its mecha-

nostability was indistinguishable from the WT.
Possible covalent isopeptide bonds (27, 28) be-
tween the locking strand and the N2 domain
had been suggested to contribute to its stability.
We could exclude this hypothesis as cause of the
unusually high mechanostability because the
SdrG truncation mutant removed D593, a key
amino acid required for a potential isopeptide
bond (29).
As simulations and experiments strongly agreed,

wewere confident to exploremutants and setups
created in silico that could not be realized in vitro.
SMD became a gedankenexperiment to decon-
struct the mechanism. It is important to empha-
size that the strong agreement was provided in
part by our enhanced sampling strategy (30).
Performing many (at least 50 per system, more
than 2400 total; see overview in table S1) simu-
lation replicas allowed the comparison of simu-
lation and experiment within the same theoretical
framework of the Bell-Evans (BE) and Dudko-
Hummer-Szabo (DHS) models (24, 31, 32).
Simulations revealed the presence of strikingly

frequent and persistent hydrogen bonds (H bonds)
between the Fgb peptide backbone and SdrG
(Fig. 3, D and F, and figs. S7 and S8). We in-
vestigated the contribution of the backbone H
bonds in SMD simulations by replacing Fgbwith
a polyglycine peptide, which has no side chains.

In silico, the rupture forcesweremerely27%weaker
than the WT, comparable to the FgbF0 mutant
(Fig. 3E). Thus, we updated our initial hypothesis:
Reaching the regime of 2 nNwas largely indepen-
dent of Fgb’s side chains and mainly caused by
SdrG interacting with the Fgb peptide backbone
(figs. S9 and S10). Breaking the SdrG:Fgb com-
plex in the native configuration requires all H
bonds to be broken in parallel: a cooperative shear
geometry (see movie S1).
Similar shear geometries appear in folds such

as the muscle protein titin-Ig. However, this pro-
tein unfolds at lower forces around 200 pN (33),
in stark contrast to SdrG’s over 2000 pN. The
shear geometry in titin breaks because its backbone
H bonds have the freedom to move orthogonally
to the force load, ultimately circumventing the
shear geometry (34). In the SdrG:Fgb complex,
the peptide is snugly confined in the interface be-
tween N2 and N3 domain by the locking strand
(figs. S10 and S11). The rigid and coiled (Fig. 3C
and fig. S12) alignment of the two interacting
backbones neither bends nor buckles. Peptide
movement orthogonal to the pulling force vector
is not possible, so all H bondsmust be broken at
once. The importance of this packed confinement
was also demonstratedby analyzing the correlation-
based dynamical network (35), which shows how
force propagates through the system (fig. S13) and
how atom motion is clustered in communities
(fig. S14). These analyses revealed that force is
propagated not directly by the latch strand, as
demonstrated experimentally, but by neighboring
strands, reducing the load over the H bonds. No-
tably, the movement of the Fgb peptide and both
the N2 and N3 domain were highly correlated.
To demonstrate the importance of the correct
H-bond alignment, Fgbwas tethered non-natively
from its N terminus, effectively pulling orthogo-
nally to the native force propagation. The non-
native pulling of Fgb peaked at forces around
60 pN (Fig. 4A), smaller than the native configura-
tion by a factor of more than 40 (fig. S15). Simula-
tions showed that this geometry is weaker, because
the interactions between N2 and N3 are broken,
resulting in a loss of peptide confinement (see figs.
S16 and S17, and movie S2).
In a simplified model, the DLL mechanism

creates a deep and rigid binding pocket for the
peptide, which is confined in a coiled geometry
similar to a corkscrew in a cork (figs. S12 and S18).
If pulled upon, the load is dissipated cooperatively
over all H bonds that are radially pointed outward
of Fgb (Fig. 3G), causing the highmechanostability.
The importance of these H bonds was con-

firmed in an exploratory SMD through removing
coulomb interactions from parts of the peptide
required for hydrogen bonding. Eliminating
backbone H bonds resulted in a significant re-
duction in rupture force in silico (Fig. 3E). Addi-
tionally, eliminating hydrogen bonds formed
by the side chains of Fgb further reduced the
forces, but only marginally, in agreement with
themechanismproposed (Fig. 3E). Still, the forces
observed were only about 40% smaller than the
WT. Furthermore, we tested turning off H bonds
of the all-glycine peptide, which finally led to
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Fig. 2. Phenylalanine side chains only marginally influence SdrG:Fgb mechanostability. (A) Sketch
of the “bulgy plug” hypothesis. The bulky phenyalanine side chains (gray) of Fgb (orange) are blocked
by the locking strand (green). (B) Crystal structure showing the bulky phenylalanine side chains in
van der Waals representation (gray spheres) of Fgb (orange). They have to wiggle through a
narrow constriction (cyan surface). (C) Dependence of complex rupture force on the presence of
phenylalanines, if replaced by alanines. Most-probable rupture forces (absolute values in bar graphs)
are compared relative to WT Fgb. Either recorded experimentally with a single cantilever retracted
at 1.6 mm s−1 or corresponding results for SMD simulations at 250,000 mm s−1. Adding one F
(FgbF3 mutant) slightly increases forces. Yet, both results show a trend of weak dependence of
rupture force on the presence of phenylalanines. Even when removing all bulky side chains (FgbF0
mutant), experimental rupture forces drop no more than 10% compared with WT Fgb; in silico, no more
than 20%. The “bulgy plug” only marginally contributes, hinting that another mechanism must be
responsible for the high forces. Single-letter abbreviations for the amino acid residues are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro;
Q, Gln; R, Arg; S, Ser; T, Thr; V, Val; W, Trp; and Y, Tyr.
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Fig. 3. Backbone H bonds are deciding factors in the high mechanost-
ability of SdrG:Fgb and a minimized peptide. (A) Fgb peptide truncations
from the N terminus in silico. Removing amino acids causes the forces to
drop (relative to the WT), with the most significant drop when removing the
sequence FSAR, leading to FFSARG as the minimum peptide. (B) Rupture
forces for SdrG binding to WT Fgb (green, continuous line, N = 437), and the
six-residue minimized peptide FFSARG (orange, dash-dotted line, here
shown with surrounding amino acids in gray, N = 471). Strikingly, there
is hardly any difference between WT Fgb and the minimized peptide.
(C) Rupture-force histograms comparing the WT Fgb:SdrG interaction
(green, continuous line, N = 463) and the SdrG mutant with the truncated
latch region (red, dashed line, N = 131). WTand mutant are virtually
indistinguishable (no significant difference in Kolmogorov-Smirnov test, in
vitro P = 0.29, in silico P = 0.88). Corresponding SMD results (WT N = 100,
mutant N = 50) are shown as inset. (D) Relative prevalence (bar graphs;

precise values in fig. S7) of H bonds between SdrG domains, the locking
strand, and the WT Fgb peptide (also available for F3, F1, F0, and all-glycine
mutants in fig. S8). The locking strand connects to nearly every Fgb residue.
(E) Rupture forces from exploratory simulations for SdrG and Fgb WT (green,
continuous line, N = 100), a replacement of each Fgb residue with glycine
(blue, dash-dotted line, N = 100), FgbF3 peptide without coulomb
interactions, and subsequently H bonds, on its backbone (orange, dashed
line, N = 47), FgbF3 devoid of all coulomb interactions (red, dotted line, N =
48). Backbone H bonds in the Fgb confinement allow even a pure glycine
sequence to withstand high force. (F) H-bond (purple) contacts respective to
the backbone of Fgb (orange) and locking strand (green) confined by SdrG
(white surface) from simulations in a force-loaded state. The minimum
peptide sequence is highlighted in the red box. (G) Radial distribution of
backbone H bonds between locking strand (green) caused by the screwlike
winding of the Fgb sheet (orange). Peptide backbones are shown as sticks.
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Fig. 4. A non-native SdrG:Fgb force loading shows weak forces, a
homologous domain ClfB reaches 2 nN stability binding a mainly
glycine-serine peptide, and SdrG homologs consistently exceed 2 nN
binding to their ligands. (A) Dynamic force spectrum of the SdrG:Fgb
non-native configuration (see inset with purple arrow), breaking around 60 pN
as opposed to >2 nN for the native case (for SMD results, see figs. S15 to S17
and movie S2). Cantilever retraction velocities were varied: 0.4 mm s−1

(triangles, N = 511), 0.8 mm s−1 (squares, N = 564), 1.6 mm s−1 (diamonds, N =
487), 3.2 mm s−1 (forward triangles, N = 395), 6.4 mm s−1 (circles, N = 471),
with corresponding complex rupture-force histograms projected on the right.
A BE model fit (dashed line) through the most-probable rupture force and
force loading rate of each velocity (large open markers) shows the expected
force loading-rate dependency of the rupture force (Dx = 0.46 nm, koff

0 =
0.39 s−1). (B) ClfB (blues):K10 (orange) complex, including the locking strand
(green) and H-bonding (purple) amino acids, shown as sticks. Notably, the
latch region was not crystallized and needed to be modeled from a homolog.
The native pulling configuration is indicated with an arrow; compared with
Fgb, the peptide is oriented inversely in the binding pocket. (C) Rupture-force
histogram and fit for ClfB:K10 at a velocity of 0.8 mm s−1 (green, dashed line,

N = 1035), peaking around 2.3 nN. Simulation data (N = 50) confirming the
force regime are shown as inset. (D) Homologous systems employing the
DLL mechanism, all from S. aureus (N2 and N3 domains in blue, target
peptides in orange) SdrE, Bbp, FnBPA, and ClfA. (E) Comparison of absolute
mechanostability of all homologous systems, as well as SdrG and ClfB, with a
single force probe. The cantilever is modified with five different peptides
tethered in their native force loading geometry, respectively: from the C
terminus of complement factor H (CFH), Fga chain (Fga), and Fgb, tethered
from the N terminus are sequences from dermokine (DK) and Fgg chain
(Fgg). This selection is presented to all adhesins, which are known to bind at
least one of them, spatially separated on a surface. One cannot exclude that
one adhesin may bind more than one peptide target. (F) Resulting relative
stabilities of the complexes for SdrE (red, dashed line, N = 680), ClfB (orange,
dash-dotted line, N = 605), ClfA (cyan, dashed line, N = 2292), Bbp
(purple, dot-dot-dashed line, N = 319), SdrG (green, continuous line, N = 478),
FnBPA (blue, dash-dash-dotted line, N = 2483). SdrG is not the strongest
system at a retraction velocity of 1.6 mm s−1. In accordance with the
largely side-chain independent mechanics proposed for SdrG and ClfB, every
DLL adhesin withstands forces exceeding 2 nN.

RESEARCH | REPORT
on M

arch 29, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


no detectable peak in the force profile. H bonds
with the peptide backbone were key to the
mechanostability.
A pure glycine sequence—i.e., no side chains—

showed high forces when bound to SdrG in silico.
An analogous experiment was not possible, be-
cause such a sequence did not bind SdrG. The side
chains, such as the hydrophobic phenylalanine
residues, were not essential formechanostability
but were crucial for affinity. A homologous DLL
motif adhesin, clumping factor B (ClfB) from
S. aureus, had been found to promiscuously bind
short sequences of extracellularmatrix proteins.
Among its targets is a C-terminal cytoskeletal
keratin peptide (K10, YGGGSSGGGSSGGGH) (5).
This unusually unremarkable target is essentially
a flexible linker terminating in a charged resi-
due. K10 contains no bulky, charged, or hydro-
phobic side chains, except for the C-terminal
histidine, secured by the locking strand in the
complex structure. ClfB:K10 interactions also
exceed the 2 nN mark, both in vitro and in silico
(see Fig. 4, B and C). More prominently than in
SdrG, ClfB’s mechanostability must be based
on H bonds to the K10 backbone, simply because
it has no notable side chains. In last consequence,
even a shortened K10 and pure GS sequence
(GGGSSGGGSSGGG) binds ClfB and reaches
more than 2nN in force (fig. S19). Moreover, the
peptide b sheet is parallel to the locking strand,
whereas the orientation is antiparallel in SdrG.
Accordingly, it was natively tethered from its
N terminus, showing that nN stability is also
possible for an inversely oriented peptide con-
figuration. Finally, to generalize themechanics,
we probed four additional homologs of SdrG
and ClfB, all from S. aureus. SD repeat protein
E (SdrE), clumping factor A (ClfA), bone sialo-
protein binding protein (Bbp), and fibronectin
binding protein A (FnBPA) had been crystallized
with a known ligand bound (Fig. 4D) (36–39).
Although most-probable rupture forces varied
up to 20% depending on the adhesin, the over-
all forces were consistently in the 2 nN regime
(Fig. 4, E and F).
Side-chain independent mechanics confer an

invasive advantage to staphylococci. No matter
which sequence is targeted by their adhesins,
invading pathogens using the DLL mechanism
can adhere to their hosts even under the most
demanding mechanical stress. One could specu-
late that this mechanism provides a flat fitness
landscape. Adaption to a target will automati-
cally yield extremely resilient mechanics, even if
the sequence is mainly glycines and serines.
The moderate bulk affinity of SdrG:Fgb allows
for flexible unbinding and rebinding when
no mechanical stress is applied. One could
further speculate that a high-complex life-
time under force, which seems probable given
the overall extreme mechanostability, is indic-
ative of a very different unbinding pathway

when compared with the moderate lifetimes
of spontaneous unbinding in bulk experi-
ments (4). Thus, these differing pathways
would make a catch-bond behavior not sur-
prising, considering that such bonds have
been found in bacterial adhesins with sim-
ilar functions, albeit much lower mechanical
strength (40, 41).
In conclusion, SdrG:Fgb and its homologs are

the mechanically strongest noncovalent protein-
protein receptor-ligand interactions to date, rival-
ing a regime formerly exclusively associated with
covalent bonds. The DLL mechanism creates
a deep and rigid binding pocket confining the
target in a stable geometry that mainly relies
on backbone H bonds. Hence, the mechanost-
ability of the complex only marginally depends
on the target side chains and thus sequence,
even if it is minimized to merely six amino
acids. These adhesins are hyperstable protein
handles suitable for mechanochemistry and
able to unfold almost any protein. They may
serve as templates to design even stronger
ones—a noncovalent superglue (42, 43). The
mechanism proposed provides an atomistic
understanding of why these adhesins can
adhere to their hosts so resiliently, from which
possible routes to inhibit it and impede staph-
ylococcal adhesion may be derived.
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BIOCHEMISTRY

Binding of ISRIB reveals a regulatory
site in the nucleotide exchange
factor eIF2B
Alisa F. Zyryanova,1* Félix Weis,1,2,3,4† Alexandre Faille,1,2,3† Akeel Abo Alard,5

Ana Crespillo-Casado,1 Yusuke Sekine,1 Heather P. Harding,1 Felicity Allen,6

Leopold Parts,6 Christophe Fromont,5 Peter M. Fischer,5

Alan J. Warren,1,2,3,4* David Ron1*

The integrated stress response (ISR) is a conserved translational and transcriptional program
affecting metabolism, memory, and immunity.The ISR is mediated by stress-induced
phosphorylation of eukaryotic translation initiation factor 2a (eIF2a) that attenuates the
guanine nucleotide exchange factor eIF2B. A chemical inhibitor of the ISR, ISRIB, reverses the
attenuation of eIF2B by phosphorylated eIF2a, protecting mice from neurodegeneration and
traumatic brain injury.We describe a 4.1-angstrom-resolution cryo–electron microscopy
structure of human eIF2B with an ISRIB molecule bound at the interface between the b and d
regulatory subunits. Mutagenesis of residues lining this pocket altered the hierarchical cellular
response to ISRIB analogs in vivo and ISRIB binding in vitro. Our findings point to a site in
eIF2B that can be exploited by ISRIB to regulate translation.

T
he integrated stress response (ISR) has
homeostatic functions that increase fitness.
However, in somepathological circumstances,
benefit arises from attenuated signaling
in the ISR (1). A search for ISR inhibitors led

to the discovery of the integrated stress response
inhibitor, ISRIB (2), a small molecule efficacious
in mouse models of neurodegeneration (3) and
traumatic brain injury (4).
ISRIB action converges on eukaryotic transla-

tion initiation factor 2B (eIF2B), a protein com-
plex with guanine nucleotide exchange factor
(GEF) activity toward eIF2 (5) that is inhibited by
phosphorylated eIF2 (6, 7). Addition of ISRIB

accelerates eIF2B GEF activity in vitro, and tar-
geting eIF2B’s d regulatory subunit can impart
ISRIB resistance (8, 9). However, known ISRIB-
resistant mutations in eIF2B cluster at a dis-
tance from both the regulatory site engaged by
eIF2(aP) and the catalytic site engaged by eIF2g
(10). Thus, although the bulk of the evidence sug-
gests that ISRIB binds eIF2B to regulate its activ-
ity, indirect modes of action are not excluded.
ISRIB stabilized the eIF2B complex fromHeLa

cells (fig. S1), as expected (9). Thus, we added a
fluorescently labeledderivative of ISRIB (AAA2-101)
(fig. S2A) to purified eIF2B and observed increased
fluorescence polarization (FP) (Fig. 1A, left panel).

Unlabeled ISRIB competed for eIF2B in the FP
assay with a half-maximal effective concentra-
tion (EC50) in the nanomolar range (Fig. 1A, right
panel). As observed for ISRIB action in cells, less-
active analogs competed less successfully (fig. S2,
B and C).
We purified endogenous eIF2B fromHeLa cell

lysates in the presence of ISRIB and determined
the structure of the complex by single-particle
cryo–electron microscopy (cryo-EM) at an over-
all resolution of 4.1 Å (Fig. 1B, figs. S1A and S3,
and table S6). Within the b and d regulatory
core, protein side chains were clearly resolved,
resulting in a near-complete atomic model of
this region (Fig. 1C and fig. S4, A and B). The
resolution of the g and e human catalytic sub-
complex was lower compared with that of the
regulatory core (fig. S4A), and the catalytically
important C-terminal HEAT domain of the e sub-
unit remained unresolved in the cryo-EM map.
Owing to a lack of sufficient high-quality cryo-EM

images of an apo-eIF2B complex, wewere unable
to calculate a difference map of eIF2B with and
without ISRIB. However, a nearly continuous
density with a shape and size of a single ISRIB
molecule was conspicuously present at the inter-
face of the b and d regulatory subunits (Fig. 1B,
“central view,” and fig. S4C). The ISRIB-binding
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Fig. 1. Biophysical and struc-
tural analysis of ISRIB binding
to human eIF2B. (A) Fluores-
cence polarization (FP) assays
showing binding of ISRIB to human
eIF2B. (Left) A plot of the FP signal
arising from fluorescein-labeled
ISRIB analog (AAA2-101) (2.5 nM)
as a function of the concentration
of eIF2B in the sample. (Right)
A plot of the relative FP signal arising
from samples with fluorescein-
labeled AAA2-101 (2.5 nM) bound
to purified human eIF2B (30 nM) in
the presence of the indicated con-
centration of unlabeled trans-ISRIB
introduced as a competitor. Con-
centrations of eIF2B and ISRIB on
respective plots are represented on
a log10 scale. Curve fitting and EC50 were generated using agonist versus response function on GraphPad Prism; shown are values of three independently acquired
measurements. (B) Representative views of the cryo-EMmap of the ISRIB-bound decameric human eIF2B complex. Density is colored according to the subunit architecture
indicated in the cartoons: a, blue; b, cyan; d, green; g, gold; e, pink; ISRIB, orange. (C) Ribbon representation of ISRIB-bound human eIF2B “central” view of the (bd)2
dimer interface with a single molecule of ISRIB. (D) Close-up of the “central” view showing the ISRIB-binding site. An ISRIB molecule is docked into the cavity at the (bd)2
dimer interface. Residues contacting ISRIB in the central part of the pocket from the b (blue) and d (green) subunits are indicated. ISRIB is represented in orange sticks.
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pocket was located at the plane of symmetry be-
tween the b and d subunits. In the central part of
the pocket, the side chain of bH188 was po-
sitioned in the vicinity of the essential carbonyl
moiety of ISRIB (11), and bN162 was poised to
stabilize the diaminocyclohexanemoiety of ISRIB
through hydrogen-bonding interactions (Fig. 1D).
More distally, the side chains of dL179, dF452,
dL485, dL487, bV164, bI190, bT215, and bM217
formed the hydrophobic end of the symmetrical
pocket that accommodated the aryl groups of
ISRIB, with bI190 and dL179 located within van
der Waals interaction distance to the aryl group
(fig. S4D). A hamster Eif2b4L180Fmutation (dL179
in the human eIF2B) disrupts ISRIB action in
cells (8), which is consistent with a potential loss
of these interactions as well as a clash between
the bulkier side chain of phenylalanine and the
bound ISRIB molecule (Fig. 1D).
Overall, the human structure is highly similar

to that of the published Schizosaccharomyces
pombe eIF2B structure (10) (root mean square
deviation of 2.57 Å over 3049 a carbons, fig. S4E).

However, there is no density in the correspond-
ing region in the S. pombe eIF2Bmap, indicating
that the density found in the human structure
was that of the bound ISRIB.
To test these features of ISRIB binding, we

used CRISPR-Cas9 to randomize residues lining
the ISRIB-binding pocket (Eif2b2N162,Eif2b2H188,
or Eif2b2I190) and correlated amino acid substi-
tutions to ISRIB activity in themutagenized cells.
Histidinol, an agent that activates the eIF2a ki-
nase GCN2 and induces the ISR, normally acti-
vates a CHOP::GFP (green fluorescent protein)
reporter gene, whereas ISRIB represses the re-
porter (8). Fluorescence-activated cell sorting
(FACS) of histidinol-treated, mutagenized cells
segregated them into ISRIB-sensitive [ISRIBSEN

(CHOP::GFPinhibited)]andISRIB-resistant[ISRIBRES

(CHOP::GFP activated)] classes (Fig. 2A, left and
right panels, respectively).
Todetermine if the phenotypically distinguished

pools ofmutagenized cells (Fig. 2A)were enriched
in different mutations, we subjected genomic
DNA derived from each population to deep–

sequencing analysis (Fig. 2B and table S4). The
ISRIBRES pool targeted at Eif2b2H188 diverged
markedly from the parental sequence (Fig. 2B,
middle panel). Of a total of 250,617 sequencing
reads, histidine was present in only 6443 (2.6%),
with arginine, glycine, leucine, lysine, and gluta-
mine dominating (24, 21, 18, 8.2, and 6.2%, re-
spectively).Histidinewaspreserved in the ISRIBSEN

pool (269,253 of 328,113 reads, 82%). The ISRIBRES

pool of cells targeted atEif2b2I190was dominated
by tryptophan, methionine, and tyrosine (28, 24,
and 15%, respectively), consistent with a role for
these bulky side chains in occluding the ISRIB-
binding pocket (Fig. 2B, bottom panel). Mutagen-
esis ofEif2b2N162was less successful in generating
a pool of strongly ISRIB-resistant cells; nonetheless,
threonine was enriched in the ISRIBRES pool (26%)
(Fig. 2B, top panel). Thus, residues lining the ISRIB-
binding pocket play a role in ISRIB action.
Despite considerable allele diversity, the

Eif2b2H188X ISRIBRES pool exhibited selective
loss of sensitivity to ISRIB, while retaining a mea-
sure of responsiveness to certain ISRIB analogs

Zyryanova et al., Science 359, 1533–1536 (2018) 30 March 2018 2 of 4
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Fig. 2. Structure-directed chemoge-
netic analysis of ISRIB and its analogs’
binding to eIF2B. (A) Histograms of
the ISR-responsive CHOP::GFP fluorescent
reporter activity, induced by histidinol
(HIS+, 0.5 mM) in ISRIB-sensitive
(ISRIBSEN) (left panels) and ISRIB-resistant
(ISRIBRES) (right panels) pools of CHO-K1
cells, selected for their responsiveness
to ISRIB (200 nM), following CRISPR-
Cas9–induced random mutagenesis of
the indicated codon of Eif2b2. DMSO,
dimethyl sulfoxide. (B) Bar graph of the
distribution of residues identified at the
indicated positions of mutagenized Eif2b2,
analyzed by the next-generation sequenc-
ing. Shown is the number of sequenced
reads in ISRIBSEN pools (orange bars) or
ISRIBRES pools (purple bars) encoding each
amino acid (*, stop codon; X, ambiguous
sequence). Single-letter abbreviations for
the amino acid residues are as follows:
A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly;
H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn;
P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V, Val;
W, Trp; and Y, Tyr. (C) Graphs showing
inhibition of the ISR-activated CHOP::GFP
reporter [induced as in (A)] by ISRIB
or two related analogs, compound
AAA1-075B (075B) and compound
AAA1-084 (084), in ISRIBSEN (left) and
ISRIBRES (right) mutant pools of
Eif2b2H188X. Shown is a representative
from three independent experiments for
each of the compounds. Concentration of
inhibitor is represented on a log10 scale.
Curve fitting and EC50 were generated
using agonist versus response function on
GraphPad Prism.
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(Fig. 2D). The residual response to analogs
AAA1-075B (075B) and AAA1-084 (084) (albeit
with much reduced affinity compared to the
ISRIBSEN population) (Fig. 2C), pointed to a shift
in the binding properties of the ISRIB pocket,
induced by the mutations at b188.
Next, we exploited the diversity of ISRIBRES

mutations in theEif2b2H188Xpopulation to select
for subpools that either acquired sensitivity to
compounds AAA1-075B or AAA1-084, regained
sensitivity to ISRIB, or retained ISRIB resistance
(Fig. 3A) and sequenced theirEif2b2 alleles (Fig. 3B
and table S5). As expected, sorting for ISRIB
sensitivity enriched, by >20-fold, rare wild-type
H188 alleles that persisted in the ISRIBRES

Eif2b2H188X pool (Fig. 3B, compare purple and
orange bars). H188 was also somewhat enriched
in the pools of 075BSEN or 084SEN cells, but unlike
the ISRIBSEN, these pools were also enriched for
residues other than histidine (Fig. 3B and table S5).
Notably, selecting for sensitivity to these ISRIB
analogs enriched for different residues than those
found in the original ISRIBRES pool: Arginine,
glycine, and leucine were depleted and replaced
by lysine, serine, alanine, and threonine (Fig.

3B, compare purple to blue and cyan bars). The
correlation between mutations in residues lin-
ing the ISRIB-binding pocket and selective re-
sponsiveness to ISRIB analogs, observed in the
pools, was confirmed in individualmutant clones
(fig. S5).
To directly address the effect of ISRIB-resistant

mutations on ISRIB binding, we purified eIF2B
fromwild-type,Eif2b4L180F, andEif2b2H188KChinese
hamster ovary (CHO) cells (fig. S6). Thewild-type
eIF2B gave rise to a concentration-dependent FP
signal in the presence of a fluorescein-labeled
AAA2-101 that was readily competed with un-
labeled ISRIB (Fig. 3C). However, eIF2B purified
from the mutant cells failed to give rise to an FP
signal (Fig. 3D), thereby establishing a correla-
tion between ISRIB resistance in cells and de-
fective ISRIB binding in vitro.
The ISRIB-binding pocket, defined structur-

ally and validated chemogenetically, straddles
the twofold axis of symmetry of the core regu-
latory subcomplex, and a singlemolecule of ISRIB
appears to engage the same residues from op-
posing protomers of the (bd)2 dimer. These fea-
tures fit with ISRIB’s own symmetry and could

explain the ability of ISRIB to stabilize the eIF2B
decamer, possibly increasing its abundance in
ISRIB-treated cells. Our findings are also con-
sistent with ISRIB’s ability to stabilize a rate-
limiting assembly intermediate of the active
decamer, as demonstrated biochemically in an
accompanying manuscript (12). Indeed, compar-
ison of the S. pombe (10) and ISRIB-boundhuman
eIF2B argues against large domain movements
associated with ISRIB binding. However, an
important allosteric effect of ISRIB binding
might easily have been overlooked, as the critical
catalytic domain of the e subunit is resolved in
neither structure. Similar considerations apply
to the potential effect of ISRIB on the inhibitory
interaction between eIF2B with eIF2(aP). These
might arise from subtle ISRIB-induced confor-
mational changes propagated through the regu-
latory core to the eIF2(aP) binding cavity formed
by the convergence of the tips of the a, b, and d
subunits (10, 13–15). The lower resolution of the
cryo-EMdensity in that regionmight havemasked
important allosteric changes. Although the rela-
tive contribution of accelerated assembly, enhanced
stability, or allostery to ISRIB action remain to be
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Fig. 3. Sensitivity to ISRIB analogs selects for a divergent palette
of mutations in codon 188 of Eif2b2. (A) Histograms of the
ISR-responsive CHOP::GFP fluorescent reporter activity, induced by
histidinol (HIS+, 0.5 mM) in ISRIBRES, ISRIBSEN, compound 075BSEN,
and compound 084SEN subpools, selected for their responsiveness to
ISRIB or its analogs (2.5 mM) from a population of originally ISRIBRES

Eif2b2H188X mutant cells. (B) Bar graph of the distribution of residues
identified at Eif2b2 codon 188 in phenotypically divergent pools of
CHO-K1 cells. The number of sequenced reads in ISRIBRES (purple),
ISRIBSEN (orange), compound 075BSEN (blue), and compound 084SEN

(cyan) pools encoding each amino acid (*, stop codon; X, ambiguous)

is plotted. (C) Plot of the relative FP signal arising from samples
with fluorescein-labeled AAA2-101 (2.5 nM) bound to purified
hamster eIF2B (30 nM) in the presence of the indicated concentration
of unlabeled ISRIB introduced as a competitor (represented on a
log10 scale). Shown is a representative of two independent experiments.
The fitting curve and EC50 were generated using “agonist versus
response” function on GraphPad Prism. (D) A plot of the FP signal arising
from fluorescein-labeled AAA2-101 (2.5 nM) as a function of the
concentration of wild-type (wt) or mutant eIF2B (bH188K or dL180F) in the
sample. Shown are mean ± SD (n = 3). Concentrations of eIF2B are
represented on a log10 scale.
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resolved, it is intriguing to consider that endoge-
nous ligandsmight engage the ISRIB-binding site
to regulate eIF2B in yet-to-be-determined physio-
logical states.
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CANCER IMMUNOLOGY

Antibody-mediated inhibition of
MICA and MICB shedding promotes
NK cell–driven tumor immunity
Lucas Ferrari de Andrade,1,2 Rong En Tay,1,2 Deng Pan,1,2 Adrienne M. Luoma,1,2

Yoshinaga Ito,1,2 Soumya Badrinath,1,2 Daphne Tsoucas,3 Bettina Franz,1,2

Kenneth F. May Jr.,4 Christopher J. Harvey,1 Sebastian Kobold,1 Jason W. Pyrdol,1

Charles Yoon,4,5 Guo-Cheng Yuan,3 F. Stephen Hodi,4

Glenn Dranoff,4* Kai W. Wucherpfennig1,2†

MICA and MICB are expressed by many human cancers as a result of cellular stress, and
can tag cells for elimination by cytotoxic lymphocytes through natural killer group 2D
(NKG2D) receptor activation. However, tumors evade this immune recognition pathway
through proteolytic shedding of MICA and MICB proteins. We rationally designed
antibodies targeting the MICA a3 domain, the site of proteolytic shedding, and found
that these antibodies prevented loss of cell surface MICA and MICB by human cancer cells.
These antibodies inhibited tumor growth in multiple fully immunocompetent mouse
models and reduced human melanoma metastases in a humanized mouse model.
Antitumor immunity was mediated mainly by natural killer (NK) cells through activation
of NKG2D and CD16 Fc receptors. This approach prevents the loss of important
immunostimulatory ligands by human cancers and reactivates antitumor immunity.

T
he stress proteins MICA and MICB are ex-
pressed by many human cancers as a con-
sequence of genomic damage, enabling
elimination of cancer cells by cytotoxic lym-
phocytes expressing the natural killer group

2D (NKG2D) receptor (1–6). Engagement of
NKG2D receptors triggers natural killer (NK)
cell–mediated cytotoxicity and provides a cos-
timulatory signal for CD8 T cells and gd T cells
(7, 8). However, advanced cancers frequently
escape this immune mechanism by proteolytic
shedding of cell surface–boundMICA andMICB
molecules through the coordinated action of a
disulfide isomerase (ERp5) and several proteases
belonging to the ADAM (a disintegrin andmetal-
loproteinase) andMMP(matrixmetalloproteinase)
families (9–12). High serum concentrations of
shed MICA are associated with disease progres-
sion inmany human cancers, includingmelanoma,
neuroblastoma, prostate cancer, kidney cancer,
multiple myeloma, and chronic lymphocytic leu-
kemia (13–20).
It is impossible to specifically block MICA and

MICB shedding in vivo with small-molecule in-
hibitors because multiple proteases with broad
substrate specificities contribute to this process

(10–12). The membrane-proximal MICA and
MICB a3 domain is the site of proteolytic shed-
ding, whereas the membrane-distal a1 and a2
domains bind to the NKG2D receptor (Fig. 1A)
(9, 21, 22). We hypothesized that shedding could
be inhibited in a highly specific manner, with
antibodies binding to key epitopes on the MICA
and MICB a3 domain required for initiation of
shedding and that such antibodies would not in-
terfere with NKG2D binding. We further rea-
soned that the Fc segment of such antibodies
could contribute to therapeutic efficacy by en-
gaging activating Fc receptors. We immunized
mice with the recombinantMICA a3 domain and
identified three monoclonal antibodies (mAbs)
(7C6, 6F11, and 1C2) that bound to the a3 domain
and the full-length MICA extracellular domain
(Fig. 1B and fig. S1, A, B, and D).MICA andMICB
genes are polymorphic, but the a3 domain is
more conserved than the a1 and a2 domains,
explainingwhy these antibodies bound to all tested
MICA variants and also MICB (fig. S1, B and C).
Functional studies showed that MICA and

MICB a3 domain–specific antibodies strongly
inhibited MICA shedding by a diverse panel of
human tumor cell lines, resulting in a substan-
tial increase in the cell surface density of MICA
(Fig. 1, C and D, and fig. S2, A and B). By con-
trast, the previously reported 6D4mAb (23) bound
outside the MICA a3 domain and did not inhibit
MICA shedding (Fig. 1, B to D, and fig. S2B). The
a3 domain–specific antibodies also reduced MICA
and MICB shedding by murine tumor cell lines
expressing cDNAs encoding full-length human
MICA or MICB under the control of a lentiviral
vector (figs. S2C; S3, A to C; and S4D) but did not
affect amounts of secretedMICA by cells express-
ing only the MICA extracellular domain (fig. S4,

C and D). These antibodies minimally affected
detection of recombinant solubleMICAby enzyme-
linked immunosorbent assay (ELISA) (fig. S4, A
and B) and did not interfere with NKG2D bind-
ing to MICA (fig. S5, A to C). Antibody-mediated
targeting of theMICAandMICBa3 domain could
thus specifically inhibit proteolytic shedding of
these NKG2D ligands.
We selected mAb 7C6 for further experiments

because it was most effective in stabilizing MICA
andMICB on the surface of tumor cells (fig. S3, B
and C). NKG2D is an important receptor for NK
cell–mediated cytotoxicity, and we found that
the 7C6 mAb (with human immunoglobulin G1
Fc region hIgG1) enabled strong NK cell–mediated
killing of human tumor cells, including tumor
cell lines not targeted by NK cells in the absence
of this antibody (Fig. 1E and figs. S6A and S7).
Human NK cells also produced higher amounts
of interferon-g (IFN-g) when cocultured with
tumor cells in the presence of the 7C6-hIgG1
mAb (fig. S6B). The 7C6 antibody also inhibited
MICA andMICB shedding by short-term human
melanoma (24) cell lines generated from meta-
static lesions (fig. S8, A to C). These results dem-
onstrate that aMICAa3domain–specific antibody
could enhance the function of human NK cells
against tumor cells.
Although only primates haveMICA andMICB

genes (1), human MICA is recognized by the
murine NKG2D receptor (fig. S9), which enabled
preclinical testing in syngeneic, fully immuno-
competent mouse tumor models. We introduced
the MICA cDNA with a lentiviral vector into
murine B16F10melanoma and CT26 colon cancer
cell lines and tested the activity of the 7C6 anti-
body in lung metastasis models. Treatment with
7C6 antibody (mouse immunoglobulin G2a Fc
region, mIgG2a) strongly reduced the number of
lung metastases formed by B16F10-MICA tumor
cells (Fig. 2, A and B, and fig. S10, A and B). Shed
MICA concentrations were high in sera of mice
treated with an isotype control antibody but be-
came undetectable inmice treatedwith 7C6mAb
(Fig. 2C). The 7C6 mAb also demonstrated ef-
ficacy in a lungmetastasis model with CT26 cells
expressingMICA (Fig. 2D) and could be detected
on the surface of B16F10-MICA cells in sub-
cutaneous tumors (fig. S11, A and B). Also, in-
creased MICA expression was detected on the
surface of B16F10-MICA tumor cells when mice
were treated with 7C6-mIgG2a compared to iso-
type control antibody (fig. S11C). Interestingly,
endogenous anti-MICA antibodies naturally arose
in mice inoculated with MICA-expressing tumor
cells (fig. S11D). Murine IgG1 was the predomi-
nant isotype for these antibodies (fig. S11E), an
isotype associated with poor antitumor activity
(25). These endogenous antibodies did not affect
detection of recombinant MICA by ELISA (fig.
S11F), did not slow tumor growth (fig. S11G), and
moderately inhibited detection of shed MICA in
serum samples (fig. S11H). Accordingly, 7C6
treatment inhibited growth of subcutaneous
B16F10-MICAmelanomas more effectively in B
cell–deficient mice (Igh−/−) that were unable to
mount such an antibody response (fig. S11, I and
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J). The efficacy of the 7C6 mAb was restricted to
subcutaneous tumors that expressed full-length
MICA or MICB; no therapeutic effect was ob-
served for tumors that secreted the extracellular
domain of MICA or that lacked these NKG2D
ligands (Fig. 2E). Furthermore, 7C6mAb inhibited
MICA and MICB shedding but did not promote
clearanceof secretedMICAprotein (fig. S12A). These
results demonstrate that a mAb that inhibited
MICA andMICB shedding had antitumor activity
in fully immunocompetent mouse models.
Antibody-mediated depletion revealed that NK

cells, but not CD8 T cells, were essential for the
therapeutic activity of 7C6 mAb against lung
metastases (Fig. 2F and fig. S12B). Furthermore,
therapeutic efficacy was lost in perforin (Prf1)–
but not IFN-g (Ifng)–deficient mice, indicating
that NK cell–mediated cytotoxicity represented
an essential mechanism (Fig. 2G and fig. S12C).
Treatment with 7C6 mAb was associated with
tumor cell apoptosis and a substantial reduction
of tumor cell load within lung tissue (fig. S13, A
to E). TheMICA antibody also had activity against

establishedmetastases. Treatment was delayed
until day 7, when metastases were detectable,
and 7C6-mIgG2a reduced serum MICA concen-
trations and the number of lungmetastases while
enhancing infiltration of lung tissue by activated
NK cells (fig. S14, A to D).
We next examined the changes in gene expres-

sion by NK cells induced by MICA antibodies.
Human NK cells cocultured with 7C6-hIgG1–
pretreated human A375 melanoma cells up-
regulated genes associatedwithNK cell activation
and effector functions (fig. S15, A and B). It was
previously reported that tumors are infiltrated by
group 1 innate lymphoid cells (ILCs), which are
composed of NK cells and innate lymphoid cells
1 (ILC1) (26). We sorted group 1 ILCs from meta-
static lung tissue by flow cytometry for single-cell
RNA sequencing (RNA-seq); these tissue-infiltrating
group 1 ILCs expressed CD69, a tissue residency
marker, whereas blood group 1 ILCs (likely NK
cells) were low in CD69 (fig. S16A). Single-cell
RNA-seq demonstrated major differences in the
composition and activation state of group 1 ILCs

between 7C6-mIgG2a and isotype control treat-
ment groups. In 7C6-mIgG2a–antibody treated
mice, most group 1 ILCs (63.2%) were NK cells
with a gene expression signature associated with
activation and cytotoxicity, including expression
of eomesodermin (EOMES), granzymeA (GZMA),
granzymeB (GZMB), and perforin 1 (PRF1) (Fig. 3,
A andB, and fig. S17, A andB). Bynotable contrast,
a large fraction of cells (49.4%) in isotype control
antibody–treated mice were ILC1 with a gene
expression signature associated with cytokine
and chemokine signaling and inflammation, in-
cluding expression of the CXCR3 and CXCR6
chemokine receptors and lymphotoxin b (LTB)
(Fig. 3, A andB, and fig. S18, A andB) (26).We also
identified ILC1 in lung tissue of naïve mice that
had not been injected with tumor cells (fig. S19,
A and B), indicating that ILC1 originated from a
lung-resident cell population. Taken together,
these data indicated that treatment with this
MICA antibody resulted in a notable activation
of tissue-infiltrating NK cells and expression of
cytotoxicity genes.
Using flow cytometry, we validated key find-

ings from the single-cell RNA-seq study. Lung-
infiltrating NK cells were identified using EOMES
and CD49b as markers, whereas lung-resident
ILC1 were positive for CD49a, CD226, CXCR3,
and CXCR6 (fig. S20A). Staining for GZMA al-
lowed identification of activatedNK cells that also
expressed EOMES and CD49b (fig. S20A). Quan-
tification of EOMES+ GZMA+ cells demonstrated
an approximately fourfold increase of these acti-
vated NK cells (adjusted for tumor burden) on
days 4, 7, and 11 in 7C6-mIgG2a–treated mice
compared to isotype control antibody–treated
mice with lungmetastases (Fig. 3C and fig. S20C).
Also, the presence of lung metastases increased
absolute numbers of lung-resident NK cells and
ILC1 as shown by comparison of naïve mice and
isotype control antibody–treated mice with lung
metastases (figs. S16B and S20B). ILC1 expressed
higher amounts of NKG2D at the protein level,
but not at the mRNA level, compared to NK cells
(Fig. 3B and fig. S20A). Also, surface levels of
NKG2D were higher among tissue-infiltrating
NK cells than bloodNK cells (figs. S16C and S21A).
However, NKG2D surface levels were substan-
tially reduced among tissue-resident NK cells and
ILC1 in tumor-bearing mice compared to naïve
mice, even when tumor cells did not express
MICA (figs. S21, A and B, and S16C), suggesting
that signals from the tumor microenvironment
(such as transforming growth factor–b) contrib-
uted to lower NKG2D levels within metastases
(27, 28).
NK cells are regulated by multiple activating

and inhibitory receptors, and both NKG2D and
CD16 Fc receptors strongly modulate NK cell
functions (29). We introduced two mutations into
the 7C6-hIgG1 and mIgG2b heavy chains [aspar-
tate to alanine at position 265 (D265A) and
asparagine to alanine at position 297 (N297A),
or DANA] to abrogate binding to activating Fc
receptors (25). 7C6-DANA mutant antibodies
did not bind to the activating Fc receptor ex-
pressed by NK cells (CD16a) but retained MICA
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Fig. 1. MICA and MICB a3 domain–specific antibodies inhibit shedding and stabilize the
protein on the surface of human tumor cells for recognition by NK cells. (A) Illustration of MICA
protein bound to a NKG2D homodimer (Protein Data Bank 1HYR). MICA is colored in gray
and the NKG2D homodimer in blue and red. The NKG2D dimer binds to the a1 and a2 domains;
the a3 domain is the site of proteolytic cleavage. (B) Binding of mAbs to immobilized MICA
a3 domain or MICA a1 to a3 domains detected with a fluorescence-based ELISA (one representative
of three independent experiments). (C and D) A375 cells were treated for 24 hours with the
indicated mAbs. (C) MICA a3 domain–specific mAbs (7C6, 6F11, 1C2) inhibit MICA release into the
supernatant, as quantified by sandwich ELISA; mAb 6D4 binds outside the MICA a3 domain
and thus does not inhibit shedding. Data show mean ± SD for triplicate measurements from one
representative of three independent experiments. (D) MICA a3 domain–specific mAbs stabilize
MICA surface expression, as determined by flow cytometry using phycoerythrin (PE)–labeled
6D4 mAb. MFI, mean fluorescence intensity. Data show mean ± SD for triplicate measurements
from one representative of three independent experiments. (E) Human NK cells exhibit cytotoxicity
against A375 cells in the presence of 7C6-hIgG1 antibody (66.7 nM) but not isotype control antibody.
Mean ± SD for quadruplicate measurements. ***P < 0.001 calculated by two-way analysis of variance
(ANOVA) and Bonferroni’s post hoc test. Representative of three independent experiments (each
experiment was done with different human NK cell donors).
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binding (fig. S22, A to D). The 7C6-mIgG2b-DANA
mutant antibody inhibited MICA shedding to
the same extent as nonmutated mIgG2b and
mIgG2a forms (fig. S23, A and B). Pretreatment
of A375 cells with the 7C6-hIgG1-DANA mutant
mAb induced killing by human NK cells, and
this effect was blocked with an NKG2D-blocking
mAb. This result demonstrates that inhibition
of MICA shedding could induce NK cell–mediated
cytotoxicity in the absence of Fc receptor engage-
ment (Fig. 3D and fig. S23C). The 7C6-DANA mu-
tant antibody also had therapeutic activity in the
B16F10-MICA lung metastasis model, and ther-
apeutic benefit was lost when a NKG2D-blocking
antibody was administered (fig. S23, D and E).

These results demonstrate that inhibition of MICA
and MICB shedding by 7C6 restored NKG2D-
mediated tumor immunity.
Engagement of multiple activating receptors

enhances NK cell effector functions (29, 30).
7C6mAbwith a fully functional Fc region (hIgG1)
triggered stronger cytotoxicity by humanNK cells
than the 7C6-hIgG1-DANAmutant (Fig. 3D).We
also addressed the contribution of NKG2D and
CD16 Fc receptors to NK cell functions in vivo by
transfer of wild-type (WT) or mutant NK cells
into Rag2−/− Il2rg−/− mice that were T cell and
NK cell deficient. The most consistent reduction
in the number of lung metastases was observed
after transfer of WT NK cells. The therapeutic

effect was maintained (but more variable) after
transfer of NK cells deficient in either NKG2D
(Klrk1−/−) or CD16 (Fcgr3a−/−). By notable con-
trast, antibody treatment was ineffective after
transfer of NK cells that lacked both NKG2D and
CD16 receptors, although shed MICA was still re-
duced (Fig. 3E and fig. S12D). NKG2D and CD16
Fc receptors were also both required for optimal
inhibition of subcutaneous tumor growth (fig.
S24, A and B). These data demonstrate that 7C6
mAb activated NK cells through two important
receptors, the NKG2D and CD16 Fc receptors.
In the syngeneic tumor models described

above, MICA and MICB gene expression was
induced by a heterologous promoter. However,
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Fig. 2. Antitumor activity of antibodies
that inhibit MICA and MICB shedding.
(A to C) C57BL/6 mice were injected intravenously
with B16F10-MICA cells and treated with
7C6-mIgG2a, 7C6-mIgG2b, or isotype control
antibodies (200 mg per injection) on days 1, 2,
7, and 10. (A) Histological analysis (Fontana-
Masson staining) of lung tissue demonstrated
an apparent reduction in the number and size of
metastases in mice that were treated with the
MICA antibody (representative of five mice).
(B) MICA antibody treatment reduced the
number of superficial lung metastases counted
by stereomicroscopy on day 14. Data indicate
mean ± SD of pooled data from two independent
experiments. (C) Serum concentrations of
shed MICA. Data show mean ± SEM for five mice
per group and one representative of two
independent experiments. (D) 7C6-mIgG2b
antibody had activity against CT26-MICA lung
metastases (intravenous injection of tumor cells
into Balb/c mice; antibody injection on days 1,
2, 7, and 14; lung metastases counted on day 21).
Data indicate mean ± SD of pooled data from
two independent experiments. (E) Analysis of
therapeutic activity of 7C6-mIgG2a antibody
against subcutaneous B16F10 tumors that
expressed full-length MICA or MICB or a
secreted form of MICA, or were transduced with
control vector. Tumor cells were inoculated into
Igh−/− mice; treatment with 7C6-mIgG2a or
isotype control antibodies was started on
day 5 (arrows) and repeated at every tumor
measurement. Data show mean ± SEM for
10 mice per group pooled from two independent
experiments. (F and G) Efficacy of 7C6 antibody
treatment required NK cells and their cytotoxic
function. Same experimental design as in
(A) to (C). (F) Quantification of pulmonary
metastases in mice that were CD8 Tcell depleted
(a-CD8b) or NK cell depleted (a-NK1.1 and
a-asGM1). Data indicate mean ± SD pooled from
two independent experiments. (G) Mice deficient
for PRF1-mediated cytotoxicity, but not IFN-g
production, were unresponsive to 7C6 mAb treat-
ment. Data indicate mean ± SD pooled from two
independent experiments. *P < 0.05, **P < 0.01,
and ***P < 0.001, calculated by unpaired Student’s
t test (B) and (D) and two-way ANOVA and
Bonferroni’s post hoc test (C) and (E) to (G).
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in human cancers, MICA and MICB gene expres-
sion is endogenously activated in response to
malignant transformation (1). To test this thera-
peutic concept with human cancer cells and NK
cells, NOD-scidIL2Rgnull (NSG) mice were re-
constituted with human NK cells, followed by

injection of human A2058 melanoma cells (Fig.
4A). IL-2 was injected every other day for a week
to support NK cell survival. Inoculation of A2058
cells by an intravenous route resulted not only
in lung metastases but, surprisingly, also wide-
spread metastases in many other organs (fig.

S25C). Significantly fewer lung metastases were
present in mice reconstituted with human NK
cells and treated with 7C6-hIgG1 mAb (Fig. 4B
and fig. S25A). Antibody treatment also reduced
the spread of metastases to many other organs
(fig. S25, C to E). Metastases were particularly
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Fig. 3. NK cell activation by dual NKG2D receptor and
CD16 engagement enhances antitumor immunity.
(A and B) Single-cell RNA-seq analysis of lung-infiltrating group
1 ILCs. On day 7 after intravenous injection of B16F10-MICA
tumor cells, lung-infiltrating group 1 ILCs were isolated on the
basis of NK1.1 and NKp46 staining (cells pooled from nine mice
for isotype control and eight mice for 7C6-mIgG2a groups).
Natural killer T–like cells that expressed both T cell and NK cell
markers were also identified (even though TCRb and CD3e
positive cells had been excluded), likely because the T cell
receptor (TCR) is internalized after T cell activation.
(A) t-distributed stochastic neighbor embedding (tSNE) plots
illustrating identified cell populations in isotype control
(left)– and 7C6-mIgG2a (right)–treated mice. Major popula-
tions and key markers are indicated. (B) Expression of key
genes in group 1 ILCs on pooled data from isotype- and
7C6-mIgG2a–treated groups. FCER1G, Fc epsilon receptor
gamma chain. (C) Fluorescence-activated cell sorting analysis of
lung-infiltrating activated NK cells (EOMES+ GZMA+) across indicated
time points relative to tumor burden (five mice per group and time point).
Data indicate mean ± SEM; days 7 and 14 are representative of two
independent experiments. (D) Contribution of NKG2D and Fc receptor
activation to NK cell–mediated cytotoxicity. A375 cells were treated
for 48 hours with indicated antibodies and then cocultured for 4 hours
with human NK cells in a 51Cr-release assay. The 7C6-hIgG1-DANA
mutant lacked binding to activating Fc receptors. NKG2D recognition was
blocked with anti-NKG2D mAb 1D11. Data indicate mean ± SD and one

representative of three independent experiments. (E) Both NKG2D and
CD16 receptors contribute to therapeutic activity of MICA antibody.
Rag2−/− Il2rg−/− mice were reconstituted with WT NK cells or NK cells
mutant for NKG2D (Klrk1) and/or CD16 (Fcgr3a) genes. Mice were
then injected intravenously with B16F10-MICA cells and treated with
7C6-mIgG2b or isotype control antibodies, and lung metastases were
quantified on day 14. Data indicate mean ± SD of pooled data from
three independent experiments. **P < 0.01 and ***P < 0.001, calculated
by two-way ANOVA with Bonferroni’s post hoc test (C) and (D) or multiple
two-tailed unpaired Student’s t test (E).
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prominent in the liver and caused liver damage, as
measured by a serum biomarker (alanine trans-
aminase activity). Interestingly, 7C6-hIgG1 treat-
ment substantially reduced the number of liver
metastases and prevented liver damage even
without NK cell transfer (Fig. 4C and fig. S26A).
Liver-resident F4/80high macrophages (Kupffer
cells) that expressed activating Fc receptors (fig.
S26B) had higher surface levels of the CD80
activation marker in 7C6-hIgG1 treated mice
(fig. S26C). Macrophage depletion with clodro-
nate liposomes abrogated the therapeutic activity
of 7C6-hIgG1 antibody against liver metastases
(Fig. 4D) but had no negative effect on thera-
peutic efficacy in the lung metastasis model
in immunocompetent mice (fig. S27). Human
macrophages cultured in vitro express MICA
and MICB, and treatment with acetylated low-
density lipoproteins, a model of foam cells pre-
sent in atherosclerotic lesions, increased MICA
and MICB expression (31). Treatment with 7C6-
hIgG1 antibody inhibited MICA shedding and
increased MICA and MICB surface levels on
macrophages (fig. S28, A to C). These mechanisms
account for the significant survival benefit of

7C6-hIgG1 treatment in this humanized metas-
tasis model (Fig. 4E). These data demonstrate
the therapeutic activity of a MICA a3 domain–
specific antibody in a humanized metastasis mod-
el by activating NK cells and macrophages in an
organ-dependent manner.
We found that MICA and MICB a3 domain–

specific antibodies substantially increased the
density of the stimulatory MICA and MICB li-
gands on the surface of tumor cells, reduced shed
MICA amounts, and induced NK cell–mediated
tumor immunity. This therapeutic strategy re-
stores the function of an activating immune
pathway that promotes clearance of stressed and
transformed cells (Fig. 4F). We propose that the
association between MICA and MICB shedding
and cancer progression is primarily due to the loss
of immunostimulatory NKG2D ligands on the
tumor cell surface, although shed MICA may also
be a relevant contributing factor. Interestingly,
sheddingof thehigh-affinitymurineMULT-1 ligand
of NKG2D enhances antitumor immunity by in-
hibiting chronic NKG2D engagement of intra-
tumoral NK cells by myeloid cells that express
RAE-1, a murine NKG2D ligand (32). Soluble

MICA and MICB have a substantially lower af-
finity for theNKG2D receptor thanMULT-1, which
may explain why shed MICA and MICB do not
have such a stimulatory function (1). Given that
MICA and MICB are widely expressed in human
cancers, MICA and MICB antibodies may hold
promise for both solid and hematological malig-
nancies (14, 33–36). Such antibodies could be
used in combination with established therapies
that induce or enhance MICA and MICB ex-
pression through genomic damage pathways,
including local radiation therapy or antibody-
drug conjugates that deliver toxic payloads to
tumor cells (4). MICA antibodies are also of con-
siderable interest as a combination partner with
other immunotherapies to activate NK cells and
enhance cytotoxic T cell function for protective
antitumor immunity.
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VIRAL EVOLUTION

Destabilizing mutations encode
nongenetic variation that drives
evolutionary innovation
Katherine L. Petrie,1,2* Nathan D. Palmer,1 Daniel T. Johnson,1 Sarah J. Medina,1

Stephanie J. Yan,1 Victor Li,1 Alita R. Burmeister,3 Justin R. Meyer1*

Evolutionary innovations are often achieved by repurposing existing genes to perform new
functions; however, the mechanisms enabling the transition from old to new remain
controversial.We identified mutations in bacteriophage l’s host-recognition gene J that confer
enhanced adsorption to l’s native receptor, LamB, and the ability to access a new receptor,
OmpF.The mutations destabilize l particles and cause conformational bistability of J, which
yields progeny of multiple phenotypic forms, each proficient at different receptors.This work
provides an example of how nongenetic protein variation can catalyze an evolutionary
innovation.We propose that cases where a single genotype can manifest as multiple
phenotypesmay bemore common than previously expected and offer a general mechanism for
evolutionary innovation.

T
he tree of life is punctuated with numerous
biological innovations, but explaining the
origin of novelty has been problematic.
Natural selection, the predominant theory
for adaptation, is unable to explain howmu-

tations encode new function (1, 2). This dilemma is
epitomized by the progress made in understand-
ing the evolution of themodel virus bacteriophage
l. Under typical laboratory conditions, l evolves
to exploit a new receptor (OmpF) (3). This inno-

vation is achieved through four mutations in
its host-recognition gene, J (3). The mutations
evolve by natural selection because they acceler-
ate adsorption to the original receptor (LamB)
(4) and later are coopted for OmpF function (3).
Remaining to be explained is how J mutations
improve LamB adsorption and open access to
OmpF. Here we report studies of the molecular
mechanisms of Jmutations and offer an answer
to the question of how novelty arises.

Protein functional evolution is typically thought
to occur through gene duplication and divergence
(5). This model cannot explain l’s evolution be-
cause the J gene did not duplicate (3). Instead, l
evolved a promiscuous J protein capable of using
LamB and OmpF receptors, which then diverged
into two receptor specialists (6). The leading ex-
planation for the evolution of promiscuity is
throughprotein-destabilizingmutations that cause
structural disorder, allowing proteins to occupy
multiple conformations (7–10). Once a promis-
cuous protein is evolved, additional evolutionary
refinement of specific function leads to special-
ization and restabilization (8, 9, 11) (Fig. 1A).
We tested this hypothesis by measuring the

thermostability of five l genotypes that only
varied in the number of Jmutations. Each strain
was genetically engineered with mutations that
have been observed to evolve on the path toOmpF+

(3). Thermostability was assessed by measuring
the temperature dependence of phage survival
after 1 hour of exposure to multiple temperatures,
ranging from l’s natural 37°C to a destabilizing
55°C. The number of mutations and the degree
of sensitivity were correlated [Spearman’s r =
0.90, P = 0.0167; Fig. 1B and fig. S1 (12)]. One
caveat is that nonsynonymous mutations tend
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Fig. 1. Evolutionary innovation through functional
bistability. (A) Schematic overview of l evolution.
Mutations to improve ancestral receptor binding
reduce stability until a critical mutation produces a
multifunctional genotype. Further evolution can
restabilize the protein. (B) Temperature sensitivity
of genotypes with indicated numbers of mutations
relative to the ancestor. Some have more than
four mutations because l often evolves additional
mutations before achieving OmpF use. The y axis
shows the fraction of infectious particles remaining
after incubation. Curves are logistic models fit to
data from multiple trials; fig. S1 shows all data (12).
OmpF+ phages are shown in teal, and LamB-reliant
genotypes are shown in black. (C) Temperature
sensitivity of the ancestor, an OmpF+ generalist, and
the generalist’s specialist descendants. Bars indicate
the data range; fig. S2 shows all data.

40 45 50 55

0.0

0.2

0.4

0.6

0.8

1.0

temperature (°C)

fr
ac

tio
n 

re
m

ai
ni

ng

0

3

4

5

7

ancestor

multifunctional intermediate
(generalist) 

specialist 
binds LamB binds OmpF

st
ab

ili
ty

 

sequence space

m
or

e 
st

ab
le

 
le

ss
 s

ta
bl

e 

temperature (°C)

fr
ac

tio
n 

re
m

ai
ni

ng

0.00001

0.0001

0.001

0.01

0.1

1

10

40 45 50 55

ancestor

OmpF+ generalist

OmpF specialists

LamB specialists

on M
arch 29, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


to destabilize proteins (11), so this relationship
is also expected under a null model of protein
mutagenesis.
We testedwhether additional Jmutations that

cause specialization restabilize the protein. We
measured the thermostability of the ancestral l
and an OmpF+ generalist variant, as well as 10 of
the generalist’s descendants that evolved to spe-
cialize on either LamB or OmpF (table S1) (6).
The null expectation is that all specialists should
lose stability because each evolved additional J
mutations; however, none did. In fact, five out of
five LamB specialists and three out of five OmpF
specialists regained ancestral stability (fig. S2).
Onaverage, the specialistswere significantlymore
stable than the OmpF+ generalist [Fisher’s meth-
od, Χ2(4) = 22.6, P = 0.0001] and indistinguish-
able from the ancestor [Fisher’s method, Χ2(4) =
5.56, P = 0.234] [Fig. 1C; comparisons made at
51.4°C (12)].
An additional investigation of l particle decay

yielded a surprising discovery. We studied the
temporal dynamics of the most and least stable
strains observed (ancestor and seven mutations;
Fig. 1B) decaying at 37°C for 18 days (Fig. 2A).
The seven-mutation OmpF+ generalist phage de-
cayed at a faster rate, but, unexpectedly, both
genotypes decayed at decreased rates over time.
If phage stocks contained just a single phage
phenotype, then all particles should share a com-
mon half-life. Instead, a model of fast-decaying
and slow-decaying subpopulations fits the data
better than a model of single exponential decay
[fig. S3 and table S3 (12)]. Thus, despite origi-
nating from an isogenic stock, l particles ex-
hibit phenotypic heterogeneity: Some are stable
and some are unstable. In line with this obser-
vation was the previous discovery that geneti-
cally identical l particles can have different rates
of LamB adsorption as well (13).
Destabilized promiscuous intermediates may

facilitate innovation by permitting proteins to
flexibly accommodate different ligands (11, 14),
or they may produce polypeptide chains that are
sensitive to contingent folding processes that
result in multiple isoforms with different capaci-
ties (9, 15). Sometimes, the energy barrier between

these isoforms may be high enough to prevent
their refolding, making the protein appear con-
formationally bistable (9, 16). The repeated ob-
servations of nongenetic phenotypic heterogeneity
suggest that this mechanism may be acting dur-
ing l evolution.
To test whether the heterogeneity in decay was

related to the mutations spurring the innovation,
we reexamined decay dynamics (12). First, we
studied whether the accelerated OmpF+ decay
is due to the emergence of a new, fast-decaying
phenotypic class. We found that the decay rate
of this strain was significantly faster during the
first day of incubation than the second (t test, t8 =
–14.2, P < 0.000001); there was no significant
change in the ancestral l decay rate over 2 days
(t8 = –1.35, P = 0.214) (Fig. 2B). This pattern is
consistent with a new fast-decaying subgroup
that is mostly lost within the first day. Next, we
predicted that the newly evolvedunstable subgroup
was composed of OmpF+ particles. We repeated
the decay experiment with theOmpF+ strain, but
we quantified the number of OmpF-binding and
LamB-binding particles by plating subsamples
on hosts that express only OmpF (lamB–) or only
LamB (ompF–) (12). The number of particles that
produced infections on OmpF lawns declined
significantly faster than the number on LamB
lawns (t test, t3 = –7.31, P = 0.00528; Fig. 2C),
indicating that among genetically identical l par-
ticles, we observed unstable OmpF+ and stable
LamB-reliant particles. We confirmed that the in-
creased frequency of LamB-reliant particles was
due to nongenetic heterogeneity and not genetic
changes by regrowing LamB-reliant phages and
showing that nearly all cultures regained function
onOmpF [fig. S4 (12)].We also confirmed that the
instability was not due to proteinase sensitivity
[fig. S5 (12)].
Further confirmation that only a fraction of

particles can exploit OmpF was gained through
an OmpF+ pull-down experiment in which ls
that bind OmpF were selectively removed (12). If
all l particles are equivalent, then this assay
would not affect the frequency of remaining
particles that exploit LamB or OmpF. However,
if there is heterogeneity, then we would expect

a decline in the ratio of OmpF+ to LamB+ par-
ticles. OmpF pull-downs preferentially depleted
ls that could form plaques on the OmpF lawns
(t test, t2 = –5.15,P = 0.0357; Fig. 3A). As a control,
we confirmed that this depletion by binding was
greater than the decay observed when the incu-
bation was done with no complementary recep-
tors (t test, t3 = –4.14, P = 0.0255; Fig. 3B).
Taken together, our results indicate that J

mutations that move l toward innovation de-
stabilize the phage and allow it to access mul-
tiple phenotypes. We reason that this observed
heterogeneity originates from the stochastic fold-
ing of individual J proteins, because Jmutations
alone are sufficient to alter the heterogeneity.
However, because we studied the whole phage,
we are unable to confirm whether the heteroge-
neity is entirely explained by J protein variation
or whether it stems from an interaction between
J and the rest of the particle.
Next, we studied how natural selection pro-

motes the evolution of nongenetic phenotypic
heterogeneity. We hypothesized that the OmpF+

subpopulation is a by-product of selection for
improved LamB adsorption and a result of pro-
tein misfolding. To test this, we compared the
adsorption rates of an OmpF+ genotype and its
OmpF–progenitor,which is onemutation removed
fromOmpF function (3). As expected, even the last
mutation required for the innovation improved
binding to the original receptor (t test, t4 = 11.7, P =
0.0003; Fig. 3C). Next, we predicted that the LamB-
reliant fraction of OmpF+ l particles should have a
faster adsorption rate on LamB than themisfolded
OmpF+ particles. We measured the adsorption to
LamB of the entire population versus that of the
lamB-reliant subpopulation by removing OmpF+

particles with the OmpF pull-down technique. The
pull-down technique enriched the unbound frac-
tion for particles that were 13.4% faster at
adsorbing to LamB (t test, t8 = 2.77, P = 0.0244;
Fig. 3D), indicating that there is a cost for
producing the subpopulation of OmpF+ particles.
This demonstrates that a single gene can evolve
to improve two functions simultaneously by
expressing multiple forms, even if the functions
are antagonistic.
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Nongenetic phenotypic heterogeneity may arise
by chance, or it could evolve by natural selection if
a distribution of phenotypes confers higher fitness
than a single type. We tested this by mathemat-
ical evaluations of the fitness of generalist ls that
only vary in the width of their adsorption rate
distributions. We assumed that the l particles’
adsorption rates to LamB and OmpF are nor-
mally distributed but constrained by a trade-off
curve (6) and adsorption rates ≥0.We found that
small variances resulted in substantial loss of
mean population fitness; however, at large var-
iances, this cost was recouped, and fitness ex-
ceeded that at zero variance [Fig. 4 (12)].
We show that the OmpF innovation evolved

by violating the “one sequence, one structure”
dogma (17) with a DNA sequence that encodes

multiple protein forms. This allowed the virus to
simultaneously optimize binding to its original
receptor and experiment with new functions.
Nongenetic heterogeneity in gene expression lev-
els is predicted to facilitate evolutionary novelty
(18); here, we extend this hypothesis to the ex-
pressed molecules themselves and demonstrate
the role of nongenetic heterogeneity in action.
Ourmathematical model establishes circumstances
where nongenetic heterogeneity is adaptive, and
thus this mechanism is more likely than if
heterogeneity evolved by chance alone.
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At the National Institute of Biomedical Imaging and 

Bioengineering in Bethesda, Maryland, microscopist Hari 

Shroff is also interested in developmental neuroscience. In 

collaboration with scientists at Yale University in New Haven, 

Connecticut, and the Sloan-Kettering Institute in New York, 

heís imaging how the brain of a nematode develops.

ìThe worm embryo: Itís hard to image, and itís very 

sensitive to light,î says Shroff. ìYou really have to be fast.î 

He and his colleagues wanted to avoid the classic light-

sheet arrangement in which the sample is embedded in a 

tube of agarose and surrounded by lasers and cameras. 

Instead, they preferred to put the worm embryos on standard 

glass coverslips.

To get the incoming light sheet and observing objectives 

at right angles to each other, Shroff ís solution was to tilt each 

by 45 degrees from vertical. The apparatus looks much like 

a standard microscope, except for the two askew objectives 

aimed at one stage. The sample stays stationary, and the light 

sheet from one objective and the other detection objective 

move in tandem. The system is called inverted selective plane 

illumination microscopy (iSPIM).

Like Keller, Shroff also dealt with the anisotropy issue, but 

he didnít add any more objectives to do it. He simply set 

each to either produce a light sheet or collect an image, and 

to alternate between the two. First, objective A produces 

the sheet and objective B the image, then they swap. The 

researchers called this arrangement symmetrical dual-view 

iSPIM (diSPIM).
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version they call triple-view SPIM, they added an extra 

objective below the coverslip, to collect extra output and 

improve spatial resolution at no cost to speed, and with no 

added dose of light. Finally, the researchers experimented 

with performing diSPIM with a mirrored coverslip. This 

creates a ìvirtual imageî beyond the looking glass, as if the 

sample and the light sheets were doubled. With the right 

algorithms to make sense of it all, Shroff and his team can 
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sensitive imaging at twice the speed, all for the cost of an 

aluminum-coated coverslip.

Wider: Living, moving landSCAPEs
Elizabeth Hillman, a biomedical engineer at Columbia 

University in New York, has developed a light-sheet 

technique that uses only a single objective to both produce 

the light sheet and to collect all the signals from the sampleó

which could be an entire, freely moving organism. The system 

uses a mirror to sweep the lightóand the focal point of the 

cameraóthrough a sample. She refers to her system as ìswept 

confocally-aligned planar excitationî (SCAPE) microscopy. 

As with other new light-sheet techniques, SCAPE has 

the advantage of tremendous speed. With newer cameras, 

Hillman is imaging more than 100 volumes of sample per 

second. That allows her to image the cells of awake, moving 
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problem of blurring when the animal moves. ìWeíre going 

so fast that we can see timing information no oneís ever seen 

before.î 

Faster: Sheets of light

Multiphoton imaging still relies on slow point-scanning, 

though. ìSpeed and depth is always the trade-off,î says Xu. And 

�
		
�*
��)
�*���*
�)��
*�
������*
�����*�����
�*��*��� �*

seconds, so light-sheet microscopy was the answer.

While light-sheet microscopy is an old ideaóscientists at ZEISS 
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work to process image volumes combined to make light-sheet 

mainstream. The ZEISS Lightsheet Z.1 microscope includes a 
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or even a small octopus, for exampleódangling in front of the 

objective, and permits easy rotation for a better point of view. 

A 2008 version of Kellerís light-sheet microscope, called 
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(DSLM), gave him the speed he craved: 1.5 billion voxels 

per minute. The design differs from that of a conventional 

commercial microscope: Keller placed the laser and objective 

lens at right angles to each other atop a table; then he 
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between the two. He translocated the sample back and forth 

through the light sheet to hit all planes. He could observe 

�
�
�%�
���
%�
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������*
�����*�
�
	���
�)�*

and the formation of germ layers.

Since then, Keller has updated the technology. One issue was 

that if a sample is large or opaque, the light sheet might not 

reach all the way through it. To deal with this, Keller developed 

SiMView: He doubled the light sheets and cameras to collect 

four images within 20 milliseconds or less, because each 

camera can focus on the two sheets in rapid succession.

Another issue he tackled was anisotropy, that is, the fact that 

a single objective will typically give better resolution in the 

lateral xy direction than in the axial z*���
�)����*��*��
�)
*�*#&*

image with equal resolution at any viewing angleóa technology 

called IsoViewóKeller doubled the number of cameras and 

sheets again to four, and digitally combined those images.

Live imaging and computational tracking of cells in an entire developing 
Drosophila embryo undergoing gastrulation (shown are views of the dorsal 
and ventral sides of the embryo). The nuclei-labeled embryo was imaged 
with SiMView light-sheet microscopy and computationally reconstructed 
with the TGMM cell-lineaging framework.

cont.>
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Itís easy to adapt the SCAPE objective to a variety of sample 

types, says Hillman. The cells or organisms could be in a plate 

or dish, or in the head of a mouse; it doesnít matter. 

Columbia has licensed the SCAPE technology to Leica, 

though Burke is not certain when Leicaís SCAPE system will 

be available. Leica has also licensed another sheet-sweeping 

technology, the oblique plane microscopy (OPM) developed 

by Chris Dunsby, a biomedical optics researcher at Imperial 

College London. 

Dunsbyís goal was to perform light-sheet microscopy with 

a single objective, while maintaining good resolution. His 

technique uses three microscopes in succession to magnify the 

sample, capture light from the tilted plane, and sweep the light 

sheet.

The complete setup offers high-speed, 3D imaging with 

subcellular resolution, says Dunsby. For example, heís used it 

along with a calcium-tracking dye in cardiac muscle cells from 

a rat, to image the sparks and waves of calcium ions that can 

trigger deadly arrhythmias during heart failure. ìWe were able 

�����������������������������	
���������
�������
��������������

in cardiac myocytes,î he explains. 

OPM also works in multiwell plates. Dunsby and colleagues 

�������������
����������������
���������
�������
������������

biosensor, in multicellular kidney cell spheroids. Imaging 42 

wells took 9 minutes. 

Whatís next?
SCAPE and OPM complement each other nicely, says Burke, 

and Leica plans to combine the two in an upcoming product. 

Whatís next for live-cell imaging? ìI donít think we have 

explored the full capabilities of light sheet yet,î says Hellriegel. 

For example, he suggests that superresolution techniques 

might be incorporated into light-sheet imaging.

����������������������������������������
����������
��

indicate cellular events (e.g., neurotransmission) will make 

real-time, rapid imaging appealing to many scientists. He also 

anticipates that faster, more sensitive cameras will be neededó

and developedófor speedy imaging.

Labels and the lack thereof 

�!�� ���#�"#
��� �# #"�!�� "	�� " !"
#�"�
!��#
�� " ��#�"
For one thing, it can be tricky to introduce them into 
#�����#�"� �#"��#!"����" !"��"
�� ���" �� " ��"�
!�!��!��"
�
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��� ���"!�"
might photobleach over time. 

Biophysicist Hyungsik Lim at Hunter College, City 
University of New York, uses third harmonic genera-
tion (THG) microscopy to image myelinóthe ìinsulationî 
around nerve ìwiresîóin live cultures and tissues with-
out adding any labels. THG generates a signal when the 
energy from three incoming photons is combined into 
one outgoing photon. The technique is particularly sen-
sitive to boundaries where the refractive index of a tis-
sue changes, such as those between aqueous solutions 
and lipid- or protein-rich structures, such as myelin.

Another option is Raman microscopy, a scanning ver-
sion of Raman spectroscopy, says Katsumasa Fujita, an 
applied scientist at Osaka University in Japan, who is 
introducing Raman to the microscopy world. Raman 
spectroscopy relies on the incoming light of a single 
wavelength to excite the molecules in a sample. The 
photons that make up this light bounce, or scatter, off the 
molecules in the sample, mostly at the same wavelength 
they had coming in. But every so often (about one in 100 
million photons), a photon will bounce off with a different 
wavelength, shifted to a lower, more reddish frequency. 
The frequency of the shifted light depends on the mol-
ecule it scattered from. In this way, Raman spectroscopy 
can identify the components of a sample.

Under the life-science microscope, Raman scattering 
	!��#"��"�"#������"	���"��!������"�"��!���"!�" ��"
!��!-
nent molecules in a specimenówhether it is DNA, pro-
tein, or lipid. However, it canít distinguish much beyond 
that; for example, it canít tell one kinase from another.

Meanwhile, researchers at Columbia University in New 
York are working on a way to add dozens of color labels 
 !"������������"
���#�"����� �!���"�
!��#
��
�"�������"
����#"!
 "� "��!
��"���"
!�!���"�����#�"��
�
#�" ��"
��!��"�����#"!�"	������� �#"���  ��"��" ��"�
!�!��!��#"
overlap, points out biophysical chemist Wei Min. But the 
wavelengths emitted in Raman spectroscopy fall into 
a much tighter range, so it ought to be possible to use 
many more colors without that overlap.

A former postdoc of Minís, Lu Wei, now a chemistry 
professor at the California Institute of Technology in 
Pasadena, took on the challenge. She and her colleagues 
��#�����"��"�������� "�
!��#
�� "���#"��"�������" ��"
triple carbonñcarbon bonds, triple carbonñnitrogen 
bonds, and isotope content to create different colors. 

Now, Wei and Min are working on more colors and 
�� �!�#" !"����" ��"���#" !"#��
��
"��!�!��

��#"!�"
organelles of interestóMin thinks 50 or more colors 
should be possible.



LIFE SCIENCE TECHNOLOGIES

new products:  microscopy

 Produced by the Science/AAAS Custom Publishing Office

35-mm Imaging Dish
ibidiís µ-Dish 35-mm Quad 

is a four-compartment 

cell culture dish that 

guarantees brilliant optical 

quality. The subdivisions 

enable up to four parallel, 

individual experiments in 

one dish, where applications 

such as transfection, 

�������������������������	
�������
����������	��	�����������
���������

performed. Quad is the ideal solution for scientists who conduct 

������������
�������������������������������������������������������������

experimental conditions. The subdivisions not only save time, but also 

decrease experimental costs by reducing the cell numbers and reagents 

needed. Its unique ibidi Polymer Coverslip Bottom guarantees superior 

optics for high-end microscopy. Excellent phase contrast is provided 

by the centered plate construction. This Ph+ (Phase Contrast +) feature 

�
��������������������������������������������	�����������	�������

ibidi 

For info: 844-276-6363

www.ibidi.com

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/about/new-products-section for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this 

space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not 

implied. Additional information may be obtained from the manufacturer or supplier.

Apoptosis/Necrosis Detection Kit
Enzo Life Scienceís GFP-CERTIFIED Apoptosis/Necrosis Detection Kit 

detects four distinct cell states: viable cells, early apoptotic cells, late 

apoptotic cells, and necrotic cells. Plasma membrane integrity and the 

display of phosphatidylserine on the plasma membraneís extracellular 

face are both hallmarks of apoptosis, and are used in this kit to 

distinguish apoptosis from necrosis. The kit features true multiplexing 
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understanding the development, homeostasis, and pathogenesis of 

�"����%���"������!�"��"��%������������"��%�"�������
��"�$�����	��������"��

�������������$���$%������%�����������"��������"%��������$��������%�����%��

neuroscience research, drug discovery, and more. 

Enzo Life Sciences

For info: 800-942-0430

www.enzolifesciences.com

Spinning Disk Confocal Superresolution Microscope
With resolving power that surpasses the limits of conventional optical 

microscopes, the Olympus IXplore SpinSR10 imaging system balances 

�����
������&�$�'
��'�����$�'���$'����$'	��
����$�����������%�����$	��

frame rate and 120-nm XY resolution enable researchers to observe the 

�'������$����'������$'	�����$'���'�������&�������&��&������$�������$'	�
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into regions that can be hard to access using traditional superresolution 

methods. A suite of features helps minimize phototoxicity and 

photobleaching when capturing 3D images, prolonging the viability 

����$
���������&�$'	��$%��������$%�	$'	��������������	�����������'�����

�$���&����
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so live-cell, superresolution images can be captured using conventional 

�&������'��������

Olympus

For info: 781-419-3900

www.olympus-lifescience.com/advanced-imaging-solutions/spinsr10

Plate Reader

�����#� �����"�� !�
�����������
��� ������#�����������!������������

well-imaging along with label-free and labeled detection technologies. 

Its imaging module and easy-to-use Kaleido 2.0 data acquisition and 

analysis software allow you to image a 384-well plate in less than 5 

min., a two-color image in around 6 min., and a three-color image in 

around 7 min. With its image cytometry capabilities, you can quickly 

�#
���� �����#���������
�����
���	�����������"����"� #�����
����� ���

cells, performing end-point assays, or taking kinetic measurements over 

� !�����# #��"��������
���#����������
����
����� ��� �#������������!���

speed makes it ideal for assay optimization and for assessing cell-based 

assay quality to reveal cell-seeding errors, improper liquid handling, and 

bacterial contamination. You can use ready-made, click-and-go protocols 

or build your own from the toolbox, and the plate stacker gives you the 

convenience of walkaway operation. 

PerkinElmer

For info: 800-762-4000

www.perkinelmer.com/ensight/index.html

Live-Cell Incubator Imager
Etalumaís high-resolution, versatile, and compact inverted LS 

!(�����������"*)������������*��������(+�(�����*��(+�*�����
�	(
(+	�

you stable temperatures and CO
2
 levels throughout your assays. They 

������)��������������*������+��
���������+�����
��+����(	�������

)(��������
��+����+�����))��������#$%���&�������(
����'���������)�

an automated XY stage with autofocus in Z (LS720) or a manual stage 

(LS620) and get images, time-lapse series, and videos recorded directly 

to your computer. These fully functioning microscopes empower users 

���
(�*��(������������)�)(���������
��(����
������
���(���
�)(����*(�(��

chips, or custom labware. Their quality is comparable to that of 

����(�(�+��
��(	�������)(��������� ��*���+��+�����	��������(	��(��*���

without the big-ticket price.

Etaluma

For info: 760-298-2355

www.etaluma.com/live-cell

Digital Imaging System
The CELENA S is a small, powerful digital imaging system that 

�()��(����()�	(+	��+��������+����(����+��	���(+	���
�+��������(�(�+�

���(��
����(	������+�(�(
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semiconductor (CMOS) camera, and a computer with user-friendly 

software, it allows researchers to capture vivid, publication-quality 

()�	����(����������+������+	������������(
����+���������*����

accommodate a wide range of imaging needs. Researchers can 

use the CELENA S for multiple applications, such as capturing and 

�+����(+	�)*��(�������*������+���()�	��
��(
�������()�	(+	
��+��

automated cell counting. The new onstage incubation system features 

an environmental chamber, temperature controller, and gas mixer. 

Researchers can control temperature, humidity, and gas content with 

precision. Live cells can be monitored with the time-lapse function or the 

growth monitor.

Logos Biosystems

For info: +82-(31)-478-4185

logosbio.com/digital_microscope/CELENA_S/features.php
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Astronomy at Peking University

PKU astronomy encompasses

the Department of Astronomy

(DoA) and the Kavli Institute

for Astronomy and Astrophysics

(KIAA), the latter being jointly

supported by PKU and the Kavli

Foundation, USA. With DoA

and KIAA working closely, PKU

astronomy has established a

high-level international research

team through worldwide recruit-

ment. It currently has 25 faculty

members (30% are non-Chinese),

30 postdoctoral fellows (60% are

non-Chinese), 104 undergrad-

uate students and 59 graduate

students. The research includes

four major areas of astrophysics:

(1) cosmology, galaxy formation

and evolution; (2) interstellar

medium, stellar and planetary

systems; (3) gravitational physics

and high-energy phenomena; and

(4) computational astrophysics.

Recent years have witnessed a

number of research Indings with

considerable international impact.

In 2014, Prof. Fukun Liu and

his colleagues found a pair of

supermassive black holes in an

ordinary galaxy for the Irst time.

This discovery was praised for

“really changing the way we think

about the universe, and opening

up whole new areas for astrono-

mers to study” by international

colleagues.

In 2015, Prof. Xuebing Wu’s

team discovered the most lumi-

nous quasar with a central black

hole mass of 12 billion solar mass-

es in the early Universe, the most

massive black hole discovered

at redshift greater than 6. This

Inding seriously challenged black

hole formation and galaxy evolu-

tion theories. Published in Nature ,

it was selected as one of the top 10

major scientific achievements of

the year in China.

In 2016, Prof. Subo Dong

discovered the most luminous

supernova ever seen, which may

lead to new ideas and new ob-

servations of the whole class of

superluminous supernovae. Pub-

lished in Science , it was selected

as one of the top 10 achievements

in astronomical science and tech-

nology of the year in China.

In 2015-2016, former PhD stu-

dent Chengyuan Li published two

papers in Nature : after finding

that intermediate-age star clusters

can be composed of a single-gen-

eration stellar population, he and

his colleagues discovered young

populations of stars within glob-

ular clusters that have apparently

formed from gas iowing in from

outside of the clusters themselves.

More achievements are demon-

strated by the many prestigious

projects and awards, such as the

National Key Program for Sci-

ence and Technology Research

and Development sponsored by

the Ministry of Science and Tech-

nology (MOST) of China, and the

Group Innovation Award granted

by the National Science Founda-

tion of China. The PKU astron-

omy group also plays significant

roles in the majority of large as-

tronomical research facilities and

initiatives involved by China, in-

cluding NGPS, LAMOST, FAST,

QTT, JCMT, TMT, SKA, etc ,

and serves as key coordinator for

the China-US ‘10+10’ program in

astronomy, which promotes sci-

entiIc cooperation and exchange

in astronomy between 10 United

States universities and 10 Chinese

universities.

PKU has become one of the

most important platforms for

cultivating talent and conducting

cutting-edge scientific research

in astronomy, generating impact

around the world.

Feel free to contact us:

Tel: +86-10-6275-6630

Email: shuyan@pku.edu.cn

http://kiaa.pku.edu.cn/

http://vega.bac.pku.edu.cn/astro/

astro.htm
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The Department of Energy and
Resources Engineering (DERE) at

Peking University, committed to

cutting-edge research on engineer-

ing problems related to energy and

environment, has a reputation for

its research on the development of

unconventional fossil energy and

renewable energy sources, as well as

on the cyclic utilization of resources.

Professor Dongxiao Zhang, the

dean of the college, is leading his

team to conduct fundamental research

on the mechanisms and technologies

of unconventional oil and gas devel-

opment, such as shale gas/oil, coal

bed methane and natural gas hydrate.

Professor Hailong Lu and his group

are dedicated to the fundamental

studies of the physical and chemical

properties of natural gas hydrates for

the development of production and

survey technology, providing strong

technical support for China’s frst pro-

duction test of marine gas hydrate in

the South China Sea.

DERE has developed several new

energy sources such as new solar cells,

lithium battery materials, biomass

fuel, and microorganisms (including

microalgae) as single-cell factories for

biofuels. Xiaowei Zhan and his team

created a brand-new nonfullerene ac-

ceptor system, the Fused-ring Electron

Acceptor (FREA), which is recognized

as the best-performing nonfullerene

acceptor system and has been adopted

by many research groups across the

world to fabricate high-performance

organic photovoltaics (OPV) with ef-

fciencies exceeding 14%, far superior

to fullerene-based OPV (11-12%). The

emergence of such a high-performance

fullerene acceptor as FREA has begun

to marginalize previously predominant

acceptors in OPV, inaugurating a new

era of OPV technology.

DERE is pioneering new envi-

ronmental techniques and uncon-

ventional resources utilization. Hao

Wang and his group has made a

breakthrough by developing a nano-

scale detection method, i.e. Joints of

Interfaces, on the triple-phase contact

lines and detected dynamic nanos-

cale information which was urgently

needed for long-standing debates.

They created self-driven and aligned

moving contact lines on both solid

and solution surfaces, which can

be used in systems to achieve fast,

environmentally friendly, and large-

scale fabrication of materials like

solar perovskites. They have also

developed a smart bubbling scrubber

that allows fume gas to be quickly

cleaned through interaction with bub-

bles. Professor Xidong Wang, chair

of DERE, is conducting research

on the efficient recycling of solid

waste resources and residual energy.

Various environmentally-friendly

material products, by coupling waste

resources and residual energy, have

been researched, invented, and wide-

ly used in industrial production.

DERE has established many lab-

oratories, such as the Beijing Key

Laboratory for Advanced Battery

Materials and the Beijing Key Lab-

oratory of Solid Waste Utilization,

in order to facilitate interdisciplinary

research on energy and resources.

Outstanding scholars in relevant re-

search areas are warmly welcome to

contact DERE at PKU. Feel free to

contact us at:

http://en.coe.pku.edu.cn/Energy-Re-

sources-Engineering/index.htm

Tel: +86-10-82529077

Fax: +86-10-82529010

Email: gnyx@pku.edu.cn

Energy and Resources Engineering
at Peking University

The discipline of space sciences

was initiated at Peking University in

1959, only two years after the success-

ful launch of the Irst manmade space-

craft that marked the start of the space

era. Peking University has listed space

science as one of its key cross-discipli-

nary sciences. The Institute of Space

Sciences and Applied Technology (IS-

PAT) offers undergraduate and grad-

uate prograoms in Ive major Ields of

space sciences: solar and heliospheric

physics, magnetospheric physics, iono-

spheric and upper atmospheric physics,

space weather, and space exploration.

ISPAT has been conduct ing

high-impact research. For instance,

ISPAT is undergoing a NSFC (Na-

tional Natural Science Foundation

of China) Creative Research Group

project, led by Prof. Qiugang Zong, to

comprehensively investigate the ac-

celeration, transportation, and enects

of energetic particles in solar-terrestri-

al space. ISPAT has achieved a num-

ber of scientiIc breakthroughs in the

field of space physics: the discovery

of the unusual, isotropic superhalo

electrons in the interplanetary space

that are probably originated from the

magnetic reconnections in solar nano/

micro-iares, the establishment of the

double-component theory of kinetic

turbulence in the solar wind, the pro-

posal of the fast acceleration mecha-

nism of inner-magnetospheric parti-

cles via ULF waves, the discovery of

the sudden iux drop and subsequent

dropout echo of the outer radiation

belt electrons that are triggered by

interplanetary shocks, the proposal of

the drift-echo mechanism to account

for a zebra-like pattern of inner radia-

tion belt elections, the discovery of an

inverted V-type spectral structure that

is generated by the upiowing oxygen

ions while accelerated along the mag-

netic Ield in the polar regions, etc.

On the other hand, ISPAT has been

conducting the design and develop-

ment of space-borne instrumentation.

For instance, the particle radiation de-

tector on board the China-Brazil Earth

Resources Satellite has successfully

probed the inner radiation belt by

monitoring the radiation environment

inside the spacecraft. Recently, the

Imaging Electron Spectrometer (IES),

developed by ISPAT, has been iown

on one Beidou Navigation Satellite,

to monitor the outer radiation belt and

especially explore the wave-particle

resonance interactions.

In May 2017, Peking University

established the Center of Planetary and

Space Sciences upon ISPAT, aiming

to provide a world-class research and

education platform for space sciences.

ISPAT will expand its enorts in all

fields of space sciences, in order to

explore the heliopshere - the home

of human beings in the universe.

Specifically, ISPAT will explore the

acceleration and transport of ener-

getic particles from the Sun and in

the heliosphere, the solar origin and

interplanetary transport of solar wind

and coronal mass ejections, as well as

the interactions between solar wind

and interstellar wind at the outer heli-

osphere and beyond. It will also con-

duct comparative planetology studies,

especially aiming to investigate the

loss of planetary atmosphere and

the origin and evolution of planetary

magnetic Ield/magnetosphere.

Since the space-borne instrumen-

tation is a major pacing factor of

space sciences, ISPAT will focus on

the design and development of the

new-generation instrumentation and

technology, including the multi-pitch-

grid Energetic Neutral Atom Imager

that provides the unique way to ob-

serve the physics processes in space

plasma. ISPAT will also continue par-

ticipating in China’s Mars and Jupiter

Exploration Programs, as well as the

prospective Magnetosphere-Iono-

sphere-Thermosphere Coupling Ex-

ploration Program (PI: Prof. Suiyan

Fu from ISPAT).

For more information, please refer to:

http://www.space.pku.edu.cn/en/

Or Contact Prof. Qiugang ZONG

Email: qgzong@pku.edu.cn,

Tel: +86-10-62767422

Space Sciences at Peking University

ADVERTISEMENT
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Nanjing Agricultural University

Welcomes Talents from AllOver theWorld
Nanjing Agricultural University (NAU) sincerely invites you to join us in teaching and research.

About us

Nanjing Agricultural University is a university under

the administration of the Ministry of Education and

has been selected and included in the National

“Double World-Class” University Construction

Initiative. In the fourth-round national first-level

discipline evaluation in 2017, it had four disciplines

listed in Class A+, ranking itself the 11th of the top

universities in China. In the ESI rankings, it had seven

disciplines ranked among the top 1% worldwide, and

two of the disciplines, Agricultural Science and Plant &

Animal Science, among the top 1‰. The US News

2018 has listed NAU the top 9 among the Best Global

Universities of Agricultural Sciences.

Fields of research

The fields of research you are invited to join in are:

Agricultural Sciences including :

Crop Science, Horticulture, Agricultural Resources &

Environment, Plant Protection, Animal Husbandry,

Veterinary Science, Fisheries Science, and Grass Science;

Science and Technology including :

Biology, Ecology, Environmental Science &

Engineering, Food Science & Engineering, Landscape

Architecture, Agricultural Engineering, Bioinformatics,

and Computer Science & Technology;

Humanities and Social Sciences including :

Management, Economics, Sociology, Legal Science,

History, Literature, and Linguistics.

You are also welcome to join us in the following

Interdisciplinary Subjects :

Genomics & Phenomics, Microorganism-Botany-Pest

Interactions, Food Nutrition and Human Health,

Agricultural Equipment Engineering, Agricultural

Informatics, and so on.

Position requirements

Doctorate recipients from world famous universities;

post-doctor researchers from famous research

institutes; and talents with professional titles of

associate professor, professor or other higher titles,

from world-famous higher institutions or research

institutes, andwith outstanding teaching and research

achievements.

NAU will offer you a benefits package which is

competitive among the universities in the local area

and which will be negotiated in person.

Talent introduction policy

You will enjoy a talent allowance equivalent to those

for the Zhongshan Scholars of NAU who are

Zhongshan Distinguished Professor, Zhongshan

Professor, Zhongshan Fellow, and Zhongshan Young

Scholar, according to your qualities for recruitment; or

we may talk and agree on your annual salary.

Specific conditions of your research team, laboratory,

graduate students to supervise, accommodation, and

employment of your spouse are to be discussed in

person.

Note: The Zhongshan Scholars is an NAU-developed

open initiative to support career development and

academic innovation for leading scientists of today

and tomorrow, and it is amajor initiative to construct a

world-class university and to establish world-class

disciplines, so as to realize NAU’s strategy of

rejuvenation by talents. Recruitment is divided into

four categories:Zhongshan Distinguished Professor,

Zhongshan Professor, Zhongshan Fellow and

Zhongshan Young Scholar. Special talent allowance is

provided for these outstanding scientists.

Application documents

Please prepare and email to rcb@njau.edu.cn the

following documents for your qualification:

• a detailed CV, starting from your undergraduate

education till the time of your application, including

periods of continuous education,working experience,

publications, research projects hosted or participated

in, and certificates of awards.

• photocopies of diplomas, certificate of doctor’s

degree, and certificate of current employment

• Full texts of five representative papers published in

the past five years.

Contacts:

Ms. Liu Hongmei

Telephone:

+86-25-84399039

Email address:

rcb@njau.edu.cn
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Located in the culture-steeped city of Changsha, capital of Hunan Province, Changsha

University (CCSU), is proudly designated as application-oriented university in Indus-

try-College Cooperation Program of National “Thirteenth Five-Year Plan”. QualiFed

as newly authorized postgraduate program construction unit in Hunan province and

the only municipal-level university in Changsha, CCSU functions with both provin-

cial and municipal funding and is principally directed by municipal administration.

Boasted 133 hectares garden-like campus, CCSU runs 15 schools (departments) with

43 undergraduate programs and attracts 1,020 faulty members and over 14,000 full-

time students. With decades of dedication, a multi-disciplinary development vision

in CCSU has been generally realized featuring diverse and collaborated structure

comprehensively spanning science, engineering, law, management, humanities and

arts, which prominently underpinned by engineering application programs with

strong wing support from programs in cultural creativity and modern service Felds.

To further sail for excellence in both research and innovation, we earnestly seek for

qualiFed candidates worldwide, oUering favorable environment and facilities, interna-

tionally competitive salaries and beneFts.

Positions Requirements and Qualifications Remuneration and Benefits

Leading

Scholars

1.Under the age of 55;

2.Qualifed to be listed in National “Thousand Talents Plan” (Long
Term), China National Funds for Distinguished Young Talents; pro-
fessors or scholars of the equivalent academic achievements from
elite international universities or institutes; senior technical or

managerial specialist with leadership experience from world-renowned
enterprises or institutions.

1.Research startup fund: RMB 5,000,000 or
above for natural sciences; RMB 1,500,000
for social sciences;

2.Housing allowance: RMB 2,000,000.
3.Annual salary (pre-tax):RMB1,000,000orabove.

Academic
Leaders

1.Under the age of 53;

2.Qualifed to be listed in National “Thousand Talents Plan” for
Young Professionals, National Science Foundation for Outstanding
Youth Program; associate professors or scholars of the equivalent
or above academic achievements from elite international univer-
sities or institutes; senior technical or managerial specialists from
world-renowned enterprises or institutions.

1.Research startup fund: RMB 2,000,000 or
above for natural sciences; RMB 800,000 for
social sciences;

2.Housing allowance: RMB 1,200,000.
3.Annual salary (pre-tax): RMB600,000 or above.

Academic
Backbones

1.Under the age of 48;
2.Elite Chinese young scholars; assistant professors or scholars of
the equivalent or above academic achievements from elite interna-
tional universities or institutes; intermediate technical or manageri-
al specialists from world-renowned enterprises or institutions.

1.Research startup fund: RMB 1,000,000 or
above for natural sciences; RMB 500,000 for
social sciences;

2.Housing allowance: RMB 800,000.
3.Annual salary (pre-tax): RMB 450,000 or
above

Excellent
Doctors
and Post
Doctoral
Fellows

1.Post-doctor or Ph.D holder, under the age of 35. The age limit
for candidates with consecutively 3+ years ‘working experience in
feld-relevant industries or enterprises extends to 38 years.
2.Comparatively strong and promising research capacity.

1.Research startup fund: RMB 100,000-150,000
for natural sciences; RMB 60,000-80,000 for so-
cial sciences;

2.Housing allowance: RMB 250,000-500,000.
3.Annual salary (pre-tax): RMB120,000 or above.

1.Individual treatment for candidate with outstanding achievements is negotiable;
2.Special treatment for academic team recruitment is negotiable.

Requirements, Remuneration and Benefts

Faculty Opportunities in Changsha University Recruitment Disciplines

Architecture, Civil Engineering, Transport Engineering,

Management Science and Engineering, Mechanical

Engineering, Material Science and Engineering, Com-

puter Science and Technology, Software Engineering,

Information and Communication Engineering, Control

Science and Engineering, Electrical Engineering, Elec-

tronic Science and Technology, Surveying and Mapping

Science and Technology, Bioengineering, Mathematic,

Biology, Chemistry, Business Management, Theoretical

Economics, Applied Economics, Law, Chinese Lan-

guage and Literature, Foreign Language and Literature,

Journalism, Art Theory, Design Art, Drama, Film and

Television Studies, Animations, Digital Media and Art,

Music and Dance, Politics, Philosophy, Chinese History,

Social Science, Physical Science, Psychology, Educa-

tion.

Application

Please log in http://rszp.ccsu.cn/zpsys to submit your applications.

This advertisement is valid permanently for elite talents and over-

seas doctors.

Contact Us

Website: http://www.ccsu.cn/ Email: changshaxy@163.com

Contace Person: Xiaopeng Nan Tel: 0086-731-8426-1360

Address: No. 98, Hongshan Road, Changsha,410022,Hunan Province,China

Changsha University

Dedicated for Regional First-Class University with Global Intelligence
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S
outhwest Jiaotong University (SWJTU),

founded in 1896, is one of the oldest in-

stitutions of high learning in China. In its proud

legacy of 120 years, the University has been

dedicated to Chinese higher education and has

proudly nurtured generations of engineering

��� ��������� �������� �� ��� ���� ���������-

sive leading research university in transpor-

tation, SWJTU is world-renown for pioneering

the Chinese railway transportation engineering

and industry, and for its leading contributions

�� ��� ����������� �� ������� ����������

���� ������� ��� ��� ��������� ���������� ���

����������� ��� ���������� �� ������ �����

��� ���� ����� ����������������� ����� ��� ��C��

������ ������������ �������� ������������ �� ���

������� �������� �� ���������� �� ����� ���-

���������� ��������� ��� �������� ��������

in 19 faculties and institutes/centers, covering

diverse disciplines in engineering, sciences,

����� ��� ���������� ������� ���� ���������-

uate to doctoral degrees. The University boasts

����� ����������� �������� ������� �� ������-

��� �� ������� �� ������������� �������� ���

�� ������������� ��������� ��������� �� ����

than 30 cutting edge key laboratories at the

national and provincial levels.

Located strategically in Chengdu, the capital

�� ������� ������������ ������� �����������

growing West, SWJTU is blessed with rich herit-

���� ���������� ��������� ��� � ��������� �������

����������� ��� ��������� ���� ��� ��� ����� ���

���� ���������� �� �������� �������� �� �� �����

as so known, Chengdu has been long renowned

for its historical and cultural heritage, and for its

������� ������ ��� ���������� �� � ����� ���-

����� ��� ���������� ������ ��� � ��������������

���� ��� ���� ������ ���������� �������� �����������

���������� ����������� ������� ��� ������ ����-

�������� 	��������� �� ����� ���
�� ����������

and the University’s strengths, SWJTU is vigor-

����� ������������ ��� ��������� ���� ��������-

��� ��� ������������� �����
 ���������� ���

����������� ��������� �� ��������� ���� �������

�� ���� ������� ��� ������ ��� ������������ �� ���

������������ ���������� �����������

More inf�������� �� ��������� �� ����
������������

edu.cn/

Openings in
Civil Engineering/Surveying Science and En-

gineering/Mechanical Engineering

Science of Transportation and Logics/ Science

�� ����������� ��� �������������

���������� �������������������� ������� ���

Technology

Materials Science and Technology/Mechanics/

���������� ������� ��� ����������

Managing Technology and Innovation/Envi-

��������� ��������������������

������� �������� ����������� ��������	���

Science/Medical Science

�������������������������� ��� �������������

Salary and Fringe Benefits
������ ���� �� ������ ������������ ������������

���� 
������������ ��� ������������ ��� ������-

���� ������ � ������������� ������ ������ ����-

age for eligible appointees, including relocation

allowances, subsidy of rental residence, start-up

����� ��� ��������� ��� ���������� �� ���������

�� ������� ���������� �� ������������ ���������

�������� ��� �������� ����� �� ���� �� �������-

������������ �������� ��� ����������

The University also assists the eligible ap-

pointees in child education. Special arrange-

����� ��� ���� ��� ���������� ��� �����������

appointees.

How to Apply
Interested candidates should send a full

������� ������ �� �������� ������������ �

publication list with abstracts of selected

publications, a research plan, a teaching

���������� �������� ���� ����� �� �����

���������� �� ����� ��������� ����������

Southwest Jiaotong University Western

���� �� ��������� ���� �������� �������

��������� ����� ������

Tel: +86-28-66366202

Email: �������������������

��� ��
������� ������ ������� ��� �� ���� ��

Mr. JianWu at the above addresses.

Southwest Jiaotong University, Chengdu, China

Invites Applications for Academic Positions

one ec sion to
return to the roots.

▶ 10,000+ academic job vacancies in China

▶ Free one-to-one consultation service

Send your CV to

consultant@acabridge.edu.cn

Overseas Scholar’s
Visit to Top Chinese Universities
—— Chinese Universities Forums
For more information, please check www.edu.cn/zgx



Visit the website and start planning today!

myIDP.sciencecareers.org

Features inmyIDP include:

§ Exercises to help you examine your skills,

interests, and values.

§ A list of 20 scientific career paths with a

prediction of which ones best fit your skills

and interests.

§ A tool for setting strategic goals for the

coming year, with optional reminders to

keep you on track.

§ Articles and resources to guide you through

the process.

§ Options to savematerials online and print

them for further review and discussion.

§ Ability to select which portion of your IDP you

wish to sharewith advisors, mentors, or others.

§ A certificate of completion for users that

finishmyIDP.

For your career in science, there’s only one

In partnership with:

myIDP: A career plan
customized for you, by you.

Recommended by
leading professional
societies and the NIH

Are you conducting research that is both environ-

mentally and socially relevant? Are you an excellent

researcher with forward-thinking ideas and an inter-

or transdisciplinary research approach?

If yes, we would like to invite you to apply for the

Robert Bosch Junior Professorship

ÒResearch into the Sustainable Use

of Natural ResourcesÓ

together with a German university or research insti-

tution of your choice. Applicants of all nationalities

are welcome.

Areas addressed

We are looking for an outstanding young scientist who

wants to find new approaches to clarify and tackle

global challenges with regard to the sustainable use

of natural resources. The research should focus on

developing and emerging countries.

We are especially interested in applications that also

consider human behaviour in this context. Research

approaches may be based in the humanities, the

social, or the natural sciences.

Scope

The successful applicant will be awarded a grant worth

up to 1 million euros for a five year period in order

to set up a research group in a German university or

research institution.

The funds can be allocated flexibly towards covering

salaries and research costs.

Candidate profile

· excellent doctorate degree, completed no more

than 5 years prior to the application deadline of 13

May 2018 (adjusted for documented parental leave)

· compelling independent past scientific achieve-

ments and publications in peer-reviewed journals

· international research experience

· excellent proficiency in English

· non-German applicants should be prepared to learn

German

The application deadline is 13 May 2018.

For further information and to apply please visit

www.bosch-stiftung.de/juniorprofessorship
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The EPFL School of Architecture, Civil and Environmental Engineering (ENAC)

invites applications for the Ingvar Kamprad Chair, a tenured Associate or Full

Professor position in its Institute of Environmental Engineering (IIE). The ap-

pointee will join the newly formed EPFL Centre for Changing Alpine and Polar

Environments (CAPE), based in Sion, Switzerland, and contribute to research

and teaching activities within IIE. This appointment is one of several CAPE

professorships, and offers unrivalled collaboration opportunities at the local and

European levels. The appointee will also participate (and represent EPFL) in the

Swiss Polar Institute, which promotes collaborative research within Switzerland

and internationally.

The holder of this Chair will be an internationally recognized scholar in quantify-

ing impacts of climate change on frozen water resources at large scales in Alpine

and Polar environments. This area of activity is interpreted broadly, and poten-

tially considers ice physics and dynamics, remote sensing of polar caps/glaciers

and interpretation of physical changes, physically based and data-intensive mod-

elling of mountain/polar hydrological systems, snow physics, and implications

for mountain/polar water resources.

In this context, we seek an outstanding individual who will lead an internationally

recognized research program that leverages the opportunities offered by CAPE/

EPFL. The professor will be committed to excellence in research and in under-

graduate and graduate level teaching, and will contribute to the teaching program

in Environmental Engineering at EPFL, which views basic and translational

research as the foundation for environmental adaption and engineering design.

With its main campus located in Lausanne and its developing antennae in neigh-

bouring cantons in Switzerland, EPFL is a growing and well-funded institution

fostering excellence and diversity. It is well equipped with experimental and

computational infrastructure, and offers a fertile environment for research col-

laboration between different disciplines. The EPFL environment is multilingual

and multicultural, with English serving as a common interface. EPFL offers in-

ternationally competitive start-up resources, salaries, and benefits.

The following documents are requested in PDF format: cover letter including a

statement of motivation, curriculum vitae, publications list, concise statements of

research and teaching interests (3-5 pages) as well as the names and addresses,

including emails, of at least five references (may be contacted at a later stage).

Applications should be uploaded to the EPFL recruitment web site:

https://facultyrecruiting.epfl.ch/position/10977280

Formal evaluation of the applications will begin on May 1, 2018 and the search

will continue until the position is filled.

Further enquiries should be made to the Chair of the Search Committee:

Prof. D. Andrew Barry

Director of the Environmental Engineering Institute

E-mail: extreme-environments@epfl.ch

For additional information on EPFL:

http://www.epfl.ch; http://enac.epfl.ch; https://valais.epfl.ch/Home

EPFL is an equal opportunity employer and a family friendly university.

Faculty Position in
Extreme Environments

at the Ecole polytechnique fédérale de Lausanne (EPFL)

Follow us for jobs,
career advice & more!

@ScienceCareers

/ScienceCareers

Science Careers

ScienceCareers.org

Bioinformatics Research Scientist
Pathology & Developmental Neurobiology
St. Jude Children’s Research Hospital is a world-renowned institution
that is recognized as one of the best places to work in the nation.
Currently, a Bioinformatics Research Scientist position is available in the
laboratories of Drs. Charles Mullighan, MBBS, MD (Pathology) and Paul
Northcott, PhD (Developmental Neurobiology). This joint position ofers
an unrivaled opportunity to be embedded in an environment leading
integrated genomic and experimental studies in childhood brain tumors
and leukemia.

The successful applicant will be part of the recently established St Jude
Epigenetic Collaborative project examining the role of epigenomic and
transcriptional alteration in pediatric cancer. This will involve interaction
with world leaders in the field including Scott Armstrong (Dana Farber),
David Allis (Rockefeller), Tom Muir (Princeton) and Charles Roberts
(St. Jude). You will be involved in the integrative epigenomic and
transcriptomic analysis of large cancer genomic datasets from patients
with childhood brain cancers and leukemia and engineered models of
pediatric cancer.

To learn more and apply, visit: http://bit.ly/stjudesciencemag

St. Jude Children’s Research Hospital
is an Equal Opportunity Employer.



It wasn’t always like this. In the 

Swedish village where I grew up, 

I was proud to be the class book-

worm. As a student and postdoc, it 

was exciting to satisfy challenging 

(yet clear) expectations. When I be-

came a faculty member, I was full 

of passion and confidence and was 

eager to fit in and measure up.  

But faced with the politics of 

being an assistant professor, I 

couldn’t discern what was expected 

of me. I couldn’t understand the 

implicit messages, which led to 

embarrassing mistakes such as the 

equipment funding incident. An-

other time, I enthusiastically devel-

oped a new course to fill a gap I had 

noticed in the curriculum. But the 

subject area was not a good match 

for my department, I realized after 

doing the work, so I didn’t get any 

credit. There were also smaller incidents: simple things 

like not understanding which meetings I was supposed to 

attend and who to go to for advice.

Every time something like this happened, it stripped 

away a piece of my self-worth. My passion for science faded, 

and I did not feel like I belonged anymore. The more over-

whelming that feeling became, the more I distanced myself 

and my research group from the rest of the department. 

Hiding my shame was a way to survive. But without a con-

nection with my fellow faculty members, I crumbled. 

After almost 3 years, when things seemed as dark as 

they could possibly be, I found a potential escape: a 3-year 

international career grant from the Swedish Research 

Council. I would be able to keep my appointment at my 

home institution and continue as thesis adviser for my 

students while working elsewhere. My department head 

was supportive, and I worked out strategies for staying 

connected with my research group while I was away. 

Whatever the drawbacks might be, I was convinced that 

anything would be better than car-

rying on as I was. So, after much 

discussion with my husband and 

three sons, we moved from north-

ern Sweden to northern California. 

That was two and a half life-

changing years ago. The lab that 

I’ve been working in has offered 

me a place where I feel I belong 

as I am, flaws and all. During our 

weekly lab meetings, for instance, 

the lab head generously shares 

incidents when he was not perfect, 

such as safety blunders he made, 

and he freely asks questions when 

he doesn’t know or understand 

something. These simple actions 

encourage others to speak up as 

well, which helps create an inclu-

sive atmosphere and allows us 

to learn from one another’s chal-

lenges and missteps. Now, instead 

of struggling to read hidden signals and fearing that I’ve 

missed some crucial details, I’m spending my energy on ex-

panding my skill set. 

I intend to carry this new confidence back to my home 

institution when I return in a few months. I’m facing a 

very empty lab, but now I know how I want to contribute 

to my academic community. In addition to my chemistry 

research, I’m committed to fostering an open, supportive, 

inclusive environment like the one I’ve experienced dur-

ing my stay abroad. I also have a newfound determination 

to clarify expectations before they become a problem. And 

when I make mistakes in spite of all my efforts, instead 

of hiding them in shame, I will accept them and, most 

importantly, share and learn from them. j

Malin L. Nording is an assistant professor at Umeå 

University in Sweden and a Marie Skłodowska-Curie 

International Career Grant Fellow at the University of 

California, Davis.  

“When I became a faculty 
member, I was … eager to fit 

in and measure up.”

Figuring out how I belong

I 
was confused. I knew what was expected in theory, but I couldn’t seem to grasp the reality of it. 

As a recently appointed assistant professor applying for university funds to buy a new piece of 

equipment, for example, I proudly listed all of my collaborations with other departments, certain 

that this would help my chances. When I found out that I didn’t get the funding, I learned the 

hard way that the decision was made only by faculty members within my own department, so 

outside collaborations weren’t a selling point. I felt so ashamed for not understanding the unspoken 

terms, and for giving my colleagues the false impression that I knew what I was doing. 

By Malin L. Nording
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