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I
n 1787, James Madison conceived of a scientific 

method to distribute political power in the United 

States. He proposed a decennial census of popula-

tion to ensure that the membership of the House 

of Representatives would reflect the pattern of 

growth of the fledging nation. From that first cen-

sus emerged a whole system of social and econom-

ic measurement serving the country. As the 2020 U.S. 

census approaches, the science in the census—and the 

value of the census for science—can easily be threat-

ened by politics.

How does the census matter for science? For most of 

the policy implications of the biomedical sciences, the 

census provides the benchmark information. Cancer 

registries produce their ep-

idemiological importance 

when they are matched to 

population distributions. 

When the higher mortal-

ity of middle-aged whites 

was discovered, its value 

was discerned only by com-

paring death counts to the 

population totals in dif-

ferent age groups. Assess-

ing the harmful impacts 

of toxic waste in water 

systems and patterns of 

water scarcity rests on 

population distributions. 

Because the social sciences 

explicitly focus on hu-

man behavior, their stud-

ies cannot proceed very 

far without a decennial 

census. It is unrivaled in 

revealing the variation in 

racial, cultural, ethnic, and 

age groups at the most granular level possible. Social 

scientists can track the emergence of new groups at 

very fine geographical detail, including congressional 

jurisdictions, place boundaries, and numerous other 

jurisdictional boundaries.

However, just as the census matters for science, so 

too does science matter for the census. The scientific 

method requires objectivity in gathering data, devo-

tion to explicit standards for findings, commitment to 

wide dissemination of results, and norms of self-criti-

cism regarding conclusions. Many of these principles 

are foundational to the decennial census. Objective 

measurements, tested through years of randomized 

experiments, are key. Whenever possible, data-collec-

tion methods attempt to remove bias in responses due 

to nonobjective influences. Unusual effort is made to 

attain full participation so as to reduce self-selection 

biases. Documentation of data processing permits 

external critique. Formal estimation of the errors re-

maining in the collected data is presented, subjecting 

the census to open critique. Scores of evaluation stud-

ies are conducted post-census to provide insight into 

the weaknesses of the census. All of this self-criticism 

is freely distributed to the public.

Mistaking the decennial census as only an act of 

politics, solely useful for updating the distribution 

of political power, threatens the scientific basis of its 

credibility. The scientific 

components of the census 

should not be undermined 

by the last-minute addi-

tion of untested questions 

(as is currently proposed 

by the U.S. Department of 

Justice), a lack of public-

communication campaigns 

that aid the participation 

of newly arrived residents 

(which arises from insuffi-

cient funding), or attempts 

to politicize the act of cen-

sus taking.

Census data are used by 

scientists to draw repre-

sentative samples for so-

cial and medical research 

and analyses and by the 

business sector to identify 

areas with different lev-

els of demand for goods 

and services. It permits 

forecasts of residential displacement, rural to urban 

migration, social and political cleavages, and other 

features of the society and the economy. In the United 

States, the census is the only event in which everyone 

is asked to participate. In that sense, it is a national 

ceremony, renewing the population picture and pro-

viding objective evidence for the growth of subgroups. 

Although the constitutional origin of the U.S. census 

was explicitly political, the process has been protected 

from political interference and propelled forward by 

allegiance to scientific norms. Let’s keep it that way.

–Robert M. Groves and Steven H. Murdock  

Science matters for the census
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“…the science in the 
census…can easily 

be threatened by politics.”
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Why astronomers don’t publish 
SPACE SCIENCE |  Researchers get quite 

creative when explaining why they haven’t 

published results several years after using 

the world’s top telescopes, a recent study 

has shown. The most common excuse: 

We need more time. Staff at the European 

Southern Observatory (ESO), based in 

Garching, Germany, were concerned that 

up to 50% of teams didn’t publish after 

several years. Observatory staff identified 

researchers on 1278 projects who used ESO’s 

telescopes between 2006 and 2013 but 

hadn’t published by April 2016. They sent 

the project teams a questionnaire offering 

options to explain their lack of output. More 

than half of the teams selected reasons 

including: They actually had published and 

the papers were missed, they didn’t get the 

quality or quantity of data expected, they 

didn’t have the resources to process the 

data, or the results were inconclusive. The 

most common response, cited by 24% of 

respondents, was, “I am still working on the 

data.” The good news? ESO estimates that 

75% of teams will eventually publish, given 

the pace to date—but it is also reviewing its 

selection processes for teams applying for 

telescope time.

A squeeze on clinical trials
BIOMEDICINE | An analysis finds a trou-

bling decline in the number of clinical 

trials funded by the U.S. National Institutes 

of Health (NIH) over a decade when the 

agency’s budget stayed flat. NIH funded 

1580 trials in 2005, but by 2015 that figure 

had dropped 41% to 930. The drop was 

U
.S. diplomats who fell ill in Cuba are victims of a newly iden-

tified neurological syndrome, according to brain research-

ers at the University of Pennsylvania (UPenn) who conducted 

brain scans and cognitive tests on 21 of the afflicted. But the 

team, which described its results last week in The Journal of 

the American Medical Association, was unable to shed light on 

the malady’s mysterious cause. From late 2016 through August 2017, 

as many as 24 U.S. government personnel reported symptoms ranging 

from vertigo and sleeplessness to cognitive impairment. Fueling specu-

lation about a sonic weapon, many described hearing loud sounds and 

feeling pressure in their ears before the onset of symptoms. Douglas 

Smith, director of UPenn’s Center for Brain Injury and Repair, says it’s 

“premature” to conclude that the diplomats were deliberately targeted 

in any way. But Smith and his colleagues believe an unidentified expo-

sure triggered a “constellation” of neurological symptoms consistent 

with a concussion. Some neuroscientists argue that stress experienced 

by the diplomats is the likeliest explanation. But the UPenn group is 

convinced that the cases are a disease cluster.

Some diplomats working in the U.S. Embassy in Havana suffered neurological symptoms.

NEWS
I N  B R I E F

“
We’re in the science business ... and so I will have
 our agency certainly working in this field.

”U.S. Health and Human Services (HHS) Secretary Alex Azar, saying HHS will support 

research on gun violence, after a gunman murdered 17 people at a Florida high school.

Edited by Jeffrey Brainard

PUBLIC HEALTH

Brain ailment found in envoys to Cuba
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sharpest for phase II and III studies, which 

are mid- and late-stage tests of therapies, 

according to the study of clinicaltrials.gov 

data published on 1 February in Clinical 

Trials. NIH-funded trials are important 

because they often evaluate drugs and 

treatments that companies don’t view 

as potentially profitable and because the 

researchers are expected to be impartial, say 

the authors at the Johns Hopkins University 

Bloomberg School of Public Health in 

Baltimore, Maryland. NIH officials attribute 

the changes to the rising costs of clinical 

trials during a time when the agency’s buy-

ing power fell 20%. But NIH received large 

budget increases the past 2 years, which 

could mean a future uptick in trials. 

Concussion blood test approved
MEDICAL TESTING |  The U.S. Food and 

Drug Administration (FDA) on 14 February 

approved the first blood test to help 

evaluate whether an adult has suffered 

a concussion. It promises to reduce the 

number of computerized tomography (CT) 

scans physicians order for these patients. 

Today, athletes, soldiers, and others with 

concussion symptoms are routinely given a 

CT scan, but no signs of brain tissue dam-

age are found in about 90% of cases. By 

using the blood test, which predicts with 

99.6% accuracy when no signs of brain 

damage will be found on a CT scan, doctors 

can avoid prescribing unnecessary scans, 

which are expensive and expose people to 

significant levels of radiation. The blood 

test, developed by Banyan Biomarkers Inc., 

based in San Diego, California, detects two 

proteins that are released into the blood 

after traumatic brain injury. FDA evaluated 

data from a multicenter clinical study of 

1947 individual blood samples from adults 

with suspected traumatic brain injury 

and reviewed the product’s performance 

by comparing blood test results with CT 

scans. The U.S. Department of Defense pro-

vided more than $100 million to support 

the test’s development.

Patent fight over cattle DNA
AGRICULTURAL GENETICS | In a case remi-

niscent of the ultimately thwarted attempt 

to patent human genes linked to breast 

cancer, a legal war is brewing in Australia 

over a sweeping bid by a U.S. consortium 

to patent methods for identifying desirable 

bovine traits such as extra fat deposits and 

a faster growth rate. If granted, the patent 

would threaten the ability of Australia’s 

cattle business to improve its stock, harm-

ing its international competitiveness, 

according to industry group Meat and 

Livestock Australia (MLA). The group is 

challenging the patent sought by Cargill 

USA, an agricultural company based in 

Minneapolis, Minnesota, and Branhaven 

LLC, a genetic technology investment firm. 

On 9 February, MLA won a minor victory 

S
paceX CEO Elon Musk scored a publicity coup by launching 

his Tesla Roadster into an orbit around the sun on 

6 February aboard the company’s inaugural Falcon Heavy 

rocket. Researchers have since calculated there’s a very 

slim chance, 6% in the next million years, that the space-

traveling sports car will make a fiery return to Earth by burning 

up in the atmosphere. The Roadster is now heading beyond the 

orbit of Mars, and an orbital dynamics team led by Hanno Rein of 

the University of Toronto in Canada decided to map out the car’s 

future path. It will repeatedly cross the orbits of Mars, Earth, and 

Venus, with many close encounters. These will slightly alter the 

car’s trajectory, making its path impossible to precisely predict 

in the long term. But the team was able to calculate probabilities 

of collisions, including a 2.5% chance of hitting Venus.

The Tesla Roadster 

and its mannequin 

driver "Starman" 

began a long orbit.

The rap on consciousness
After previously rhyming on evolution 

and climate, science-themed rap artist 

Baba Brinkman brings his latest show, 

Rap Guide to Consciousness, to New York 

City’s SoHo Playhouse in March and 

April, following performances in London 

and Edinburgh. His new lyrics draw on 

cognitive neuroscience and philosophy.

“Real Recognize Real” considers the 

idea that consciousness evolved from 

physical processes.

It took a billion years to make a brain 

and connect it up  

Eighty billion neurons in a network

Each with 7000 synaptic connectors

A minimum of 50 trillion intersections

Such a pretty materialistic picture

“Can’t Stop” ponders whether humans 

have free will—and whether it really mat-

ters in the end. 

If every decision is made in a part of 

my brain that’s invisible to me

That’s "will," but with a subliminal origin, 

I’m not thinkin’ it’s too "free"

But if not me, who was it that chose 

to bust the rhyme?

And if the clock was reset, 

I bet I could not have done otherwise

BRAIN RHYTHMS

Orbiting SpaceX Roadster is unlikely to crash to Earth
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when a federal court judge in Melbourne, 

Australia, upheld aspects of MLA’s 

complaint but allowed the consortium to 

amend the patent application.

Drones excel at counting wildlife
WILDLIFE  CONSERVATION | Scientists pit-

ted humans against drones in an epic test 

of birdwatching—and the drones came 

out on top. Seasoned birdwatchers were 

asked to count thousands of fake plastic 

terns spread out on a beach in south 

Australia, from a distance typical for 

E. O. Wilson wants to save rare Florida tree
Government officials, conservationists, and researchers—including renowned Harvard 

University biologist Edward O. Wilson—will gather next week in Bristol, Florida, to discuss the

 fate of the Florida torreya (Torreya taxifolia). Also known as stinking cedar, it is considered by 

many to be the most endangered tree species in the world. A deadly fungus has killed all but 

about 1000 trees, most of which grow along a 56-kilometer stretch of Florida’s Apalachicola 

River, and the pathogen has already infected the remaining trees. Science caught up with 

Wilson, who has been called “the father of biodiversity,” on the eve of his trip to the meeting.

THREE QS

Using drones, scientists obtained a more accurate count of these fake plastic terns than human observers did.

birdwatching. At the same time, scientists 

flew a drone overhead to take pictures. 

People with little birdwatching experi-

ence were asked to count the birds in 

the photos—and they were considerably 

better than the experts on the ground. So 

was an algorithm trained to identify the 

birds. Writing last month in Methods in 

Ecology and Evolution, Jarrod Hodgson 

at the University of Adelaide in Australia 

and his colleagues said drones could save 

ecologists time in the field and allow them 

to survey wildlife populations without 

disturbing sensitive breeding sites.

Early origins for land plants
EVOLUTION | The oldest known fossils of 

land plants are 420 million years old, 

but pond scum first made landfall almost 

100 million years earlier, researchers 

have now estimated. That conclusion, 

reported this week in the Proceedings of 

the National Academy of Sciences, sug-

gests plants may have had a greater role 

in the diversification of early animals 

than previously thought. Using previ-

ous genetic-based “molecular clock” 

approaches, scientists could only approxi-

mate the date when freshwater green 

algae first colonized land; uncertainties 

about how the terrestrial plant family tree 

branched early in its evolutionary history 

prevented more precise estimates. Now, by 

using a mix of computational approaches 

for analyzing molecular clock data and 

estimating plant ages under different evo-

lutionary scenarios, paleobiologist Philip 

Donoghue from the University of Bristol 

in the United Kingdom and his colleagues 

found that plants made landfall about 

500 million years ago—during the 

Cambrian period, when the development 

of multicellular animal species took off. 

“The study has important global impli-

cations, because we know early plants 

cooled the climate and increased the 

oxygen level in the Earth’s atmosphere,” 

conditions that supported terrestrial ani-

mal life, says Tim Lenton, an earth 

system scientist at the University of Exeter 

in the United Kingdom.

New tool tracks trial results
CLINICAL RESEARCH |  Researchers this 

week launched a new online tool to hold 

clinical trial sponsors accountable for 

publishing results from their studies. 

Q: When did you first find out the 

Florida torreya was in trouble? 

A: In July 1957. I was collecting ants up and 

down the Florida peninsula and panhandle. 

At Torreya State Park, we got a lot of good 

stuff. But we noticed that this marvelous 

endemic [tree] from the ice age was wilted. 

So, this is how it began, and now it’s on its 

last legs.

Q: What makes this tree and region 

special to you? 

A: It’s where I come from, where I spent my 

boyhood. Not exactly there, but an area like 

that. I go to somewhere on the Gulf Coast 

several times a year, as I’ve been active in 

doing research to propose a new national 

park in the Mobile-Tensaw River delta [in 

Alabama] and to promote the setting up of 

a biodiversity corridor [that] would stretch 

from somewhere around Tallahassee and 

along the Gulf Coast as far as Louisiana. 

The Apalachicola River might be part of that.

Q: Can this tree be saved?

A: There is an out. The torreya has become 

a reasonably popular ornamental, and it’s 

being widely distributed. And in the return of 

the American chestnut, where there seemed 

to be no hope after it went completely 

extinct—therein lies the story of what could 

happen to the torreya. I’d like to see the 

torreya become a symbol and an issue that 

people are interested in.
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FDAAA TrialsTracker, developed by a 

team at the University of Oxford in the 

United Kingdom and described in a 

16 February paper on the preprint server 

bioRxiv, pulls information from the U.S. 

National Library of Medicine’s database 

clinicaltrials.gov and determines which 

of the listed trials are due to report results 

under the Food and Drug Administration 

Amendments Act of 2007. A federal rule 

that took effect in January 2017 expanded 

and clarified that law, which requires 

sponsors to report a study’s results within 

12 months of completion. As Science went 

to press, more than 90% of the 114 listed 

trials were in compliance.

Polish logging suffers legal blow
FOREST CONSERVATION  | A major environ-

mental conflict—the logging of a primeval 

forest in Poland—may be nearing an end. A 

legal opinion developed for the European 

Court of Justice declared this week that 

controversial logging by the country’s Forest 

Service is illegal. The court is expected to 

back the legal opinion, developed by the 

court’s advocate general, Yves Bot, when it 

issues a final ruling, possibly next month. 

Poland’s minister of the environment indi-

cated he will accept the court’s final ruling. 

The Białowiez
.
a Forest in eastern Poland 

is a UNESCO World Heritage site and the 

largest remnant of a forest that once covered 

lowland Europe. In 2016, Polish authorities 

approved a tripling of logging, saying that it 

was necessary to fight an outbreak of spruce 

bark beetles. Scientists argued that the 

logging would cause more harm than good. 

Environmental groups filed a complaint 

with the European Commission, which 

took the case to the court, charging that 

Poland was in violation of EU laws to protect 

habitat and birds (Science, 8 December 2017, 

p. 1240). Bot’s opinion agrees, also noting 

that Poland had not adequately assessed the 

impact of the logging.

A spotlight on research and policy
Some 7000 attendees, sponsors, and reporters traveled to Austin for the annual meeting 

of AAAS, which publishes Science. Some highlights are below. 

Infants primed for visual language
Babies are as primed to learn a visual language as they are a spoken one. Rain Bosworth, 

a psychologist at the University of California, San Diego, tracked the eye movements of 

6-month-olds and 1-year-olds as they observed a hand “fingerspelling”—spelling out 

words with individually signed letters. She and colleagues found that the 6-month-old 

babies, who had never seen sign language before, favored cleanly formed letters, whereas 

the 12-month-olds did not show a preference. That and other evidence suggest a critical 

developmental window for babies to pick up visual languages, similar to the window for 

acquiring a spoken language documented by previous research. As 95% of deaf children 

are born to hearing parents, they are at risk for developmental delays because they need 

exposure to sign language early on, the scientists say. 

Trust in scientists remains high
Amid political turmoil over science, many researchers worry that Americans have lost 

faith in them. But since 1979, surveys have shown that roughly seven in 10 Americans 

believe the effects of scientific research are more positive than negative for society. 

Communications expert John Besley of Michigan State University in East Lansing 

talked with attendees about trust in science. Afterward, Science asked Besley whether 

he expects that trust to decline. “There’s no evidence there to suggest that,” he said. 

“If anything, I’m amazed how stable Americans’ views about science have been over the 

last 10 or 20 years. It’s interesting, too, because other things haven’t been stable. Trust 

in the medical community has come down over time, interest in environmental pollution 

has come down over time, and worry about various technologies has gone up. Given how 

positively people view science and scientists, stability is a good thing.”

Biden plugs cancer ‘moonshot’
In a forceful speech, former U.S. Vice President Joe Biden called for building the cancer 

moonshot he started while in office, an effort to accelerate progress in cancer research 

and treatment. “It’s the one way to convince the American people that we can embark on 

so many other astonishing efforts that are within our capacity to handle,” he said. Biden 

touted signs of progress but also called on scientists to focus cancer research on patient 

health rather than professional advancement. A proprietary culture of medicine gets in 

the way of sharing data that could lead to better diagnosis and cures, he said. “Writ large, 

you scientists don’t share well.” Biden also criticized President Donald Trump's adminis-

tration and other national leaders for denying scientific findings and issued a passionate 

call to double or even triple federal science funding.

2018 AAAS MEETING

Deaf children may have a critical developmental window during which they can pick up sign language.

Białowiez
.
a Forest, the subject of a court case over 

logging, hosts a diverse array of plants and wildlife.
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F
or once, the fractious scientists who 

study the Neandertals agree about 

something: that a study on p. 912  has 

dropped a bombshell on their field, by 

presenting the most persuasive case 

yet that our vanished cousins had the 

cognitive capacity to create art. Once seen as 

brute cavemen, Neandertals have gained stat-

ure as examples of sophisticated technology 

and behavior have turned up in their former 

territory across Europe. But few researchers 

imagined them engaging in one of the most 

haunting practices in human prehistory: 

creating paintings—vehicles for symbolic 

expression—in the darkness of caves. 

Now, archaeologists may have to accept 

that Neandertals were the original cave art-

ists. A team of dating experts and archae-

ologists reports that simple creations—the 

outline of a hand, an array of lines, and a 

painted cave formation—from three caves 

in Spain all date to more than 64,800 years 

ago, at least 20,000 years before modern hu-

mans reached Europe. Shells from a fourth 

Spanish cave, pigment-stained and pierced 

as if for use as body ornaments, are even 

older, a team including several of the same 

researchers reports in a second paper, in 

Science Advances. Some researchers had al-

ready attributed the shells to Neandertals, 

but the new dates leave little doubt. 

The shells amount to only a handful and 

might have been perforated naturally, caus-

ing some researchers to question their sig-

nificance. Not so the paintings. “Most of my 

colleagues are going to be stunned,” says 

Jean-Jacques Hublin of the Max Planck Insti-

tute (MPI) for Evolutionary Anthropology in 

Leipzig, Germany, who was not involved in 

either study. “People saw cave painting as a 

major gap between Neandertals and modern 

humans. This discovery reduces the distance.”

Just how much is the question. João Zilhão 

of the University of Barcelona in Spain, an 

author of both papers, has spent years press-

ing the case that Neandertals were the men-

tal equals of modern humans, and he sees 

the newly dated paintings and shells as full 

vindication. “I’d like to see the expression on 

some faces as they read the papers,” he says. 

Hublin, who accepts that Neandertals were 

cognitively sophisticated but believes their 

cultural achievements fell short of modern 

humans’, is impatient with what he sees as 

Zilhão’s absolutism. “What is the goal—to 

say that Neandertals were just like modern 

humans? That is a very far stretch.” 

And some researchers, trying to absorb 

findings that fly in the face of their long-

time view of Neandertals, aren’t sure what 

to think. “I find [it] incredibly challenging,” 

says Shannon McPherron of MPI, whose own 

work has cast doubt on claims that Neander-

tals buried their dead or made systematic use 

of fire. The new dates, he says, have “shat-

tered my model of Neandertal behavior.”

With rare exceptions, cave art could not be 

directly dated until recently, making it hard 

to challenge the assumption that the artists 

were modern humans. For one thing, most 

cave paintings lack organic residues that can 

be dated by the radioactive decay of carbon 

isotopes. But in the early 2000s, scientists 

devised an alternative dating strategy based 

on the thin layer of calcite that can form 

when groundwater seeps down a cave wall 

and across a painting. The water contains a 

smattering of uranium atoms that decay into 

a distinctive isotope of thorium, which accu-

mulates in the calcite over millennia. Grind 

a few flecks of calcite off a cave painting, 

measure the ratio of uranium and thorium 

isotopes, and you can read out the age of the 

calcite. The underlying painting must be at 

least that old—and could be much older.

It’s not easy, says MPI’s Dirk Hoffmann, 

who was among the first to apply uranium-

thorium dating to cave paintings and is the 

first author of both papers. “The challenge is 

to find these calcites. You need a wall where 

you occasionally have a little water coming 

in that deposits calcite without damaging the 

painting.” Then comes the “nerve-wracking” 

task of scraping off the calcite without mar-

ring the pigment, and the painstaking analy-

sis of a sample of few milligrams. Hoffmann 

and his colleagues applied the technique to 

I N  D E P T H

By Tim Appenzeller
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Europe’s first artists were Neandertals
Spanish cave paintings date to before modern humans arrived in region
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cave art across Italy, France, Portugal, and 

Spain. Most of the dates fell within the Euro-

pean reign of modern humans, which began 

40,000 to 45,000 years ago. But in the three 

cases described in Science, the paintings are 

far too old to have been made by them.

“To me the biggest question is how good is 

the dating,” says Harold Dibble of the Univer-

sity of Pennsylvania, who has long challenged 

claims of sophisticated Neandertal behavior. 

But others see little reason for doubt. Multi-

ple samples from each painting yielded con-

sistent results, and in several cases Hoffmann 

and his colleagues analyzed scrapings from 

increasing depths in the calcite layer. The 

dates grew older as they approached the pig-

ment, adding credibility. “I am confident that 

the [uranium-thorium] dates are correct,” 

says Rainer Grü n, an expert in the technique 

at Griffith University in Nathan, Australia, 

who did not take part in the work.

Zilhão predicts that other cave paintings 

will prove equally ancient, if not more so. 

“This is just scratching the surface of an en-

tirely new world.” He cites two other finds as 

evidence of a long Neandertal tradition of 

art and ritual. One is a pair of corral-shaped 

structures, the larger one more than 6 meters 

across, assembled from broken stalagmites 

and scorched by fire, found by cavers more 

than 300 meters deep in Bruniquel Cave in 

France. In 2016, a French-led team reported 

in Nature that the structures were built some 

175,000 years ago—presumably by Neander-

tals, perhaps for ritual purposes. And then 

there are the colored shells from Cueva de 

los Aviones, a sea cave in southern Spain, 

where Hoffmann’s uranium-thorium dating 

of a calcite crust covering the objects has just 

yielded an age of more than 115,000 years.

But was this Neandertal artistic creativity 

equivalent to the art and symbolism prac-

ticed by modern humans? At sites across Af-

rica, our direct ancestors were making shell 

beads and etching abstract designs into egg 

shells and minerals 80,000 years ago and 

more. Neandertal achievements were fully 

comparable, Zilhão insists, and to suggest 

otherwise implies a double standard.

Hublin disagrees. The startling new dates 

for the paintings “show that Neandertals had 

the same potential as modern humans in a 

number of domains,” he acknowledges. But 

he and others see differences in cognition 

and culture that even the new research does 

not erase. And Hublin notes that soon after 

their arrival in Europe, “modern humans re-

placed [Neandertals], and there are reasons.”

Like the gap between these two kinds of 

humans, the rift among Neandertal experts 

has narrowed. But it has not yet closed. j

In Spain’s La Pasiega Cave, a set of lines (center) painted 

by Neandertals was embellished by later artists.

INFECTIOUS DISEASES

Worms living in your veins? 
Seventeen volunteers said ‘OK’
A controversial study infects people with schistosomiasis 
to speed up drug and vaccine development

By Kai Kupferschmidt, in Leiden, 

the Netherlands

A
t 12:05 p.m. on a Thursday in Feb-

ruary, a lab technician takes a six-

well plate containing a solitary red 

snail and places it in a heated water 

bath under a strong light. The light 

and warmth signal hundreds of tiny 

larval parasites to stream out of the mol-

lusk. Now, the clock starts ticking for Meta 

Roestenberg, an infectious disease physi-

cian here at Leiden University Medical 

Center. She has about 4 hours to launch a 

unique, controversial experiment in which 

she will let the parasites burrow into the 

arms of four healthy volunteers. If she 

waits too long, the larvae start to die. 

Roestenberg and her colleagues are in-

fecting people with Schistosoma mansoni, 

one of five tiny waterborne worm species 

that cause schistosomiasis, a disease that 

sickens millions of people in Africa, the 

Middle East, and Latin America and kills 

thousands each year. There is no schis-

tosomiasis vaccine and only one old, in-

adequate drug, praziquantel, to treat it. 

Infecting humans could help speed up 

the development of new interventions. 

Roestenberg has designed the experiment 

to prevent the parasites from reproduc-

ing, and she says the risk to volunteers is 

extremely low.

But not low enough, some scientists 

argue, because there is no guarantee that 

subjects will get rid of their parasites when 

the study is over. “I would not volunteer 

for this study and if I had a son or daugh-

ter who wanted to volunteer, I would rec-

ommend against it,” says Daniel Colley, a 

schistosomiasis researcher at the Univer-

sity of Georgia in Athens.

At 1:05 p.m., the technician takes the 

plate out of the bath. The larvae are ready 

to be harvested. Viewed under a micro-

scope, they move around frantically, like 

minipropellers. Another technician re-

moves one drop, dilutes it, adds iodine to 

kill the parasites, and counts them. That 

allows the researchers to calculate how 

many are left in the well: 574. They need 

only 80 today, 20 per volunteer.

A snail population in an African lake could 

shed millions of these larvae into the water on 

a single day, each equipped 

with a chemical sensor that 

lets it home in on humans 

entering the water. After 

penetrating the skin, they 

migrate to the liver, where 

they mature and mate. Male-

female couples stay together 

and move to blood vessels in 

the bowel, where they can 

reside for years, shedding 

hundreds of eggs a day. Most 

eggs end up in urine and fe-

ces, and if they make their 

way back into the lake they 

may infect fresh snails. But 

some get trapped in the liver, 

kidneys, or spleen, causing 

damage and leading to pain, 

blood loss, malnutrition, and 

sometimes death.

Researchers in this same 

lab recreated the parasite’s 

life cycle decades ago, with 

hamsters taking the place of 

Larvae emerge 
from snail.

1 2 3

4

5

Male and 
female larvae 
are used to 
infect hamster.

Worms 
mature, 
mate, and 
lay eggs.

Male larvae 
are allowed to 
burrow into 
arm of 
volunteer.

Eggs are 
harvested 
from liver 
and used to 
infect snails.

Parasites to the people 
Researchers have long grown Schistosoma mansoni in the lab, using 

hamsters. Now, they are also infecting humans with the parasitic worms.
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Bringing an 
Iranian oasis 
back from 
the dead
Water crisis and rising 
air pollution are stoking 
regional tensions

ENVIRONMENT 

S
un-bleached skiffs lie in a jumble along 

the barren southern shore of Hamoun-

e Puzak, a former lake. In the afternoon 

heat, Fata Morgana cliffs shimmer on 

the horizon. The boats aren’t much 

use these days. Hamoun-e Puzak and 

two sister lakes are now seas of sand, and the 

marshes they supported have withered away.

“People would fish here. Children would 

swim here. No more,” says Nayyereh 

Pourmollae, who heads the environment 

department of Sistan and Baluchestan prov-

ince in southeastern Iran. The Hamoun wet-

lands, which once encompassed as much as 

5800 square kilometers along Iran’s border 

with Afghanistan and supported settle-

ments stretching back 5 millennia, “are an 

ecological catastrophe,” she says. On the Ira-

nian side, villages are emptying. Winds in 

what has become a dust bowl ravage crops 

and sweep up pesticide residues and other 

pollutants. And a haven for migratory birds 

and other wildlife is vanishing.

But now, after years of bickering about 

which country is to blame, Iran and Afghan-

istan are discussing solutions.

Since 2014, the United Nations Develop-

ment Programme (UNDP) has been crafting 

a restoration plan that would require Afghan-

istan to help restore the flow of the Helmand, 

the main river feeding the former wetlands, 

and Iran to overhaul its water management. 

And last month, experts from the two nations 

met in Paris for a workshop on transbound-

ary water issues. The bilateral efforts hearten 

water researchers. As dire as the situation 

has become, “The Hamouns can be saved,” 

says Farhad Yazdandoost, an expert on water 

resources management at Khajeh Nasir Toosi 

University of Technology in Tehran.

Water woes plague Iran. Precipitation 

is sparse in most areas and unreliable, 

but some of the worst scourges are self-

inflicted. Hundreds of thousands of illegal 

By Richard Stone, in Zabol, Iran

humans. That allowed them to produce and 

study S. mansoni. Now, Roestenberg wants 

to bring humans back into the mix. Field 

trials, especially of vaccines, are hugely ex-

pensive and complex, and the risk of failure 

is considerable. A controlled infection study 

can act as a gatekeeper, she says: “It gives 

you an indication whether something can 

work in humans or not.” 

Studies in which people are purposely 

infected with malaria, cholera, and flu are 

on the rise (Science, 20 May 2016, p. 882), 

but they haven’t been done with schistoso-

miasis, in part because damage from the S. 

mansoni eggs can be irreversible. The goal 

of the current study, which began in early 

2017, is to find out whether Roestenberg’s 

infection model is safe; if so, she hopes to 

test a vaccine later this year.

At 1:35 p.m., Roestenberg walks to the 

room where the volunteers will be infected. 

She opens a transparent plastic container 

that contains epinephrine, antihistamines, 

and corticosteroids. “This is the emergency 

box,” she says—in case a subject has a strong 

allergic reaction. None of the 13 volunteers 

infected so far has, although one who was 

infected with 30 larvae developed a strong 

fever. In another precaution, the volunteers 

have been tested to rule out risk factors 

such as HIV infection and pregnancy. In 

nature, people become infected with both 

male and female parasites, but Roestenberg 

uses only males, so there will be no eggs and 

thus, she says, no symptoms. And when the 

study ends in 12 weeks, the volunteers will 

be given praziquantel to cure them. 

That drug, Colley emphasizes, is “not ter-

ribly effective.” But Roestenberg says that 

even if it fails, volunteers needn’t worry. 

“The ethics board asked me: ‘If one worm 

survives even after multiple treatments, 

what will happen to that person?’ And I 

said: ‘They’ll probably live to be 100.’” The 

board gave her its blessing. Colley agrees 

the risk is low, but still, S. mansoni has an 

average life span of 5 to 10 years. “That is 

a long time to have something as ugly as 

a schistosome living in your blood vessels, 

putting out excrement and things.”

At 2:15 p.m., Roestenberg huddles in a 

small meeting room with three colleagues. 

The worms are not drugs, but they need to 

be released for use just like an experimental 

drug would be. The scientists check num-

bers on some documents against data on a 

computer screen, then they sign a form. The 

experiment can begin. 

Twenty minutes later, back in the infec-

tion room, the volunteers stretch out their 

arms so that a little metal cylinder, a few 

centimeters in diameter, can be taped to 

their skin. Carefully, an assistant pipettes 

a few drops of water, containing exactly 

20 parasites, into each cylinder. The vol-

unteers are nervous, but they say they are 

motivated. “I like the fact that the study is 

related to vaccines, because I’ve worked in 

that field before,” says one, a young scien-

tist. The woman next to him says she comes 

from East Africa and knows the disease 

firsthand. They will also be paid €1000 for 

their time.

Once infected, the volunteers will return 

to the lab every week so the research team 

can test their blood for a molecule called 

CAA, which the worms regurgitate from 

their stomachs. CAA’s presence will indicate 

that the worms are still alive; in future tri-

als, its absence might mean that a vaccine 

or drug has worked. 

Some schistosomiasis scientists agree 

that the potential benefits justify the mini-

mal risks. “My hope is that it would hugely 

accelerate identification of worthwhile 

candidate vaccines,” says Alison Elliott of 

the London School of Hygiene & Tropical 

Medicine, who works at a joint Ugandan 

and U.K. research unit in Entebbe. She is 

interested in establishing the model there; 

people in Uganda, a country badly affected 

by schistosomiasis, might react differently 

to a vaccine if they were exposed to the 

worms in childhood, she explains. At a re-

cent stakeholders’ meeting, “Ethics and 

regulatory colleagues were very supportive 

of taking discussions of the model forward, 

and community representatives are already 

keen for the opportunity to volunteer!” 

Elliott added in an email.

“It’s itching a little bit,” one of the Leiden 

volunteers says 5 minutes into the exposure. 

After half an hour, when the infested water 

is removed from the volunteers’ forearms, 

red spots reveal where the parasites have 

entered their new hosts. Then, close to 

4 p.m., the clock stops ticking; the  volun-

teers head home and Roestenberg and her 

colleagues go out for a coffee. j

In nature, male and female Schistosoma mansoni 

worms pair up within the host.
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wells nationwide are depleting aquifers, 

for example, and scores of major dams are 

diverting water for irrigation. In one high-

stakes initiative, the government is trying 

to save Lake Urmia, which covered about 

5200 square kilometers at its peak but has 

largely evaporated (Science, 4 September 

2015, p. 1044). The decline of the Hamouns, 

which lie in a poor border region beset by 

drug smugglers, has occurred out of the 

spotlight. Yet it threatens people and eco-

systems on both sides of the border, mak-

ing it “one of the biggest human security 

challenges we face in south or west Asia,” 

says Ahmad Abrishamchi, a water expert at 

Sharif University of Technology in Tehran.

The vulnerable hydrology of the Ham-

oun oasis was its undoing. Snowmelt in the 

Hindu Kush mountains of Afghanistan feeds 

the Helmand, which flows into Hamoun-e 

Puzak. From there, water would spill into the 

other two lakes (see map, right). The result 

was an expansive way station for flamingos 

and other migratory birds and a home for ot-

ters, deer, and leopards. The delta would ex-

pand and contract seasonally; in springtime, 

water would circulate back into Afghanistan.

But that was decades ago. In the early 

1950s, Afghanistan built Kajaki Dam on the 

Helmand, upstream of Kandahar. The Hel-

mand’s flow tapered, but the Hamoun oasis 

held on until Afghanistan dug irrigation ca-

nals in the 1990s, Iranian officials say. “Vir-

tually everything depends on what happens 

upstream in Afghanistan,” Yazdandoost says.

“I don’t buy that,” says Sher Jan Ahmadzai, 

a water expert and director of the Center 

for Afghanistan Studies at the University of 

Nebraska in Omaha. He says there has been 

virtually no development on the Afghan side 

of the border in the past 40 years. Ahmadzai 

and Afghan officials place the blame squarely 

on Iran’s own water management, including 

diversions from the Helmand to supply four 

reservoirs—the Chah-nimeh—filled in the 

1990s and 2000s to store freshwater for the 

provincial capital, Zahedan, and other towns.

Either way, these days the Helmand in 

Iran is dry, apart from water pulses that ar-

rive between February and April, says Reza 

Mirshekar, an ecologist with the province’s 

environment department. Last October, 

when Science visited Jarike Dam, where the 

Helmand crosses into Iran, not a drop of 

water was present in a riverbed choked with 

yellow sand and fringed with scraggly tama-

risk. Jarike was built in the 1960s to control 

springtime flooding, Mirshekar says. Now, 

the rusting structure is an anachronism. “The 

last flood was 30 years ago,” he says.

Dwindling water resources have left the 

area on the knife-edge of sustainability. Clus-

ters of blue-and-white-checked water towers, 

replenished primarily by water from other 

regions, stand guard over many villages in 

Iran’s Sistan region. Cities such as Zahedan 

and Zabol rely on the Chah-nimeh. “If these 

dry up, everyone here will have to migrate,” 

Pourmollae says. The situation is even more 

dire on the Afghan side of the border, where 

most people now rely on water trucked over 

from Iran, Ahmadzai says.

The retreat of the Hamoun lakes and 

wetlands—a process that accelerated in the 

late 1990s until the surface water largely van-

ished in 2004—has compounded the crisis. 

Fierce winds blow from May to September, 

sweeping up toxic dust. In 2016, Zabol had 

the highest levels of fine particulates of any 

city anywhere, according to the World Health 

Organization—an annual mean of 217 micro-

grams per cubic meter of the smallest parti-

cles, called PM2.5. That surpasses notoriously 

polluted cities such as Beijing and New Delhi.

The restoration plan UNDP is developing 

with input from Iran and Afghanistan would 

ensure that less water is diverted from the 

Helmand for agriculture; channel some wa-

ter from the Chah-nimeh reservoirs to the 

Hamouns during the dry months; and, in 

both countries, encourage a switch to less 

thirsty crops and widely implement drip irri-

gation. Afghanistan’s government is ready to 

work with Iran on a solution, Ahmadzai says.

Negotiating the details and funding will 

take years, Ahmadzai predicts. Yet Soroosh 

Sorooshian, a water expert at the University 

of California, Irvine, is convinced that the 

Hamouns are not a lost cause. “Experience 

has shown that water bodies that have dwin-

dled to nothing can bounce back,” he says. “It 

might take decades, but there is still hope.”

In an abandoned village west of Zabol, 

near a former lake shore, single-story 

domed houses of beige brick are half buried 

in sand. Outside the home of one of the last 

remaining families, a young girl corrals a 

little lamb almost as big as she is and cradles 

it like a baby. Her family is hopeful despite 

the devastation, Mirshekar says. “They are 

waiting for the water to come back.” j

Helmand

River

Zabol

IRAN

AFGHANISTAN0 20

Km Hamoun-e

Puzak

Hamoun-e Sabari

Hamoun-e Helmand

Area in
detail

IRAN AFG.

A sea of sand 

The three Hamoun lakes dried up more than a decade 

ago, taking an entire wetland ecosystem with them.

On a desiccated Hamoun lakebed, 

grazing destroys fragile groundcover 

and can worsen dust storms.
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hi Yigong has never shied away from 

risky career moves. In 2008, the struc-

tural biologist turned down a $10 mil-

lion grant from the Howard Hughes 

Medical Institute in Chevy Chase, 

Maryland, for his 

work on programmed cell 

death and relinquished an 

endowed chair at Princeton 

University to relocate to Bei-

jing, because, he says, he felt 

he could “play a much more 

important role in a rapidly 

transforming country.” His 

latest move may be even 

more audacious: Shi, 50, has 

resigned as a vice president 

of one of China’s premier 

institutions, Tsinghua Uni-

versity in Beijing, to launch 

a small university here in southeastern 

China, near Hangzhou’s scenic West Lake.

“It’s time for China to experiment with 

something new and exciting in higher edu-

cation,” Shi says. Westlake University, which 

Shi is pitching as the nation’s first private 

research university, will focus on natural sci-

ences, medical sciences, and engineering. By 

the end of the month, formal approval from 

China’s education ministry is expected, Shi 

says, and construction will begin in March.

Observers say Westlake could become a 

beacon on China’s higher education land-

scape. In contrast to public universities, 

which answer to government bureaucrats 

and are struggling to educate burgeoning 

ranks of undergraduates, Westlake is in-

tended to be nimble, and focused on research. 

“Westlake University has a golden opportu-

nity,” providing it can attract top-shelf fac-

ulty and maintain its autonomy, says Gerard 

Postiglione, a higher education specialist at 

the University of Hong Kong (HKU) in China. 

“China needs to develop a viable model for 

a private research university that can drive 

economic restructuring,” he 

says, as the nation looks to 

home-grown innovations to 

ease the economy’s reliance 

on low-end manufacturing. 

In 1995, China had just 

over 1000 universities and 

colleges and fewer than 

6 million students. By 2016, 

the numbers had swelled 

to nearly 2600 institutions 

with close to 30 million 

students, and enrollment 

is expected to climb higher 

as a growing percentage of 

high school graduates pursues higher educa-

tion. So far, the expansion has not undercut 

China’s top universities, Postiglione says. 

Government programs that concentrated 

resources on top-tier schools “really led Chi-

na’s universities to world-class status.” 

But Shi believes Westlake will show that 

private research universities could be a valu-

able source of innovation. China has 400 or 

so private universities focusing on under-

graduate education, but “their contribution 

to society and to science and technology is 

way below what they could be doing,” he says. 

In March 2015, he and six colleagues out-

lined their vision for Westlake in a letter to 

Chinese President Xi Jinping. After a nod 

of approval from “top Chinese leadership,” 

Shi says, the group lined up support from 

Hangzhou and Zhejiang province, which 

provided land and promised to build the 

campus and contribute to research ex-

penses for the first 5 years. Philanthropists 

have pledged $400 million to the Westlake 

Education Foundation, an endowment that 

will cover the university’s operating expenses. 

Unlike public universities in China, which 

have government officials as their overlords, 

Westlake will be governed by a board of di-

rectors. That will give it more flexibility than 

China’s public universities have in selecting 

top officers, staffing departments, and setting 

strategic directions, Postiglione says. “Private 

universities tend to be more nimble.”

Shi, who wouldn’t say whether he will 

maintain a lab at Tsinghua while serving as 

Westlake’s first president, aims to make the 

new university small and elite. He anticipates 

that in about 10 years, Westlake will have a 

student body of 5000, including graduate 

students—the size of Princeton—and a fac-

ulty of 300, similar to that of the California 

Institute of Technology in Pasadena. The 

goal, Shi says, is “to educate the next genera-

tion of the brightest students to serve the na-

tion and the world.”

Theoretical physicist Li Jian, Shi’s first re-

cruit, says he shares that “bigger purpose.” 

Joining Westlake’s faculty is a “once in a 

lifetime” opportunity, says Li, who earned 

his Ph.D. at HKU and did postdocs in Swit-

zerland and at Princeton. Shi (who did his 

own graduate work in the lab of Jeremy Berg, 

Science’s editor-in-chief) says Westlake is hir-

ing without regard to nationality and will 

match salaries, benefits, and support pack-

ages offered elsewhere. So far, however, all of 

the 30-plus faculty members are Chinese. 

One gap in Westlake’s plan is an absence 

of nonscience courses. Emphasizing science 

and engineering “can produce people who 

know formulas, but innovation comes from 

scientists who have some background in the 

humanities and social sciences,” Postiglione 

says. Shi says Westlake will add those depart-

ments “perhaps in 5 to 10 years.”

Another concern is whether Westlake can 

maintain its autonomy. The Communist Party 

might insist that Westlake follow a “social-

ist orientation” and require the courses on 

Marxism and Communist Party thought that 

all university students in China are obliged to 

take, says Huang Futao, a higher education 

expert at Hiroshima University in Japan. Shi 

says he is prepared for that. Westlake “must 

be principally guided by the central govern-

ment and the Communist Party,” he says. If 

anyone presumes that will be an impediment 

to making Westlake a world class university, 

he says, “we will prove them wrong.” j

Biologist unveils China’s first 
private research university
Venture aims to fill gap in higher education landscape

HIGHER EDUCATION

An artist’s rendition of Westlake University. 

Campus construction is due to begin next month.

By Dennis Normile, in Hangzhou, China

Shi Yigong thinks private research 

universities can drive innovation.
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O
ceanographers have put a stethoscope 

on the coursing circulatory system 

of the Atlantic Ocean, and they have 

found a skittish pulse that’s surpris-

ingly strong in the waters east of 

Greenland—discoveries that should 

improve climate models. 

The powerful currents known as the At-

lantic meridional overturning circulation 

(AMOC) are an engine in Earth’s climate. 

The AMOC’s shallower limbs—which include 

the Gulf Stream—move warm water from the 

tropics northward, warming Western Eu-

rope. In the north, the waters cool and sink, 

forming deeper limbs that transport 

the cold water back south—and se-

quester anthropogenic carbon in the 

process. This overturning is why the 

AMOC is sometimes called the At-

lantic conveyor belt. 

Last week, at the American Geo-

physical Union’s Ocean Sciences 

meeting here, scientists presented 

the first data from an array of in-

struments moored in the subpolar 

North Atlantic. The observations re-

veal unexpected eddies and strong 

variability in the AMOC currents. 

They also show that the currents 

east of Greenland contribute the 

most to the total AMOC flow. Cli-

mate models, on the other hand, 

have emphasized the currents west 

of Greenland in the Labrador Sea. 

“We’re showing the shortcomings of 

climate models,” says Susan Lozier, 

a physical oceanographer at Duke 

University in Durham, North Caro-

lina, who leads the $35 million, 

seven-nation project known as the 

Overturning in the Subpolar North 

Atlantic Program (OSNAP).

Four years ago, researchers began placing 

OSNAP’s 53 moorings, studded with sen-

sors to measure temperature, salinity, and 

current flow, in the waters between Labra-

dor and Scotland. The moorings, galvanized 

steel wires as thick as a pinkie, are anchored 

to the ocean floor and tugged vertically by 

submerged floats. Some moorings are short, 

designed to measure deep currents near 

the ocean floor, while others rise nearly to 

the surface. Since 2004, researchers have 

gathered data from another array, at 26°N, 

stretching from Florida to Africa. But OSNAP 

is the first to monitor the circulation farther 

north, where a critical aspect of the overturn-

ing occurs. It’s here in the frigid Nordic Seas 

that water masses become cold and dense, 

sinking in streams that snake along the basin 

bottom, eventually turning southward and 

reaching the subtropics in about a decade. 

It is thought that the formation of this so-

called “deep water” helps drive the AMOC, 

but the first 21 months of data from OSNAP 

aren’t conclusive. Both of the recorded win-

ters were unusually cold and created similarly 

large amounts of deep water, but the strength 

of the AMOC whipsawed wildly between 

8 and 25 sverdrups, a unit of flow roughly 

equivalent to the total flow of all the world’s 

rivers. However, this variability was on such 

short timescales—months—that it might not 

be linked to the deep-water formation at all, 

Lozier says. “We need more winters.” 

Another reason to study the AMOC in the 

subpolar North Atlantic is that the rugged 

ocean floor in this region carves the cur-

rent pathways up into tortuous tributaries, 

unlike the relatively smooth flows at 26°N. 

OSNAP’s stationary moorings cannot trace 

these meandering pathways, so the ar-

ray is supplemented by drifting floats. Be-

tween 2014 and 2017, researchers deployed 

135 neutrally buoyant glass tubes, each 

roughly 2 meters long, at depths between 

1800 and 2800 meters near the southern tip 

of Greenland. About half of the floats have 

now surfaced and relayed records of their 

daily positions to satellites passing over-

head, says Amy Bower, a physical oceano-

grapher at the Woods Hole Oceanographic 

Institution in Massachusetts and an OSNAP 

principal investigator.

Bower and her team were surprised to 

find that several floats had been caught off 

the tip of Greenland in kilometer-scale ed-

dies that were previously known to exist 

only much farther north. These “eggbeaters,” 

Bower says, may be stirring up and 

fragmenting the ribbons of deep wa-

ter that wind around Greenland.

OSNAP’s ability to ground truth 

earlier assumptions has climate 

scientists eager to get their hands 

on the new data, says Steve Yeager, 

who works on AMOC simulations 

at the National Center for Atmo-

spheric Research in Boulder, Colo-

rado. “It provides a really critical 

benchmark for models.”

At the meeting, researchers 

working with the 21 moorings of the 

26°N array also released their latest 

findings, which include measure-

ments through February 2017. They 

show that the AMOC has weakened 

by about 15% compared with its 

2004–08 level. Some climate mod-

els have raised the specter of a sud-

den shutdown of the AMOC—the 

apocalyptic scenario, leading to a 

frozen Europe, depicted in the 2004 

movie The Day After Tomorrow—

and the possibility is also supported 

by evidence from the geological 

past. But the decline in the AMOC hasn’t 

persisted long enough yet to be a cause 

for concern, says David Smeed, a physical 

oceanographer at the National Oceano-

graphy Centre in Southampton, U.K. 

The overall trend of the AMOC will 

become clearer with time. This summer, 

researchers on the R/V Neil Armstrong will 

pull up OSNAP moorings and retrieve read-

ings recorded from 2016–18. j

Katherine Kornei is a journalist in 

Portland, Oregon.

By Katherine Kornei, in Portland, Oregon

OCEANOGRAPHY 

Ocean array alters view of Atlantic conveyor 
First data from subpolar moorings show surprising current strengths east of Greenland

Gulf Stream

Subpolar array

Installed: 2014

Moorings: 53

 
26°N array

Installed: 2004

Moorings: 21

In circulation 

Arrays monitor circulating currents in the Atlantic Ocean, in which warm 

shallow waters move north (red), while cold deep waters move south (blue).
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J
orge Estevez grew up in the Domini-

can Republic and New York City 

hearing stories about his native Ca-

ribbean ancestors from his mother 

and grandmother. But when he told 

his teachers that he is Taino, an in-

digenous Caribbean, they said that was im-

possible. “According to Spanish accounts, 

we went extinct 30 years after [European] 

contact,” says Estevez, an expert on Taino 

cultures at the Smithsonian Institution’s 

National Museum of the American Indian, 

who is based in New York City.

Many scientists and historians continue 

to believe the Taino were wiped out by dis-

ease, slavery, and other brutal 

consequences of European coloni-

zation without passing down any 

genes to people in the Caribbean 

today. But a new genetic study of 

a 1000-year-old skeleton from the 

Bahamas shows that at least one 

modern Caribbean population is 

related to the region’s precontact 

indigenous people, offering direct 

molecular evidence against the 

idea of Taino “extinction.”

“These indigenous communi-

ties were written out of history,” 

says Jada Benn Torres, a genetic 

anthropologist at Vanderbilt Uni-

versity in Nashville who studies 

the Caribbean’s population his-

tory and has worked with native 

groups on several islands. “They 

are adamant about their continu-

ous existence, that they’ve always been [on 

these islands],” she says. “So to see it re-

flected in the ancient DNA, it’s great.”

The skeletal remains come from a site 

called Preacher’s Cave on Eleuthera, an 

island in the Bahamas. Archaeologists be-

gan excavating there in the early 2000s to 

probe the Bahamas’ first European arrivals: 

Puritans who took refuge in the cave after 

a shipwreck. As they dug, they also found 

older artifacts associated with the island’s 

precontact indigenous culture, including a 

handful of well-preserved burials.

At the time, Hannes Schroeder, an an-

cient DNA researcher at the Natural History 

Museum of Denmark and the University of 

Copenhagen, was on the lookout for skel-

etons from the Caribbean he could test for 

DNA—even though he knew success was a 

long shot. DNA deteriorates faster in hot, 

humid environments than it does in cold, 

dry ones. Hunting for ancient DNA in the 

Caribbean “was uncharted waters,” he says. 

He tested teeth from five of the Preacher’s 

Cave burials, and in the end just one had 

DNA intact enough to sequence. But by the 

standards of ancient DNA from the tropics, 

that tooth was a bonanza.

It belonged to a woman who lived about 

1000 years ago, according to radiocarbon 

dating. Schroeder’s team sequenced each 

nucleotide base of her genome an average of 

12.4 times, providing the most complete ge-

netic picture of a precontact Taino individual 

to date, they report this week in the Proceed-

ings of the National Academy of Sciences. “It’s 

a feat of working with tropical samples,” says 

Maria Nieves-Colón, a geneticist who studies 

ancient and modern Caribbean populations 

at the National Laboratory of Genomics for 

Biodiversity in Irapuato, Mexico, and at Ari-

zona State University in Tempe.

The Taino woman’s DNA shores up 

archaeological evidence about her ancestors 

and her culture. When Schroeder’s team 

compared her genome to those of other Na-

tive American groups, they found she was 

most closely related to speakers of Arawakan 

languages in northern South America. Early 

Caribbean ceramics and tools are strikingly 

similar to ones found in excavations there, 

archaeologists have long argued.

The two lines of evidence suggest that 

about 2500 years ago, the woman’s ancestors 

migrated from the northern coast of South 

America into the Caribbean, rather than 

reaching the islands via the Yucatán Penin-

sula or Florida. It seems that once people 

arrived, they didn’t stay put. Archaeologists 

know that ceramics and other goods were 

traded between islands, indicating frequent 

trips. Moreover, the Taino woman’s genome 

doesn’t contain long repetitive sequences 

characteristic of inbred populations. Her 

community, therefore, was likely spread out 

across many islands and not confined to 

500-square-kilometer Eleuthera. “It looks 

like an interconnected network of people 

exchanging goods, services, and genes,” says 

William Schaffer, a bioarchaeologist at Phoe-

nix College who helped excavate 

the remains in Preacher’s Cave.

Genetic studies of modern 

populations have found that 

many people from Puerto Rico, 

Cuba, and several other Carib-

bean islands carry significant 

indigenous ancestry, in addition 

to genes inherited from Euro-

pean and African populations. 

Still, it’s possible that these liv-

ing people descend not from the 

Taino, but rather from other Na-

tive Americans who, like many 

Africans, were forcibly brought 

to the islands as slaves. But when 

Schroeder compared the genomes 

of modern Puerto Ricans to the 

ancient Taino woman’s genome, 

he concluded that they descend in 

part from an indigenous popula-

tion closely related to hers. “It’s almost like 

the ancient Taino individual they’re looking 

at is the cousin of the ancestors of people 

from Puerto Rico,” Nieves-Colón says. Grow-

ing up in Puerto Rico, she, like Estevez, was 

always told that the Taino died out. “You 

know what? These people didn’t disappear. 

In fact, they’re still here. They’re in us.”

Estevez, who founded the cultural orga-

nization Higuayagua Taino of the Carib-

bean, didn’t need an ancient DNA study to 

tell him who he is. Thanks to his family’s 

oral history and cultural practices, he says, 

he has always had a strong connection to 

his indigenous ancestry. But he hopes the 

new study will convince skeptics that Taino 

people are alive and kicking. “It’s another 

nail in the extinction coffin,” he says. j

GENETICS

By Lizzie Wade

‘Extinct’ Caribbeans have living descendants

Jorge Estevez (left) and other Higuayagua Taino members dance in New York City.

Ancient DNA from Taino woman shows kinship to modern genomes
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L
ast month, Randy Wadkins prepared 

for the spring semester at the Uni-

versity of Mississippi by reviewing 

his notes for the advanced chemis-

try course he has taught for many 

years. Then the professor of bio-

chemistry, who grew up near the 

university’s Oxford campus and re-

ceived his Ph.D. there, forced him-

self to step outside his comfort zone: He 

flew to Washington, D.C., where he asked 

strangers for money.

Wadkins is running for U.S. Congress, and 

his fundraiser took place in a neighborhood 

restaurant just a few kilometers from where 

he would like to be working come January 

2019. Wadkins warmed up his small but 

enthusiastic audience with a story about 

picking peas as a child every Saturday on 

his grandparents’ farm to supplement his 

family’s meager pantry. It reflects his “I’m 

just an ordinary person like you” message 

to Democrats in Mississippi’s first congres-

sional district, who on 5 June will choose a 

standard bearer to oppose the Republican 

incumbent in November.

The candidate voiced his anger about the 

state of U.S. politics with the young pro-

fessionals, who shared his distaste for the 

policies of President Donald Trump and 

the Republican majority in Congress. A 

dysfunctional and hyperpartisan House of 

Representatives, he told them, might work 

better if more of its 435 members were sci-

entists like himself. Then came his pitch: 

“I’m here to help make that happen, and the 

first step is by taking your money.”

Wadkins, who studies biomolecular 

structures to better understand cancer and 

how to treat it, is part of what some com-

mentators are calling a historic groundswell 

of candidates with backgrounds in science, 

technology, engineering, and mathemat-

ics (STEM). At the federal level, at least 

60 science candidates are bidding for seats 

in Congress, according to 314 Action, a D.C.-

based nonprofit advocacy group formed 

2 years ago to encourage scientists to engage 

in politics. The candidates—mostly first-

timers running for House seats—include a 

physicist who spent 2 decades at a promi-

nent national laboratory, a clinical oncolo-

gist at a top-rated cancer center, a former 

chemistry professor at a 4-year state col-

lege, a geologist trying to document every 

aspect of a tiny piece of the Mojave Desert, 

and a postdoctoral bioengineering fellow. 

Some 200 people with STEM backgrounds 

are also running for state legislative seats, 

314 Action estimates, with a similar number 

vying for school board and other local- and 

county-level positions. P
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Scientists hit the campaign trail in 
hopes of making Congress work better

By Jeffrey Mervis

JUST ADD 
SCIENCE
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Almost all are Democrats energized by 

what they regard as a rising antiscience 

sentiment pervading Washington, D.C. “I’m 

afraid we’re entering a dark era, with sci-

ence, reason, and education under attack,” 

Wadkins told his supporters. “And I think 

members with scientific training can help 

prevent that.”

But first, science candidates must win 

their races. Most face long odds. For start-

ers, voters may be impressed by a candidate’s 

scientific credentials, but such background 

is rarely a decisive factor when they go to 

the polls. In addition, most of this year’s 

STEM candidates are political novices who 

are starting out far behind their opponents 

when it comes to knowing how to run a pro-

fessional campaign.

The demographics of the district can also 

be a huge barrier. Even a well-funded and 

well-run campaign probably 

won’t be enough for a first-

time Democratic candidate 

to win in a traditionally Re-

publican district.

Initially, the biggest chal-

lenge for most science can-

didates is raising money. 

Those running for a House 

seat should expect to spend 

at least $4 million in the 

general election, experts 

say, and that figure could be 

much higher in urban areas 

with costly media markets. 

A primary race traditionally 

costs much less, although 

this year some candidates 

have already raised more 

than $1 million with their 

primaries still months away.

But politicos say the 

usual rules might not apply 

this year. Democratic leaders are hoping for 

a wave election, one in which they can flip 

enough Republican seats to gain control of 

the House and, if things go especially well, 

the Senate. And scientific expertise may be 

more important than usual, muses Kyle 

Kondik, managing editor of Sabato’s Crystal 

Ball, a widely read election tip sheet run by 

Larry Sabato, a political scientist at the Uni-

versity of Virginia in Charlottesville.

“Voters are often looking for something 

that they don’t have now,” says Kondik, 

who is based in Washington, D.C. “And to 

the extent that the Trump administration is 

seen as anti-intellectual, a candidate with a 

scientific or medical background may seem 

like an attractive alternative.”

The first big test for this cohort of sci-

ence candidates comes on 6 March, when 

Texas holds the nation’s first primary elec-

tions. Several candidates are running to 

become Democratic nominees in that Lone 

Star state’s House districts (see sidebar, 

p. 862). Primaries in other states stretch 

into September, and then there are only 

2 months before the nationwide general 

election on 6 November.

WADKINS LIKES HIS CHANCES in his Mis-

sissippi primary, where to date only one 

other person has thrown their hat into the 

ring. (The filing deadline is 1 March.) But 

Wadkins knows that even if he wins his par-

ty’s nomination, he’ll face a steep climb in 

trying to unseat Representative Trent Kelly 

(R). Trump won the district by 33 points 

over Democrat Hillary Clinton in the 2016 

presidential race, and Kelly beat his Demo-

cratic challenger by an even bigger margin.

For the moment, however, Wadkins is 

focused on getting his message out: Kelly 

has been all too willing to fall in line behind 

Trump and Republican leaders, and voters 

need someone who will fight for their in-

terests. Doing so takes money—a precious 

commodity in his district.

“I’m a Democrat running in one of the 

poorest districts in the poorest state in 

the nation,” he says. So, Wadkins has cast 

a wider net, with a fundraiser last fall in 

Silicon Valley—organized by a colleague 

who spent a year at Stanford University in 

Palo Alto, California—as well as the January 

event in the nation’s capital.

Wadkins is no stranger to Washington, 

D.C. In 2015, he took a sabbatical year to 

work as a congressional science fellow for 

Representative Steve Cohen (D–TN) on 

health care issues. (The program is man-

aged by AAAS, which publishes Science.)

Although there were no high rollers in 

the crowd, which included several other 

former fellows, Wadkins was pleased to 

net $3000. That amount, added to the 

$55,000 he’d raised by that point, has been 

enough to fuel a campaign that competes 

for attention with his academic duties. 

But it is an order of magnitude less than 

many other candidates around the country 

have amassed.

The lawyers, executives, and career poli-

ticians who typically seek federal office 

often enjoy long-cultivated and extensive 

networks of wealthy donors who fuel their 

campaigns. Scientists generally lack such 

networks. And once they reach out to their 

natural constituency, they quickly discover 

that the average scientist isn’t rich, isn’t 

used to contributing to a candidate, and 

isn’t politically active.

“Most academics don’t make a lot of 

money,” says Molly Sheehan, a bioengineer-

ing postdoctoral researcher 

at the University of Penn-

sylvania. She’s running 

as a Democrat in the sev-

enth congressional district 

of Pennsylvania, an open 

seat in suburban Philadel-

phia. “They also aren’t like 

lawyers, who view their 

political donations as a 

business expense and are 

willing to shell out $1000,” 

adds Sheehan, who as of 

31 December 2017 had raised 

about $35,000 and loaned 

herself $170,000. “Academic 

scientists think that $100 is 

a big deal.”

Phil Janowicz, a former 

chemistry professor at Cali-

fornia State University in 

Fullerton who is seeking 

the Democratic nomination 

for the 39th congressional district in south-

ern California, typically spends mornings 

with political activists, in hopes of winning 

their backing. In the evenings and on week-

ends he’s knocking on doors and attending 

small gatherings to introduce himself to vot-

ers in a district that leans Republican, but 

went for Clinton in 2016. But the rest of his 

time is devoted to fundraising. “I wake up 

thinking about raising money, and I go to 

sleep thinking about raising money,” says 

Janowicz, who runs an education consult-

ing business with his wife out of his home. 

“I will spend about 8 hours a day, 6 days a 

week, raising money.”

Those efforts had generated $160,000 by 

the end of December 2017, and Janowicz 

has loaned his campaign an equal amount. 

That has allowed him to hire a full-time 

campaign manager and even open a small 

office—a luxury for some candidates.P
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Biochemist and congressional candidate Randy Wadkins meets voters in Columbus, Mississippi.
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One science candidate who appears to 

have mastered the art of fundraising is 

Joseph Kopser, a 20-year Army veteran and 

entrepreneur with an engineering degree 

from the U.S. Military Academy at West 

Point in New York. He is running as a Dem-

ocrat in Texas’s 21st congressional district, 

a Republican stronghold in the central part 

of the state.

Kopser had amassed $678,000 by the end 

of December 2017, far outpacing any of his 

three primary opponents. In fact, Kopser 

claims that his fundraising 

prowess pushed the Republi-

can incumbent, Representa-

tive Lamar Smith, chairman of 

the House science committee, 

into deciding last fall not to 

seek a 17th term. (Smith’s offi-

cial statement said simply that 

“this seems like a good time” 

to retire.)

The size of a candidate’s war 

chest is an imperfect metric 

of their viability, notes elec-

tion pundit Kondik. That’s es-

pecially true for primary elections, he says, 

which attract voters who are likely to be 

paying attention already. Instead of expen-

sive ads aimed at swaying undecided voters, 

primaries require an army of volunteers try-

ing to boost turnout among those already on 

your side. Still, Kondik notes dryly, “Every 

candidate would rather have more money 

than less.”

BEYOND MONEY, CANDIDATES need a message 

that, ideally, both distinguishes them from 

their primary opponents and positions 

them for the general election. For those 

with science backgrounds, that message usu-

ally includes references to their training in 

analyzing large amounts of data, their adher-

ence to evidence in weighing the issues, and 

their conviction that science and technology 

are essential to the country’s future.

“I’m a father of three, a cancer doctor, and 

an award-winning researcher from MD An-

derson [Cancer Center], and I deal with facts 

every day in my job” is how Jason Westin 

recently introduced himself at a candidates’ 

forum on climate change in Houston, Texas. 

Westin, who until recently ran clinical trials 

testing treatments for lymphoma, is running 

in a crowded field for the Democratic nomi-

nation in a House district—the seventh—that 

includes Houston’s affluent west side. The 

winner will challenge the veteran Republi-

can incumbent, John Culberson.

That potential matchup gives Westin an-

other rhetorical target. “My first commer-

cial describes how I will stand up to Trump 

and the Republican Congress against their 

attacks on science,” he says. “When I’m in 

Congress I’ll use facts and science to fight 

back for us.”

Such words are sure to resonate with the 

research community. But there is little evi-

dence that a candidate’s views on science in-

fluence how people vote. Savvy candidates 

must find a way to apply their scientific 

knowledge to issues—the economy, health 

care, immigration, national security, and 

such social issues as abortion and same-sex 

marriage—that voters do care about, says 

political scientist Norm Ornstein, a resi-

dent scholar at the American 

Enterprise Institute in Wash-

ington, D.C. Along the way, he 

adds, they need to avoid talk-

ing down to voters and coming 

across as know-it-alls.

Kopser, for one, appears to 

be taking such advice to heart. 

In remarks and campaign 

materials, he emphasizes his 

military and business experi-

ence and focuses on top-tier 

issues such as health care and 

jobs. Kopser, who founded and 

sold a transit company focused on optimiz-

ing urban commuting, also calls himself a 

“clean energy warrior” and highlights the 

need to address climate change. But the 

campaign is careful to talk about climate 

in ways it hopes will resonate with differ-

ent blocs of voters, says Ian Rivera, Kopser’s 

campaign manager.

“When we’re in downtown Austin, we talk 

about rising sea levels … and other broad 

environmental impacts,” he explains—a 

topic important to urban, liberal audiences. 

With veterans, climate becomes “a question 

of national security. … We talk about how 

changing climate patterns dried up crops 

in eastern Syria,” helping fuel the rise of 

the Islamic State group. In rural Gillespie 

County, climate is “a pocketbook issue” be-

cause peach farmers there “are selling North 

Carolina peaches at their farmers’ markets 

because the [Texas] winter never got cold 

enough to kill the pests.”

Money does allow a candidate to use paid 

advertising to amplify key talking points. 

Westin, for example, is using excerpts from 

a short campaign video for 30-second ads on 

CNN. “It’s not possible to knock on 700,000 

doors,” he explains. “And CNN is a rich tar-

get. Our polling shows that most voters don’t 

really know any of us.”

Candidates with fewer resources, however, 

are pursuing less expensive ways of getting 

out their message. Their efforts include large 

doses of door knocking and community 

events, and heavy use of social media such as 

Facebook and Twitter.

“I think I can reach people through so-

cial media,” says Jess Phoenix, a geologist 

T
his year’s race to control the 

U.S. Congress kicks off with 

a 6 March primary election 

in Texas, and scientists are 

among the contenders.

In the seventh congressional 

district on Houston’s affluent west 

side, clinical oncologist Jason 

Westin is one of four candidates 

seen as having a good shot at the 

Democratic nomination for a seat 

in the House of Representatives. 

In November, the winner will 

oppose Republican incumbent 

John Culberson, who heads a 

House subcommittee that sets 

budgets for science agencies 

including NASA and the National 

Science Foundation. Culberson 

has coasted to victory since his 

first race in 2000. But the dis-

trict’s voters preferred Democrat 

Hillary Clinton in the 2016 

presidential race, and Democrats 

believe a strong candidate could 

beat him.

In the 21st congressional 

district in central Texas, the retire-

ment of Representative Lamar 

Smith, the Republican chairman 

of the House science commit-

tee, has set off a feeding frenzy. 

Eighteen candidates are vying 

for a chance to retain Republican 

control of a district that stretches 

from southern Austin to northern 

San Antonio. 

Four Democrats are hoping 

an antiRepublican wave election 

could allow one of them to cap-

ture the open seat. In the mix are 

Joseph Kopser, an Army veteran 

and entrepreneur with an engi-

neering degree, and Mary Wilson, 

a former mathematics professor 

turned minister.

In a third contest, Jon Powell, 

a retired geologist, is seeking the 

Democratic nomination in south-

eastern Texas’s 36th district, now 

represented by Republican Brian 

Babin. But Powell is a decided 

underdog: He badly trails his 

Democratic challenger in raising 

money, and the eventual nominee 

will face long odds, as the district 

is one of the most Republican in 

the nation. —Jeffrey Mervis

First up: Texas

“I’m afraid 
we’re entering 

a dark era, with 
science, reason, 
and education 
under attack.”

Randy Wadkins, 

U.S. House candidate 
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running in a strong Democratic field for 

the chance to oust Republican Steve Knight 

from the 25th congressional district in Cali-

fornia, which covers the northern suburbs 

of Los Angeles. Political groups gave her a 

lot of advice on how to structure her cam-

paign, she says, but “it wasn’t working for me 

because it all relies on having an extensive 

donor network of rich people. … I want to 

have my campaign funded by regular people. 

If that means I have to do things on a shoe-

string budget, I will.”

Phoenix has already applied that bare-

bones approach to a research project she 

and her husband launched 5 years ago. 

Dubbed Blueprint Earth, its goal is to cata-

log everything from soil microbes to clouds 

in a 1-square-kilometer patch of the Mojave 

Desert. But she acknowledges that running 

for Congress has required a whole new level 

of social media presence.

Patrick Madden, a professor of computer 

science at the State University of New York 

in Binghamton, thinks he has found a way 

to help Phoenix and other scientists amplify 

their reach on social media. Madden, a Dem-

ocrat, found himself with some unexpected 

free time last fall after he dropped his bid 

to represent New York’s 22nd congressional 

district to make way for another candidate 

backed by the party. He’s used it to develop 

a website, activeresist.com, that allows sci-

ence-based candidates to promote two or 

three news stories each day.

In essence, Madden says, his software is a 

twist on the same techniques that Russian 

operatives and others have used to spread 

fake news and try to influence elections 

through social media. But instead of bots 

pushing content into users’ newsfeeds, the 

retweets and likes will come from real peo-

ple, including voters in their districts.

NO MATTER how effective social me-

dia might be at reaching voters, it 

can’t replace the blood, sweat, tears, 

and face time that a candidate must 

put in. And for many science candi-

dates, that has meant abandoning or 

dramatically reducing their profes-

sional activities to take up politics.

Last summer, for example, physi-

cist Elaine DiMasi gave up a tenured 

position at the Department of En-

ergy’s Brookhaven National Labo-

ratory in Upton, New York, to run 

in the first congressional district of 

New York on Long Island. (As a fed-

eral employee she couldn’t do both.) 

That was a gamble, as election hand-

icappers say she is a long shot in her 

bid to win the Democratic nomina-

tion and take on two-term incum-

bent Representative Lee Zeldin (R).

DiMasi works on deciphering the 

structures of biological materials 

using Brookhaven’s National Syn-

chrotron Light Source. It requires 

persistence and attention to detail, 

traits that have also proved useful 

as a candidate. “Politics is about 

showing up,” DiMasi says. “I would 

go into a room of influential people, 

and the first three times I showed 

up they didn’t care. But on the 

fourth time, they’d say, ‘Oh good, 

Elaine’s here.’ A scientist might well 

wonder: ‘What did I do differently?’ 

I simply offered myself.”

Such persistent networking is 

part of the interpersonal skills—

she calls them the “politics part 

of a campaign”—that are separate 

from the nuts and bolts of running 

for office. And it doesn’t come nat-

urally. “You can only learn it from 

experience,” she says.

In Texas, cancer researcher Westin hasn’t 

totally quit his state-funded job. Instead, he 

handed off his clinical trials to colleagues 

and reduced his clinical hours to 1 day a 

week. He did so, he says, to make sure that 

nobody could argue that “the state of Texas 

was paying me to run for office.” The sched-

ule has left him 6 days a week to campaign.

On 6 March, Westin will find out whether 

that was enough. Regardless of whether he 

and others succeed, however, those who want 

the science community to become more ac-

tive in politics see this year’s campaigns as a 

wonderful opportunity for scientists to apply 

their skills and experience in a new realm. 

“We’re part of a profound experiment,” 

DiMasi says, “and I love that.” j

Chemist Phil Janowicz (top middle) and geologist Jess Phoenix (bottom left) are running for U.S. House seats in two 

districts near Los Angeles, California. Physicist Elaine DiMasi (bottom right) hopes to represent Long Island, New York.
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By Elvira Poloczanska

C
oastal and high-seas fisheries make 

a crucial contribution to global food 

security (1), but the vast distances of 

open waters and limitations of observ-

ing systems have precluded a high-res-

olution global view of fishing activity 

(2). Monitoring of fisheries has traditionally 

relied on region- and fleet-specific electronic 

vessel-monitoring systems, log books, and 

on-board observers; access to these data is 

often constrained. Ship positioning data 

from automatic ship identification systems 

(AISs), designed to track and monitor spe-

cific vessel movements, is providing a surge 

of information on ocean fisheries. On page 

904 of this issue, Kroodsma et al. (3) report 

tracking industrial fishing from 2011 to 2016 

by processing 22 billion AIS messages. They 

show that more than 55% of the ocean area 

is fished. Global patterns of fishing are sensi-

tive to culture and political events and are 

partially insulated from short-term environ-

mental variation. 

AIS was developed for collision avoid-

ance. Since 2005, its use has been mandated 

by the International Maritime Organization 

for most seagoing vessels of 300 gross ton-

nage and above and for all passenger ships 

irrespective of size. Emerging applications of 

AIS data include fleet and cargo tracking, na-

tional fishing fleet monitoring, and maritime 

security (2, 4). For example, AIS data is yield-

ing information on maritime trade routes 

and shipping corridors and on trade flows 

for decision-making (5), enabling assess-

ments of the contribution of ship exhaust 

emissions to air pollution (6), and allowing 

FISHERIES

Keeping watch on the ocean
Monitoring of fisheries fleets provides crucial data for sustainable use of ocean resources
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evaluation of the exposure of marine mam-

mals and fish to underwater acoustic noise 

from shipping (7, 8).  

Kroodsma et al. used AIS data from 2012 

to 2016 to elucidate the spatial and temporal 

fluctuations of global fishing activities. They 

generated labeled tracks of more than 70,000 

identified fishing vessels by training convolu-

tional neural networks to identify vessel types 

and fishing activity from AIS; these are tasks 

that would take a fisheries expert ~200 years 

working full time to accomplish (3). Map-

ping effort over space and time reveals how 

cultural activities influence fishing activities. 

The analysis reveals the human face of fish-

ing; for example, latitudinal drops in fishing 

activity are associated with the Christmas va-

cation in European and North American fish-

eries and the Chinese New Year for Chinese 

vessels. A reduction in activity at weekends 

is evident in European and North American 

fisheries effort but less so in Chinese vessels. 

Political influences are also evident, such as 

the annual moratoria for Chinese vessels. 

Climatic variations can influence the loca-

tion and abundance of fish stocks and their 

accessibility to fishing fleets. For example, an 

abrupt warming in the Western Indian Ocean 

in 1997 to 1998 changed the tuna distribu-

tion; as a result, many fishing fleets shifted to 

the eastern Indian basin (9). Kroodsma et al. 

explored the relationships of fishing activity 

to the elevated sea surface temperatures in 

the Indian and Pacific Oceans in 2015, the re-

sult of a positive Indian Ocean Dipole Mode 

Index and a large El Niño event. As their 

analysis shows, longline fishing in the Indian 

Ocean concentrates between the 16° and 19° 

isotherms and shifted 70 to 90 km south in 

July 2015 compared with the preceding and 

following years. They report that the influ-

ence of the large El Niño event was evident in 

shifts of fishing effort across all fleets in the 

equatorial Pacific. Kroodsma et al. also found 

reduced fishing activity in the exclusive eco-

nomic zones of many island states—informa-

tion relevant to conservation planning. The 

availability of oceanographic data has driven 

the development of dynamic ocean manage-

ment approaches, which use near real-time 

data to guide marine spatial management 

(10). The near real-time tracking of shipping 

and fishing vessels with AIS can provide criti-

cal information on the spatial and temporal 

distribution of resource users.

Extreme events, such as anomalous warm 

periods and storms, and rising temperatures 

in the ocean are affecting the distribution 

and abundance of marine organisms and 

redistributing fisheries resources (11). Bio-

diversity models project a large-scale rear-

rangement of fish stocks over the coming 

decades, with decreases in fisheries produc-

tion in tropical regions (12). High-seas fish-

eries governance has the potential to reduce 

the risks from climate change—for example, 

through international cooperation and the 

closure of high-seas areas to fishing (11, 12). 

Understanding the responses of fishing 

fleets to cultural, economic, and political 

drivers, such as regulatory policies, will in-

form efforts to tackle marine global chal-

lenges such as threats to biodiversity from 

climate change and human use. It will also 

help to effectively manage the ocean to 

“conserve and sustainably use the oceans, 

seas, and marine resources for sustainable 

development” (United Nations Sustainable 

Development Goal 14). High-resolution and 

real-time information on fishing activity 

data from AIS provides crucial information 

with which to tackle the multiple objectives 

of marine resource use and conservation.        j
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A commercial fleet fishes for herring in Sitka Sound, 

Alaska. Real-time information on global fishing 

activity could guide sustainable ocean management.
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Cancer detection: Seeking signals in blood
Combining gene mutations and protein biomarkers for earlier detection and localization 

By Mark Kalinich1,2 and Daniel A. Haber1,2

M
ost cancers are detected when they 

cause symptoms that lead to medi-

cal evaluation. Unfortunately, in 

too many cases this results in di-

agnosis of cancers that are locally 

invasive or already metastatic and 

hence no longer curable with surgical re-

section or radiation treatment. Medical 

therapies, which might be curative in the 

setting of minimal tumor burden, typically 

provide more limited benefit in more ad-

vanced cancers, given the emergence of 

drug resistance (1). On page 926 of this is-

sue, Cohen et al. (2) describe a strategy for 

early cancer detection, CancerSEEK, aimed 

at screening for multiple different cancers 

within the general population. This study 

challenges current assumptions in the 

field of blood-based biomarkers and sets 

the stage for the next generation of cancer 

screening initiatives.

Given the potential curative advantage 

of earlier diagnosis and treatment, why 

have so many cancer screening approaches 

failed? In the past, efforts at screening 

healthy populations for cancer have relied 

on tests that were insufficiently specific. 

For example, most men with rising serum 

prostate-specific antigen (PSA) do not have 

prostate cancer but instead have benign 

prostatic enlargement. However, where ac-

curate tests exist, there have been dramatic 

improvements in cancer outcomes (3). For 

example, advanced cervical cancer has vir-

tually disappeared in countries where Pap 

screening is the standard of care; although 

less reliable, mammography and screening 

colonoscopy are recommended for early 

detection of breast and colon cancers in 

individuals above ages 40 to 45 and 50, re-

spectively, and screening heavy smokers by 

use of low-dose chest computed tomogra-

phy (CT) scans reduces deaths from lung 

cancer (4). However, these tests are imper-

fect, and cost-effectiveness for broad de-

ployment remains a challenge, particularly 

because a multitude of false-positive test 

results may lead to extensive diagnostic 

evaluations and unnecessary medical in-

terventions. Unfortunately, for the major-

ity of cancers no effective early screening 

tests are available. 

It is in this setting that emerging molec-

ular analyses of blood specimens, so-called 

“liquid biopsies,” are poised to revolution-

ize cancer screening (5). Circulating cell-

free DNA (cfDNA) in the blood consists of 

small fragments of DNA that are approxi-

mately 150 nucleotides in length. cfDNA is 

primarily derived from normal tissues, but 

a small fraction may be derived from tu-

mor cells in individuals who have cancer. 

This circulating tumor DNA (ctDNA) may 

be identified by the presence of character-

istic mutations in cancer genes or by varia-

tions in chromosome copy numbers (6). 

Recent studies have established the reli-

ability of ctDNA genotyping for monitoring 

treatment response and identifying drug 

resistance mechanisms in patients with 

advanced cancer (7, 8). However, the much 

lower amount of ctDNA in the plasma of 

patients who have a localized tumor poses 

a challenge for early cancer screening, 

as does the absence of knowledge about 

which mutation to look for. Furthermore, 

some background mutations detectable in 

the blood may arise from nonmalignant 

proliferation of blood cells in older individ-

uals, a phenomenon called clonal hemato-

poiesis of indeterminate potential (CHIP) 

(9). Importantly, cancer gene mutations 

alone are insufficient to identify the tissue 

of origin for a given cancer signal in the 

blood because similar mutations are pres-

ent in multiple different cancers. Thus, a 

tissue-agnostic blood-based screening test 

has limited clinical utility, unless accompa-

nied by insight into which organ should be 

investigated for follow-up.

Cohen et al. sought to combine ctDNA 

sequencing of cancer genes with quanti-

tation of tumor-associated serum protein 
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sensitivity for a cancer diagnosis ranged from 33 to 98% 
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and ovary. Tissue of origin predictions ranged from 39 to 

84% accuracy. Clinically, the test PPV will depend on the 

prevalence of each cancer within the tested population.

+

_

1Massachusetts General Hospital Cancer Center, Harvard 
Medical School, Boston, MA 02467, USA. 2Howard Hughes 
Medical Institute, Bethesda, MD 20815, USA. 
Email: dhaber@mgh.harvard.edu

866    23 FEBRUARY 2018 • VOL 359 ISSUE 6378

How the CancerSEEK algorithm works
Plasma-based sequencing of 16 cancer genes generates an Omega score that is combined with eight 

cancer-associated serum proteins to derive a probability for having any of eight different types of 

cancer. A machine learning algorithm then integrates these data with 31 additional serum proteins 

and patient gender to predict the tissue of origin. 
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markers, deriving a probabilistic algorithm 

for the presence of cancer and for the tis-

sue of origin. After estimating the minimal 

number of recurrent cancer gene muta-

tions required for a robust signal in eight 

different cancer types, Cohen et al. assigned 

an Omega score to condense the entirety 

of the ctDNA sequencing data into a sin-

gle number, based on the most predictive 

mutation identified. Added to the Omega 

score are levels for eight cancer-associated 

serum proteins, which are combined by the 

CancerSEEK algorithm into a single prob-

ability of the sample having come from an 

individual with cancer (see the figure). Of 

the 1005 patients studied with operable 

cancers, the test sensitivity ranged from 

33 to 98%, depending on the cancer type, 

with a test specificity in healthy blood do-

nors greater than 99%. In patients correctly 

identified as having some type of cancer, a 

further algorithm that incorporates 

the Omega score and the initial eight 

protein panel, as well as measure-

ments of an additional 31 proteins and 

the patient’s gender, correctly localizes 

the tumor to one of two top predicted 

anatomic sites in 83% of patients. 

Among the key discoveries in this 

study is that a relatively small panel 

of cancer genes sequenced repeatedly 

to extreme depth to find rare alleles, with 

the pool of templates divided into mul-

tiple fractions in order to enhance signal 

detection, is sufficient to provide infor-

mation for many different types of can-

cer. Compared with other efforts that use 

large-scale ctDNA sequencing (10), this ap-

proach will have greatly reduced cost. Also, 

by combining multiple protein biomarkers 

with ctDNA genotyping, the devised algo-

rithm can implicate candidate tissues of 

origin, information unavailable from mu-

tational data alone.

There are a number of important cave-

ats. The predictive value of any diagnostic 

test relies on the prevalence of the disease 

within the tested population. For instance, 

in testing apparently healthy individuals 

within the general population, the preva-

lence of all eight cancers can be conserva-

tively estimated as 1% of people over age 

64 (11). Hence, in this setting even a test 

that is 99% sensitive and 99% specific will 

yield a positive predictive value (PPV) of 

only 50% (half of all test positives will be 

a false-positive result). Similarly, a posi-

tive CancerSEEK test result would be pre-

dicted to have a PPV of 40 to 45% for a 

person having any of the eight different 

cancers (2). Although the model was not 

designed to screen for individual cancer 

types, breaking down the aggregate PPV 

into its individual component cancers 

would result in further reduction in PPV, 

particularly for rare cancers. Because PPVs 

improve with higher disease prevalence, 

application of any cancer screening test to 

subpopulations with increased genetic or 

environmental risk factors (for example, 

carriers of familial breast cancer suscepti-

bility mutations, heavy smokers at risk for 

lung cancer, or patients with liver cirrhosis 

predisposed to hepatocellular carcinoma) 

would of course increase the likelihood of 

true-positive results. 

A well-documented challenge in early 

cancer detection studies is that patient 

populations at increased risk for cancer 

may also have precancerous or inflam-

matory conditions resulting in baseline 

elevation of serum protein biomarkers, a 

confounding factor that is not well reca-

pitulated in the healthy control population 

used to build the CancerSEEK test. Al-

though the relative contributions of ctDNA 

genotyping versus serum protein mark-

ers varies among the individual cancers 

analyzed by Cohen et al., the integration 

of these potentially orthogonal markers 

into the CancerSEEK algorithm is likely 

to strengthen its accuracy when trained 

on clinically relevant populations. Extend-

ing from this study, future research may 

combine multiple blood-based analytes, 

including massive ctDNA sequencing for 

mutations (10), high-throughput screening 

for chromosome copy number variation 

(12), scoring for tissue-specific DNA meth-

ylation patterns (13), serum-based multi-

protein mass spectrometric quantitation 

(14), and digital quantitation of lineage-

specific RNA from circulating tumor cells 

(15). Each of these blood-based assays may 

provide optimal capabilities for the detec-

tion of specific cancer types within at-risk 

patient populations, and as elegantly dem-

onstrated by Cohen et al., combinations of 

tests may be optimal to enable both high-

sensitivity detection and identification of 

the tissue of origin.

The ultimate goal of cancer screening is 

to diagnose invasive cancers early, while 

they are still curable. All the patients stud-

ied by Cohen et al. had been diagnosed as 

part of standard clinical evaluation and 

were candidates for surgical resection of 

their tumors, but many already had local 

invasion, and their cure rate is unknown. 

As the authors acknowledge, diagnosing 

cancers before clinical symptoms trigger 

an initial diagnostic procedure will require 

detection of even lower levels of signal, and 

prospective studies of patients whose can-

cer is first detected through blood-based 

screening will be required to determine 

real-world performance and whether such 

early screening can lead to improved cure 

rates. In addition, as the authors suggest, 

by coupling an initial blood-based screen-

ing test with secondary high-specificity 

confirmatory tests, it may be possible to 

achieve PPVs that would enable large-scale 

clinical implementation. 

Undoubtedly, effective screening for 

early invasive cancers represents the best 

hope for reducing cancer mortality and 

morbidity. The conceptual advances and 

the practical feasibility of the CancerSEEK 

assay constitute an important mile-

stone toward the application of early 

cancer detection. Most importantly, 

the ongoing development of cost-

effective and accurate blood-based 

cancer screening strategies is poised 

to revolutionize clinical cancer care, 

bringing with it new emphasis on ge-

netic and environmental risk strati-

fication so as to tailor application of 

screening tests; minimally invasive imag-

ing, biopsy, and molecular characteriza-

tion of early tumors that are discovered 

and might be either indolent or invasive; 

and deployment of increasingly effective 

therapeutic options to stages of cancer 

for which they have curative potential. 

The vision of effective earlier cancer de-

tection and intervention warrants valida-

tion in appropriate populations through 

large-  scale clinical trials that are likely to 

radically change the way we diagnose and 

treat cancer. j
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“...effective screening for early 
invasive cancers represents the best 
hope for reducing cancer mortality 
and morbidity.”
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Unnaturally aglow with a bright inner light
A bioluminescent system enables imaging single cells deep inside small animals

By Yusuke Nasu and Robert E. Campbell

B
ioluminescent insects, fungi, and sea 

creatures must have seemed mysteri-

ous and supernatural to the people 

of antiquity. It was not until the late 

19th century that science began to 

displace the magic by demonstrating 

that bioluminescence in insects, such as the 

firefly (Photinus pyralis), is a chemical reac-

tion that requires a protein (a luciferase) and 

substrates [adenosine triphosphate (ATP), 

O
2
, and a luciferin, D-luciferin] (1). Under-

standing of the biochemical 

mechanisms of biolumines-

cence has grown over the past 

century, as has appreciation 

of its widespread prevalence 

in nature. Since cloning the 

gene for firefly luciferase (2), 

researchers have sought to ex-

ploit this molecular lightbulb 

for bioanalysis applications 

and bioluminescence imaging 

(BLI) in model animals (3). On 

page 935 of this issue, Iwano et 

al. (4) report the development 

of a luciferase-luciferin pair 

that, due to its brightness and 

red-colored glow, opens the 

door to a range of biomedical 

applications, such as detection 

of single cells deep within tis-

sue, that were not previously 

feasible with BLI.

Transplantation of bioluminescence from 

firefly into mouse is the essential first step to-

ward achieving BLI, but this process is asso-

ciated with several challenges. Delivery of the 

foreign gene is the least of these, as viral de-

livery and other expression methods are now 

routine. Much more pressing are the chal-

lenges that arise from the opacity of mice and 

their lack of the biosynthetic machinery to 

make D-luciferin. The first of these challenges 

is partially surmountable because mice are 

only mostly opaque. Visible light does travel 

some distance through mammalian tissue, 

with more red-shifted light traveling farther. 

When firefly luciferase acts on its normal D-

luciferin substrate, it produces yellow-green 

light with a peak wavelength of 560 nm (5). 

Previous efforts to produce red-shifted lucif-

erases led to variants with peak biolumines-

cence at ~620 nm (6), which is similar to a 

red-shifted D-luciferin–dependent luciferase 

from the railroad worm (Phrixothrix hirtus) 

(7). These wavelengths of light are on the edge 

of the near-infrared optical window (~650 to 

950 nm), where tissue is most transparent to 

light (although still mostly opaque).

Lack of endogenous D-luciferin is overcome 

by administering this molecule to the mouse, 

typically by injection. Once injected, the 

substrate permeates through the tissue and, 

upon encountering luciferase, is consumed 

with concomitant generation of photons. 

The faster luciferase consumes D-luciferin, 

the brighter the bioluminescent signal, but 

the faster it will decay due to decreasing sub-

strate concentration. A more elegant solution 

would be insertion of the D-luciferin biosyn-

thetic machinery into the mouse genome, but 

this has yet to be achieved.

Because the luciferin must be exogenously 

administered, it does not necessarily have to 

be the natural, species-specific luciferase sub-

strate. Just as synthetic organic chemistry is 

used to create drug analogs with superior effi-

cacy and bioavailability, so too can a luciferin 

be modified for improved bioluminescence. 

Key improvements in a luciferase substrate 

could include an inherently red-shifted emis-

sion wavelength and improved distribution 

through tissue. Indeed, a substrate with these 

favorable properties, AkaLumine, has been 

developed (4, 8, 9). AkaLumine provides 

peak emission at a wavelength of 675 nm and 

has much higher affinity for firefly luciferase 

than D-luciferin, but it is consumed more 

slowly. Most important, the hydrochloride 

salt of AkaLumine (AkaLumine-HCl) per-

meates particularly well through tissue and 

reaches the brain when orally administered.

As the forces of natural evolution have 

optimized luciferase to preferentially act on 

D-luciferin, Iwano et al. performed directed 

evolution of firefly luciferase to improve its 

activity toward AkaLumine. A population of 

luciferase variants was created by random 

gene mutation, imaged in bac-

terial colonies sprayed with 

AkaLumine, and the bright-

est variant was picked to be 

the parent of the next genera-

tion. Twenty-one generations 

later, Iwano et al. arrived at a 

highly optimized variant with 

peak emission at 650 nm, des-

ignated Akaluc. The 28 amino 

acid substitutions in this en-

zyme made it faster and more 

thermally stable and enabled 

it to accumulate at high con-

centrations in cells without 

causing toxicity. Altogether, 

these properties make it ~40-

fold brighter than firefly lucif-

erase in cultured cells when 

combined with AkaLumine.

For small-animal BLI, the 

combination of Akaluc and 

AkaLumine-HCl (AkaBLI) provides an un-

natural luciferase-luciferin pair that, by 

design, has red-shifted emission and facile 

tissue penetration. Iwano et al. demonstrate 

that these combined benefits result in 100- to 

1000-fold brighter in vivo bioluminescence 

than the combination of firefly luciferase and 

D-luciferin. These improvements enable de-

tection of a single cell lodged in a capillary of 

a lung in mice. Tissue opacity notwithstand-

ing, this is analogous to spotting the glow of 

a single firefly in the volume of a school gym.

Iwano et al. demonstrate the AkaBLI tech-

nology is a substantial upgrade from firefly 

luciferase with D-luciferin. However, to be the 

best available luciferase system, AkaBLI must 

also outperform marine-organism–derived 

luciferases that use coelenterazine (CTZ) as 

their luciferin and require O
2
 but not ATP. 

This includes Renilla sea pansy luciferase (10) 

and crustacean luciferases such as NanoLuc 
Department of Chemistry, University of Alberta, Edmonton, 
Alberta, T6G 2G2, Canada. Email: robert.e.campbell@ualberta.ca
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Luciferase-luciferin bioluminescent pairs
Akaluc, an engineered firefly luciferase, is optimized to use an unnatural luciferin, 

AkaLumine. The Akaluc system (AkaBLI) enables bioluminescence imaging (BLI) with 

unprecedented sensitivity in vivo, unlike marine luciferases, which are mainly used in vitro.
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(11, 12). Such luciferases have been supplant-

ing firefly luciferase for many applications in 

recent years. Similar to the efforts of Iwano 

et al., much effort has been expended on op-

timizing these luciferase-luciferin pairs. In 

one recent example, Yeh et al. (13) optimized 

NanoLuc for enhanced bioluminescence with 

a synthetic analog of CTZ. This system is re-

ported to be ~80-fold brighter than firefly 

luciferase with D-luciferin in vitro and ~60-

fold brighter when cells and substrate were 

injected under the skin of a mouse.

Iwano et al. make a compelling case that 

the exceptional in vitro brightness of CTZ-

dependent luciferases has led the scien-

tific community somewhat astray. While 

acknowledging the brightness of such lu-

ciferases in vitro, they demonstrate that 

CTZ-type substrates suffer from inadequate 

biodistribution and spontaneous oxidation 

and bioluminescence in vivo. This luciferase-

independent bioluminescence contributes to 

a brightening of the background and dimin-

ishes the sensitivity of BLI. D-luciferin–type 

substrates, which require both ATP and O
2
 as 

cosubstrates, are much less likely to undergo 

luciferase-independent oxidation than CTZ-

type substrates, which require only O
2
 as a 

cosubstrate. It remains to be seen whether 

the community of researchers working on 

CTZ-dependent luciferases can develop sub-

strates that combine resistance to in vivo oxi-

dation, red-shifted emission, and improved 

biodistribution, including blood-brain bar-

rier permeability.

AkaBLI is a substantial leap forward for 

small-animal BLI. This technology will al-

low a range of in vivo applications, includ-

ing monitoring neuronal-activity–dependent 

gene expression, following tumor growth and 

metastasis, tracking immune cell migration, 

monitoring stem cell fate, and assessing the 

efficiency of gene delivery and editing tech-

nologies. A future version, engineered for Ca2+-

responsive bioluminescence (14), could be 

a powerful tool for real-time imaging of neu-

ronal activity in freely behaving animals. j
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By Allen Good

N
itrogen is the main nutrient that lim-

its crop yield. Biologically reactive 

nitrogen is therefore routinely sup-

plied to crops as synthetic nitrogen 

fertilizer. In the developed world, the 

extensive use of synthetic fertilizer 

in agriculture has substantial financial and 

environmental costs (1). By contrast, in the 

developing world, the lack of fertilizer causes 

low crop yields, resulting in hunger and mal-

nutrition. Many of these problems could be 

avoided if plants could be engineered to fix 

nitrogen directly from air.

One hundred years ago, Burrill and Han-

sen asked whether symbiosis is possible be-

tween nonlegume plants and the bacteria 

that produce nitrogen-fixing nodules on the 

roots of legumes (2). This approach involves 

creating the capacity for nonlegumes to form 

a tight symbiotic relationship with nitrogen-

fixing bacteria. 

 The advent of DNA technologies in the 

1970s led to a second approach: introduc-

ing nitrogen-fixation genes directly into a 

plant. However, this dream remains unre-

alized (3, 4). Here, we look at the current 

status and future of engineering nitrogen-

fixing cereal plants by directly introducing 

the genes required to make a functional 

nitrogenase in a plant.

Biological nitrogen fixation is catalyzed 

by nitrogenase, a complex and extremely 

oxygen-sensitive enzyme that requires mul-

tiple genes for its assembly (5). The best 

studied nitrogenase, molybdenum (Mo) ni-

trogenase, consists of an iron (Fe) protein 

(NifH) and a MoFe protein (NifDK) (5). The 

minimum genetic requirements for nitro-

genase activity depend on the nitrogenase; 

the minimum genes required for the Mo ni-

trogenase in Escherichia coli include genes 

encoding the Fe and MoFe proteins (nifH, 

D, and K), a chaperone for correct folding 

of one of the structural components (nifM), 

electron-transfer proteins (nifF and J), and 

cofactor assembly proteins (3, 6). 

López-Torrejón et al. introduced nifH 

and nifM genes from the nitrogen-fixing 

bacterium Azotobacter vinelandii into the 

nuclear genome of the yeast Saccharomy-

ces cerevisiae, which they used as a model 

eukaryote (7). NifH and NifM coexpression 

in aerobically grown yeast produced ac-

tive nitrogenase Fe protein, even without 

the presence of the Nif-specific iron-sulfur 

(Fe-S) cluster assembly proteins (NifS and 

NifU). This result showed that mitochon-

dria can protect the oxygen-labile Fe pro-

tein and that the native mitochondrial Fe-S 

cluster assembly machinery can success-

PLANT SCIENCE

Toward nitrogen-fixing plants
A concerted research effort could yield engineered plants 
that can directly fix nitrogen 
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A rural rice farmer in India spreads fertilizer. 

Plants engineered to directly fix nitrogen from 

the air could reduce reliance on fertilizers.
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fully assemble and insert the Fe-S clusters 

required for Fe protein function. 

Progress has also been made in introduc-

ing nitrogenase genes into plants. Ivleva et 

al. (8) introduced the nifH and nifM genes 

into the tobacco chloroplast genome and 

demonstrated that the transgenic plants 

produced detectable Fe protein activity. Bu-

rén et al. (9) expressed a synthetic version 

of NifB from the thermophilic methanogen 

Methanocaldococcus infernus in tobacco 

and found that it accumulated as a soluble 

protein. Allen et al. (10) showed that to-

bacco plants can transiently express several 

different nitrogenase proteins targeted to 

the mitochondria. Yang et al. (11) have also 

shown that plant-sourced electron trans-

port chains can replace bacterial electron-

transfer components, in a model system. 

These studies prove that scientists can 

dissect the function of different nitrogenase 

genes in their host species and in model 

bacteria, yeast, and plants. Engineered 

plants can make the most oxygen-labile 

component of nitrogenase, the Fe protein, 

in different organelles, and this component 

is functional when combined with bacteri-

ally produced MoFe protein in vitro (7). 

However, several scientific challenges must 

be overcome before we can make a nitrogen-

fixing plant (see the figure). For example, it 

remains unclear what the minimum number 

of nif genes necessary for production of a 

functional plant-hosted nitrogenase is, where 

to target such genes in plants (chloroplast or 

mitochondria), and what the optimal expres-

sion levels of the various genes necessary for 

producing a robust nitrogenase are. Nitro-

genase uses large amounts of adeno sine tri-

phosphate (ATP), but the theoretical energy 

requirement for nitrogen fixation is almost 

identical to that required for nitrate assimila-

tion (12). Furthermore, in legumes, attempts 

to estimate energy requirements for biologi-

cal nitrogen fixation by growing legumes 

with or without nitrate have generally indi-

cated little or no difference in growth (except 

for the initial period of nodule establishment) 

(12). The product of nitrogen fixation, ammo-

nium (see the figure), can be toxic to plants; 

however, plants have ammonium transport-

ers available to move ammonium from the 

mitochondrion into the cytoplasm and subse-

quently load it into the xylem. A plant that is 

fixing nitrogen at a sufficient rate to produce 

amounts of ammonium that are toxic to the 

plant would, in some ways, represent an in-

teresting success of this research. 

Once transgenic plants have been devel-

oped that exhibit nitrogenase activity in the 

laboratory, there will be substantial chal-

lenges to moving the technology to the field, 

not least of which might be achieving the 

public acceptance of a genetically modified 

plant. Not all challenges can be predicted, 

but the best way forward would include 

reaching a consensus among researchers as 

to the model plant systems to be used for 

development of nitrogen-fixing plants. Use-

ful model dicot plants could include tobacco 

(the classic model) and a nonlegume oilseed 

such as Brassica napus, which is already a 

transgenic crop; rice and wheat would be 

logical cereal crops. 

The economic benefits of biological nitro-

gen fixation by plants could be substantial. 

Globally, over $100 billion per year is spent 

on fertilizers, and the environmental costs 

are even greater. In the United States alone, 

the cost of farm-associated nitrogen pollution 

has been estimated to be $157 billion annu-

ally (13). Fertilizer use also contributes to cli-

mate change. The Intergovernmental Panel 

on Climate Change (IPCC) estimates that 1% 

of the nitrogen fertilizer is lost in the form 

of NO
x
. This translates into a CO

2
 equivalent 

of 300 million metric tons (MMT), at a cur-

rent value of $4.5 billion annually (14). A 

nitrogen-fixing plant would not only reduce 

the costs of food production but would, in 

theory, address many of the environmental 

costs. Yet, current international funding for 

this research is likely between $5 million and 

$10 million annually—a tiny fraction of the 

money spent on fertilizers. 

With adequate funding, it should be pos-

sible within the next decade or so to create 

a transgenic plant that can fix nitrogen at 

biologically significant rates. However, the 

real challenge will be to demonstrate that a 

plant can fix significant amounts of nitrogen, 

consistently, in the field. Given the present 

understanding of the biochemical basis of 

nitrogen fixation and its genetic determi-

nants, as well as technical advances in plant 

transformation and organellar targeting, and 

a concerted research effort, the dream of a ni-

trogen-fixing crop plant in the field could be 

achieved within the next several decades. j
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Putative nitrogen-fixing plant
Efforts are under way to introduce bacterial nif genes into plants, thereby enabling them to fix nitrogen 
from the air. The use of such plants as crops would reduce the need for fertilizer. ADP, adenosine diphosphate; 
Pi, inorganic phosphate.
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By Daniël L. J. Broere1 and 

Patrick L. Holland2

T
he high stability of elemental ni-

trogen (N
2
) is reflected in the name 

that Lavoisier coined for the element 

that makes up the seemingly inert 

component of the atmosphere, azote, 

meaning “no life.” Ironically, chemi-

cal processes that convert this robust mol-

ecule into ammonia (NH
3
) are ess ential to 

keep the billions of people on our planet 

alive. Both the industrial Haber-Bosch 

process and natural nitrogenase enzymes 

use iron (Fe) to catalyze this challenging 

chemical transformation. Transition metals 

(M) weaken or break the strong triple bond 

(N;N) by donating electrons from their 

atomic d orbitals into the antibonding p

orbitals of N
2
. Main-group elements such 

as boron (B) lack accessible d orbitals, so 

their ability to weaken N
2
 would seem to be 

very limited. However, on page 896 of this 

issue, Légaré et al. (1) show that modifica-

tion of the electronic environment of the B 

atom can enable N
2
 binding and reduction 

at a B center.  

The efforts of synthetic chemists over 

many decades have shown that complex 

ions of many metals can interact with N
2
. 

More specifically, the right combination of 

empty and filled d orbitals on the metal 

can accept electrons from N
2
, and simul-

taneously weaken the N;N bond through 

p-backdonation, which moves electron den-

sity from the metal into antibonding orbit-

als of N
2
 (see the left panel of the figure). 

Légaré et al. used a borylene compound, 

which is a monovalent B atom with a lone 

pair of electrons, to bind N
2
 (see the middle 

panel of the figure). Although most boron 

compounds have B in the +3 oxidation 

state, borylenes formally have the +1 oxida-

tion state, making them very electron-rich. 

In 2011, Bertrand and co-workers (2) 

demonstrated that these intrinsically re-

active boron(I) species can be isolated 

by binding cyclic (alkyl)(amino)carbenes 

(CAACs), which stabilize the extra electrons 

on B. These borylenes mimic transition 

metals by binding carbon monoxide (CO) 

(3) and releasing it upon irradiation with 

light (4, 5). Because CO binding typically 

depends on p-backdonation, this finding 

suggested that borylenes might also bind 

N
2
, albeit by using different orbitals than 

transition metals do. Recent work dem-

onstrated binding of N
2
 to an unstabilized 

borylene under matrix conditions at 10 K 

(6). However, even at these extremely low 

temperatures, which are used to observe 

the most reactive and unstable molecules, 

N
2
 binding was very weak. 

Légaré et al. show how to make a reactive 

borylene that can bind N
2
 to form an

 
adduct 

that is stable enough to isolate (see the right 

panel of the figure). The resulting product 

consists of an N
2
 fragment bound by two bor-

ylenes. In contrast to the linear M–N–N–M 

units typically found in transition-metal 

complexes, the B–N–N–B unit has a zigzag 

structure, which makes the product some-

what resemble an organic azo compound 

(C–N=N–C). However, quantum-mechanical 

calculations imply an electronic structure in 

which the borylene accepts electron density 

from N
2
 with simultaneous p-backdonation 

from its filled p orbital. As a result, the N;N 

bond is reduced to a bond order of ~1.5 in the 

borylene adduct. Although there is not yet ev-

idence for the reversibility of N
2
 binding, the 

bound N
2
 molecule can be further reduced 

with potassium and protonated to generate 

a diborahydrazine, which has a N–N single 

bond and new N–H bonds. 

The work by Légaré et al. presents a re-

markable example of an isolated compound 

in which a nonmetal can bind and reduce 

N
2
, and underlines the potential of main-

group elements for small-molecule activa-

tion. It also raises the question: What is next 

for borylenes? Classical steps in transition-

metal catalysis involve two-electron redox 

changes on the metal center. However, the 

borylenes described by Légaré et al. read-

ily undergo one-electron redox changes. 

Binding of cooperative (7) or redox-active 

(8) ligands to a borylene could assist in fa-

cilitating multielectron transformations, a 

strategy that has met with recent success 

in complexes of first-row transition metals 

that perform one-electron redox chemistry 

(9). The work by Légaré et al. also could 

lead to pathways to use borylenes for the 

conversion of N
2
 into amines and other N-

containing organic compounds with Earth-

abundant boron catalysts. j

REFERENCES

 1. M.-A. Légaré et al., Science 359, 896 (2018).
 2. R. Kinjo, B. Donnadieu, M. A. Celik, G. Frenking, G. Bertrand, 

Science 333, 610 (2011).
 3. F. Dahcheh, D. Martin, D. W. Stephan, G. Bertrand, Angew. 

Chem. Int. Ed. 53, 13159 (2014).
 4. H. Braunschweig et al., Nature 522, 327 (2015).
 5. H. Braunschweig et al., J. Am. Chem. Soc. 139, 1802 (2017).
 6. K. Edel, M. Krieg, D. Grote, H. F. Bettinger, J. Am. Chem. Soc. 

139, 15151 (2017).
 7. J. R. Khusnutdinova, D. Milstein, Angew. Chem. Int. Ed. 54, 

12236 (2015).
 8. P. J. Chirik, K. Wieghardt, Science 327, 794 (2010). 
 9. J. I. van der Vlugt, Eur. J. Inorg. Chem. 3, 363 (2012).

10.1126/science. aar7395

INORGANIC CHEMISTRY

Boron compounds tackle dinitrogen
A borylene compound can match transition metals by activating the strong N2 bond 

1Debye Institute for Nanomaterials Science, Utrecht University, 
Universiteitsweg 99, 3584 CG Utrecht, Netherlands. 
2Department of Chemistry, Yale University, New Haven, CT 
06511, USA. Email: d.l.j.broere@uu.nl; patrick.holland@yale.edu

Metal N
2
 complex

Empty d orbital accepts electron 

density from N
2
 and flled d orbital 

donates electron density into N
2
 

(�-backdonation).

Borylene N
2
 complex

Empty sp2 orbital accepts electron 
density from N

2
 and flled p orbital 

donates electron density into N
2
 

(�-backdonation).

Reduction of bound N
2

After reduction and protonation, 
N

2
 forms diborahydrazine 

(R represents an aryl group).
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Binding N
2
 at boron

Transition metals (M) bind N2 by accepting and donating 

electron  density using d orbitals. Légaré et al. now show that 

borylenes  (B) can bind N2 using p orbitals.
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By Dennis Carroll, Peter Daszak,

Nathan D. Wolfe, George F. Gao, 

Carlos M. Morel, Subhash Morzaria, 

Ariel Pablos-Méndez, Oyewale Tomori, 

Jonna A. K. Mazet

O
utbreaks of novel and deadly viruses 

highlight global vulnerability to 

emerging diseases, with many having 

massive health and economic impacts. 

Our adaptive toolkit—based largely 

on vaccines and therapeutics—is often 

ineffective because countermeasure develop-

ment can be outpaced by the speed of novel 

viral emergence and spread. Following each 

outbreak, the public health community be-

moans a lack of prescience, but after decades 

of reacting to each event with little focus 

on mitigation, we remain only marginally 

better protected against the next epidemic. 

Our ability to mitigate disease emergence 

is undermined by our poor understanding 

of the diversity and ecology of viral threats, 

and of the drivers of their emergence. We de-

scribe a Global Virome Project (GVP) aimed 

to launch in 2018 that will help identify the 

bulk of this viral threat and provide timely 

data for public health interventions against 

future pandemics. 

Nearly all recent pandemics have a viral 

etiology with animal origins, and with their 

intrinsic capacity for interspecies transmis-

sion, viral zoonoses are prime candidates for 

causing the next great pandemic (1, 2). How-

ever, if these viruses are our enemy, we do not 

yet know our enemy very well. Around 263 

viruses from 25 viral families are known to 

infect humans (3) (see the figure), and given 

the rate of discovery following identification 

of the first human virus (yellow fever virus in 

1901), it is likely many more will emerge in 

the future (4). We estimate, from analysis of 

recent viral discovery data (5), that ~1.67 mil-

lion yet-to-be-discovered viral species from 

key zoonotic viral families exist in mammal 

and bird hosts—the most important reser-

voirs for viral zoonoses (supplementary text). 

By analyzing all known viral-host relation-

ships (3, 6), the history of viral zoonoses (7), 

and patterns of viral emergence (1), we can 

reasonably expect that between 631,000 

and 827,000 of these unknown viruses have 

zoonotic potential (supplementary text). We 

have no readily available technological coun-

termeasures to these as-yet-undiscovered vi-

ruses. Furthermore, the rate of zoonotic viral 

spillover into people is accelerating, mirror-

ing the expansion of our global footprint and 

travel networks (1, 8), leading to a nonlinear 

rise in pandemic risk and an exponential 

growth in their economic impacts (8). 

PROMISING PILOT, CHALLENGING SCALE

Since 2009, the U.S. Agency for International 

Development (USAID) has conducted a large-

scale pilot project, spanning more than 35 

countries over 8 years at a cost of around 

$170 million, to evaluate the feasibility of 

preemptively mitigating pandemic threats. 

Other previous studies had begun to conduct 

targeted viral discovery in wildlife (9), and 

develop mitigation strategies for the emer-

gence of avian flu, for example. However, the 

USAID Emerging Pandemic Threats (EPT) 

PREDICT project is the first global-scale co-

ordinated program designed to conduct vi-

ral discovery in wildlife reservoir hosts, and 

characterize ecological and socioeconomic 

factors that drive their risk of spillover, to 

mitigate their emergence in people (10). 

Working with local partners and govern-

ments, wildlife and domestic animals and 

at-risk human populations in geographic 

hotspots of disease emergence (1) are sam-

pled, and viral discovery conducted. A strat-

egy to identify which novel viruses are most 

at risk of spillover has been developed (11), 

and further work is conducted on these to 

characterize them prior to, or in the early 

stages of, spillover. Metadata on the ecology 

of wildlife–livestock–human transmission in-

terfaces, and on human behavioral patterns 

in communities, are concurrently analyzed 

so that strategies to reduce spillover can be 

developed (supplementary text). To date, 

EPT PREDICT has discovered more than 

1000 viruses from viral families that con-

tain zoonoses, including viruses involved in 

recent outbreaks (12), and others of ongoing 

public health concern (13). The focus of EPT 

PREDICT on capacity building, infrastruc-

ture support, training, and epidemiological 

analysis differs substantially from the GVP’s 

emphasis on large-scale sampling and viral 

discovery. However, to discover the bulk of 

the projected remaining 1.67 million un-

known viruses in animal reservoirs and char-

acterize the majority of 631,000 to 827,000 

viruses of highest zoonotic potential requires 

overcoming some challenges of scale. 

 The first challenge is cost. To estimate this, 

we analyzed data on field sampling and labo-

ratory expenditures for viral discovery from 

(5, 10), and estimates of unknown viral diver-

sity in mammalian and avian hosts (supple-

mentary text). We estimate that discovery of 

all viral threats and characterization of their 

risk for spillover, using currently available 

technologies and protocols, would be ex-

tremely costly at over $7 billion (supplemen-

tary text). However, previous work shows 

that viral discovery rates are vastly higher in 

the early stages of a sampling program, and 

that discovering the last few, rare, viruses is 

extremely costly and time-consuming owing 

to the number of samples required to find 

 INFECTIOUS DISEASES

The Global Virome Project
Expanded viral discovery can improve mitigation

The list of author affiliations is provided in the supplementary 
materials. Email: daszak@ecohealthalliance.org 

P O L I C Y  F O RU M
Scientists prepare to collect a blood sample from 

a Rousettus sp. fruit bat in Thailand to test for novel 

viruses. The Global Virome Project aims to identify 

and characterize the majority of currently unknown 

viruses in key wildlife groups, including rodents, 

nonhuman primates, and bats. 
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them (5) (supplementary text). We used data 

on rates of viral discovery (5) to estimate that 

the substantial majority of the viral diversity 

from our target zoonotic reservoirs could be 

discovered, characterized, and assessed for 

viral ecology within a 10-year time frame 

for ~$1.2 billion (16% of total costs for 71% 

of the virome, considering some fixed costs) 

(fig. S1). Those viruses remaining undiscov-

ered will, by the nature of sampling bias to-

ward more common host species, represent 

the rarest viruses with least opportunity 

for spillover, and therefore reduced public 

health risk. Their discovery would require 

exponentially greater sampling effort and 

funding that could be better spent on coun-

termeasures for the more likely threats (sup-

plementary text). 

Stakeholders from Asia, Africa, the 

Americas, and Europe, spanning industry, 

academia, intergovernmental agencies, non-

governmental organizations (NGOs), and 

the private sector, began meeting in 2016 

to design a framework for the governance, 

management, technical operation, and scope 

of the GVP. Key efforts include developing 

finance streams; establishing a transparent, 

equitable implementation strategy; design-

ing data- and sample-sharing protocols; de-

veloping laboratory and metadata platforms; 

targeting of host taxa and sampling sites; 

analyzing return on investment; forming 

collaborative field and laboratory networks; 

developing risk characterization frameworks 

for viruses discovered; designing a strategy 

to assess and mitigate risk behaviors that 

facilitate viral emergence; and planning in-

country capacity building for sustainable 

threat mitigation. Funding has been identified 

to support an initial administrative hub, and 

fieldwork is planned to begin in the first two 

countries, China and Thailand, during 2018.

With outputs intended to serve the global 

public good, the GVP is developing a transpar-

ent and equitable strategy to share data, viral 

samples, and their likely products, including 

benefits derived from future development of 

medical countermeasures. These build on the 

Nagoya Protocol to the Convention on Bio-

logical Diversity and the Pandemic Influenza 

Preparedness Framework, negotiated by the 

World Health Organization (WHO). The in-

ternational collaborative nature and global 

ownership of the project should help leverage 

funding from diverse international donors, 

including government agencies focused on 

national virome projects or on international 

development projects in other countries, and 

private-sector philanthropic donors focused 

on technology and big science. 

The diversity of tasks required to conduct 

the GVP should reduce the potential for it to 

divert funds from current public health pro-

grams. For example, discrete work streams on 

targeted sampling of wildlife, on bioinformat-

ics, and on behavioral risk analysis fall within 

the focus of current scientific research pro-

grams in a range of donor agencies. Govern-

ments and corporations with specific remits 

and geographic responsibilities have been 

approached to finance subprojects relevant 

to their sectors (e.g., capacity development, 

surveillance of specific taxa, geographically 

focused activities, medical countermeasure 

development, training, surveillance, and 

technological platforms). In addition, lead-

ers in China and a number of countries have 

begun developing national virome projects as 

part of the GVP, leveraging current research 

funding to include GVP sites.

Technological challenges include safe field 

sampling in remote locations and cost-effec-

tive laboratory platforms that can be stan-

dardized in low-income settings. To achieve 

these goals, existing national, regional, and 

international networks will need to be en-

hanced and expanded within standardized 

sampling and testing frameworks. Existing 

networks of field biologists from environ-

ment ministries, academic institutions, and 

conservation and health NGOs may assist in 

surveillance. National science and technol-

ogy agencies, regional One Health platforms, 

transboundary disease surveillance net-

works, Institut Pasteur laboratories, WHO, 

United Nations Food and Agricultural Or-

ganization, and the World Organization for 

Animal Health collaborating, and reference 

centers and viral discovery laboratories, in-

cluding USAID EPT PREDICT, are currently 

involved in planning these activities around 

a decade-long sampling and testing time 

frame. A monitoring and evaluation strat-

egy is being developed based on analysis of 

viral discovery rates against predicted viral 

diversity, to identify when to halt surveil-

lance and testing as the GVP progresses. 

Stakeholders will also tackle the challenge 

of how to decide when enough potentially 

dangerous viruses have been discovered in a 

host species or region to call for action to re-

duce underlying drivers of emergence (e.g., 

hunting and trading of a wildlife reservoir).

Laboratory platforms developed by 

USAID EPT PREDICT have proven capacity 

to identify novel viruses and are relatively 

inexpensive and reliable, being based on 

polymerase chain reaction using degenerate 

primers that target a range of viral families of 

known zoonotic potential. However, scaling 

up to a full global virome project will require 

discovery of three orders of magnitude more 

viruses in a similar time frame. Technologi-

cal solutions will be needed to increase the 

speed and efficiency, and reduce the cost, 

of sequence generation. These will likely in-

clude next-generation sequencing and other 

unbiased approaches to identify evolution-

arily distinct viral clades. 

A key challenge is how to assess the po-

tential for novel viruses to infect people or 

become pandemic (14). The EPT PREDICT 

project (11) and others (2, 6) have developed 

preliminary zoonotic risk characterization 

frameworks based on viral and host traits and 

the ecological and demographic characteris-

tics of the sampling site. These approaches 

will be used in the GVP to triage novel viruses 

for further characterization to assess their 

zoonotic capacity (supplementary text). In vi-

tro receptor binding analyses coupled with in 

vivo models have proven useful in this capac-

ity for some viral families [e.g., coronaviruses 

(13)]. Although this is not yet feasible for all 

potentially zoonotic viral clades, applying 

these techniques to a larger viral data set as 

the GVP progresses will allow validation of 

risk frameworks and may increase our capac-

ity to predict zoonotic potential. However, 

advancing these goals will require new col-

laboration among lab virologists, epidemiolo-

gists, and modelers, innovative approaches to 

field-testing the boundaries of virus-host re-

lationships, and support across agencies that 

often fund separate virology, public health, 

evolutionary biology, and biodiversity model-

ing initiatives. 

INVESTMENTS, RETURNS

The cost of the GVP represents a sizable 

investment and, even if a large number of 

potential zoonoses are discovered, only a 

minority is likely to have the potential to 

cause large-scale outbreaks and mortality in 

people (1, 2, 7). However, given the high cost 

of single epidemic events, data produced by 

the GVP may provide substantial return on 

investment by enhancing diagnostic capacity 

in the early stages of a new disease outbreak 

or by rapidly identifying spillover hosts, for 

example. Recent analysis of the exponentially 

rising economic damages from increasing 

rates of zoonotic disease emergence sug-

gests that strategies to mitigate pandemics 

would provide a 10:1 return on investment 

(1, 8). Even small reductions in the estimated 

costs of a future influenza pandemic (hun-

dreds of billions of dollars) or of the previous 

 SARS (severe acute respiratory syndrome) 

epidemic ($10 billion to $30 billion) could be 

substantial. The goal of the GVP is to improve 

efficiency in the face of these increasing viral 

“...the GVP goals…improve 
capacity to detect, diagnose, 
and discover viruses in 
vulnerable populations…”
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spillover rates by enhancing (not replacing) 

current pandemic surveillance, prevention, 

and control strategies. If we were to invest 

only in surveillance for known pathogens 

(our current business-as-usual strategy), our 

calculations suggest we would protect our-

selves against less than 0.1% of those viruses 

that could conceivably infect people, even us-

ing the lower bounds of our uncertainty for 

our viral estimates (i.e., 263 viruses known 

from humans out of 263,824 unknown poten-

tial zoonoses; supplementary text). 

The potential benefits of the GVP may be 

enhanced to maximize public health benefits 

(supplementary text) by (i) optimizing sam-

pling to target species most likely to harbor 

“missing zoonoses” (6), or to target emerging 

disease hotspot regions most likely to propa-

gate major disease outbreaks (1); (ii) using 

human and livestock syndromic surveillance 

to identify regions for wildlife sampling prox-

imal to repeated outbreaks of severe influ-

enza-like-illnesses, fevers of unknown origin, 

encephalitides, livestock “abortion storms,” 

and other potential emerging disease events; 

(iii) initially targeting RNA viruses, which 

caused 94% of the zoonoses documented 

from 1990 to 2010; and (iv) fostering econo-

mies of scale and adoption of technological 

innovation as the GVP ramps up. This in-

cludes use of laboratories that can facilitate 

regional sample processing, development of 

centralized bioinformatics platforms, and 

improved logistics for sample collection and 

transport. We also expect the cost of testing 

and sequencing to decrease as technology 

is enhanced, much as the development of 

next-generation sequencing reduced genetic 

sequencing costs by up to four orders of mag-

nitude in a decade. 

The accelerated pace of viral discovery un-

der the GVP will make the virological, phy-

logenetic, and modeling approaches used in 

pandemic preparedness more data-rich, and 

likely more effective. For example, having the 

sequence data for thousands, rather than a 

few, viruses from a single family could extend 

vaccine, therapeutic, or drug development to 

a wider range of targets, leading to broad-

spectrum vaccines and other countermea-

sures. Identification of novel viruses may be 

useful to programs like the Coalition for Epi-

demic Preparedness Innovations (CEPI) in 

assessing the breadth of action of candidate 

vaccines and therapeutics, and in expand-

ing their efficacy. More broad-scale preven-

tion approaches could provide immediate 

return on investment prior to vaccine and 

countermeasure development, which would 

require substantial investment and time. For 

example, metadata on viral reservoir host 

identity, geography, seasonality, proximity to 

people, and drivers of emergence will refine 

our mechanistic understanding of spillover 

and enhance published models of emerging 

infectious diseases risk (1, 6). Identification 

of novel viruses in hunted, traded, or farmed 

wildlife species could be used to enhance 

bio security in markets and farming systems, 

reducing public health risk, increasing food 

security, and assisting in conservation of 

hunted species. The presence of hosts har-

boring high-risk novel viruses in proximity to 

human populations may allow targeted fol-

low-up to examine evidence of spillover and 

design intervention strategies (supplemen-

tary text). Ultimately, the benefits of the GVP 

may include enhancing our understanding of 

viral biology, such as drivers of competition 

or cooperation among viruses within hosts, 

genomic underpinnings of host-virus coevo-

lution, processes underlying deep evolution 

of viral clades, and the identification of novel 

viral groups (15).

The regions targeted by the GVP are 

largely highly biodiverse, rapidly developing 

countries in the tropics, which often have low 

capacity to deal with public health crises (1). 

The expanded laboratory capacity, field sam-

pling, and data generation intrinsic to the 

GVP goals will therefore improve capacity 

to detect, diagnose, and discover viruses in 

vulnerable populations within regions most 

critical to preventing future pandemics. This 

enhanced capacity may also help improve 

diagnosis and control for endemic diseases, 

as well as the portion of the virome that re-

mains undiscovered. 

The Human Genome Project in the 1980s 

catalyzed technological innovation that dra-

matically shortened the time and cost for its 

completion, and ushered in the era of per-

sonalized genomics and precision medicine. 

The GVP will likely accelerate development 

of pathogen discovery technology, diagnos-

tic tests, and science-based mitigation strat-

egies, which may also provide unexpected 

benefits. Like the Human Genome Project, 

the GVP will provide a wealth of publicly 

accessible data, potentially leading to dis-

coveries that are hard to anticipate, per-

haps viruses that cause cancers and chronic 

physiological, mental health, or behavioral 

disorders. It will provide orders-of-magni-

tude more information about future threats 

to global health and biosecurity, improve 

our ability to identify vulnerable popula-

tions, and enable us to more precisely target 

mitigation and control measures to foster 

an era of global pandemic prevention. j
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Of these 111 viral families, 

the GVP will target 25 containing 

viruses known to infect 

(or to have substantial risk 

of infecting) people.

Of these 1.67 million viruses, an 

estimated 631,00 to 827,000 

likely have the capacity to infect 

people.

In these 25 families, an estimated 
1.67 million unknown viruses 

exist in mammals and 
birds—hosts that represent 99% 

of the risk for viral emergence.

111 viral families have been 

discovered globally to date.
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GVP targeting strategy
The project will capitalize on economies of scale 

in viral testing, systematically sampling 

mammals and birds to identify currently unknown, 

potentially zoonotic viruses that they carry.
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By Alvin Saperstein

A
t a time when a considerable frac-

tion of the population is adamant in 

their refusal to apply science to pub-

lic policy, it is helpful to look back 

to a similar scenario that played out 

during the Cold War. In Silencing the 

Bomb, geophysicist Lynn Sykes tells the story 

of the efforts of a group of scien-

tists who sought to halt the world-

wide testing of nuclear weapons 

throughout the mid- to late 20th 

century. The book further shows 

how individuals who were com-

mitted to the development and 

procurement of nuclear weapons 

during this period used secrecy, 

denial, and falsification of science 

to thwart the desires of the Ameri-

can public, the majority of whom, 

many polls revealed, were in favor 

of banning nuclear testing. 

That some headway was ulti-

mately made in the form of the Comprehen-

sive Nuclear-Test-Ban Treaty (CTBT) is due to 

the efforts of many people, including Sykes 

himself. International attempts to control or 

ban nuclear weapons depend on the verifica-

tion of test bans. Detection of underground 

nuclear explosions depends on the science of 

seismology, of which Sykes has long been a 

very distinguished practitioner. 

The book starts with the author’s brief 

description of what it was like to be a sci-

entific participant in the 1974 negotiations 

that led to the Threshold Test Ban Treaty, 

an agreement that prohibits the testing of 

nuclear devices having a yield exceeding 

150 kilotons. The American dele-

gation, he recalls, was under con-

tinuous surveillance, as became 

obvious when one member of the 

party asked the Moscow hosts 

what to do if he got lost on the 

way to or from the opera. (“Do 

not worry” was their only reply.)

 In the chapters that follow, 

Sykes offers a concise history of 

the development and deployment 

of nuclear weapons, summarizes 

the international attempts to 

control nuclear explosion tests 

made between 1955 and 1963, 

and describes the practice known as “de-

coupling,” in which nuclear explosions are 

muffled from seismic detection by conduct-

ing them in large underground cavities. 

Much of the remainder of the book is 

dedicated to describing the international 

negotiations, congressional hearings, and 

politics that have surrounded efforts to in-

stitute a partial or complete ban on nuclear 

testing. At the 1972 CTBT Senate hearings, 

Sykes himself testified about the general 

concurrence among civilian seismologists 

that future substantial nuclear tests would 

be reliably detected. (Later reports from 

the National Academies would conclude 

that no useful knowledge could be ob-

tained from nuclear explosions too small to 

be detected, meaning that there would be 

no benefit to cheating test bans.) Neverthe-

less, the hearing did not compel Congress 

to enter into negotiations to secure a full 

test ban treaty. 

The book concludes with estimates of the 

number and sizes of nuclear weapons cur-

rently possessed by the major powers and a 

discussion of the possible consequences of 

accidental nuclear weapon deployment and 

deliberate nuclear war, including nuclear 

winter. Sykes’s conclusion, with which this 

reviewer strongly agrees, is that “[t]he prob-

ability per year of a nuclear exchange may 

be low, but if it happens, the consequences 

will be catastrophic.” 

Despite the risks, universal support for 

ending nuclear weapons research remains 

elusive. Yet Sykes continues to advocate for 

test bans, writing “[g]etting the public and 

governments to deal with rare but cata-

strophic events is difficult but very necessary.”

Although the book is not intended for 

a technical audience, it would have ben-

efited from a more detailed discussion of 

the terms used to describe seismic events, 

as well as their relation to the yields of 

suspected nuclear explosions. Many read-

ers may likewise struggle to understand 

how scientists distinguish explosions from 

earthquakes. For example, in chapter 7, 

Sykes alludes to the superiority of Love 

waves over Rayleigh waves in distinguish-

ing between earthquakes and underground 

explosions, without explaining what these 

two types of wave are or what makes the 

former preferable. 

The book also discusses how those op-

posed to test bans tend to overestimate 

the size of Soviet nuclear test explosions, 

without describing how these errors come 

about. Without this information, some 

readers—particularly those who are disin-

clined to agree with Sykes’s commitment to 

banning nuclear testing—may find it easy to 

dismiss his arguments. 

To conclude, although lacking in scien-

tific detail, Silencing the Bomb gives a good 

overview of the domestic politics that have 

surrounded nuclear test bans since their in-

ception. This account will be useful to both 

technically inclined and lay audiences. j

10.1126/science.aat1174

NUCLEAR WEAPONS

Earthquake or atomic bomb?
A seismologist reflects on his role in the contentious 
politics of nuclear weapon test bans

Silencing the Bomb

One Scientist’s Quest 
to Halt Nuclear Testing

Lynn R. Sykes
Columbia University 

Press, 2017. 303 pp.

The reviewer is professor emeritus of physics, 
Wayne State University, Detroit, MI 48202, USA. 
Email: a_saperstein@wayne.edu

B O O K S  e t  a l .

A military parade in Pyongyang, North Korea, on 

8 February underscores present-day nuclear tensions.
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By Michael Shermer

F
or most of us, it is easier to imagine 

the world going to hell in a handbas-

ket than it is to picture a rosy future. 

We can readily conjure up incremental 

improvements such as increased Inter-

net bandwidth, improved automobile 

navigation systems, or another year added 

to our average life span. But what really 

gets our imaginations roiling are images of 

nuclear Armageddon, robots run amok, and 

terrorists in trucks mowing down pedestri-

ans. The reason for this asymmetry is an 

evolved feature of human cognition called 

the negativity bias, a phenomenon explored 

in depth by the Harvard psychologist and 

linguist Steven Pinker in his magisterial new 

book, Enlightenment Now. 

This new book is an estimable sequel to 

Pinker’s The Better Angels of Our Nature, 

which Bill Gates called “the most inspiring 

book I’ve ever read.” This is not hyperbole. 

Enlightenment Now is the most uplifting 

work of science I’ve ever read. 

Pinker begins with the Enlightenment be-

cause the scientists and scholars who drove 

that movement took the methods developed 

in the Scientific Revolution and applied them 

to solving problems in all fields of knowl-

edge. “Dare to know” was Immanuel Kant’s 

oft-quoted one-line summary of the age he 

helped launch, and with knowledge comes 

power over nature, starting with the second 

law of thermodynamics, which Pinker fingers 

as the cause of our natural-born pessimism. 

In the world in which our ancestors 

evolved the cognition and emotions that we 

inherited, entropy dictated that there were 

more ways for things to go bad than good. 

Thus, our modern psychology is tuned to 

a world that was more dangerous than it 

is today, he argues. Because our ancestors’ 

survival depended on vigilantly scanning 

for negative stimuli, good experiences (e.g., 

a pain-free day) often go unnoticed, as we 

attempt to respond to the failures that 

could spell the end of our existence. But in-

stead of interpreting accidents, plagues, fam-

ine, and disease as the wrath of angry gods, 

SCIENCE AND SOCIETY

Reason (and science) for hope
An optimistic treatise celebrates the enlightened thinking 
that has made us happier, healthier, and safer than ever

The reviewer is the publisher of Skeptic magazine, a 
presidential fellow at Chapman University, and the author 
of Heavens on Earth: The Scientific Search for the Afterlife, 
Immortality, and Utopia. Email: mshermer@skeptic.com

vengeful demons, or bewitching women like 

our medieval ancestors did, we enlightened 

thinkers now know that’s just entropy tak-

ing its course. 

In 75 charts and graphs and thousands of 

statistics, Pinker documents how we have sys-

tematically applied knowledge to problems  

in order to propel ourselves to unimaginable 

levels of progress. Since the Enlightenment, 

he reveals, more people live longer, healthier, 

happier, and more meaningful lives filled 

with enriching works of art, music, literature, 

science, technology, and medicine. This is 

not to mention improvements to food, drink, 

clothes, transportation, and houses, nor the 

ever-increasing ease of international travel 

or instant access to much of the world’s 

knowledge that many of us enjoy today. 

Exceptions are no counter to Pinker’s 

massive data set. Follow the trend lines, 

not the headlines, he urges. For example, 

although military engagements make the 

news daily, “[w]ar between countries is ob-

solescent, and war within countries is ab-

sent from five-sixths of the world’s surface.” 

“In most times and places, homicides kill 

far more people than wars,” he adds, “and 

homicide rates have been falling as well.” 

We’re not just less likely to fall victim 

to an intentional death. On the whole, we 

are safer than ever. “Over the course of the 

20th century, Americans became 96 percent 

less likely to be killed in a car accident, 

88 percent less likely to be mowed down on 

the sidewalk, 99 percent less likely to die in 

a plane crash, 59 percent less likely to fall 

to their deaths, 92 percent less likely to die 

by fire, 90 percent less likely to drown, 92 

percent less likely to be asphyxiated, and 

95 percent less likely to be killed on the job.”

Each area of improvement has specific 

causes that Pinker carefully identifies, but he 

attributes our overall progress to “Enlighten-

ment humanism,” a secular worldview that 

values science and reason over superstition 

and dogma. It is a heroic journey, Pinker con-

cludes with rhetorical flair: “We are born into 

a pitiless universe, facing steep odds against 

life-enabling order and in constant jeopardy 

of falling apart.” Nevertheless, “human na-

ture has also been blessed with resources 

that open a space for a kind of redemption. 

We are endowed with the power to combine 

ideas recursively, to have thoughts about our 

thoughts. We have an instinct for language, 

allowing us to share the fruits of our expe-

rience and ingenuity. We are deepened with 

the capacity for sympathy—for pity, imagina-

tion, compassion, commiseration.” 

This is our story, not vouchsafed to any 

one tribe but “to any sentient creature with 

the power of reason and the urge to persist 

in its being.” With this fact, there is reason 

(and science) for hope. j

10.1126/science.aar8093

Clouds obscure a mountain range above the Kaiser Franz Josef Fjord 

in northeast Greenland.

Greenland’s rapidly melting ice sheet 
may earn more press today, but the 
bedrock below—filled with tantalizing 
clues about Earth’s early history—
has captured the imagination of geol-
ogists for decades. This week on the 
Science podcast, William Glassley 
reflects on his firsthand experience 
conducting research in remote regions 
of the island’s pristine wilderness.
sciencemag.org/podcasts

10.1126/science.aat0832

A Wilder Time

Notes from a Geologist at 

the Edge of the Greenland Ice

William E. Glassley
Bellevue Literary Press, 2018. 

224 pp.

PODCAST 

Enlightenment Now

The Case for 

Reason, Science, 

Humanism, and 

Progress 

Steven Pinker
Viking, 2018, 576 pp.
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Edited by Jennifer Sills

LETTERS

CyHV-3 monitoring in Japanese rivers 

since 2004, when there was mass carp 

death in Lake Biwa, has shown a continued 

high prevalence of infection without obvi-

ous ill-effects (10).

Before a costly and irreversible large-scale 

CyHV-3 release, further assessments should 

provide convincing evidence that the virus 

is not already present in Australia and that, 

through contained, small-scale field trials, it 

can achieve sustainable reductions in free-

living Australian carp populations without 

harming native ecosystems. We also support 

development of alternative approaches, such 

as release of daughterless fish, for long-term 

control of invasive carp populations (11).

Jonathan Marshall,1,2 Andrew J. Davison,3 

R. Keller Kopf,4 Maxime Boutier,5 Philip 

Stevenson,6 Alain Vanderplasschen5*
1Queensland Department of Environment and 
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and Society, Charles Sturt University, Albury, NSW 
2640, Australia. 5Department of Parasitic and 
Infectious Diseases, University of Liège, Liège, 
B-4000, Belgium. 6School of Chemistry and 
Molecular Biosciences, University of Queensland, 
St.  Lucia, QLD 4072, Australia.
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Waterbirds targeted in 
Iran’s wetlands
Millions of migratory birds arrive each 

autumn at Fereydunkenar International 

Wetland (FIW) in Iran due to its rich eco-

system (1). FIW comprises 5427 ha located 

in the southern Caspian Sea and includes 

Fereydunkenar, Sorkhrud, and Azbaran 

lagoons, which are designated as Wetlands 

of International Importance in the Ramsar 

Convention on Wetlands (2). However, an 

estimated 3000 of these birds are currently 

being killed daily by local hunters in FIW 

(3) to sell at the local market, facilitated by 

the recent adoption of more efficient type 

of net (1). 

This could have catastrophic effects on 

the species that depend on this ecosystem. 

For example, the last remaining individual 

of the western population of the Critically 

Endangered Siberian crane (Leucogeranus 

leucogeranus) (4) winters in the FIW each 

year, where it is not protected (5). Of the 

three Siberian cranes that entered FIW in 

2007, two were killed (6).

Despite the global importance of the 

FIW to Critically Endangered species, Iran’s 

Department of the Environment has thus 

been unable to curb the illegal activities 

that threaten this ecosystem. Armed locals 

show a great deal of resistance to wildlife 

rangers in the FIW when they attempt to 

enforce existing laws to curtail hunting 

(7). To bring poaching under control, the 

Iranian government should increase police 

presence and enforcement in the area 

and introduce new national legislation to 

control trade in endangered species at local 

markets. In addition, the international com-

munity (particularly the UN Convention on 

Biological Diversity) should pressure Iran to 

enforce such laws by imposing fines on the 

government if migratory birds are killed. 

Finally, experience has shown the 

The Australian government is 

grappling with ways to control carp.

Biocontrol of invasive 
carp: Risks abound
Introduced common carp (Cyprinus 

carpio) infest many Australian waterways 

and dominate their ecosystems (1). To 

reduce carp numbers and aid native spe-

cies recovery, the Australian Government 

has proposed the release of cyprinid 

herpesvirus 3 (CyHV-3; koi herpesvirus) 

(2). This virus, presumed to be absent from 

Australia, can devastate farmed carp (3, 4). 

Because of its economic impact, the World 

Organization for Animal Health requires 

notification when the virus is identified 

(5). Safety concerns have been raised over 

the release of CyHV-3, including potential 

infection of threatened native fish and 

environmental damage due to decompos-

ing carp (4, 6). However, our knowledge 

of CyHV-3 pathogenesis, carp biology, and 

Australian river ecology suggests that a 

more likely problem is low efficacy.

Resistance-conferring genetic polymor-

phisms have been described in carp (7). 

CyHV-3 virulence also shows strong envi-

ronmental dependence: Disease develops 

at 16° to 28°C, whereas temperatures above 

30°C block infection and lead to immunity 

(8). Infected carp seek out warm water 

refuges, which are abundant in Australian 

rivers (9). The high fecundity of carp may 

then allow rapid repopulation of any 

depleted waterways by immune or geneti-

cally resistant individuals. Moreover, there 

is little published evidence that Australian 

carp are currently free of the virus: 

Genetic analysis indicates that CyHV-3 

was infecting carp elsewhere before their 

introduction into Australia, and the lack 

of recorded CyHV-3–associated mass carp 

deaths in Australia may simply reflect a 

lack of environmental cofactors. Of note, 
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effectiveness of engaging with local com-

munities to gain support for conservation 

efforts. Iranian authorities have used this 

strategy to address poaching of the criti-

cally endangered Asiatic cheetah Acinonyx 

jubatus venaticus, which only lives in Iran 

(8). To raise awareness in local communi-

ties, the Department of the Environment 

developed educational programs, held 

training workshops, and distributed litera-

ture highlighting the value of the Asiatic 

cheetah (9). As a result, the rate of cheetah 

mortality by local people reduced substan-

tially (10). As in the case of the cheetah, if 

local communities realize the importance 

of these migratory birds, they will likely 

work to conserve them.
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Shifting sands could 
bring invasive species
In their Letter “Greenland: Build an econ-

omy on sand” (17 November 2017, p. 879), 

M. Bendixen et al. suggest that Greenland 

develop a sand export industry. Bendixen 

et al. caution that implementation of sand 

extraction methods must minimize adverse 

impacts on local environments, but they do 

not touch on the potential for a substantial 

consequence of a new export trade: the 

introduction of non-native invasive organ-

isms to Greenland. 

In the Perspective that prompted 

Bendixen et al.’s Letter (“A looming tragedy 

of the sand commons,” 8 September 2017, 

p. 970), A. Torres et al. discuss the need to 

evaluate the full spectrum of environmental 

impacts and cascading effects of extrac-

tive sand mining, including the transfer of 

invasive species, to minimize unintended 

consequences. The delivery of non-native 

biota deserves particular attention when 

initiating new or expanded export/import 

industries serviced by maritime transporta-

tion. Shifts in export of bulk commodities 

like sand may be especially potent as a 

source of new invasions. 

Commercial ships that move bulk cargo 

often discharge large volumes of foreign-

sourced ballast water and organisms to 

exporting ports (1) and carry biofouling 

organisms on their underwater surfaces 

(2). As a result, shipping is a leading source 

of coastal invasions worldwide (3). Port 

infrastructure and development may also 

facilitate invasions (4). Although vessels are 

increasingly subject to regulations to reduce 

shipborne invasions, the efficacy of these 

measures remains unknown (5). Hence, the 

potential effect of large increases in mari-

time activity on invasion dynamics at high 

northern latitudes is a growing concern (6). 

These concerns should not prevent new 

or increasing maritime trade. However, 

particularly when wholly new infrastructure 

may be required, all stakeholders should 

collaborate to develop and implement 

innovative and comprehensive invasion 

prevention strategies. 
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TECHNICAL COMMENT ABSTRACTS

Comment on “The whole-soil carbon flux 

in response to warming”

Jing Xiao, Fangjian Yu, Wanying Zhu, 

Chenchao Xu, Kaihang Zhang, Yiqi Luo, 

James M. Tiedje, Jizhong Zhou, Lei Cheng 

In a compelling study, Hicks Pries et al. 

(Reports, 31 March 2017, p. 1420) showed that 

4°C warming significantly enhanced soil CO
2
 

production in the 1-meter soil profile, with all 

soil depths displaying similar temperature 

sensitivity (Q
10

). We argue that some cave-

ats can be identified in their experimental 

approach and analysis, and that these critically 

undermine their conclusions and hence their 

claim that the strength of feedback between 

the whole-soil carbon and climate has been 

underestimated in terrestrial models.

Full text: dx.doi.org/10.1126/science.aao0218

Response to Comment on “The whole-soil 

carbon flux in response to warming”

Caitlin E. Hicks Pries, C. Castanha, R. 

Porras, Claire Phillips, M. S. Torn

Temperature records and model predictions 

demonstrate that deep soils warm at the same 

rate as surface soils, contrary to Xiao et al.’s 

assertions. In response to Xiao et al.’s critique 

of our Q
10

 analysis, we present the results with 

all data points included, which show Q
10

 values 

of >2 throughout the soil profile, indicating that 

all soil depths responded to warming.

Full text: dx.doi.org/10.1126/science.aao0457
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NEXTGEN VOICES: SUBMIT NOW

The perfect postdoc
Add your voice to Science!  Our new NextGen VOICES survey is now open:

What is the purpose of a postdoc?  To address this question, write a job advertisement 

for the ideal postdoc position. Describe the responsibilities and benefits of the job as 

well as the skills a qualified candidate should have.

To submit, go to http://sciencemag.org/nextgen-voices

Deadline for submissions is 2 March. A selection of the best responses will be 

published in the 6 April issue of Science. Submissions should be 100 words or less. 

Anonymous submissions will not be considered.
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New AAAS president emphasizes science as public service
Margaret Hamburg’s humanitarian impulses started early

AAAS NEWS & NOTES

Very early on, Margaret Hamburg learned two important lessons 

about science. Her mother, a noted psychiatrist who was the 

first African American woman to be admitted to Vassar College 

and to graduate from the Yale University School of Medicine, had 

persevered through a difficult childhood after her surgeon father 

died and Jim Crow laws prevented her family from inheriting his 

property. Hamburg’s father, the son of Jewish immigrants who had 

escaped pogroms in Europe, was the first in his family to earn an 

advanced degree and went on to become the chair of the Stanford 

University psychiatry department. Growing up on the Stanford 

campus, Hamburg learned that science could be not only the path-

way toward a rewarding and interes t-

ing life but also an invaluable tool for 

making the world a better place.

“Both my parents are unusually big 

thinkers, who were committed to the 

world of service and using knowledge 

to improve the condition of others,” 

Hamburg said in an interview this 

month, just before she was due to start 

a 1-year term as president of AAAS.

Hamburg followed her parents into 

medicine and into public service. After 

attending Harvard Medical School, 

she did neuroscience research at 

Rockefeller University, studied neuro-

pharmacology at the National Institute 

of Mental Health, and conducted HIV/

AIDS research policy and research at 

the National Institute of Allergy and 

Infectious Diseases. Early in her career, 

at age 36, Hamburg became New York 

City’s health commissioner, where she 

worked to improve services for women 

and children, combat HIV infection, pre-

vent the spread of tuberculosis, and initiate a bioterrorism prepared-

ness program. In 1997, President Bill Clinton named her assistant 

secretary for planning and evaluation in the Department of Health 

and Human Services. She then spent about 8 years at the nonprofit 

Nuclear Threat Initiative as founding vice president for biological pro-

grams and senior scientist. For 6 years, she served as the commis-

sioner of the U.S. Food and Drug Administration, a difficult post from 

which she often emerged with praise from factions on both sides of 

contentious issues. Since 2015, she has served as the foreign secre-

tary of the National Academy of Medicine.

Speaking about her current tenure as AAAS president—a posi-

tion her father, David Hamburg, held in 1984—Hamburg said that 

now is the most important time ever for science to fulfill its role in 

providing innovations that will help solve the world’s biggest prob-

lems, such as disease, poverty, food and water shortages, climate 

change, and security. Solving such problems, Hamburg said, will 

require cooperation across international borders and across the 

many scientific disciplines represented by AAAS.

“None of the challenges that we face in our modern world,” she 

said, “fit neatly into one area of expertise, one government agency, 

or one domain of work. Nor can we work in isolation within our 

national borders.”

Hamburg sees AAAS as critical to helping expand scientific col-

laboration between countries and regions, both to solve the major 

problems requiring international solutions and to leverage that col-

laboration to improve global diplomatic relations. Hamburg called 

the work of the AAAS Center for Science Diplomacy, which marks 

its 10th anniversary this year, an important program that “espe-

cially now deserves attention.”

Over the course of her career, Hamburg acquired much cross-

disciplinary experience handling real-world competing interests, 

while at the same time bringing sci-

entific rigor to the decision-making. 

“I have learned to listen carefully to 

pull together different parts of my ex-

perience with new things I’m exposed 

to, to take a synthetic approach to 

problem solving,” she said.

Such synthesis is also necessary, 

Hamburg said, to narrow the gap 

between scientists and nonscientists, 

a gap that can be associated with to-

day’s “tendency to discount experts” 

and even the inadequate funding 

of science.

“I would like to better understand 

the increasing skepticism about 

science,” she said. “It concerns and 

surprises me on many levels. I think 

it is important that we as the science 

community, led by AAAS, are getting 

out and learning, talking to people, 

trying to make sure that we are not 

a closed community, but one that is 

truly engaging the wider public.”

While Hamburg came of age in an era when conferences, journal 

articles, and the occasional educational television show were the 

main science communication methods, she said that she advocates 

taking up the most cutting-edge tools available. “We need to embed 

science in the most updated media modalities and find more exciting 

and engaging ways to communicate science,” she said.

Meanwhile, ongoing improvement of science education, as well 

as broadening the reach of science education—by expanding “path-

ways to science” such as science camps, special programs, and 

role modeling in students’ own communities—are key to “helping 

people embrace and become aware of the importance of science,” 

Hamburg said.

Quoting AAAS CEO Rush Holt, Hamburg said that at this point in 

history, AAAS must come out strongly as a “force for science”—and 

that she is ready to lend her own might to that. 

“I care passionately about science,” she said, “and what it can 

offer if we harness it to improve the lives of people and make a dif-

ference in our world.” 

By Michaela Jarvis

Margaret Hamburg
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IMAGING 

Improved spy tactics 
for single cells 
Bioluminescence imaging is a 

tremendous asset to medical 

research, providing a way to 

monitor living cells noninvasively 

within their natural environ-

ments. Advances in imaging 

methods allow researchers to 

measure tumor growth, visualize 

developmental processes, and 

track cell-cell interactions. Yet 

technical limitations exist, and it 

is difficult to image deep tissues 

or detect low cell numbers in 

vivo. Iwano et al. designed a bio-

luminescence imaging system 

that produces brighter emis-

sion by up to a factor of 1000 

compared with conventional 

technology (see the Perspective 

by Nasu and Campbell). C
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Individual tumor cells were 

successfully visualized in the 

lungs of mice. Small numbers of 

striatal neurons were detected 

in the brains of naturally behav-

ing marmosets. The ability 

of the substrate to cross the 

blood-brain barrier should pro-

vide important opportunities for 

neuroscience research. —PNK

Science, this issue p. 935; 

see also p. 868

INFECTIOUS DISEASES

Memories of exposure
Protective memory B cell 

responses are shaped through 

multiple mechanisms, includ-

ing clonal selection of naïve 

B cells and affinity matura-

tion. Memory B cell responses 

are considered critical to the 

development of a successful 

malaria vaccine—a goal that has 

remained remarkably elusive. 

Murugan et al. characterized 

memory B cell responses to the 

Plasmodium falciparum circum-

sporozoite (PfCSP) protein in 

human  volunteers immunized 

with sporozoites. Repeated 

immunization induced potent 

responses to the immunodomi-

nant PfCSP NANP repeat by 

the clonal selection of naïve 

and preexisting memory B cell 

precursors; B cell responses 

were less influenced by affinity 

maturation. —CNF

Sci. Immunol. 3, eaap8029 (2018).

ORGANOIDS 

Cancer organoids to 
model therapy response 
Cancer organoids are miniature, 

three-dimensional cell culture 

models that can be made from 

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S

RESEARCH

The closing of 

leaf stomata can 

be coordinated 

from leaf to leaf.

How oligomeric proteins 
keep in step as they diversify   
Hochberg et al., p. 930

PLANT BIOLOGY 

Sending a canopy-wide message 

A
lthough not all leaves in the canopy of a plant may be exposed to light at the same time, it is 

beneficial to coordinate the closure of the pores (stomata) in the leaves to prevent desicca-

tion. Devireddy et al. showed in Arabidopsis thaliana plants that a wave of reactive oxygen 

species and Ca2+ enabled leaves experiencing light stress to trigger stomatal closure in 

leaves not exposed to light. Stomatal closure required abscisic acid in light-stressed leaves 

and jasmonic acid in nonexposed leaves. This coordinated and dynamic response may enable 

plants to acclimate to light stress. —WW

Sci. Signal. 11, eaam9514 (2018).
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primary patient tumors and 

studied in the laboratory. 

Vlachogiannis et al. asked 

whether such “tumor-in-a-dish” 

approaches can be used to 

predict drug responses in the 

clinic. They generated a live 

organoid biobank from patients 

with metastatic gastrointestinal 

cancer who had previously been 

enrolled in phase I or II clinical 

trials. This allowed the authors 

to compare organoid drug 

responses with how the patient 

actually responded in the clinic. 

Encouragingly, the organoids 

had similar molecular profiles to 

those of the patient tumor, rein-

forcing their value as a platform 

for drug screening and develop-

ment. —PNK

Science, this issue p. 920

OCEAN ACIDIFICATION 

Acid reef-flux 
The uptake of anthropogenic 

carbon dioxide from the atmo-

sphere is reducing the pH of 

the oceans. Ocean acidification 

means that calcium carbonate—

the material with which coral 

reefs are built—will be more dif-

ficult for organisms to generate 

and will dissolve more quickly. 

Eyre et al. report that some reefs 

are already experiencing net 

sediment dissolution. Worryingly, 

the rates of loss will increase as 

ocean acidification intensifies. 

—HJS

Science, this issue p. 908

PALEOANTHROPOLOGY 

Neandertal cave art 
It has been suggested that 

Neandertals, as well as modern 

humans, may have painted 

caves. Hoffmann et al. used 

uranium-thorium dating of 

carbonate crusts to show that 

cave paintings from three dif-

ferent sites in Spain must be 

older than 64,000 years. These 

paintings are the oldest dated 

cave paintings in the world. 

Importantly, they predate the 

arrival of modern humans in 

Europe by at least 20,000 

years, which suggests that 

they must be of Neandertal 

Edited by Sacha Vignieri 

and Jesse Smith 
IN OTHER JOURNALS

STEM CELLS 

Cholesterol and 
stem cell proliferation 
Cells require basic building 

components such as nucleo-

tides, amino acids, and lipids. 

The lipid cholesterol regulates 

specific signaling pathways for 

proper cell function. Wang et al. 

report an additional role, one 

that affects the critical balance 

between proliferation and 

differentiation. When the phos-

pholipid-remodeling enzyme 

Lpcat3 is inhibited, cholesterol 

origin. The cave art comprises 

mainly red and black paintings 

and includes representations 

of various animals, linear 

signs, geometric shapes, hand 

stencils, and handprints. Thus, 

Neandertals possessed a much 

richer symbolic behavior than 

previously assumed. —AMS

Science,  this issue p. 912 

FUNGAL INFECTIONS

Irons in the fire
Although transplantation is a 

life-saving therapy, patients 

receiving new organs are at seri-

ous risk for invasive, potentially 

fatal infections. Aspergillus 

fumigatus is a particularly 

common and troublesome 

fungal pathogen, but its ability 

to invade transplant tissues is 

poorly understood. To evaluate 

this property, Hsu et al. infected 

transplants in mice. Bleeding, 

caused by damage to small 

vessels in grafted airways, led to 

increased tissue iron, a known 

growth factor for Aspergillus. 

Thus, therapies in development 

that block iron and protect blood 

vessels may extend the life of 

organ recipients. —OMS

Sci. Transl. Med. 10, eaag2616 (2018).

OPTICS 

Miniaturized optical 
ranging and tracking 
Light detection and ranging 

systems are used in many 

engineering and environmental 

sensing applications. Their 

relatively large size and cost, 

however, tend to be prohibitive 

for general use in autonomous 

vehicles and drones. Suh and 

Vahala and Trocha et al. show 

that optical frequency combs 

generated by microresonator 

devices can be used for preci-

sion ranging and the tracking 

of fast-moving objects. The 

compact size of the microreso-

nators could broaden the scope 

for widespread applications, 

providing a platform for minia-

turized laser ranging systems 

suitable for photonic integra-

tion. —ISO

Science, this issue p. 884, p. 887

Illustration of the Chinese low-

Earth-orbiting satellite, Micius

QUANTUM OPTICS 

Quantum-secure satellite communication 

T
he distribution of secret quantum keys between 

interested parties is a critical requirement to establish 

secure and unhackable communication links. Liao et 

al. demonstrate quantum key distribution between the 

Chinese low-Earth-orbiting satellite Micius and ground 

stations located in China and Austria. Once the quantum keys 

have been distributed, a secure communication channel can 

be established between the stations, some 7600 kilometers 

apart. The link is robust enough that information and images 

can be transmitted, as well as allowing a quantum-secured 

video conference call to be held between the Chinese and 

Austrian Academies of Sciences. A network of satellites could 

establish a worldwide quantum-secure internet. —ISO

Phys. Rev. Lett. 120, 030501 (2018).
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biosynthesis increases, with 

resultant intestinal stem cell 

proliferation. This increase in 

cell number is normalized if 

cholesterol synthesis is blocked 

pharmacologically. Similarly, 

crypt organoid growth increased 

with cholesterol levels, and 

loss of Lpcat3 enhances tumor 

formation. This work reveals 

a critical role for phospholipid 

remodeling and cholesterol 

metabolism in intestinal stem 

cell homeostasis and cancer 

development. —BAP 

 Cell Stem Cell 10.1016/

j.stem.2017.12.017 (2018). 

BIOMEDICINE

How endothelial cells 
change identity
The development of healthy 

heart valves during mamma-

lian embryogenesis requires 

that endothelial cells morph 

into a distinct cell type. When 

this identity change, called 

endothelial-to-mesenchymal 

transition (EndoMT), occurs 

inappropriately in adults, it 

can lead to disorders such as 

atherosclerosis, organ fibrosis, 

and pulmonary hypertension. 

To investigate the mechanisms 

regulating  EndoMT, Xiong et al. 

studied cultured endothelial cells 

and mice deficient in a certain 

metabolic enzyme. They discov-

ered that loss of endothelial fatty 

acid oxidation promotes EndoMT, 

most likely through changes in 

intracellular acetyl coenzyme A 

levels. These results suggest that 

therapies aimed at increasing 

fatty acid oxidation, including sev-

eral drugs that already exist for 

other purposes, could potentially 

be used to treat disorders caused 

by aberrant EndoMT. —PAK

Mol. Cell 69, 689 (2018).

NEUROSCIENCE 

Tackling the mechanisms 
behind depression 
The anaesthetic drug ketamine 

also has a rapid antidepressant 

effect. Although ketamine is 

known to block N-methyl-D-

aspartate (NMDA) receptors, 

its exact target—which brain 

region and which cell groups—

has remained elusive. Yang et 

al. found that neuronal burst 

firing in a single brain region 

called the lateral habenula drove 

robust depressive-like behav-

iors. These behaviors could 

be rapidly blocked by local 

ketamine infusion. Instead of 

acting on GABAergic neurons as 

previously suggested, ketamine 

blocked glutamatergic neurons 

in the “anti-reward center” 

lateral habenula to disinhibit 

downstream dopaminergic 

and serotonergic neurons. 

Lateral habenula bursting 

strongly required the synergistic 

action of NMDA receptors and 

voltage-sensitive T-type cal-

cium channels. The latter may 

therefore be another promising 

target for the development of 

new rapid-acting antidepres-

sants. —PRS 

 Nature 10.1038/nature25509 (2018).

PHYSICS

A stringy magnet
In one-dimensional antifer-

romagnetic materials, the 

neighboring spins align opposite 

to each other, but if the mate-

rial is put in a strong enough 

magnetic field, the spins will 

eventually all point in the direc-

tion of the field. In intermediate 

fields, according to a long-

standing prediction, strings of 

spins pointing opposite to the 

magnetic field will form. Wang 

et al. observed these so-called 

Bethe strings in the compound 

SrCo
2
V

2
O

8
 by using terahertz 

spectroscopy in magnetic fields 

up to 30 T. By comparing with 

calculations, the researchers 

were able to identify the signa-

tures of two- and three-string 

states in the spectra. —JS

Nature 554, 219 (2018).

CLIMATE CHANGE

The shape of things 
to come
A widespread and intense 

heat wave struck western and 

central Europe in June 2017, 

ranking as one of the most 

intense mega–heat waves since 

1948. Like similar episodes 

in 2003 and 2010, it affected 

a wide area and displayed 

exceptional intensity. What set 

it apart from those events, how-

ever, is how early in the year it 

occurred. Sánchez-Benítez et 

al. analyzed its characteristics 

and attributed its occurrence 

to the formation of an intense 

subtropical ridge like those 

more typically occurring in July 

and August. They conclude that 

this episode could be a good 

example of what the future 

may bring, with high-summer 

mega–heat waves occurring 

earlier in the year. —HJS

Geophys. Res. Lett. 

10.1002/2018GL077253 (2018).

 BIOGEOGRAPHY  

Different responses to climate 
change in mountain plants  

I
n a warming climate, the distributions of plant 

species inhabiting mountain slopes tend to 

move uphill. However, species abundance may 

also change, leading to altered dynamics in the 

plant communities. Rumpf et al., in a study of 

nearly 200 mountain species in the European Alps, 

recorded trends toward increased local abundance 

in the majority of species. In particular, plants from 

lower elevations tended to increase in abundance 

as their upper range limits shifted uphill, whereas 

those from higher elevations showed the opposite 

trend. Thus, higher-elevation species are more likely 

to lose out through the combined effects of climate 

change and competition. —AMS 

Proc. Natl Acad. Sci. 10.1073/pnas.1713936115 (2018). 
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Climate-driven changes in abundance could increase 

competition between high- and low-altitude plant species.
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RESEARCH

CELL BIOLOGY 

The great escape 
Mitochondrial DNA (mtDNA) 

is a potent damage-associated 

molecular pattern that, if it 

reaches the cytoplasm or 

extracellular milieu, triggers 

innate immune pathways. mtDNA 

signaling has been implicated in a 

wide range of diseases; however, 

the mechanisms of mtDNA 

release are unclear, and the 

process has not been observed 

in real time thus far. McArthur et 

al. used live-cell lattice light-sheet 

microscopy to look at mtDNA 

release during intrinsic apopto-

sis. Activation of the pro-death 

proteins BAK and BAX resulted in 

the formation of large macro-

pores in the mitochondrial outer 

membrane. These massive holes 

caused the inner mitochondrial 

membrane to balloon out into 

the cytoplasm, resulting in 

mitochondrial herniation. This 

process allowed the contents of 

the mitochondrial matrix, includ-

ing mtDNA, to escape into the 

cytoplasm. —SMH 

Science, this issue p. 883

PALEOCEANOGRAPHY 

CO2 escaped from 
the deep
Why did the concentration of 

atmospheric carbon dioxide rise 

so much and so quickly during 

the last deglaciation?  Evidence 

has begun to accumulate sug-

gesting that old, carbon-rich 

water accumulated at depth 

in the Southern Ocean, which 

then released its charge when 

Southern Ocean stratification 

broke down as the climate there 

warmed.  Basak et al. present 

measurements of neodymium 

isotopes that clearly show that 

the deepwater column of the 

glacial southern South Pacific 

was stratified, just as would be 

necessary for the accumulation 

of old, carbon-rich water. Their 

data also show that North 

Atlantic processes were not the 

dominant control on Southern 

Ocean water-mass structure 

during that interval, as has been 

thought. —HJS

Science, this issue p. 900

INORGANIC CHEMISTRY 

Boron learns to give 
back to nitrogen 
Although diatomic nitrogen 

is famously inert, a variety of 

transition metals can bind to 

it through a process termed 

backbonding. As the nitrogen 

weakly shares its own electrons, 

some electrons from the metal 

reach back out to it. Nonmetals 

would not seem to have the 

capacity for this type of bonding, 

but now Légaré et al. show that 

conventionally electron-deficient 

boron can be coaxed into it (see 

the Perspective by Broere and 

Holland). The authors treated 

boron-based precursors with 

potassium under a nitrogen 

atmosphere to produce several 

compounds with sandwiched 

dinitrogen between two boron 

centers in reduced motifs 

reminiscent of metal complexes. 

—JSY

Science, this issue p. 896; 

see also p. 871

METASURFACES 

Patterning a hyperbolic 
metasurface 
Structured metasurfaces poten-

tially enable the control of the 

propagation direction of excita-

tions on the material’s surface. 

However, the high losses associ-

ated with the materials used to 

date has led to relatively short 

lifetimes for the excitations. Li et 

al. patterned a subwavelength 

grating into a layer of hexagonal 

boron nitride (hBN) and found 

that the lifetime and propagation 

length of the excitations could 

be much longer. Direct imag-

ing of the polariton excitations 

illustrates that hBN can be a 

viable platform for nanophotonic 

circuits. —ISO

Science, this issue p. 892

FISHERIES 

More than half the fish in 
the sea
As the human population has 

grown in recent decades, our 

dependence on ocean-supplied 

protein has rapidly increased. 

Kroodsma et al. took advantage 

of the automatic identification 

system installed on all indus-

trial fishing vessels to map and 

quantify fishing efforts across 

the world (see the Perspective 

by Poloczanska). More than half 

of the world’s oceans are subject 

to industrial-scale harvest, 

spanning an area four times that 

covered by terrestrial agricul-

ture. Furthermore, fishing efforts 

seem not to depend on eco-

nomic or environmental drivers, 

but rather social and political 

schedules. Thus, more active 

measures will likely be needed to 

ensure sustainable use of ocean 

resources. —SNV

Science, this issue p. 904; 

see also p. 864

CANCER 

SEEK and you may 
find cancer earlier 
Many cancers can be cured 

by surgery and/or systemic 

therapies when detected 

before they have metastasized. 

This clinical reality, coupled 

with the growing appreciation 

that cancer’s rapid genetic 

evolution limits its response 

to drugs, have fueled interest 

in methodologies for earlier 

detection of the disease. Cohen 

et al. developed a noninvasive 

blood test, called CancerSEEK 

that can detect eight common 

human cancer types (see the 

Perspective by Kalinich and 

Haber). The test assesses eight 

circulating protein biomarkers 

and tumor-specific mutations 

in circulating DNA. In a study 

of 1000 patients previously 

diagnosed with cancer and 850 

healthy control individuals, 

CancerSEEK detected cancer 

with a sensitivity of 69 to 98% 

(depending on cancer type) and 

99% specificity. —PAK

Science, this issue p. 926; 

see also p. 866

PROTEIN EVOLUTION 

Putting distance between 
protein relatives 
Many proteins form complexes 

to function. When the gene 

for a self-assembling protein 

duplicates, it might be expected 

that the related proteins (para-

logs) would retain interfaces 

that would allow coassembly. 

Hochberg et al. show that the 

majority of paralogs that oligo-

merize in fact self-assemble. 

These paralogs have more 

diverse functions than those 

that coassemble, implying that 

maintaining coassembly would 

constrain evolution of new func-

tion. The authors experimentally 

investigated how two oligomeric 

small heat-shock protein para-

logs avoid coassembly and found 

that flexibility at regions outside 

of the interaction interfaces 

played a key role. —VV

Science, this issue p. 930

MOLECULAR BIOLOGY 

Complete architecture 
of PRC2 
Polycomb repressive complex 

2 (PRC2) methylates lysine 27 

in histone H3 to achieve gene 

silencing. Kasinath et al. report 

multiple structures of complete 

human PRC2 with its four core 

subunits (EZH2, EED, SUZ12, 

and RBAP48) and two cofactors 

(AEBP2 and JARID2) in different 

active states. These structures 

describe the molecular mimicry 

of H3 tails by AEBP2 and JARID2 

to regulate PRC2 activity and 

reveal the organizational role of 

SUZ12 in maintaining the integ-

rity and stability of the complex. 

—SYM

Science, this issue p. 940

Edited by Stella Hurtley
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STRUCTURAL BIOLOGY 

A path to multidrug 
resistance 
Permeability glycoprotein (PgP) 

uses the energy from adenosine 

triphosphate (ATP) hydrolysis to 

transport substrates out of the 

cell. Many of its substrates are 

drugs, so it plays an impor-

tant role in drug resistance. 

Structures in the inward-facing 

conformation have been deter-

mined for mouse, yeast, and 

algal PgP. Kim and Chen present 

the cryo–electron microscopy 

structure of human PgP in an 

outward-facing conformation. 

Two ATP molecules are bound 

between two nucleotide-binding 

domains. The substrate-binding 

site, located in the transmem-

brane domain, is open to the 

outside of the cell, but com-

pressed, and no substrate is 

bound. This suggests that ATP 

binding, rather than ATP hydro-

lysis, promotes the transition to 

the outward-facing conforma-

tion and substrate release. —VV

Science, this issue p. 915

PLANT SCIENCE

Can scientists create 
nitrogen-fixing plants?
Globally, more than $100 billion 

is spent each year on nitrogen 

fertilizers, which also cause sub-

stantial environmental damage. 

In a Perspective, Good highlights 

recent research into creating 

plants that can directly fix 

nitrogen from the air. Laboratory 

studies have shown that genes 

required for nitrogen fixation can 

be introduced into plants and 

that these engineered plants can 

make a key part of the nitrogen-

fixing enzyme nitrogenase. 

However, no plant has been 

shown to fix nitrogen directly. 

Given  recent technical advances, 

a concerted research effort 

focused on a specific set of suit-

able model plants could quickly 

make considerable progress 

toward this goal. But even once 

such a plant has been made, 

substantial hurdles remain in 

translating this research to the 

field. —JFU

Science, this issue p. 869
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CELL BIOLOGY

BAK/BAX macropores facilitate
mitochondrial herniation and mtDNA
efflux during apoptosis
Kate McArthur,* Lachlan W. Whitehead, John M. Heddleston, Lucy Li,
Benjamin S. Padman, Viola Oorschot, Niall D. Geoghegan, Stephane Chappaz,
Sophia Davidson, Hui San Chin, Rachael M. Lane, Marija Dramicanin,
Tahnee L. Saunders, Canny Sugiana, Romina Lessene, Laura D. Osellame,
Teng-Leong Chew, Grant Dewson, Michael Lazarou, Georg Ramm, Guillaume Lessene,
Michael T. Ryan, Kelly L. Rogers, Mark F. van Delft, Benjamin T. Kile*

INTRODUCTION:Therehas beenan explosion
of interest in the role of cell death pathways and
damage-associatedmolecular pattern (DAMP)
signaling in shaping inflammatory and immune
responses. Mitochondria are central to the in-
trinsic apoptosis pathway, the classical form of
programmed cell death. Severalmitochondrial
constituents have been implicated as DAMPs,
includingmitochondrial DNA (mtDNA). Recent
work has shown that activation of intrinsic BAK
andBAX–mediated apoptosis results inmtDNA-
dependent triggering of the innate immune
cGAS/STING pathway, resulting in type I inter-
feron production by dying cells. The apoptotic
caspase cascade normally functions to suppress
this mtDNA-induced cGAS/STING signaling,
rendering apoptosis “immunologically silent.”

RATIONALE: It is thought that during apop-
tosis, mtDNA is released into the cytoplasm.
In addition to apoptosis, loss of mtDNA from
the matrix has been associated with condi-
tions including HIV and dengue infection,
calcium overload, irradiation, or inflammatory
diseases such as systemic lupus erythematosus
or rheumatoid arthritis. However, mtDNA es-
cape from themitochondria has not been docu-
mented in real time.

RESULTS: Using a combination of live-cell
lattice light-sheet microscopy, 3D structured
illumination microscopy, correlative light elec-
tron microscopy, and electron cryotomogra-
phy, we found that after BAK/BAX activation
and cytochrome c loss, the mitochondrial net-

work broke down and large BAK/BAX pores
appeared in the outer membrane. These BAK/
BAX macropores allowed the inner mem-
brane an outlet through which it herniated,
carrying with it mitochondrial matrix com-
ponents, including the mitochondrial genome.
A subset of the herniated inner membranes lost
their integrity, allowing mtDNA to be exposed
to the cytoplasm.

CONCLUSION:An extensive literature suggests
that mtDNA is found outside the mitochondria—
and, indeed, outside the cell—in a wide range
of circumstances. Our study provides a mech-
anistic description of its release from the
mitochondria. mtDNA release from mitochon-
dria during apoptosis occurs irrespective of
caspase activity, but in normal cells, caspases
attenuate the subsequent cGAS/STING-mediated

interferon response by
driving rapid cellular col-
lapse and clearance.Mito-
chondrial herniationmight
represent a general mech-
anism of mtDNA escape.
In addition to BAK and

BAX oligomerization, theremay be alternative
triggers—for example, other pore-forming pro-
teins (host- or pathogen-derived) ormitochon-
drial stresses—that lead to the occurrence of
this phenomenon.▪

RESEARCH
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Schematic of apoptotic mitochondrial herniation. Inset images show the key stages as captured by lattice light-sheet microscopy, structured
illumination microscopy, and correlative light and electron microscopy.
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CELL BIOLOGY

BAK/BAX macropores facilitate
mitochondrial herniation and mtDNA
efflux during apoptosis
Kate McArthur,1,2,3* Lachlan W. Whitehead,1,2 John M. Heddleston,4 Lucy Li,1

Benjamin S. Padman,5 Viola Oorschot,6 Niall D. Geoghegan,1,2 Stephane Chappaz,1,2,3

Sophia Davidson,1 Hui San Chin,1 Rachael M. Lane,3 Marija Dramicanin,1,2

Tahnee L. Saunders,3 Canny Sugiana,3 Romina Lessene,1,2 Laura D. Osellame,5

Teng-Leong Chew,4 Grant Dewson,1,2 Michael Lazarou,5 Georg Ramm,5,6

Guillaume Lessene,1,2,7 Michael T. Ryan,5 Kelly L. Rogers,1,2

Mark F. van Delft,1,2 Benjamin T. Kile1,2,3*

Mitochondrial apoptosis is mediated by BAK and BAX, two proteins that induce mitochondrial
outer membrane permeabilization, leading to cytochrome c release and activation of apoptotic
caspases. In the absence of active caspases, mitochondrial DNA (mtDNA) triggers the innate
immune cGAS/STING pathway, causing dying cells to secrete type I interferon. HowcGASgains
access to mtDNA remains unclear.We used live-cell lattice light-sheet microscopy to examine
the mitochondrial network in mouse embryonic fibroblasts.We found that after BAK/BAX
activation and cytochrome c loss, the mitochondrial network broke down and large BAK/BAX
pores appeared in the outer membrane.These BAK/BAX macropores allowed the inner
mitochondrial membrane to herniate into the cytosol, carrying with it mitochondrial matrix
components, including the mitochondrial genome. Apoptotic caspases did not prevent
herniation but dismantled the dying cell to suppress mtDNA-induced innate immune signaling.

T
he mitochondrial, or intrinsic, apoptosis
pathway is governed by the interplay among
members of the BCL-2 family of proteins,
which mediate mitochondrial integrity (1, 2).
At steady state, pro-survival BCL-2 members

(e.g., MCL-1 and BCL-XL) restrain the activity of
pro-death BAK and BAX. In response to develop-
mental cues and stress signals, pro-survival ac-
tivity is overwhelmed, permitting BAK and BAX
activation. BAK andBAX oligomerize in themito-
chondrial outer membrane, causing its perme-
abilization and the release of apoptogenic factors,
of which the best characterized is cytochrome c
(3, 4). Cytoplasmic cytochrome c forms part of
the apoptosome complex, which successively
activates caspase-9 and the apoptotic effector
caspases, caspase-3 and caspase-7. Together,
these proteases efficiently cleave a multitude of

substrates within the cell to accelerate its de-
mise (5).
Apoptosis, unlike other forms of cell death

such as necroptosis or pyroptosis, is generally
thought to be an immunologically silent pro-
cess, thereby providing a mechanism for cell
clearance and tissue homeostasis that does not
provoke a potentially damaging inflammatory
or immune response. Immunological silence re-
quires a functional apoptotic caspase cascade
(6, 7). Genetic ablation or pharmacological inhi-
bition of the caspase cascade during BAK/BAX-
mediated apoptosis results in the production of
the potent antiviral cytokine interferon-b (IFN-b).
This is the result of mitochondrial DNA (mtDNA)
triggering the activation of the cGAS/STING
(cyclic guanosine monophosphate/adenosine
monophosphate synthase/stimulator of inter-
feron genes) signaling pathway, a cytosolic com-
ponent of the cell’s innate immune system
designed to detect pathogen-derived DNA. In
the absence of active caspases, mtDNA is recog-
nized as a damage-associated molecular pattern
(DAMP), and the dying cell behaves as if it were
virally infected.
How cGAS gains access to the mitochondrial

genome during apoptosis remains unknown, but
the fact that mtDNA is enriched in cGAS immu-
noprecipitates from cells undergoing caspase-
inhibited apoptosis suggests that the two do
interact (6). The simplest explanation is that
mtDNA is released into the cytoplasm. Multiple

studies have found evidence of mtDNA release
from damaged mitochondria. mtDNA fragments
are seen in the cytoplasmic fractions of cells
induced to undergo death by calcium overload
or irradiation, which has been ascribed to open-
ing of the so-called mitochondrial permeability
transition pore (MPTP) (8, 9). Cytosolic mtDNA
fragments are also found in cells experiencing
mitochondrial stress (10) or inflammasome ac-
tivation (11); however, the mechanism of mtDNA
release in these settings is not clear. It has been
postulated that apoptosis is a key upstream re-
quirement, because overexpression of BCL-2 at-
tenuated downstream mtDNA-induced NLRP3
activation (11). Despite this finding and those
in the earlier reports (6, 7), the notion that BAK
and BAX might directly mediate mtDNA efflux
remains controversial (12). Furthermore, although
it is generally accepted that mtDNA would ac-
tivate DNA sensors upon its release into the
cytoplasm, mtDNA release itself has not been
demonstrated in real time (13).

mtDNA is released from
apoptotic mitochondria

To establish whether mtDNA is released into
the cytosol during intrinsic apoptosis, we im-
aged immortalized mouse embryonic fibroblasts
(MEFs) with live-cell lattice light-sheet micros-
copy (LLSM) (14). Wild-type MEFs are dependent
on the pro-survival proteins MCL-1 and BCL-XL

for survival. MEFs lacking MCL-1 undergo BAK/
BAX-dependent apoptosis in response to the
BH3 mimetic drug ABT-737, a potent inhibitor
of BCL-XL and BCL-2 (15, 16) (Fig. 1A). To visu-
alize mitochondria, we stably transduced Mcl1–/–

MEFs with a vector encoding the mitochondrial
outer-membrane protein TOMM20 bearing a
HaloTag (TOMM20-Halo), which fluoresces upon
addition of the cell-permeant HaloTag-specific
dye JaneliaFluor-646 (17). mtDNA was detected
by coexpression of the mtDNA-binding protein
TFAM (transcription factor A, mitochondrial),
which was tagged with the green fluorescent
protein (GFP) variant mNeonGreen (18) (Fig.
1B). At steady state, mitochondria formed an
elaborate network, throughout which individ-
ual mtDNA nucleoids were evenly distributed
(Fig. 1C). Upon addition of ABT-737, this net-
work underwent an almost immediate disso-
lution, breaking down within several minutes of
the onset of apoptosis (Fig. 1D). Coincident with
this process, TFAM-positive nucleoids coalesced
within mitochondria. As mitochondria condensed
into discrete globular structures, we observed
nucleoids being released into the cytoplasm
(Movie 1). This phenomenon was remarkably
consistent in its form and kinetics. Moreover, it
occurred in both the presence and absence of
the pan-caspase inhibitor QVD-OPh (19). When
apoptotic cells were co-incubated with QVD-
OPh, they remained attached to the coverslip,
allowing continuous imaging for up to 1 hour.
In contrast, without caspase inhibition, cells rap-
idly contracted and detached from the coverslip
immediately after nucleoid release (Fig. 1E and
Movie 2).
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Fig. 1. mtDNA is released from apoptotic mitochondria. (A) Apoptotic
interferon production pathway. APAF1, apoptotic protease activating factor 1;
TBK1, TANK binding kinase 1; IRF3, interferon regulatory factor 3.
(B) Fluorescent fusion proteins used to visualize mitochondria (TOMM20-Halo)
and mtDNA (TFAM-mNeonGreen). TM, transmembrane domain; MLS,
mitochondrial localization sequence; DBD1 and DBD2, DNA binding domain–
1 and –2. (C) Typical staining of mitochondrial network in Mcl1–/– MEFs at
steady state, as imaged by LLSM, showing mitochondria (red,TOMM20-Halo)
and mtDNA (green, TFAM-mNeonGreen). (D) Still snapshots of nucleoid
efflux before and 20 min after ABT-737 (500 nM) + QVD-OPh (20 mM)
treatment, as imaged by LLSM (see Movie 1). (E) Snapshots from LLSM of

Mcl1–/– MEFs undergoing apoptosis with active caspase cascades; elapsed
time after ABT-737 (500 nM) treatment is indicated (see Movie 2). The cell is
outlined by a dashed white line. Blue arrows highlight nucleoid externalization
events. (F) Multiple examples [(i) to (iv)] of single mitochondria undergoing
nucleoid efflux from LLSM movies in (D), displayed using 3D surface
reconstructions overlaid upon original data with Imaris software. (For 3D
surface reconstructions of the full time lapse, see Movie 3.) (G) 3D-SIM
imaging of nucleoid externalization under the same conditions as (D) (see
Movie 4). Insets show mitochondria during nucleoid efflux. Scale bars, 5 mm
[(C) to (E)], 2 mm (G). Data in (D), (E), and (G) are representative of at
least three independent experiments.

RESEARCH | RESEARCH ARTICLE
on F

ebruary 22, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


Three-dimensional (3D) surface reconstruc-
tion revealed that nucleoid release occurred
from a single site on mitochondrial fragments.
TFAM-positive nucleoids formed barbell-shaped
structures during the release process, suggest-
ing physical constriction at the mitochondrial
surface (Fig. 1F and Movie 3). Intriguingly, nucle-
oids remained in close proximity to the mitochon-
dria from which they had exited. These patterns
of constriction through single exit points were
confirmed in more detail by live 3D structured
illumination microscopy (3D-SIM), which clear-
ly demonstrated nucleoid release frommitochon-

dria with a “cup-like” appearance (Fig. 1G and
Movie 4). Similar results were obtained in hu-
man HeLa cells incubated with a combination
of ABT-737 and the MCL-1 inhibitor S63845 (20)
(fig. S1A), or in MEFs when mtDNA was visu-
alized with the DNA dye PicoGreen (21) (fig. S1B).
Given the propensity of the latter to photobleach,
we focused on the TFAM mtDNA reporter sys-
tem for further investigation.

Cytochrome c loss precedes
mtDNA efflux

To understand the temporal relationship be-
tween mtDNA release and other events during
mitochondrial apoptosis, we used LLSM to im-
age MEFs coexpressing TOMM20-Halo, TFAM-
Tomato, and cytochrome c–GFP (Fig. 2A and
Movie 5). Upon treatment with ABT-737 and
QVD-OPh, cytochrome c loss from mitochondria
was clearly evident. Consistent with previous re-
ports (22–26), it occurred rapidly in a wave-like
fashion across the mitochondrial network, over
a period of 30 to 90 s. Cytochrome c efflux pre-
ceded mitochondrial network dissolution and
subsequent mtDNA release, the kinetics of which
were quantified using custom automated FIJI

(27) scripts (Fig. 2, B to D, and fig. S2, A and
B). This combination of visual and quantitative
analysis clearly identified BAK/BAX-mediated
cytochrome c release as the first event, with mito-
chondrial morphological rearrangement and
mtDNA efflux occurring consecutively there-
after. The relative timing of each event was re-
markably consistent between individual cells
and across independent experiments (Fig. 2E).
To further confirm that loss of cytochrome c
precedes nucleoid release, we conducted a ki-
netic analysis in which cells were treated, frac-
tionated, and immunoblotted to observe the
timing of cytochrome c and TFAM appearance
in the cytosol of apoptotic cells. Full release of
cytochrome c was observed as early as 0.5 to
1 hour (Fig. 2F). TFAM was detected in the cy-
tosol after 4 and 6 hours [as was another matrix
component, dihydrolipoamide dehydrogenase
(DLD)]—time points at which IFN-b was present
in supernatants (Fig. 2G).

Mitochondrial dynamics and
mtDNA release

To maintain a healthy network, mitochondria
continuously undergo fission and fusion (28–31).
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Movie 5. Lattice light-sheet imaging of
mitochondria (red, TOMM20-Halo), mtDNA
(green, TFAM-mNeonGreen), and cytochrome c
(blue) from Mcl1–/– MEFs undergoing apoptosis
induced by ABT-737 and QVD-OPh. Images were
captured at a rate of one 3D volume every 13 s.

Movie 1. Lattice light-sheet imaging of
mitochondria (red, TOMM20-Halo) and mtDNA
(green, TFAM-mNeonGreen) from Mcl1–/– MEFs
undergoing apoptosis induced by ABT-737 and
QVD-OPh. Images were captured at a rate of
one 3D volume every 8 s.

Movie 2. Lattice light-sheet imaging of
mitochondria (red, TOMM20-Halo) and mtDNA
(green, TFAM-mNeonGreen) from Mcl1–/– MEFs
undergoing apoptosis with active caspases
induced by ABT-737 treatment alone. Images were
captured at a rate of one 3D volume every 8 s.

Movie 4. 3D SIM imaging of mitochondria (red,
TOMM20-Halo) and mtDNA (green, TFAM-
mNeonGreen) from Mcl1–/– MEFs undergoing
apoptosis induced by ABT-737 and QVD-OPh.
Images were captured at a rate of one 3D
volume every 60 s.

Movie 3. 3D surface reconstruction generation
(red, mitochondria; green, mtDNA nucleoids)
using Imaris software, which highlights mtDNA
release events in Movie 1.

Movie 6. Lattice light-sheet imaging of
mitochondria (red, TOMM20-Halo) and mtDNA
(green, TFAM-mNeonGreen) from DRP1-deficient
MEFs undergoing apoptosis induced by ABT-737
and QVD-OPh. Left: Mcl1CRISPR–/–Drp1–/– MEFs
derived from Drp1 knockout mice. Right: Mcl1–/–

Drp1CRISPR–/– MEFs generated by CRISPR/Cas9
targeting of Drp1. Images were captured at a
rate of one 3D volume every 13 s.
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In mammals, the former is mediated by dynamin-
related protein–1 (DRP1) (32, 33), the latter by
optic atrophy protein–1 (OPA1) and mitofusin-1
and -2 (MFN1 and MFN2) (34, 35). Mitochon-
drial fragmentation during apoptosis has been
widely documented (36–39), and a large body
of evidence suggests that the response to var-
ious apoptotic stimuli is altered when fission or
fusion are inhibited (40–43) [reviewed in (44)].
However, the precise requirement for fission
(in particular) in mitochondrial apoptosis and
its temporal relationship to cytochrome c release
remains controversial (45–47).
To establish whether fission and/or fusion

facilitate apoptotic mtDNA release, we generated
Drp1–/– Mcl1–/–, Opa1–/– Mcl1–/–, and Mfn1–/–

Mfn2–/– Mcl1–/– MEFs and imaged these cells
by LLSM. Consistent with their established role
in fusion (48–50), loss of either OPA1 or MFN1/

MFN2 resulted in hyperfragmented mitochon-
dria at steady state (fig. S3A). Opa1–/– Mcl1–/–

and Mfn1–/– Mfn2–/– Mcl1–/– cells exhibited a
modest increase in sensitivity to ABT-737, read-
ily undergoing cytochrome c release and nucle-
oid efflux in response to ABT-737 (Fig. 3, A to D,
and fig. S3, B to D). In contrast, and as previously
reported (51, 52), fission-deficient Drp1–/– cells
at steady state exhibited a hyperfused mitochon-
drial network (fig. S3A). The behavior of this
network, upon induction of BAK/BAX-mediated
apoptosis, was cell line–dependent. In MEFs de-
rived from knockout mice, marked mitochon-
drial rearrangement was observed, but it was
incomplete, with mitochondria exhibiting a “beads-
on-a-string” appearance and only a limited num-
ber releasing mtDNA (Fig. 3, E and F, fig. S3F,
and Movie 6). Strikingly, mtDNA release was
observed only from discrete globular mitochon-

dria, of which there were fewer in the absence
of DRP1. In contrast, when we induced apopto-
sis in independently derived CRISPR/Cas9 Drp1–
targeted MEF subclones (deletion confirmed
by imaging and immunoblot; fig. S3H), mito-
chondrial network breakdown was equivalent to
that seen in wild-type counterparts (Fig. 3E and
Movie 6). However, regardless of the disparities
in mitochondrial dynamics, in all DRP1-deficient
lines tested, we observed robust cGAS-dependent
IFN-b secretion during caspase-inhibited apopto-
sis (fig. S3, E and G). Thus, loss of DRP1 does not
prevent mtDNA-induced DAMP signaling.

mtDNA is released through BAK/BAX foci

We thus revisited the proposed involvement of
the MPTP in facilitating this process (8). The
exact nature and composition of the MPTP re-
mains controversial; currently, it is defined by the
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Fig. 2. Cytochrome c loss precedes mtDNA efflux. (A) Snapshots from
LLSM imaging of Mcl1–/– MEFs expressing TOMM20-Halo (stained with
JF-646) (red), TFAM-tdTomato (green), and cytochrome c-GFP (blue), with
cytochrome c loss and externalized nucleoids apparent 520 s and 780 s,
respectively, after ABT-737 (500 nM) + QVD-OPh (20 mM) treatment (see
Movie 5). Scale bars, 5 mm. (B to D) Kinetic quantitation of LLSM imaging in
(A), representative of three independent experiments, depicting the relative
timing between mitochondrial fragmentation and cytochrome c loss (B),
mitochondrial fragmentation and nucleoid externalization (C), and cyto-
chrome c loss and nucleoid externalization (D). Dashed vertical lines
indicate the time at which each event begins, as determined visually from
time-lapse movies. Parameters used to quantitate events are mitochondrial
sphericity (reflective of morphology changes; values range between 0 = linear

and 1 = sphere), area of cytochrome c signal inside mitochondria (pixels)
relative to mitochondrial area (pixels) (reflective of cytochrome c loss to
the cytoplasm), and number of mtDNA nucleoids outside mitochondria.
(E) Graphical representation of relative timing between the initiation of each
event (cytochrome c loss, mitochondrial fragmentation, and externalized
nucleoids) across three separate imaging experiments. Data are means ± SEM.
(F) Western blots of cytosolic (left) and membrane (right) fractions of
Mcl1–/– MEFs pretreated with QVD-OPh (50 mM) followed by ABT-737 (1 mM)
at the indicated times. DLD, dihydrolipoamide dehydrogenase (matrix
protein); VDAC1, voltage-dependent anion-selective channel 1 (OMM protein).
(G) IFN-b in culture supernatants from Mcl1–/– MEFs in (F) collected
immediately before fractionation. Blots and data in (F) and (G) are repre-
sentative of two or three independent experiments. N.D, not detected.
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ability of the drug cyclosporin A (CsA) to block
its opening (53, 54). When we pretreated MEFs
with CsA and then induced apoptosis, we saw
identical patterns and amounts of nucleoid efflux
(fig. S4, A and B). This indicated that apoptotic
mtDNA efflux does not require MPTP opening. To
assess mitochondrial membrane potential during
herniation, we stained cells with the membrane
potential dye TMRM and imaged them via LLSM.
When treated with ABT-737 and QVD-OPh, all
mitochondria rapidly lost TMRM staining (fig.
S2, C and D). This occurred before mitochondrial
morphology rearrangement and mtDNA release.
In contrast, treatment of cells with the uncou-
pling agents actinomycin A and oligomycin A
(A/O) triggered a drastic loss of TMRM staining
but did not lead to mitochondrial morphology
changes or mtDNA release (fig. S2, C and D).
Accordingly, A/O treatment did not induce IFN-b
production fromMEFs (fig. S2E). Thus, although
mitochondria lose membrane potential during
caspase-inhibited apoptosis, loss of potential in
itself does not trigger mtDNA release. We there-
fore considered the possibility that BAK and BAX
directly facilitate this process.
It is well established that activation of BAK and

BAX leads to their oligomerization in the outer
mitochondrial membrane (OMM) and its subse-
quent permeabilization (40, 55–58).However, they
are not thought to rupture the inner mitochon-
drial membrane (IMM) (59). We thus examined
the localization of BAK and BAX during mtDNA
release. LLSM imaging of Bak–/– Bax–/–Mcl1–/–

MEFs reconstitutedwith a tagged variant of BAK
(BAK-mRuby2), in addition toTOMM20-Halo and
TFAM-mNeonGreen, revealeduniformBAKstain-
ing across the mitochondria. Upon induction of
apoptosis, BAK became concentrated in bright
foci in the OMM (Fig. 4A). In cells reconstituted
with a tagged variant of BAX (BAX-mRuby2), BAX
stainingwas ubiquitous at steady state, consistent
with its reported cytoplasmic location. In response
to ABT-737, BAXwas very clearly recruited to, and
also formed bright foci in, fragmented mitochon-
dria (Fig. 4B and Movie 7). In both cases, these
large aggregates of BAK or BAX—which were
similar in scale and topology to those previously
described using stimulated emission depletion
microscopy or single-molecule localization mi-
croscopy (60, 61)—appeared 4 to 8 min after cy-
tochrome c loss (Fig. 4C, top), concurrent with
mitochondrial morphology changes and nucle-
oid release (Fig. 4D, middle and bottom). Given
that cytochrome c release precedes fragmenta-
tion andmtDNA efflux (Fig. 2), this suggests that
cytochrome cmust exit from BAK or BAX pores
too small to be resolved by LLSM. This idea is
consistentwith amodel (62) whereby only a small
amount of BAX is required for mitochondrial
outermembrane permeabilization (MOMP) and
themajority is recruited after cytochrome c release
has taken place. mtDNA release was observed
only after large BAK/BAX foci had appeared, and
these BAK/BAX foci were present at the same
location from which mtDNA was released (Fig. 4,
A and B, white arrows). 3D visualization clearly
showed BAK and BAX encircling the point of
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Fig. 3. Breakdown of mitochondrial network and mtDNA release during apoptosis does not
require DRP1 or the mitochondrial fusion machinery. (A and B) Apoptotic mtDNA release from
fusion-deficient Mcl1–/– Opa1–/– MEFs (A) and Mcl1–/– Mfn1–/– Mfn2–/– MEFs (B) 30 min after
ABT-737 (500 nM) + QVD-OPh (20 mM) treatment, as imaged by LLSM. (C and D) Kinetic quantitation
of (A) and (B), respectively. (E) Two examples of mitochondrial fragmentation during apoptosis in
MCL1/DRP1-deficient MEFs 20 min after ABT-737 (1 mM) + QVD-OPh (20 mM) treatment, as
imaged by LLSM. Top: Mcl1CRISPR–/–Drp1–/– MEFs derived from Drp1 knockout mice. Bottom: Mcl1–/–

Drp1CRISPR–/– MEFs generated by CRISPR/Cas9 targeting of Drp1. mtDNA release events are
highlighted by white arrows (see Movie 6). Scale bars in (A), (B), and (E), 5 mm. (F) Kinetic
quantitation of apoptotic mtDNA release from fission-deficient Mcl1–/–DRP1–/– MEFs, showing
the relative timing of mitochondrial fragmentation, cytochrome c loss, and nucleoid externalization.
All images and graphs are representative of three independent experiments.
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mtDNA constriction and exit from fragmented
mitochondria (Fig. 4, E and F, and fig. S4, C
and D). This was confirmed at higher resolution
by 3D-SIM (Fig. 4, G and H, and fig. S4E).

mtDNA release is the result
of IMM herniation

mtDNA nucleoids are located in the matrix of
the mitochondria, insulated from the cytosol
by two membranes, the inner and outer. Thus,
our data raised the question of how mtDNA

might make its way from the matrix to the cy-
toplasm via an OMM pore. To address this, we
examined the behavior of a fluorophore tar-
geted to the space within the mitochondrial ma-
trix (MMX-Tomato) expressed inMcl1–/– MEFs
(fig. S5A). Upon treatment with ABT-737, MMX-
Tomato exited the mitochondria in a manner
similar to that of mtDNA: It was constricted
during its release from a single discrete point,
after which it remained in close proximity to the
mitochondria, rather than dispersing throughout

the cytoplasm as we had anticipated (fig. S5B).
This suggested the presence of an additional bar-
rier restricting its egress to the cytoplasm. The
obvious candidate for this was the IMM. We
thus fluorescently labeled the IMM protein Distal
Module Assembly Component–1 (63) (DMAC1-
Tomato) and followed its localization during
mtDNA release. LLSM imaging revealed that the
majority of IMM remained localized with the
OMM signal after mtDNA release (i.e., remained
inside fragmented mitochondria) (fig. S5C).
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Fig. 4. mtDNA is released from BAK/
BAX foci. (A and B) Representative
snapshots from LLSM imaging of
Mcl1–/– Bak–/– Bax–/– MEFs overex-
pressing TOMM20-Halo (red), TFAM-
mNeonGreen (green), and reexpressing
mRuby2-BAK (A) or mRuby2-BAX (B)
(blue), before and after mtDNA release
30 min after ABT-737 (10 mm) +
QVD-OPh (20 mM) treatment (see
Movie 7). Scale bars, 5 mm. (C) Kinetic
quantitation of the appearance of
BAX foci with respect to cytochrome c
release and fragmentation of mitochon-
dria events (mitochondrial sphericity
measurement) from LLSM imaging of
Mcl1–/– Bak–/– Bax–/– MEFs expressing
TOMM20-Halo, mRuby2-BAX, and
cytochrome c-GFP. (D) Kinetic quanti-
tation of the appearance of BAX foci
with respect to nucleoid externalization
and mitochondrial fragmentation
events from LLSM imaging of Mcl1–/–

Bak–/– Bax–/– MEFs expressing
TOMM20-Halo, mRuby2-BAX, and
TFAM-mNeonGreen. Data in (C) and
(D) are representative of three inde-
pendent experiments. (E and F) Single
mitochondria undergoing nucleoid
externalization from LLSM movies,
displayed using 3D surface reconstruc-
tions overlaid upon original data with
Imaris software. Scale bars, 500 nm.
(G) 3D-SIM imaging of Mcl1–/–

Bak–/– Bax–/– MEFs expressing
TOMM20-Halo (stained with
JF-646), mScarlet-BAX, and TFAM-
mNeonGreen, 90 min after ABT-737
(10 mM) + QVD-OPh (20 mM) treat-
ment. Overview image is a maximum
projection of the SIM reconstruction,
with selected examples where
clear BAX rings were evident [boxed
and labeled (i) to (v)]. Image
is representative of 20 images
taken over the course of three
independent experiments. Scale bar,
4 mm. (H) 3D snapshots of single
mitochondria undergoing nucleoid
externalization from the SIM image
in (G). Scale bars, 500 nm.

RESEARCH | RESEARCH ARTICLE
on F

ebruary 22, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


Given that the resolution of LLSM is diffraction-
limited (14), we again used higher-resolution
live 3D-SIM and imaged cells expressing DMAC1-
Tomato and TOMM20-Halo [stained with JF-546
(17)] to visualize both mitochondrial membranes.
These studies revealed ultrathin DMAC1-containing
“blisters” encapsulating mtDNA external to the
OMM (Fig. 5, A and B). This suggested that the
IMM herniates through macropores formed by
BAK and BAX. To examine this in more detail,
we conducted immunogold transmission electron
microscopy (TEM) and electron cryotomography
(ECT) studies of ABT-737–treated Mcl1–/– MEFs.
For TEM, mtDNA was visualized by the expres-
sion of GFP-tagged TFAM and immunogold la-

beling via an antibody to GFP. The TEM images
revealed multiple instances where the OMM had
peeled away from the IMM (Fig. 5C, ii), and
others where the OMM clearly terminated while
the IMM continued, ballooning out and encap-
sulating the mtDNA-TFAM signal (Fig. 5C, iii
and iv). ECT confirmed the mitochondrial her-
niation event (Fig. 5, D and E). The advantages
of ECT are enhanced resolution, elimination of
any potential for sectioning artifacts, and 3D vi-
sualization (Movie 8). Thus, these data indicate
that as a consequence of BAK/BAX OMM perme-
abilization, mitochondria fragment and larger
BAK/BAX foci assemble. The formation of these
BAK/BAX macropores elicits IMM herniation.

Immunoprecipitation of cGAS from apoptotic
cells enriches for mtDNA (6). In considering the
mechanism by which this interaction occurs, we
wondered whether cGAS might localize to her-
niated mitochondria, potentially translocating
across the IMM. To establish whether cGAS lo-
calizes to mitochondrial hernias, we initially con-
ducted LLSM studies of Mcl-1–/– cGASCRISPR–/–

MEFs reconstituted with cGAS-GFP. At steady
state, cGAS staining was diffuse throughout the
cytoplasm. We added ABT-737 and imaged for
1 hour. Mitochondrial network breakdown and
herniation occurred, but no change in cGAS lo-
calization was observed. To establish whether
cGAS might localize to hernias at later time
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Fig. 5. mtDNA release occurs
via inner mitochondrial mem-
brane herniation. (A and
B) 3D-SIM imaging of Mcl1–/–

MEFs expressing TOMM20-
Halo (stained with JF-546) and
TFAM-mNeonGreen, with
additional DMAC1-Tomato
[(i) and (ii)], representative of
three independent experi-
ments. For ease of compari-
son, 3D-SIM images from
Fig. 1G (where only the OMM
and mtDNA were stained)
are included in (B). Joint IMM
and OMM staining [(i), or
red in (ii)] shows thin mem-
brane (yellow arrows) encap-
sulating mtDNA [TFAM, green,
(ii)] that is not present when
OMM is stained alone [com-
pare with (iii) and (iv)].
Scale bars, 2 mm. (C) Electron
microscopy imaging of un-
treated (i) or apoptotic
mitochondria [(ii), (iii), and
(iv)] immunogold-labeled for
anti–GFP-TFAM to visualize
location of mtDNA (black
spots). Insets are annotated
with arrows to mark areas
where IMM (orange) and
OMM (red) are clearly shown
together [(i), untreated],
peeling away from one
another (ii), or during hernia-
tion where OMM clearly stops
[(iii) and (iv)]. Scale bars,
100 nm (main images), 50 nm
(insets). (D and E) ECT
images of apoptotic
mitochondria 90 min after
ABT-737 (1 mM) + QVD-OPh
(20 mM) treatment. Tomo-
graphic 10-nm slices
are shown; arrows mark
areas where OMM (red)
clearly stops while
IMM (orange) continues.
Scale bars, 250 nm.
See also Movie 8.

RESEARCH | RESEARCH ARTICLE
on F

ebruary 22, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


points, we conducted a 6-hour time course and
imaged cells by confocal microscopy. At 4 and
6 hours after the induction of apoptosis, despite
the presence of IFN-b in supernatants (indica-
tive of cGAS activation), no discernible change
in the pattern of cGAS staining was apparent
(fig. S6, A and B).
Given that cGAS did not appear within intact

hernias or accumulate at their surface, we pos-
tulated that a loss of IMM integrity might facil-
itate mtDNA access to cGAS or vice versa. We

used correlative light and electron microscopy
(CLEM) to enable the overlay of fluorescent sig-
nals and mitochondrial ultrastructure. Mcl1–/–

MEFs expressing TOMM20-Halo and TFAM-
mNeonGreen were fixed 90 min after ABT-737
and QVD-OPh treatment, a time at which the
majority of mitochondria had undergone herni-
ation. These cells were subjected to confocal and
electron microscopy, and the two images were
correlated after acquisition (Fig. 6, A and B, and
fig. S6D). Consistent with our immunogold TEM

and ECT studies (Fig. 5, C to E, and fig. S6C), we
observed many instances where the OMM had
dissipated, with TFAM staining aligning to the
IMM-bound structures (Fig. 6C). CLEM revealed
instances where IMM integrity had been lost
(Fig. 6, D and E, black arrows), although this was
in a minority of mitochondrial hernias. The fact
that this was in the minority of mitochondria
is in line with the limited translocation of TFAM
to the cytosolic fraction of apoptotic cells that we
had observed by immunoblot (Fig. 2F). In rare
cases, TFAM-positive, single membrane–bound
structures were observed, some in close proximity
to herniated mitochondria (Fig. 6E, red arrow)
and some apparently isolated (Fig. 6F, red arrow).

Discussion

We have shown that BAK/BAX activation ini-
tiates a series of events that culminate in mtDNA
release. Breakdown of the mitochondrial net-
work follows BAK/BAX-mediated MOMP and
cytochrome c efflux, and coincides with the for-
mation of BAK/BAX foci large enough to be de-
tected by LLSM. These BAK/BAX macropores
allow the tightly packed IMM an outlet through
which it herniates, carrying with it mitochon-
drial matrix components, including the mito-
chondrial genome. Although the elegant nature
of the herniation event initially suggested a high-
ly regulated process, we postulate that it is
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Movie 8. Reconstructed cryo-tomogram of
an apoptotic herniating mitochondria (from
Fig. 5E) moving through the z axis.

Fig. 6. Correlative light and electron microscopy of apoptotic mitochondrial herniation.
(A) Confocal light microscopy imaging of Mcl1–/– MEFs expressing TOMM20-Halo (stained with
JF-546) (red) and TFAM-mNeonGreen (green), fixed 90 min after ABT-737 (1 mM) + QVD-OPh
(20 mM) treatment. (B) TEM imaging of the same cells as in (A). Scale bars, 10 mm. (C to F) Selected
examples from (A) and (B) at higher resolution, displaying a light microscopy image overlaid on
an aligned electron microscopy image. The example shown in (C) is representative of the majority of
herniation events observed; those in (D) and (E), where there is evidence of IMM breakdown, were
less frequent. The image in (F) is representative of the few observed examples of TFAM-positive,
single-membrane walled structures. Scale bars, 500 nm.

Movie 7. Lattice light-sheet imaging of
mitochondria (red, TOMM20-Halo), mtDNA
(green, TFAM-mNeonGreen), and BAX (blue)
from Mcl1–/– Bak–/– Bax–/– MEFs overexpressing
BAX-mRuby2 and undergoing apoptosis induced
by ABT-737 and QVD-OPh. Images were captured
at a rate of one 3D volume every 13 s.

RESEARCH | RESEARCH ARTICLE
on F

ebruary 22, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

https://bcove.video/2GuYG1O
https://bcove.video/2okHzZ3
http://science.sciencemag.org/


simply the physical result of massive holes form-
ing in the mitochondrial outer membrane (i.e.,
collateral damage). Upon exposure to the cyto-
plasm, IMM hernias lose integrity, facilitating
the recognition of mtDNA by cGAS. Dissipation
of the IMM appears to occur in a limited num-
ber of mitochondria, but enough mtDNA reaches
the cytosol to initiate a robust cGAS/STING path-
way response. This is consistent with recent re-
ports highlighting the profound sensitivity of
cGAS to cytosolic TFAM-bound DNA (64).
The requirement for mitochondrial fission

in apoptotic cell death is controversial. Several
studies suggest that it is essential, because DRP1
inhibition or deletion reportedly delays cyto-
chrome c release and cell death [reviewed in
(45, 65)]. In contrast, others have concluded that
because DRP1 inhibition does not confer a level
of protection equivalent to that of BCL-XL over-
expression, fission and mitochondrial apoptosis
are independent processes (66). Our data sup-
port the latter view. The absence of DRP1 re-
sulted in mitochondrial network hyperfusion in
both the original knockout mouse–derived MEFs
and the newly generated CRISPR-targeted clones,
but it did not inhibit apoptotic mitochondrial
network breakdown and herniation in the CRISPR
lines. We suggest that, given the profound OMM
damage induced by BAK and BAX, apoptotic
breakdown is not a facsimile of normal mito-
chondrial fission. Recent work indicates that the
endoplasmic reticulum contacts mitochondria
near nucleoids engaged in replication, thereby
marking points of mitochondrial division (67, 68).
It will be interesting to see how these mechanisms
might influence mitochondrial collapse during
apoptosis. Even though the impairment of mito-
chondrial network breakdown that was apparent
during apoptosis in the Drp1 knockout MEF cell
line is likely artifactual, this system does suggest
that in any setting where fragmentation is com-
promised, the frequency of mitochondrial her-
niation events will be correspondingly reduced.
Our work provides a mechanistic descrip-

tion of mtDNA release frommitochondria during
apoptosis. It occurs irrespective of caspase ac-
tivity, but in normal cells, caspases attenuate
the subsequent cGAS/STING-mediated antiviral
response by driving rapid cellular collapse and
clearance. Previous reports have shown that ge-
netic ablation of the apoptotic caspase cascade
in vivo—at least in the hematopoietic system—
results in mtDNA-dependent IFN production
(6, 7). We thus contend that IMM herniation is
a common event in normal physiology and that
it occurs in any cell whose homeostatic turnover
is governed by BAK and BAX. An extensive lit-
erature suggests that mtDNA is found outside
the mitochondria—and, indeed, outside the cell—
in a wide range of circumstances (13, 69). This
raises the question of whether BAK/BAX-mediated
mtDNA release represents a source of circulating
mtDNA at steady state, or in any of the conditions
where increased levels of extracellular mtDNA
have been implicated in disease pathology.
It is unclear whether IMM herniation repre-

sents a general mechanism of mtDNA escape.

In addition to BAK and BAX oligomerization
there may be alternative triggers, for example,
other pore-forming proteins (host- or pathogen-
derived) or mitochondrial stresses. Indeed, whether
and how herniation may be triggered during HIV
or dengue infection, calcium overload, irradia-
tion, or during inflammatory diseases such as
systemic lupus erythematosus or rheumatoid
arthritis—all conditions that have been associated
with loss of mtDNA from the matrix (13, 69, 70)—
remains to be established. In some of these con-
ditions cytoplasmic mtDNA is thought to be the
pathological trigger, while in others, it is extra-
cellular mtDNA. Our findings demonstrate that
herniation is one route to the former. It may, in
some circumstances, also contribute to generation
of the latter (fig. S6E). The TFAM-positive single
membrane bound structures observed in the cyto-
plasm of apoptotic cells suggest that hernias may
bud off, and as such, represent an additional class
of mitochondrial-derived vesicles (71).

Materials and methods
Cell culture

MEFs were derived from mice on a C57BL/6 back-
ground or backcrossed for more than 10 gen-
erations and prepared from embryonic day 13–14
embryos. After removal of the head, thoracic
cavity, and fetal liver, a single-cell suspension
was prepared in Dulbecco’s modified Eagle’s
(DME) medium (GIBCO, ThermoFisher 11965092)
supplemented with 4 mM L-glutamine, glucose
(4.5 g/liter), and 10% heat-inactivated fetal bo-
vine serum (FBS; Sigma 12003C) and cultured
at 37°C, 5% CO2 on tissue culture plates coated
with 0.1% gelatin. Immortalization of MEFs was
performed by transfection (Amaxa Nucleofector)
of an expression plasmid encoding the SV40 T
antigen (gift from D. C. S. Huang). Immortalized
MEF lines were routinely maintained at 37°C,
5% CO2 in DME-KELSO medium [prepared in-
house from DMEM (GIBCO 31600083) sup-
plemented with 40 mM sodium bicarbonate,
1 mM HEPEs, 0.0135 mM folic acid, 0.24 mM
L-asparagine, 0.55 mM L-arginine, 1× Pen/Strep,
and 22.2 mM D-glucose] supplemented with 10%
heat-inactivated FBS, penicillin/streptomycin
(Pen/Strep) (Sigma P0781, 10 ml/ml), and 100 mM
L-asparagine (Sigma A4159). HeLa cells were
maintained at 37°C, 5% CO2 in DME medium
supplemented with 10% heat-inactivated FBS and
Pen/Strep. mtDNA depletion and assessment of
mtDNA content was carried out as described (6).
Drp1–/–, Opa1–/–, andMfn1–/– Mfn2–/– MEF lines
were a gift from M. Ryan. To generate knockout
MEFs, we used transient CRISPR/Cas9-mediated
gene targeting. Targeting guide sequences were
designed using Benchling software, cloned into
the px458 vector (containing Cas9 and GFPmarker)
[gift from F. Zhang (72): Addgene plasmid 48138]
and were transfected into MEFs using Fugene 6
(Roche) at a 3:1 ratio. GFP-positive cells were
sorted by flow cytometry (InFlux) and clones
derived from single cells were expanded. The
targeted gene locus was sequenced and clones
bearing indels predicted to disrupt gene func-
tion on both alleles were selected for further ex-

perimentation. Additionally, Mcl1CRISPR–/– clones
were functionally tested by assessing their sen-
sitivity to ABT-737 and immunoblotted for protein
expression. Drp1CRISPR–/– clones were generated
as described (72) on aMcl1–/– Bak–/– Bax–/– back-
ground, reexpressing fluorescently tagged BAX,
and clones were selected based on mitochondrial
and peroxisomal morphology (assessed by confocal
imaging) and immunoblot of protein expression.
The targeting guide sequences were as follows:
Mcl1#1, GATCATCTCGCGCTACTTGC; Mcl1#2, GG-
AGCAGGCGACCGGCTCCA; cGAS#1, GATTCTTG-
TAGCTCAATCCTG; cGAS#2, GAAATTCAAAAGA-
ATTCCACG; Drp1, GCAGGACGTCTTCAACACAG.

Constructs and reagents

Imaging constructs were generated using PCR
amplification of sequences encoding the fluo-
rescent proteins mNeonGreen (Allele Biotechnol-
ogy), pBabe (LTR)-cytochrome c-GFP [gift from
D. Green (25): Addgene plasmid 41183], pTRIP-
CMV-GFP-FLAG-cGAS [gift from N. Manel (73):
Addgene plasmid 86675], mRuby2-NT-C1 [gift
from M. Davidson (74): Addgene plasmid 54561],
pCytERM-mScarlet-N1 [gift from D. Gadella (75):
Addgene plasmid 85066] mCherry, tdTomato (gift
from D. C. S. Huang), or the HaloTag (Promega).
These were cloned into anMSCV-IRES-hygromycin
orMSCV-IRES-puromycin construct (a hygromycin/
puromycin selectable retroviral vector) such that
they were fused either N-terminally to BAK or BAX
(murine coding sequences, gifts from D. Huang)
or C-terminally to the matrix targeting sequence
from OTC, DMAC1 (gift from M. Ryan), TFAM
(OriGene NM_009360), or TOMM20 (GenScript
synthesis NM_014765.2) sequences. MEF lines
stably expressing fluorescent fusion proteins were
prepared as follows: Expression plasmids were
transiently transfected into Phoenix ecotropic
packaging cells using Fugene 6 (Roche). Viral su-
pernatants were collected 48 hours later and used
to infect MEFs by spin infection. Cell populations
expressing the fluorescent fusion proteins were
sorted by flow cytometry (InFlux). Drug treatments
used throughout the study include QVD-OPh
(MedKoo Biosciences 1135695-98-5, MP Biomed-
icals 03OPH109, or made in-house by R. Lessene),
ABT-737 (Active Biochemicals A-1002), S63845
(SYNthesis MedChem), cyclosporin A (Sigma
30024), antimycin A (Sigma A8674, CAS:1397-94-0),
and oligomycin A (Selleck S1478, CAS:579-13-5).

Viability assay

Cell viability was quantified by CellTiterGlo
(Promega G7570) or flow cytometric analysis of
cells excluding propidium iodide (Sigma P4864,
5 mg/ml).

ELISA

IFN-b protein was measured using the VeriKine-
HS Mouse Interferon Beta ELISA (PBL Assay Sci-
ence 42410) as per manufacturer’s instructions.

Subcellular fractionation
and immunoblotting

Cells were grown overnight in 10-cm dishes,
pretreated with QVD-OPh (50 mM) for 30 min,
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then treated with ABT-737 (1 mM) for times as
indicated. Culture supernatants were retrieved
for analysis of IFN-b by ELISA, and cells were
trypsinized and fractionated into cytosol and
mitochondria-enriched heavy membrane frac-
tions by incubating in 0.025% w/v digitonin
(Biosynth) in 20 mM Hepes KOH pH 7.5, 93 mM
sucrose, 100 mM KCl, 2.5 mM MgCl2 for 10 min
on ice. Cytosol and heavy membrane fractions
were separated by centrifugation at 13,000g for
5 min at 4°C, before analysis on reducing SDS-
PAGE, transfer to nitrocellulose membrane, and
immunoblotting for TFAM (ab131607, Abcam),
cytochrome c (556433, BD Biosciences), DLD [sc-
365977 (G-2), Santa Cruz Biotechnologies], and
VDAC1 (MABN504, Merck).

Confocal microscopy

For imaging of cells at steady state, cells were
plated in 8-well chamber slides (iBidi 80826)
and incubated with PicoGreen dye (InvivoGen,
3 ml/ml) in serum-free medium for 1 hour at 37°C,
and Mitotracker Red-FM dye (InvivoGen, 1 mM)
for 30 min (added halfway through PicoGreen
staining). For imaging of apoptotic cells, cells
were plated in 8-well chamber slides (iBidi 80826)
and incubated with drug treatments at 37°C for
indicated times, after which media was replaced
with 2% paraformaldehyde (Electron Microscopy
Sciences 15710). Cells were left to fix for 15 min,
before three washes in phosphate-buffered sa-
line (PBS), and incubated at room temperature
for 40 min in permeabilization/blocking buffer of
0.1% Tween (Sigma P1379), 3% goat serum (Life
Technologies 501972). Cells were then incubated
overnight at 4°C with primary antibodies anti-
TOMM20 (Santa Cruz Biotech sc-11415) and anti-
DNA (ProGen AC-30-10) in blocking buffer, washed
twice, then incubated for 1 hour in secondary
antibodies [goat anti-rabbit AF647 (Life Tech-
nologies A21245) and goat anti-mouse AF488 (Life
Technologies A11001)]. In both cases, wells were
then washed in PBS, before phenol red-free me-
dium was added and cells imaged on the Zeiss
LSM 780 confocal microscope using a 63×/1.4
Plan Apo objective. Images shown are maximum-
intensity projections from Z-stacks.

Lattice light-sheet microscopy

The lattice light-sheet microscopes used in these
experiments are housed in the Advanced Imaging
Center (AIC) at the Howard Hughes Medical In-
stitute Janelia Research Campus, or the Walter &
Eliza Hall Institute of Medical Research. The sys-
tems were configured and operated as described
(14). For all experiments, MEFs were grown on
5-mm round glass coverslips (Warner Instruments
CS-5R). All drug treatments were done after sam-
ple mounting in the imaging/media chamber,
with the exception of PicoGreen (Invitrogen,
ThermoFisher P7581) or TMRM (Sigma T5428)
staining and CsA pretreatments, which were
done 30 min before sample mounting. During
imaging, cells were maintained in Leibovitz’s
L-15 medium (GIBCO, ThermoFisher 21083027)
supplemented with 10% FBS, 25 mM HEPES
(GIBCO, ThermoFisher 15630080), Pen/Strep

(Sigma P0781, 10 ml/ml), 100 mM L-asparagine
(Sigma A4159), and 20 mM TROLOX (Santa Cruz
53188-07-1). Samples were illuminated by lattice
light-sheet using 488-nm, 560-nm, or 641-nm
diode lasers (MPB Communications) through
an excitation objective (Special Optics, 0.65 NA,
3.74-mm WD) at 70 to 75%, 40 to 80%, and 60
to 100% AOTF transmittance (respectively) and
90 mW, 75 mW, and 100 mW initial box power
(respectively) for the Janelia system, or 10 to 25%,
15 to 35%, and 10 to 25% AOTF transmittance
(respectively) and 30 to 60 mW, 50 to 100 mW,
and 50 to 100 mW initial box power (respec-
tively) for the WEHI system. The lattice light-
sheet was illuminated at the back aperture of
the excitation objective through an annular mask
of 0.44 inner NA and 0.55 outer NA. Fluorescent
emission was collected by detection objective
(Nikon, CFI Apo LWD 25XW, 1.1 NA) and de-
tected by sCMOS cameras (Hamamatsu Orca
Flash 4.0 v2). Acquired data were deskewed as
described (14) and deconvolved using an itera-
tive Richardson-Lucy algorithm. Point-spread
functions for deconvolution were experimental-
ly measured using 200-nm TetraSpeck beads ad-
hered to 5-mm glass coverslips (Invitrogen T7280)
for each excitation wavelength.

Live 3D structure illumination microscopy

Live, two-color, 3D-SIM images were captured
on a custom-built structured illumination micro-
scope housed in the Advanced Imaging Center
(AIC) at the Howard Hughes Medical Institute,
Janelia Research Campus. This platform consists
of a Zeiss AxioObserver inverted microscope plat-
form with a motorized stage and Zeiss 100×/1.46
NA oil immersion objective. Laser excitation was
achieved with 488-nm and 561-nm lasers using
am acousto-optical modulator, which is synchro-
nized with a spatial light modulator for fast dual
color switching at each optical plane as described
(76). Cells were maintained at 37°C, 5% CO2 in
Leibovitz’s L-15 medium (GIBCO, ThermoFisher
21083027) supplemented with 10% FBS, 25 mM
HEPES (GIBCO, ThermoFisher 15630080), Pen/
Strep (Sigma P0781, 10 ml/ml), 100 mM L-asparagine
(Sigma A4159), and 20 mM TROLOX (Santa Cruz
53188-07-1). All drug treatments were done after
sample mounting in the imaging/media cham-
ber. 512 × 512 images of each channel were col-
lected serially on two separate sCMOS cameras
(Hamamatsu Flash 4.0) and camera exposures
were typically set at 10 or 20 ms. The step size
was set at 150 nm, and z-thicknesses of 1.35 to
2.85 mm were captured at each time point. The
reconstruction of the data was performed using
a custom-written program and all chromatic
alignments were performed after acquisition.
Live, three-color, 3D-SIM imaging was per-

formed on the OMX-SR system (GE Health-
care). This platform consists of an Olympus 60×
1.42 NA oil immersion lens and three PCO.edge
sCMOS cameras. Laser excitation was achieved
with 488-nm, 561-nm, and 642-nm lasers. During
imaging, cells were maintained at 25°C, 5% CO2 in
Fluorobrite DMEMmedium (GIBCO, ThermoFisher
A1896701) supplemented with 10% FBS, 25 mM

HEPES (GIBCO, ThermoFisher 15630080, Pen/
Strep (Sigma P0781, 10 ml/ml), 100 mM L-asparagine
(Sigma A4159) and 20 mM TROLOX (Santa Cruz
53188-07-1). 512 × 512 images were captured with
camera exposures kept below 10 ms. The step
size was set at 125 nm, and volumes varied be-
tween 1.0 and 2.5 mm for each time point. The
reconstruction and chromatic alignment of data
was performed using SoftWorx (GE Healthcare)
with a Wiener filter set at 0.005. For all experi-
ments, MEFs were grown on 23-mm round glass
coverslips (Warner Instruments). All SIM data,
including raw and reconstructed images, were
subjected to SIMcheck FIJI Plugin (77) to en-
sure that image quality was within acceptable
standards.

Immunogold transmission
electron microscopy

Fixation and embedding procedures were carried
out as described (78). Sections were cut on a Leica
FC7-UC7. Immunolabeling was done with goat
anti-GFP/biotin (Rockland 600-106-215) and rab-
bit anti-biotin (Rockland, 100-4198) followed by
incubation with protein-A-Gold 15 nm (Depart-
ment of Cell Biology, University Medical Cen-
ter, Utrecht). High-resolution EM images were
taken on a Hitachi H-7500 TEM and a FEI Tecnai
T12 TEM.

Correlative light and electron microscopy

Mcl1–/–MEFsexpressingTOMM20-HaloandTFAM--
mNeonGreen were grown overnight in a 35 mm
500-grid plastic-bottomed m-Dish (Ibidi, Germany).
After treatment with QVD-OPh (20 mM) and ABT-
737 (1 mM), cells were stained with CellMask Deep
Red Plasma Membrane stain (ThermoFisher,
2.5 mg/ml) and JaneliaFluor-646 HaloTag-specific
dye (17) (50 nm) for 30 min at 37°C and 5% CO2,
then fixed using prewarmed phosphate-buffered
4% paraformaldehyde at 37°C for 1 hour. The
fixed sample was imaged on an inverted Leica
SP8 confocal laser scanning microscope equipped
with an 40×/1.10 objective (water immersion, HC
PLAPO, CS2; Leica microsystems) using an HyD
Hybrid Detector (Leica Biosystems) through the
Leica Application Suite X (LASX v2.0.1). The op-
tical data (35 nm lateral pixel resolution; 200 nm
axial voxel resolution) was deconvolved for subse-
quent alignment (fast classicmaximum likelihood
estimation; 10 signal-to-noise ratio; 40 iterations;
0.05 quality threshold) using Huygens Profes-
sional (v15.10; Scientific Volume Imaging). After
optical image acquisition, the sample was post-
fixed overnight with 2.5% glutaraldehyde in 0.1 M
sodium cacodylate buffer at 4°C, rinsed twice with
0.1 M sodium cacodylate, then osmicated with
ferricyanide-reduced osmium tetroxide (1% (w/v)
OsO4, 1.5% (w/v) K3[Fe(CN)6], 0.065M cacodylate
buffer) for 2 hours at 4°C, and thoroughly rinsed
five times using MilliQ water. All subsequent
stages were microwave assisted using a BioWave
Pro microwave system (Pelco). The sample was
en bloc stained with 2% (w/v) aqueous uranyl
acetate using three microwave duty cycles (120 s
on, 120 s off) at 100 W under vacuum, then rinsed
five times with MilliQ water. Microwave-assisted
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dehydration was performed at atmospheric pres-
sure using 150W for 40 s per stage of a graduated
series of ethanol (50%, 70%, 90%, 100%, 100%)
and propylene oxide (100%, 100%), andmicrowave-
assisted resin infiltration was performed under
vacuum at 250W for 180 s per stage using a grad-
uated series of Procure-Araldite (25%, 50%, 75%,
100%, 100%) inpropyleneoxide, before resinpolym-
erization at 60°C for 48 hours. The target depth
within the target cell was then relocated within
the resin block, using the procedure outlined in
(79). The resin block was trimmed, then sec-
tioned using Ultracut UCT ultramicrotome (Leica)
equipped with a 45° diamond knife (Diatome) to
cut serial sections (average thickness 78 nm) for
collection on nine separate 300-mesh hex thin-
bar copper grids. Grids containing the sections
closest to the target z-planes (1000 nm to 1600 nm
depth into resin block) were stained at room
temperature using 2% (w/v) aqueous uranyl ace-
tate (10min) and Reynolds lead citrate (3min). A
27-image TEM montage of the target cell was
manually acquired using a Tecnai T12 TEM op-
erated at 120 kV. The image montage was cor-
rected for EM lens distortion and stitched by
linear blending using the appropriate plugins
in FIJI (FIJI Is Just ImageJ) (27, 80, 81).Within
GIMP (GNU Image Manipulation Program, ver-
sion 2.8.2), the distortion-corrected TEM mon-
tagewas alignedwith the deconvolved optical data
using filopodia, the nucleus, and other intrinsic
features as anchor points. All subsequent TEM
datawere aligned directly to this canonical align-
ment. Correlated fluorescence data were obtained
by scaling and aligning TEM images to the TEM
montage, extracting the aligned region from the
fluorescence channels, then performing the re-
verse operations with bicubic interpolation.

Electron cryotomography

Cells were grown overnight on 200 mesh Quanti-
foil gold grids, stimulated for 90 min with ABT-737
(1 mM) + QVD-OPh (20 mM), and cryo-fixed in liq-
uid ethane using a Vitrobot Mark IV. Continuous
cryo-tomograms from –60° to 60° were recorded
on a Titan Krios at a magnification of 19,500 using
the Volta phase plate, an energy filter, and a K2
Summit camera at a dose of about 90 electrons
per angstrom. Reconstruction was done using the
IMOD Tomography package. Tomographic slices
of 10-nm thickness are shown.

Data analysis

All image data were analyzed using the FIJI
distribution of ImageJ (27). The segmentation of
mitochondria and TFAM signal was performed
using the WEKA Trainable Segmentation plug-
in. Segmentation was trained on representative
frames of five images from different data sets,
then applied to all frames of all data sets. All re-
sultant segmentation was then also validated vi-
sually. Mitochondrial morphology was measured
using FIJI’s in-built morphology measures. Cyto-
chrome c release was measured by calculating
the area (pixels) of signal above background,
within the segmented mitochondria signal, which
was set manually at a level that was consistent

between all data sets and accurately matched
the behavior that was qualitatively observed.
This was then graphed relative to mitochondrial
area (i.e., cytochrome c area/mito area) to ensure
that changes in cytochrome c area were not ar-
tifacts of changing mitochondrial morphology.
For nucleoid release measurements, the TFAM
signal was segmented, thresholded, and masked
with the inverse of the segmented mitochondria
signal, thereby ensuring that only signal from
TFAM outside the mitochondria would be mea-
sured. BAX aggregation was quantified by seg-
menting and counting all regions of BAX signal
above a set size and intensity limit as they ap-
peared over time. For all manual adjustments,
threshold values were set using representative
frames and validated against additional frames
(from later time points) before application to the
entire time course. Once threshold values had
been set and validated, all measurements were
then automated across all independent experi-
ments and time points.

Code availability

Custom scripts automating the combinations of
FIJI in-built plugins/filters used for analysis are
available as supplementary files (code files S1
and S2).
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Soliton microcomb
range measurement
Myoung-Gyun Suh and Kerry J. Vahala*

Laser-based range measurement systems are important in many application areas,
including autonomous vehicles, robotics, manufacturing, formation flying of satellites, and
basic science. Coherent laser ranging systems using dual-frequency combs provide an
unprecedented combination of long range, high precision, and fast update rate. We report
dual-comb distance measurement using chip-based soliton microcombs. A single pump
laser was used to generate dual-frequency combs within a single microresonator as
counterpropagating solitons. We demonstrated time-of-flight measurement with 200-
nanometer precision at an averaging time of 500 milliseconds within a range ambiguity of
16 millimeters. Measurements at distances up to 25 meters with much lower precision
were also performed. Our chip-based source is an important step toward miniature dual-
comb laser ranging systems that are suitable for photonic integration.

T
he invention of the optical frequency comb
has had a major impact on light detection
and ranging (LIDAR) systems. In addition
to providing a highly accurate frequency
calibration source in methods such as mul-

tiwavelength interferometry (1) and frequency-
modulated continuous-wave laser interferometry
(2), frequency combs have enabled a newmethod
called dual-comb LIDAR (3). In this method, two
frequency combs having slightly different rep-
etition rates are phase-locked. Their combined
output pulse streams thenprovide aLIDARsource
with subnanometer precision and range ambi-
guity many orders beyond the pulse-to-pulse
separation distance of each comb. Besides mode-
locked lasers, electro-optic modulation combs
have also been used in the related field of tomog-
raphy (4). The development ofminiature frequen-
cy combs [microcombs (5–14)] suggests that
chip-integrated dual-comb LIDAR systems may
be possible. A recent advancement inmicrocombs
is the realization of soliton mode locking (15–19),
which provides phase-locked femtosecond pulses
with gigahertz to terahertz repetition rates. Sol-
iton microcombs are being studied in several
frequency comb applications, including optical
frequency synthesis (20), optical communications
(21), and dual-comb spectroscopy (22–24). We
demonstrate time-of-flight distancemeasurement
using a chip-based dual-soliton source. Beyond
the demonstration of microcomb LIDAR, the
two soliton streams are cogenerated as counter-
propagating solitons within a single resonator
(25). This simplifies the system by eliminating
the need for two resonators and two pump lasers
while also improving mutual coherence between
the two combs. Although a close examination of

systematics and other issues is not presented, the
work establishes the feasibility of soliton micro-
combs as well as the cogeneration method for
LIDAR applications.
By pumping a resonance of a silica wedge

resonator (26) along the clockwise (CW) and coun-
terclockwise (CCW) directions, we generated coun-
terpropagating solitons with average power of
~1mW(Fig. 1A). The twopumpswere derived from
a single 1550-nm fiber laser; after a 50/50 fiber
splitter, their frequencies were controlled using
acousto-optic modulators (AOMs). A feedback
loop with 20-kHz bandwidth (27) fixes the fre-
quency detuning of one pump relative to the
cavity resonant frequency, while the second
pump frequency can be independently tuned
using anAOM. Chiral symmetry breaking (28, 29)
was observed but did not prevent counterpropa-
gating soliton generation (30). Typical optical
spectra of the CW and CCW solitons (Fig. 1, B
and C) show the characteristic hyperbolic-secant-
square spectral envelope (the greendashed curve
in Fig. 1B is a fit using a soliton pulse width of
200 fs).
Fast photodetection (bandwidth 50 GHz) of

the dual pulse streams as measured on an elec-
trical spectrum analyzer (ESA) shows that the rep-
etition frequency (frep) is approximately 9.36 GHz
(Fig. 1D). A zoom-in of the electrical spectrum
near frep (Fig. 1D, inset) resolves the two distinct
repetition frequencies of the CW/CCW solitons.
Note that the intersoliton beat notes are >40 dB
lower than the repetition frequency signals and
are below the electrical noise level. The repeti-
tion frequency difference (Dfrep) betweenCWand
CCW solitons is adjusted by using the AOMs to
tune the frequency difference of the two pump
lasers (Dfpump). This repetition rate control results
from the Raman-induced soliton self-frequency
shift (25), such that Dfrep increases with increas-
ingDfpump (Fig. 1E). ThemaximumDfrep ~ 20 kHz

is limited by themaximumDfpump~ 3MHz,which
is set by the 3-dB frequency shift range of the
AOM.Within the tunable range of Dfrep, we also
observed phase locking of the CW and CCW soli-
tons and their relative repetition rates by injec-
tion locking through the backscattered light (25).
However, the relative stability of unlocked soli-
tonswas sufficient for the time-of-flight distance
measurement.
The generated CW/CCW soliton streams were

coupled in opposing directions toward the LIDAR
setup, with the CWsoliton streamoutput through
a gradient-index collimator toward the target
mirror (Fig. 1A). A fiber delay line (physical path
length ~15m) was added before the collimator to
increase the effective target distance. The CW sol-
iton stream reflected from the target was com-
bined with the reference CW soliton stream via a
circulator and 50/50 coupler. Finally, the CW sol-
iton stream carrying the distance information
(green and orange dashed arrows)was combined
with the CCW soliton stream (blue dashed arrow)
to generate the periodic interference (interfero-
gram) of the dual-soliton pulse streams. Figure 2A
shows a portion of themeasured interferogram as
displayed by the oscilloscope. The period of the
interferogram is set by the difference of the CW
and CCW soliton repetition rates. The interfero-
gram is recorded for a total of 2 swith a sampling
time of 250 ns; however, only a 5-ms portion of
the overall span is shown.A zoomed-in viewof the
interferogram (Fig. 2B) shows the reference peaks
and target peaks within two periods of 176 ms,
corresponding to Dfrep ~ 5.685 kHz. The temporal
location of the peaks in the electrical pulse stream
is determined by Hilbert-transforming the inter-
ferogram. The time interval between a reference
peak and a target peak is then calculated for each
period and converted to the distance scale. The
drift of Dfrep is adaptively corrected in the data
(30, 31). Figure 2C plots this distance versus time
where the time increment in the plot is the in-
terferogram period (176 ms). The averaged target
distance is 4.637429 mm and the range ambigu-
ity is 16 mm (one-half of the pulse-to-pulse dis-
tance separation at a soliton repetition rate of
9.36 GHz). The right panel of Fig. 2C shows a
single time period of the Hilbert-transformed in-
terferogramnear 1 s in themeasurement (vertical
dashed line in left panel). The inset of the right
panel gives the zoomed-in target intensity peak
and shows a full-width, half-maximum pulse
width of ~1.45 ms. The Allan deviation of the dis-
tance time series is calculated at averaging times
ranging from 352 ms to 667 ms (Fig. 3). Fitting
to the plot gives s ~ 10 mm (Tupdate/T )

1/2, where
Tupdate ~ 176 ms is the update time and T is the
averaging time.Near an averaging time of 500ms,
a precision of 200 nm is achieved (30).
The distance measurement shown in Fig. 2C

has a range ambiguity of 16 mm. To greatly ex-
tend this range ambiguity, we performed a similar
distance measurement after manually swapping
the roles of two soliton streams. In principle, this
could be implemented using an integrated opti-
cal switch. The Vernier effect resulting from the
difference in the soliton repetition rates can then
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beused to resolve the range ambiguity (3). Figure 4
shows a zoom-in view of the two distance mea-
surements where RCW (red) and RCCW (blue) are
themeasured distances when the CW soliton and
the CCWsoliton are used for ranging. The average
distancedifference,DR=mean(RCW)–mean(RCCW),
between the twomeasurements is 16.02 mm. Con-
sidering the Vernier effect (3), the ambiguity-
resolveddistance is R′ ¼ DRð f CCWrep =DfrepÞþ RCW ≈

26.3729 ± 0.466 m, with a new range ambiguity
of ~26 km. This measured distance is in good
agreement with the optical path length of the
target (~26.815 m), including fiber delay, as mea-
sured using an optical time-domain reflectom-
eter. The uncertainty (±0.466 m) in this partially
ambiguity-resolved measurement results from
the original 200-nm precision multiplied by
ffiffiffi

2
p

frep=Dfrep . If this uncertainty were below the

pulse-to-pulse range ambiguity, which would re-
quire a precision of ðcDfrepÞ=ð2

ffiffiffi

2
p

f 2repÞ (6.88 nm
in this experiment), then a nanometer-scale pre-
cision would be possible in the fully ambiguity-
resolved case (3). In addition to the time-of-flight
measurement, complementary interferometric
measurement using phase-locked CW/CCW sol-
itons could improve the precision. Finally, in-
creasing Dfrep would improve the precision by
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Fig. 1. Experimental setup for dual-soliton generation and ranging
measurement. (A) The dual-soliton generation setup (left) and LIDAR
setup (right). A fiber laser at 1550 nm is amplified by an erbium-doped
fiber amplifier (EDFA) and split using a 50/50 coupler to pump the
resonator in two directions. In each path, an acousto-optic modulator
(AOM) tunes the pump frequency and modulates the pump power for
soliton triggering. The pump light is polarization-controlled (PC) and
evanescently coupled into the microresonator by means of a fiber taper.
Solitons are stabilized and the pump laser frequency locked to the
resonator by a servo feedback loop using the photodetected (PD) CCW
soliton power (27). A fiber Bragg grating (FBG) filter is used to attenuate
the transmitted pump power. An optical spectrum analyzer (OSA) and
electrical spectrum analyzer (ESA) are used to analyze the dual-soliton

source. For distance detection, the CW soliton stream is split into two
paths: the reference path (green dashed arrow) and the target path
(orange dashed arrow). In the data, the distance difference between the
target and reference paths is divided by 2. The CW soliton streams of both
paths are combined with the CCW soliton stream (blue dashed arrow)
and photodetected to generate the interferogram. (B and C) Typical
optical spectra of the CW solitons (B) and CCW solitons (C) with
hyperbolic-secant-square fit [green dashed curve in (B)]. Attenuated
pump laser lines are also indicated. (D) Electrical spectrum of the
photodetected solitons showing the approximate repetition frequency
frep ~ 9.36 GHz. Inset: Zoom-in of the spectrum showing the resolved
CW/CCW repetition rates. (E) Measured repetition frequency difference
Dfrep versus pump frequency difference Dfpump.
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allowing greater averaging of distance data with-
in a given time interval. Achieving the larger range
measurements in free space would require optical
amplification; in the case of outdoor ranging (32),
the precision will also be limited by environmen-
tal perturbation (33).
The update time of ~176 ms and the range

ambiguity of ~26 km are determined by Dfrep =

5.685 kHz, which can be tuned by changing
Dfpump. The tunable range and absolute value of
Dfrep can be further increased by using a smaller-
diameter resonator and generating CW/CCW sol-
itons from two different mode families (30). The
tunability of Dfrep is useful in that the LIDAR sys-
tem can be adjusted to provide an optimal up-
date time and range ambiguity according to the

application. For example, in applications requir-
ing faster update rates, increasing Dfrep improves
the update time while reducing the range am-
biguity. Our demonstration of a soliton dual-comb
LIDAR system using a single, chip-based micro-
resonator pumped by a single laser is a step
towardminiaturization of dual-comb ranging sys-
tems. Other chip-based components are required

Suh et al., Science 359, 884–887 (2018) 23 February 2018 3 of 4

Fig. 3. Precision of distance measurement versus averaging time.
Allan deviation is calculated from the 2-s time series (Fig. 2C) of measured
distance (i.e., reference peak to signal peak); 200-nm precision is achieved
near an averaging time of 500 ms. Error range is calculated from the Allan
deviation divided by the square root of sample size.

Fig. 4. Resolving range ambiguity. RCW (red) and RCCW (blue) are range
data versus time, using the CW and CCW solitons to probe the target.
The distance difference [DR = mean(RCW) – mean(RCCW)] between the two
measurements is 16.02 mm and is used to determine the absolute range
(see text). Data in red are from Fig. 2C. Insets: Histograms of the two
range measurements for one measurement frame, along with the
Gaussian fitting curves with standard deviation (SD) values. Standard
deviation improves with averaging time as per Fig. 3.

Fig. 2. Distance measurement. (A) Typical interferogram containing
range information. (B) Zoom-in of the interferogram over two time
periods. The reference peaks and target peaks are shown; the time
period is approximately 176 ms. (C) Left: The measured distance
between the reference peak and target peak is plotted versus time.
The range ambiguity in this measurement is 16 mm. Right: The
electrical intensity trace (blue) and peaks (red circles) for a data
trace near 1 s (dashed vertical line in left panel). Inset: Zoom-in of
the target intensity peak showing the electrical pulse width of 1.45 ms.
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in a full system. Along these lines, there is re-
markable progress on realization of microcomb
systems (20). Moreover, a waveguide-integrated
structure comparable in performance to that used
in this work has recently been demonstrated (34).
Finally, we note other soliton microcomb range
measurement work (35) that was reported while
we were preparing this manuscript.
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Ultrafast optical ranging
using microresonator soliton
frequency combs
P. Trocha,1* M. Karpov,2* D. Ganin,1* M. H. P. Pfeiffer,2 A. Kordts,2 S. Wolf,1

J. Krockenberger,1 P. Marin-Palomo,1 C. Weimann,1† S. Randel,1,3 W. Freude,1,3

T. J. Kippenberg,2‡ C. Koos1,3‡

Light detection and ranging is widely used in science and industry. Over the past
decade, optical frequency combs were shown to offer advantages in optical ranging,
enabling fast distance acquisition with high accuracy. Driven by emerging high-volume
applications such as industrial sensing, drone navigation, or autonomous driving,
there is now a growing demand for compact ranging systems. Here, we show that
soliton Kerr comb generation in integrated silicon nitride microresonators provides
a route to high-performance chip-scale ranging systems. We demonstrate dual-comb
distance measurements with Allan deviations down to 12 nanometers at averaging
times of 13 microseconds along with ultrafast ranging at acquisition rates of
100 megahertz, allowing for in-flight sampling of gun projectiles moving at 150 meters
per second. Combining integrated soliton-comb ranging systems with chip-scale
nanophotonic phased arrays could enable compact ultrafast ranging systems for emerging
mass applications.

L
aser-based light detection and ranging
(LIDAR) is a key technology in industrial
and scientific metrology, offering high-
precision, long-range, and fast acquisition
(1, 2). LIDAR systems have found their way

into a wide variety of applications, comprising,
for example, industrial process monitoring, auton-
omous driving, satellite formation flying, or
drone navigation. When it comes to fast and ac-
curate ranging over extended distances, optical
frequency combs (3) have been demonstrated
to exhibit characteristic advantages, exploiting
time-of-flight (TOF) schemes (4), interferometric
approaches (5), or combinations thereof (6). In
early experiments (4), mode-locked fiber lasers
were used for TOF ranging, thereby primarily
exploiting the stability of the repetition rate. Re-
garding interferometric schemes, optical frequen-
cy combs were exploited to stabilize the frequency
interval between continuous-wave (CW) lasers
used in synthetic-wavelength interferometry (5, 7).
Dual-comb schemes, which rely on multihetero-
dyne detection by coherent superposition of a
pair of slightly detuned frequency combs (8), al-
low combining of TOFmeasurements with optical
interferometry, thereby simultaneously exploit-
ing the radio-frequency coherence of the pulse
train and the optical coherence of the individ-

ual comb tones (6). More recently, comb-based
schemes have been demonstrated as a viable
path to high-speed sampling with acquisition
times down to 500 ns (9).
However, besides accuracy and acquisition

speed, footprint is becoming increasingly im-
portant for LIDAR systems. On the technology
side, recent advances in photonic integration
show that large-scale nanophotonic phased ar-
rays (10, 11) open a promising path toward ultra-
compact systems for rapid high-resolution beam
steering. To harness the full potential of these
approaches, the optical phased arrays need to
be complemented by LIDAR engines that com-
bine high precision with ultrafast acquisition and
that are amenable to chip-scale integration. Ex-
isting dual-comb LIDAR concepts cannot ful-
fill these requirements because they rely either
on cavity-stabilized mode-locked fiber lasers (6)
or on spectral broadening of initially narrow-
band seed combs (9), which typically require
delicate fiber-based dispersion management
schemes, usually in combination with interme-
diate amplifiers.
Here, we show that dissipative Kerr soliton

(DKS) states (12, 13) in microresonator-based
optical frequency combs (14, 15) provide a route
to integrated LIDAR systems that combine sub-
wavelength accuracy and unprecedented acqui-
sition speed with scalable fabrication, robust
implementation, and compact form factors. DKSs
are solutions of a driven, damped, and detuned
nonlinear Schrödinger equation, often referred
to as a Lugiato-Lefever equation (16). Such ultra-
short temporal solitons can circulate continu-
ously in the cavity, relying on a double balance
of dispersion and nonlinearity as well as para-
metric gain and cavity loss (13). In the frequency

domain, DKS pulse trains correspond to optical
frequency combs, which combine large band-
widths and smooth spectral envelopes with free
spectral ranges in the range from tens of giga-
hertz to a few terahertz. Microresonator-based
DKSs have recently been used in low-noise mi-
crowave generation (17), frequency metrology
(18), dual-comb spectroscopy (19), coherent com-
munications (20), and optical frequency synthe-
sis (21). In our demonstrations, we exploit DKS
combs for synthetic-wavelength interferometry
with massively parallel multiheterodyne detec-
tion. Our scheme is based on a pair of free-
running comb generators and does not require
phase locking of the combs to each other. The
large optical bandwidth of more than 11 THz
leads to highly precise distance measurements
with Allan deviations reaching 12 nm at an av-
eraging time of 14 ms, whereas the large free
spectral range (FSR) enables high-speed mea-
surements at rates of up to 100 MHz. We prove
the viability of our technique by sampling the
naturally scattering surface of air-gun projec-
tiles on the fly, achieving lateral spatial reso-
lutions of more than 2 mm for object speeds of
more than 150 m/s.
For DKS comb generation, we use a pair of

CW-pumped silicon nitride (Si3N4) microring re-
sonators on separate chips (22–24). The devices
(Fig. 1A) are fabricated using the photonic Dam-
ascene process (25), which enables crack-free
fabrication of high-quality (Q) microresonators
(Q > 1 million) with large waveguide dimen-
sions (1.65 by 0.85 mm). DKS comb generation
is achieved by sweeping the pump laser fre-
quency from the effectively blue-detuned to a
defined point in the effectively red-detuned re-
gime of a selected cavity resonance, where the
microresonator system supports soliton forma-
tion (13) (Fig. 1B). Once the laser scan stops, typ-
ically a multisoliton state is generated. By next
applying the backward frequency tuning tech-
nique (26), a single-soliton state corresponding
to an optical frequency comb with a spectrally
smooth squared hyperbolic secant (sech2) shape
envelope (Fig. 1C) is achieved in a deterministic
manner. A more detailed description of the ex-
perimental setup and of the microresonator de-
vices can be found in (27).
The experimental setup used for dual-comb

ranging is depicted in Fig. 2A. For multihetero-
dyne detection, we use two Kerr comb genera-
tors with slightly different free spectral ranges of
wS,r/2p = 95.842 GHz and wLO,r/2p = 95.746 GHz,
respectively. To demonstrate that our concept
does not require phase locking of the DKS combs,
we used a pair of free-running CW lasers to pump
the microresonators and compensate for the
stochastic phase drifts by digital signal process-
ing (27). The pump light for the signal and the
Local oscillator (LO) comb is amplified by erbium-
doped fiber amplifiers (EDFA) to power levels of
3.5 and 2.6 W, respectively, and then coupled to
the microresonator chips with a coupling effi-
ciency of ~60% per facet. The resulting combs
feature overall power levels of 4.3 and 2.5 mW and
are amplified by a pair of C+L–band (1530 to
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1565 nm and 1565 to 1625 nm) EDFA to 450 mW
to improve the measurement accuracy. A spec-
trum of an amplified comb is shown in Fig. 2C.
The gain bandwidth of the EDFA limits the num-
ber of usable lines to about 115, which is suffi-
cient for our experiments.
For distance measurements, the signal comb is

split by a fiber-based 50:50 coupler, and one part is
routed to the target and back to a balancedmea-
surement photodetector (meas. PD), while the
other part is directly sent to the balanced reference
detector (ref. PD); see Fig. 2A. Measurement and
reference PDs feature bandwidths of 43 GHz.
Similarly, the LO comb is split into two portions,
which are routed to themeasurement PDand the
reference PD for multiheterodyne detection. The
resulting baseband signal contains discrete beat
notes, which are recorded by a 33-GHz real-time
sampling oscilloscope and separated bymeans of
a numerically calculated Fourier transform. The
distance to the target is extracted from the phase
of the baseband beat notes. Data processing and
evaluation are performed offline; see (27) for
details of the underlying algorithms.
Figure 2B shows the Fourier transform of a

recorded baseband signal, revealing the various
beat notes between the signal and LO comb
lines. The spacing of the beat notes is given by
the difference of the line spacing of the LO and
the signal comb and amounts to Dfr = Dwr/2p =
96.4 MHz, thereby dictating a minimum possi-
ble acquisition time of Tmin = 1/Dfr = 10.4 ns and
a maximum possible distance acquisition rate
of 96.4 MHz.
For a thorough stability and precision analy-

sis of our dual-comb scheme, we measure the
distance to a static mirror and evaluate the Allan
deviation. The entire measurement contains a
series of ~1.1 × 106 individual data points taken
at an acquisition time of 10.4 ns per point, lead-
ing to a total duration of ~12 ms. The extracted
Allan deviation is plotted in Fig. 2D. At an aver-
aging time of 10.4 ns, the Allan deviation amounts
to 284 nm, and it decreases to 12 nm for an av-
eraging time of 13 ms. At small averaging times,
the Allan deviation decreases with increasing
averaging time, as expected for dominating white
noise such as shot noise or amplified spontane-
ous emission (ASE) originating from the EDFA.
For larger averaging times, the Allan deviation
increases, which we attribute to thermal drift
of the fibers and to mechanical vibrations at
acoustic frequencies. The current measurement
accuracy is hence only limited by a nonideal im-
plementation of the system. Further improve-
ments are possible by reducing the ASE noise
floor of the EDFA and by avoiding thermal drift
and mechanical vibrations. Fundamentally, the
measurement accuracy is only limited by ineviable
shot noise and possibly by additional ASE noise
of ideal EDFA. For comb powers of 10 mW, this
would allow for measurement accuracies of
better than 10 nm at the highest acquisition rate
of 100 MHz; see (27) for details.
Besides the Allan deviation, we also estimated

the accuracy of our technique by measuring var-
iable distances to a target that is moved over a

full ambiguity distance Lamb ¼ c
2

2p
wS;r

(Fig. 2E).
In this experiment, the target mirror is stepped in
increments of 50 mm using a feedback-stabilized
stage with a positioning accuracy of more than
50 nm. To reduce the impact of fiber drift, the
distance measurement is continuously switched
between the movable target mirror and a static
calibration mirror in quick succession, taking
between 6500 and 9500 measurements with the
full acquisition rate of ~96 MHz on each mirror;
see (27). From these measurements, we extract
the distance to the target mirror and the asso-
ciated standard deviation; see (27) for details. In
the upper part of Fig. 2E, the measured distance
is plotted as a function of the distance set by the
translation state. Measured distances exceeding
the ambiguity distance of Lamb = 1.56 mm are
unwrapped manually. The bottom part of Fig.
2E shows the residual deviations of the mea-
sured positions from the set positions along
with the respective standard deviations indi-
cated as error bars. Importantly, no cyclic error
is observed throughout the ambiguity distance.
We determine the accuracy of our measurement
to 188 nm, defined as the standard deviation
of the residuals, which are of the same order of
magnitude as the 50-nm positioning accuracy of
the stage specified by the manufacturer. In this
measurement, the refractive index of air is con-
sidered according to Ciddor’s formula for ambient

laboratory conditions. The measured 188-nm stan-
dard deviation of the residuals is still dominated
by drift and acoustic vibrations of the measure-
ment setup rather than by the measurement sys-
tem itself, despite compensation via the static
calibration mirror. This can be inferred from
the fact that the standard deviation of 188 nm is
still much larger than the intrinsic system-related
errors of 5 nm that should be expected for the
averaging time of 100 ms; see (27) for a more
detailed discussion.
To validate the reproducibility of our system

and to benchmark the results with respect to
existing techniques, we measured the profile
of a quickly rotating disk with grooves of dif-
ferent depths on its surface (see Fig. 3A). In this
experiment, the measurement beam is focused
to the surface near the edge of the disk, which
rotates at a frequency of about 600 Hz, thus
resulting in an edge velocity of 160 m/s. The dis-
tance acquisition rate in this experiment amounts
to 96.5 MHz, limited by the spectral spacing of
Dwr/2p of the beat notes in the baseband photo-
current but not by the acquisition speed of our
oscilloscopes. The resulting profiles are shown
in Fig. 3B for two measurements, which were
taken independently from one another during
different round trips of the disc. Measurement
points close to the edges of the grooves may suf-
fer from strong scattering and low power levels,
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Fig. 1. Dissipative Kerr soliton (DKS) generation in silicon nitride (Si3N4) microresonators.
(A) Scanning electron microscopy image of a silicon nitride microresonator with a radius of 240 mm.
The checkerboard pattern results from the photonic Damascene fabrication process (25). (B) Visualization
of the backward tuning technique. The pump laser wavelength is changed from an effective blue-
detuning into an effective red-detuned state, thereby increasing the intracavity power and giving rise
to modulation instability (arrow I). Eventually, the intracavity field switches from this chaotic state
into a multisoliton state when the laser tuning is stopped. From there on, the laser wavelength is tuned
toward lower wavelengths, decreasing the number of solitons until a single-soliton state is reached.
The decreasing number of solitons is visible by the decreasing steps of the intracavity power (arrow II).
(C) Spectrum of a DKS optical frequency comb with zoom-in. The spectrum combines large
bandwidth and a smooth spectral envelope and features a line spacing of ~100 GHz.
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which lead to unreliable distance information.
Using the fit error of the linear phase charac-
teristic as a quality criterion, our technique allows
identification of such nonusable measurement
points and allows automatically discarding them
from the data; see (27) for details. The raw data
of both measurements was further subject to
vibrations of the disk arising from the driving
engine. These vibrations have been removed by
fitting a polynomial to the top surface of the disk
and by using it for correction of the overall mea-
surement data. In a first experiment, we analyze
the reproducibility of the technique by a detailed
comparison of the results obtained from the two
measurements (see Fig. 3B, Inset 1). The mea-
sured profiles exhibit good agreement regarding
macroscopic features such as the groove depth,
as well as microscopic features such as surface
texture and a decrease of depth toward the edge
of the groove. Deviations are attributed to the
fact that the two measurements have been taken
independently and might hence not have sam-
pled the exact same line across the groove. In
addition, we benchmark our technique by com-
paring the obtained profile of a single groove

with a profile obtained from an industrial optical
coordinate-measuring machine (CMM, Werth
VideoCheck HA) (Fig. 3B, Inset 2). Both profiles
are in good agreement, with some minor devia-
tions that we again attribute to slightly differ-
ent measurement positions along the analyzed
groove.
Ultrafast ranging is demonstrated by measur-

ing the profile of a flying air-gun bullet that is
shot through the focus of the measurement beam
(see Fig. 3C). The projectile moves at a speed of
150 m/s (Mach 0.47), which, together with the
acquisition rate of 96.2 MHz, results in a lateral
distance of 1.6 mm between neighboring sam-
pling points on the surface of the bullet. The full
profile of the projectile is taken during a single
shot and depicted in red in Fig. 3D along with a
reference measurement obtained from the static
bullet using a swept-source optical coherence
tomography system (dark blue). For better com-
parison, the two profiles were rotated and an
actual speed of the bullet of 149 m/s was esti-
mated for best agreement. Both curves clearly
coincide and reproduce the shape of the fired
projectile. Missing data points in the dual-DKS-

comb measurement at the tip of the projectile
are caused by low power levels of the back-coupled
signal, which is inevitable for such steep sur-
faces in combination with the limited numer-
ical aperture of the lens used for collecting the
backscattered light. As before, these measure-
ment points have been discarded from the data
based on a large fit error of the linear phase char-
acteristic (27). An image of the projectile after
recovery from the backstop exhibits a strong
corrugation of the bullet toward its back (Fig.
3E). This leads to deviations of the measured
profiles in Fig. 3D toward the right-hand side,
since the strongly corrugated surface of the pro-
jectile in this area has very likely been sampled
at two different positions.
To make dual-DKS-comb ranging a viable op-

tion for practical applications, the limited ambi-
guity distance of 1.56 mm must be overcome.
This can be achieved, for example, by switch-
ing the role of the LO comb and the measure-
ment comb (6) or by sending the LO comb also
to the target while evaluating not only the dif-
ference signal of the balanced photodetectors
but also the sum (28). Using such techniques,
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Fig. 2. Experimental demonstration and performance characteriza-
tion. (A) Experimental setup. DKS combs are generated by a pair of silicon
nitride (Si3N4) microresonators, which are pumped by free-running CW
lasers and EDFA. After suppressing residual pump light by fiber Bragg
gratings (not shown), the combs are amplified by another pair of EDFA.
The signal comb (red) is split, and one part is routed to the target and back
to a balanced measurement photodetector (Meas. PD) by optical fibers,
an optical circulator (CIRC), and a collimator (COL), while the other part is
directly sent to the balanced reference detector (Ref. PD). Similarly, the LO
comb is split into two portions, which are routed to the measurement PD and
the reference PD for multiheterodyne detection. The resulting baseband beat

signals are recorded by a 33-GHz real-time sampling oscilloscope. Digital
signal processing is performed offline. (B) Numerically calculated Fourier
transform of a recorded time-domain signal. (C) Optical spectra of the
signal comb (red) and the local oscillator comb (blue) after amplification.
(D) Allan deviation of measured distances as a function of averaging
time. The increase toward longer averaging times is attributed to drifts
and to mechanical vibrations of the fibers that lead to the target (27).
(E) (Top) Scan of measured position versus set position in steps of 50 mm
over the full ambiguity distance (marked by dashed lines). (Bottom)
Residual deviations (“residuals”) between measured and set positions,
with standard deviations as error bars.

RESEARCH | REPORT
on F

ebruary 22, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


Trocha et al., Science 359, 887–891 (2018) 23 February 2018 4 of 5

Spinning disk
160 m/s

Airgun

Collimator Collimator

LensLens

Bullet
 150 m/s

Position (5 mm/div)

Dual-DKS-comb measurement  1
Dual-DKS-comb measurement  2

P
ro

fil
e 

(m
m

)

P
ro

fil
e 

(1
0 

µ
m

/d
iv

)

P
ro

fil
e 

(µ
m

)

P
ro

fil
e 

(m
m

)

Position (1 mm/div)

Time (2 µs/div)

Time (50 µs/div)

Time (1 µs/div)

Position (0.5 mm/div) Position (0.2 mm/div)

Time (10 µs/div) 

Ultrafast rangingReproducibility and benchmarking

0

0 1 2 6 7 8

2

1

-0.2

-0.4

0

-60

-120

0

Dual-DKS-comb (dynamic)
Swept-source OCT (static)

Measurement 1
Measurement 2

Dual-DKS-comb
Optical CMM

Dual-DKS Setup Dual-DKS Setup

 
Si N 3 4

100 
µm

 
Si N 3 4

12

100 
µm

Fig. 3. Reproducibility, benchmarking, and ultrafast ranging demon-
stration. (A) Setup for reproducibility and benchmarking experiments. The
measurement beam is focused on the surface of a spinning disk with
grooves of different depths. (B) Measured surface profile of the disk as
a function of position (bottom scale) and time (top scale). The plot
contains two independent measurements depicted in blue and green.
(Inset 1) Reproducibility demonstration by detailed comparison of the two
independent measurements plotted in (B). The measured profiles exhibit good
agreement regarding both macroscopic features, such as the groove depth,

and microscopic features. (Inset 2) Benchmarking of the high-speed dual-
DKS-comb measurement to the results obtained from an industrial optical
CMM. (C) Setup of ultrafast ranging experiment. (D) Measured profile of
the projectile obtained from single-shot in-flight dual-DKS-comb mea-
surement (red), along with a swept-source optical coherence tomography
(OCT) profile scan that was recorded on the static projectile after recovery
from the backstop. The deviations toward the back end of the projectile
are attributed to strong corrugations in this area; see (E). (E) Image
of the projectile after recovery from the backstop.

Fig. 4. Artist’s view of a dual-comb chip-scale LIDAR engine.The
system consists of a dual-frequency comb source (A), a photonic
integrated circuit (PIC) for transmission and detection of the LIDAR signal
(30) (B), and data acquisition and signal processing electronics (C). The
system is realized as a photonic multichip assembly that combines the

distinct advantages of different photonic integration platforms. The insets
show various technologies that could be used to realize the envisioned LIDAR
engine. (Inset 1) Si3N4 microresonator for comb generation (24, 25). (Inset
2) Photonic wire bonds for chip-chip connections (29). (Inset 3) Facet-
attached microlens for collimation of the emitted free-space beam (31).
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high-precision ranging over extended distances
should be possible, only limited by coherence
lengths of the individual comb lines, which amount
to several kilometers. The high acquisition rate
allows tracking continuous movements of objects
at any practical speed, with an ambiguity limit
of ~145,000 m/s.
Our experiments demonstrate the viability of

chip-scale DKS comb generators to act as op-
tical sources for high-performance ranging sys-
tems and are a key step toward fully integrated
chip-scale LIDAR engines, as illustrated as an
artist’s view in Fig. 4. In this vision, the LIDAR
system is realized as a photonic multichip as-
sembly, in which all photonic integrated circuits
are connected by photonic wire bonds (Fig. 4,
Inset 2) (29). The comb generators are pumped
by integrated CW lasers, and a dedicated optical
chip is used to transmit and receive the optical
signals (30). The receiver is equipped with a chip-
attached microlens that collimates the emitted
light toward the target (Fig. 4, Inset 3) (31). The
electrical signals generated by the photodetec-
tors are sampled by analog-to-digital converters
(ADC) and further evaluated by digital signal
processing in powerful field-programmable gate
arrays (FPGA) or application-specific integrated
circuits. Free-running pump lasers greatly sim-
plify the implementation in comparison with
configurations where two comb generators are
simultaneously pumped by a single light source.
Although most of the technological building
blocks for realizing this vision have already been
demonstrated, one of the remaining key chal-
lenges is to reduce the power levels required for
DKS generation to typical output power levels
of state-of-the-art diode lasers. This requires sil-
icon nitride microresonators with higher quality
factors that can be achieved by optimizing the
waveguide geometry and the fabrication pro-
cesses. We expect that such optimizations will
allow increasing the Q-factor by about one order
of magnitude, thus reducing the pump power

requirements by two orders of magnitude. Alter-
natively, other integration platforms, such as
silicon oxide or AlGaAs, can be used, permitting
comb generation with only a few milliwatts of
pump power (32). These power levels are real-
istically achievable with integrated pump laser
diodes. Based on these findings, we believe that
DKS-based dual-comb LIDAR could have a trans-
formative impact on all major application fields
that require compact LIDAR systems and high-
precision ranging, in particular when combined
with large-scale nanophotonic phased arrays
(10, 11). Acquisition rates of hundreds of mega-
hertz could enable ultrafast three-dimensional
imaging with megapixel resolution and update
rates of hundreds of frames per second.
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METASURFACES

Infrared hyperbolic metasurface
based on nanostructured
van der Waals materials
Peining Li,1 Irene Dolado,1 Francisco Javier Alfaro-Mozaz,1 Fèlix Casanova,1,2

Luis E. Hueso,1,2 Song Liu,3 James H. Edgar,3 Alexey Y. Nikitin,2,4

Saül Vélez,1* Rainer Hillenbrand2,5†

Metasurfaces with strongly anisotropic optical properties can support deep
subwavelength-scale confined electromagnetic waves (polaritons), which promise
opportunities for controlling light in photonic and optoelectronic applications. We
developed a mid-infrared hyperbolic metasurface by nanostructuring a thin layer of
hexagonal boron nitride that supports deep subwavelength-scale phonon polaritons
that propagate with in-plane hyperbolic dispersion. By applying an infrared nanoimaging
technique, we visualize the concave (anomalous) wavefronts of a diverging polariton
beam, which represent a landmark feature of hyperbolic polaritons. The results illustrate
how near-field microscopy can be applied to reveal the exotic wavefronts of polaritons
in anisotropic materials and demonstrate that nanostructured van der Waals materials
can form a highly variable and compact platform for hyperbolic infrared metasurface
devices and circuits.

O
ptical metasurfaces are thin layers with
engineered optical properties (described
by the effective permittivities in the two
lateral directions), which are obtained by
lateral structuring of the layers (1–3). Ap-

plications include flat lenses, high-efficiency
holograms, generation of optical vortex beams,
and manipulation of the polarization state of
light (1–5). With metallic metasurfaces, one can
also control the properties of surface plasmon
polaritons (SPPs, electromagnetic waves arising
from the coupling of light with charge oscilla-
tions in the metasurface) propagating along the
metasurface. The near-field enhancement and
confinement provided by SPPs are other effective
means for controlling the phase and polariza-
tion of transmitted light, or the thermal radiation
emitted from the metasurface (2, 3). Metasurfaces
can also be used to control the properties of SPPs
in nanophotonic circuits and devices for appli-
cations such as unidirectional excitation of SPPs,
modulation of SPPs, or two-dimensional (2D)
spin optics (2, 6, 7).
Recently, hyperbolic metasurfaces (HMSs)

were predicted, which are uniaxial metasurfaces
where the two effective in-plane permittivities eeff,x
and eeff,y have opposite signs (2, 6). In such mate-
rials, the SPPs exhibit a hyperbolic in-plane disper-
sion, i.e., the isofrequency surface in wave vector
space describes open hyperboloids (2, 6, 8–13).

Consequently, the polaritons on HMSs possess
an extremely anisotropic in-plane propagation
(i.e., different wave vectors in different lateral
directions). This behavior leads to remarkable
photonic phenomena. For example, the wave-
fronts of a diverging polariton beam emitted
by a pointlike source can exhibit a concave cur-
vature (6, 8), in stark contrast to the convex
wavefronts in isotropic materials. Further, the
large wave vectors (limited only by the inverse
of the structure size) yield a diverging, anoma-
lously large photonic density of states, which
can be appreciably larger than that of isotropic
SPPs (2, 8). Such polariton properties promise
intriguing applications, including planar hyper-
lenses (2, 8), diffraction-free polariton propaga-
tion (6, 13), engineering of polariton wavefronts
(6), 2D topological transitions (8), and super-
Coulombic optical interactions (10).
HMSs could be created artificially by lateral

structuring of thin layers of an isotropic mate-
rial (2, 6, 13). Alternatively, 2D materials with
natural in-plane anisotropy, e.g., black phospho-
rous, could represent a natural class of HMSs
(14–16). However, only a few experimental studies
at microwave (11, 12) and visible frequencies (13)
have been reported so far, demonstrating only
weakly confined SPPs on structured metal sur-
faces. Artificial HMSs at mid-infrared and tera-
hertz frequencies (corresponding to energies
of molecular vibrations and thermal emission
and absorption) have not been realized yet, and
visualization of the diverging concave wavefronts
of deeply subwavelength-scale confined in-plane
hyperbolic polaritons on either artificial or natural
HMSs has been elusive.
Here we propose, design, and fabricate a mid-

infrared HMS by lateral structuring of thin layers
of the polar van der Waals (vdW) material hex-

agonal boron nitride (hBN). In contrast to metal
layers, they support strongly volume-confined
phonon polaritons (quasiparticles formed by
the coupling of light with lattice vibrations) with
notably low losses, thus representing a suitable
basis for mid-infrared HMSs.
The material hBN is a polar vdW (layered)

crystal, thus possessing a uniaxial permittivity
(17–23). It has a mid-infrared Reststrahlen band
from 1395 to 1630 cm−1 (24), where the in-plane
permittivity is negative and isotropic, ehBN,x =
ehBN,y = ehBN,⊥ < 0, and the out-of-plane permit-
tivity is positive, ehBN,z = ehBN,|| > 0. As a result,
the phonon polaritons in natural hBN exhibit an
out-of-plane hyperbolic dispersion, whereas the
in-plane dispersion is isotropic (17–23). The iso-
tropic (radial) propagation of the conventional
hyperbolic phonon polaritons (HPhPs) in a nat-
ural hBN layer is illustrated with numerical sim-
ulations (Fig. 1, A to D), where a dipole above
the hBN layer essentially launches the funda-
mental slab mode M0 (17–19). To turn the hBN
layer into an in-plane HMS, a grating structure
is patterned, consisting of hBN ribbons of width
w that are separated by air gaps of width g (Fig.
1E). Because of the anisotropic permittivity of
hBN, however, the hBN grating represents a
biaxial layer exhibiting three different effective
permittivities (eeff,x ≠ eeff,y ≠ eeff,z), in contrast to
uniaxial metal gratings where eeff,x ≠ eeff,y = eeff,z
(which can be considered as canonical HMS struc-
tures at visible frequencies). These designed bi-
axial layers can support highly confined polaritons
with in-plane hyperbolic dispersion. They could
be considered as Dyakonov polaritons (25), which
are similar to Dyakonov waves on biaxial di-
electric materials (26).
We first applied effective medium theory (25)

to determine the parameters required for the
grating to function as an HMS. The effective
permittivities were calculated as a function of
ribbon and gap widths, w and g (figs. S1 and S2),
according to

eeff;x ¼ 1=
1� x
ehBN;⊥

þ x

� �

ð1Þ

eeff;y ¼ ehBN;⊥ð1� xÞ þ x ð2Þ

eeff;z ¼ ehBN;∥ð1� xÞ þ x ð3Þ

where x = g/(w + g) is the so-called filling factor.
We find that the condition for well-pronounced
in-plane hyperbolic dispersion, –10 < Re(eeff,y)/
Re(eeff,x) < 0, can be fulfilled in the frequency
range 1400 to 1500 cm−1 for filling factors in the
order of x = 0.5. For example, at a frequency w =
1425 cm−1 (ehBN,⊥ = –22.2 + 0.9i and ehBN,|| = 2.6),
we obtain eeff,x = 3.7, eeff,y = −15.2 + 0.6i, and
eeff,z = 2.1 for w = 70 nm and g = 30 nm, which
corresponds to a grating structure that can be
fabricated by electron beam lithography and
etching. Note that the same effective in-plane
permittivities for a metal grating [Re(emetal) <
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–1000 at mid-infrared frequencies] would re-
quire 100-nm-wide ribbons separated by less
than 1-nm-wide gaps (fig. S1), thus strongly chal-
lenging their fabrication. Alternatively, one could
use doped semiconductors and (isotropic) polar
crystals, where the permittivities in the mid-
infrared and terahertz spectral range are similar
to that of hBN (27, 28). However, the losses in
doped semiconductors are typically larger than
those in hBN. Phonon polaritons in polar crystals
such as SiC exhibit low losses similar to hBN,
but thin layers are difficult to grow without de-
fects, which increase losses (27, 28). Thus, hBN
represents a promising material for the exper-
imental realization of grating-based HMSs, owing
to the easy preparation of high-quality single-
crystalline thin layers.
To verify the HMS design parameters, we

carried out numerical simulations (see supple-
mentary materials, note S3) of dipole-launched

polaritons on a 20-nm-thick hBN grating, using
w = 70 nm, g = 30 nm, and bulk hBN permit-
tivities at w = 1425 cm−1 (Fig. 1, F and G). The
typical hyperbolic polariton rays can be seen in
the intensity image (Fig. 1F), whereas the real part
of the electric field distribution reveals the con-
cave polariton wavefronts (Fig. 1G). The formation
of these wavefronts arises from an interference
phenomenon of polaritons that propagate with
a direction-dependent wavelength (determined
by the hyperbolic isofrequency curves) at a given
frequency. Fourier transform (FT) of Fig. 1G
corroborates the polaritons’ in-plane hyper-
bolic dispersion and large wave vectors (deep
subwavelength-scale confinement) thus showing
that the biaxial grating structure functions as a
HMS (Fig. 1H). We repeated the numerical sim-
ulation of dipole-launched polaritons on a 20-nm-
thick biaxial layer with the corresponding effective
permittivities (fig. S3). Excellent quantitative

agreement is found with the simulated near-
field distribution above the grating structure.
The numerical simulations also show that the

wave vector (and thus the confinement) of the
hyperbolic metasurface phonon polaritons (HMS-
PhPs) is increased compared to that of the
conventional HPhPs on the natural hBN layer
(compare Fig. 1H with 1D). They further dem-
onstrate that the HMS-PhP propagation depends
on frequency (Fig. 1, J to L) and that it can be tuned
by varying the structure size (Fig. 1, F, I, and J).
For an experimental demonstration of our

proposed metasurface, we etched a 5 mm–by–5 mm
grating (schematic in Fig. 2A and topography
image in Fig. 2B) into a 20-nm-thick exfoliated
flake of isotopically enriched (29–31) low-loss
hBN (see supplementary materials, note S1).
The ribbon and slit widths are 75 and 25 nm,
respectively (fig. S4). Near-field polariton inter-
ferometry was used to show that the grating
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Fig. 1. Dipole-launching of hBN phonon polaritons. (A) Schematic of
dipole launching of phonon polaritons on a 20-nm-thick hBN flake. h,
height. (B) Simulated magnitude of the near-field distribution above the
hBN flake, |E|. (C) Simulated real part of the near-field distribution above
the hBN flake, Re(Ez). (D) Absolute value of the Fourier transform
(FT) of panel (C). kx and ky are normalized to the photon wave vector k0.
(E) Schematic of dipole launching of phonon polaritons on a 20-nm-thick
hBN HMS (ribbon width w = 70 nm; gap width g = 30 nm). (F) Simulated

magnitude of the near-field distribution above the hBN HMS, |E|.
(G) Simulated real part of the near-field distribution above the hBN HMS,
Re(Ez). (H) Absolute value of the FT of panel (G). The features revealed
by the FT of the dipole-launched polaritons can be well fitted by a
hyperbolic curve (white dashed lines). (I to L) Simulated magnitude of
the near-field distributions for HMSs with different gap sizes and operation
frequencies. The grating period w + g is fixed to 100 nm in all simulations.
The white arrows in (B) and (F) display the simulated power flow.
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supports polaritons (17, 18). The metallic tip of
a scattering-type near-field scanning optical
microscope (s-NSOM), acting as an infrared
antenna, concentrates an illuminating infra-
red beam to a nanoscale spot at the tip apex,
which serves as a point source to launch polar-
itons on the sample (Fig. 2A). The tip-launched
polaritons reflect at sample discontinuities (such
as edges and defects), propagate back to the tip,
and interfere with the local field below the tip.
Recording the tip-scattered field (amplitude
signal s in our case; see supplementary mate-
rials, note S2) as a function of the tip position
yields images that exhibit interference fringes
of lp/2 spacing, where lp is the polariton wave-
length (17, 18).
Figure 2C shows the polariton interferometry

images of our sample measured at four different
frequencies. On both the grating (HMS) and the
surrounding (unpatterned) hBN flake, polariton

fringes are observed. On the grating, we see
fringes only parallel to the horizontal HMS bound-
ary, which could be explained by a close-to-zero
reflection at the left and right boundaries of
the grating, or, more interestingly, by the absence
of polariton propagation in the x direction (hor-
izontal), the latter being consistent with hyper-
bolic polariton dispersion. We further observe a
nearly twofold-reduced fringe spacing on the
grating, dHMS, compared to that of the unpat-
terned flake, dhBN (see line profiles in Fig. 2D),
indicating superior polaritonic-field confine-
ment on the grating. For further analysis (see
also fig. S5), we compare in Fig. 2, F and G, the
experimental polariton wave vectors k = 2p/lp =
p/d (squares) with isofrequency curves of the
calculated polariton wave vectors (solid lines).
The calculation predicts a hyperbolic isofre-
quency curve for the grating polaritons, where
the wave vector in the y direction is increased

by nearly a factor of two, which quantitatively
matches our experimental observation well.
Although the polariton confinement increases
on the HMS, the calculated relative propagation
length [often used as figure of merit (FOM) =
k/g, with k and g being the real and imaginary
parts of the complex wave vector K (17, 31)] and
polariton lifetime remain nearly the same (fig.
S6). Experimentally, however, the FOM and life-
time on the metasurface are reduced by more
than 35% as compared to that of polaritons on
the unpatterned flake, which we attribute to
polariton losses caused by fabrication imperfec-
tions leading, for example, to polariton scatter-
ing (figs. S7 and S8).
The near-field images provide experimental

indication that the hBN grating functions as
an in-plane HMS. However, they do not reveal
anomalous (concave) wavefronts such as the
ones observed in Fig. 1. This can be under-
stood by considering that only the polaritons
propagating perpendicular to the metasurface
boundary are back-reflected to the tip and thus
recorded (Fig. 2E). The anomalous wavefronts
are the result of interference of hyperbolic
polaritons propagating in all allowed directions.
To obtain real-space images of the anomalous
wavefronts, we performed near-field imaging of
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(A) Schematic of the near-field polariton interferometry experiment. IR, infrared. (B) Topography
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interfere with the local field underneath the tip. Tip-launched polaritons propagating in other
directions cannot be probed by the tip. The orange dashed lines mark the boundaries of the HMS.
(F and G) Experimental (squares) and numerically calculated (solid lines) wave vectors of phonon
polaritons on the unpatterned flake and the HMS, respectively. The line colors indicate the frequency
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Fig. 3.Wavefront imaging of antenna-launched
HMS-PhPs. (A) Schematic of the experiment.
(B) Topography image. The lines illustrate
wavefronts of HMS-PhPs on the HMS (yellow
and black) or phonon polaritons on the unpat-
terned flake (yellow and blue). (C) Near-field
image recorded at w = 1430 cm−1, clearly
revealing concave wavefronts of HMS-PhPs
emerging from the rod’s upper extremity.
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HMS polaritons emerging from a nanoscale con-
fined source located directly on the sample.
For nanoimaging of the polariton wavefronts,

we used antenna-based polariton launching (32).
A gold rod acting as an infrared antenna was
fabricated on top of the sample studied in Fig. 2
(schematic in Fig. 3A and topography image
in Fig. 3B). Illumination with p-polarized infra-
red light excites the antenna, yielding nanoscale
concentrated fields at the rod extremities, which
launch polaritons on either the metasurface or
the unpatterned flake (upper and bottom parts
of Fig. 3, B and C, respectively). The polariton
field propagating away from the antenna, Ep,
interferes with the illuminating field, Ein, yield-
ing interference fringes on the sample (illustrated
by solid lines in Fig. 3B) (19). This pattern is
mapped by recording the field scattered by the
metal tip of the s-NSOM while the sample is
scanned. Because Ein is constant (i.e., indepen-
dent of sample position), the interference pat-
tern observed in the amplitude image directly
uncovers the spatial distribution of the polar-
iton field Ep and thus the polariton wavefronts
[note that retardation in first-order approxima-
tion can be neglected owing to the much shorter
polariton wavelength compared to the illumi-
nating photon wavelength (19)].
Figure 3C shows a near-field image of the

antenna on the hBN sample at w = 1430 cm−1.

In the lower part of the image, we clearly ob-
serve the conventional (convex) polariton fringes,
which are caused by antenna-launched HPhPs
on the unpatterned hBN layer (see also fig. S9).
The upper part of the image, in notable con-
trast, exhibits anomalous polariton fringes emerg-
ing from the rod’s upper extremity. They clearly
reveal the concave wavefronts of a diverging
polariton beam on the hBN grating. The image
thus provides clear experimental visualization
of in-plane hyperbolic polaritons and thus ver-
ifies that the grating functions as a HMS. By vary-
ing the illumination frequency, the anomalous
polariton wavefronts can be tuned (Fig. 4A) from
smoothly concave [nearly diffraction-free polariton
propagation (6)] at w = 1435 cm−1 to a wedge-like
shape at w = 1415 cm−1. We corroborate the ex-
perimental near-field images with the numeri-
cal simulations shown in Fig. 4B, which indeed
show an excellent agreement, particularly regard-
ing the fringe spacing and curvatures.
For simplicity, we did not include the metallic

tip into the calculations, which in the exper-
iment launches polaritons simultaneously with
the gold antenna. Analogous to Fig. 2, the tip-
launched polaritons reflect at the boundary be-
tween the hBN grating and the unpatterned hBN
flake, yielding horizontal fringes in the exper-
imental near-field images (marked by arrows
in Fig. 4A) that are not seen in the simulated

images (Fig. 4B). Note that the tip-launched polar-
itons are weakly reflected at the gold antenna
and thus are not producing disturbing interfer-
ence with the antenna-launched polaritons. The
weak polariton reflection at metal structures on
top of hBN samples is consistent with former
observations and could be explained by the hy-
perbolic polaritons propagating through the
hBN underneath the metal structure (19). For
further details on tip-launched versus antenna-
launched polaritons, see also fig. S10.
To determine the in-plane HMS-PhP wave vec-

tors, we performed a FT of the experimental near-
field images of Fig. 4A (fig. S11). The FTs are
shown in Fig. 4C (see also fig. S13), clearly re-
vealing hyperbolic features. They exhibit an ex-
cellent agreement with the numerically calculated
hyperbolic dispersions of HMS-PhPs (white dashed
lines; see supplementary materials, note S3), thus
further corroborating that the real-space im-
ages in Fig. 4A reveal the wavefronts of in-plane
hyperbolic polaritons. Figure 4C also verifies the
large polariton wave vectors k achieved with
our HMS [for example, k = (kx

2 + ky
2)0.5 > 20k0

at w = 1425 cm−1, with k0 being the photon wave
vector], which are considerably larger than that
of the SPPs on metal-based HMSs (k < 3k0)
(12, 13). In principle, the wave vectors predicted
theoretically (Fig. 1H) and observed experimen-
tally (Fig. 4C) could be larger, amounting up to
70k0, which is their theoretical limit given by
the grating period. We explain the nonvisibility
of such large wave vectors by the wave vector dis-
tribution of the near fields of the 250-nm-wide
antenna, which exhibits dominantly small wave
vectors below 28k0. For that reason, large wave
vector polaritons on the HMS are only weakly ex-
cited and masked by small wave vector polaritons.
To increase the excitation and relative weight of
large wave vector HMS-PhPs, we suggest fabricat-
ing launching structures of smaller dimensions.
Indeed, in numerical calculations, we can observe
larger polariton wave vectors (and thus more
pronounced polariton rays) by simply placing the
polariton-launching dipole closer to the HMS
surface (see fig. S12). We can also see a second
(much weaker) hyperbolic feature at larger k
values. We assign it to tip-launched polaritons
that weakly reflect at the gold rod (fig. S13). Be-
cause of their weak reflection, they are barely
recognized in the real-space images of Fig. 4A.
More interestingly, the FTs of the near-field im-
ages verify that the opening angle q of the hyper-
boloids decreases with increasing frequency (fig.
S14). This has been predicted in numerous pre-
vious theoretical and numerical studies (6, 8)
and now can be directly observed in experimen-
tal data.
Considering that fabrication of nanoscale

gratings by electron beam lithography and etch-
ing is a widely applicable technique, we envision
HMSs based on other vdW materials (MoS2,
Bi2Se3, etc.) or multilayer graphene samples, as
well as on thin layers of polar crystals (SiC, quartz,
etc.) or low-loss doped semiconductors (27, 28).
Combinations of different materials could lead
to HMSs covering the entire spectral range,
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Fig. 4. Frequency dependence of HMS-PhP wavefronts. (A and B) Experimental and calculated
near-field distribution of HMS-PhPs launched by the antenna at three different frequencies. Black
arrows in (A) indicate the fringes of polaritons launched by the tip and reflected at the boundary
between the HMS and the unpatterned flake. Black dashed lines indicate the extremity of the gold rod.
(C) Absolute value of the FT of the images shown in (A). White dashed lines represent the numerically
calculated isofrequency curves of antenna-launched HMS-PhPs. The features in the gap between the
hyperbolic isofrequency curves correspond to the FT of the antenna fields that are not coupled to
polaritons (32), analogous to the central circular feature in the FTof the dipole-launched HMS-PhPs
(Fig. 1H). The light-blue circle at w = 1425 cm−1 marks a pixel whose value is still above the noise floor.
The largest polariton wave vectors thus amount to about k = (kx

2 + ky
2)0.5 = [(15k0)

2 + (15k0)
2]0.5 > 20k0.
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from mid-infrared to terahertz frequencies. The
combined advantage of strong polariton-field
confinement, anisotropic polariton propagation,
tunability by geometry and electric gating, as well
as the possibility of developing vdW heterostruc-
tures (33), could open exciting new possibilities
for flatland infrared, thermal, and optoelectronic
applications, such as infrared chemical sensing,
planar hyperlensing (8, 18, 21), exotic optical cou-
pling (10), and manipulation of near-field heat
transfer (2, 8). Real-space wavefront nanoimag-
ing of in-plane hyperbolic polaritons, as dem-
onstrated in our work, will be an indispensable
tool for verifying new design principles and for
quality control.
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INORGANIC CHEMISTRY

Nitrogen fixation and
reduction at boron
Marc-André Légaré,1,2 Guillaume Bélanger-Chabot,1,2 Rian D. Dewhurst,1,2

Eileen Welz,3 Ivo Krummenacher,1,2 Bernd Engels,3 Holger Braunschweig1,2*

Currently, the only compounds known to support fixation and functionalization of dinitrogen
(N2) under nonmatrix conditions are based on metals. Here we present the observation
of N2 binding and reduction by a nonmetal, specifically a dicoordinate borylene. Depending
on the reaction conditions under which potassium graphite is introduced as a reductant,
N2 binding to two borylene units results in either neutral (B2N2) or dianionic ([B2N2]

2–)
products that can be interconverted by respective exposure to further reductant or to air.
The 15N isotopologues of the neutral and dianionicmolecules were preparedwith 15N-labeled
dinitrogen, allowing observation of the nitrogen nuclei by 15N nuclear magnetic resonance
spectroscopy. Protonation of the dianionic compound with distilled water furnishes a
diradical product with a central hydrazido B2N2H2 unit. All three products were characterized
spectroscopically and crystallographically.

T
he element nitrogen is essential for life on
Earth andmakes up over three-quarters of
the atmosphere by volume, yet its common
elemental form (dinitrogen, N2) is extreme-
ly stable and thus difficult to utilize.Nature

overcomes this through the nitrogen-binding en-
zymes called nitrogenases (1, 2), whereas industry
relies on the energy-intensive, transition-metal–
catalyzed Haber-Bosch process (3, 4) to convert
dinitrogen to ammonia for the production of fer-
tilizer. In the century since the discovery of the
Haber-Boschprocess, a number of transition-metal
(TM) species have been found to bind (and even
functionalize) N2 at low temperatures (5–14). The
rare ability of certain transition-metal complexes
to bind N2 is attributed to their advantageous
combination of unoccupied and occupied d or-
bitals, which are of appropriate energy and sym-
metry to synergically accept electron density
from and backdonate to N2 (Fig. 1A). The latter
process, termed p backdonation, weakens the
N-N bond while simultaneously strengthening
the metal-nitrogen bond and is thus crucial in
effectiveN2 binding and activation. In contrast to
transition metals, main-group compounds gen-
erally lack the combination of empty and filled
orbitals required to form bonds of s and p sym-
metry, respectively, and thus very few are able to
provide p backbonding. Accordingly, N2 binding
by p-block compounds is currently restricted to
a handful of highly reactive, most often strongly
Lewis acidic, species generated in the gas phase
or under matrix isolation conditions (15–18). Of
the main-group elements, only the strongly re-
ductive element lithium reacts with N2 at room

temperature (albeit slowly) to give an isolable
product, the binary nitride Li3N (19).
Over the past decade, advances in the chem-

istry of low-valent, low-coordinate main-group
elements have indicated that these compounds,
often bearing reactive lone pairs of electrons as
well as vacant orbitals at the same atom, effec-
tively mimic transitionmetals inmany reactions
(20). Undoubtedly the most well-developed ex-
amples of these are the singlet carbenes (:CR2),
particularly the s-donating and p-accepting car-
benes developed by Bertrand and co-workers
(21). The combination of filled and empty orbit-
als proximal in space and energy in these com-
pounds has facilitated binding and activation of
a number of challenging small molecules such
as H2, NH3, and P4 under mild conditions. Base-
stabilized borylenes (22, 23), compounds contain-
ing a monovalent boron atom and one or two
neutral donor groups (:BRLn;n= 1, 2; R = anionic
substituent; L = neutral donor; Fig. 1B), are a
promising recent addition to the family ofmain-
group metallomimetics. In 2014, Stephan and
Bertrand reported the fixation of CO at the boron
atomof a borylene-like allenic dicoordinate (RBL)
species (Fig. 1B, ii and iii) (24), and we have sub-
sequently detailed photolytic decarbonylation
and donor exchange reactions (Fig. 1B, i to iii) at
monovalent boron centers (25, 26)—all charac-
teristic reactions of transition metals. Our obser-
vation of strong p-backbonding from boron to
CO in a number of borylene complexes (Fig. 1B, i),
which is also a bonding motif critical to end-on
dinitrogen binding to metal centers (Fig. 1A),
inspired us to test our borylene fragment as a
scaffold to bind N2. The suitability of borylenes
as candidates for N2 binding is further under-
lined by a recent report of N2 binding by the
unstabilized borylene “PhB:” under matrix con-
ditions (18).
In previous work, we showed that borylene

species [DurB(CO)(CAAC)] [3, Fig. 1C; Dur =
2,3,5,6-tetramethylphenyl; CAAC = 1-(2,6-

diisopropylphenyl)-3,3,5,5-tetramethylpyrrolidin-
2-ylidene] undergoes photolytic decarbonylation
to generate the transient dicoordinate borylene
[DurB(CAAC)] (2), which could be trapped with
Lewis bases (pyridine, isonitrile, N-heterocyclic
carbene) or would undergo C-H activation in the
absence of a base (26). However, similar attempts
to bind N2 to the boron atom by photodecarbon-
ylation under aN2 atmosphere provided only the
previously reported C-H activation product 4.
During a search for a more convenient syn-

thetic route to 3 {previously accessible only by
addition of CAAC to transition-metal borylene
complex [Fe(BDur)(CO)3(PMe3)] (26)}, we found
that this compound could be prepared by reducing
[(CAAC)BBr2Dur] (1) with potassium graphite
(KC8) under an atmosphere of CO (Fig. 1C). Sim-
ilarly, reduction of 1 under an argon atmosphere
produced the aforementioned C-H activation
product 4. These reactions again suggested the
intermediacy of dicoordinate borylene species
[DurB(CAAC)] (2, Fig. 1C)—but notably without
photolytic conditions that could be detrimental
to the formation ofN2 adducts—prompting us to
attempt this reaction under an atmosphere of N2.
To this end, toluene was added to a solidmixture
of [(CAAC)BBr2Dur] (1) and five equivalents of
KC8 at –80°C under 1 atm of dinitrogen, which
led to an immediate change from colorless to
fuchsia, a color not encountered in analogous
reactions under either argon or CO. The result-
ing mixture was allowed to warm up to room
temperature and after overnight reaction showed
the presence of C-H activation product 4 by 11B
nuclear magnetic resonance (NMR) [dB ~70 and
86 parts permillion (ppm), corresponding to two
diastereoisomers (26)] and provided a very low
yield of dark purple crystals of new compound
5 (Fig. 1C) with a substantially upfield-shifted
11B NMR signal (dB 10.7 ppm).
A single-crystal x-ray diffraction study of these

crystals showed them to comprise the dinitrogen
bis(borylene) compound {[(CAAC)DurB]2(m

2-N2)}
(Fig. 1C and Fig. 2, top). The solid-state structure
of5 showed two [(CAAC)DurB] fragments bound
through their boron atoms to a central N2 unit.
The two halves of the molecule are considerably
different,with theB2-N2-N1 angle [146.1(2)°] signif-
icantly closer to linearity thanB1-N1-N2 [131.9(2)°].
The B1-N1 [1.423(4) Å] and B2-N2 [1.403(5) Å]
distances are equivalent within experimental un-
certainty and are in the range of conventional
B-N double bonds in aminoboranes (27). The
N1-N2 bond length [1.248(4) Å] lies far closer to
the range of N-N double bonds than single bonds
in organic N-N compounds, as exemplified by
azobenzene [d(N=N): 1.247(2) Å] (28) and 1,2-
diphenylhydrazine [d(N–N): 1.394(7) Å] (29),
respectively. However, the B1-N1-N2-B2 torsion
angle [113.3(4)°] is not consistent with double
bonding between two sp2-hybridized nitrogen
atoms. In contrast to 5, dinuclear TM complexes
of N2 predominantly contain linearMNNM axes
(6–14), as the metals’ d orbitals allow overlap
with the two orthogonal p orbitals of N2. Despite
the nonlinear B-N-N-B unit in 5, the solid-state
structure suggests that the B-N bonding in 5
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resembles that of a TM-like (N2-to-M s-donation
andM-to-N2 p-backbonding) coordination com-
plex of N2 rather than that of organic azo (i.e.,
C-N=N-C), hydrazido [C-N(H)-N(H)-C], or diimido
(C=N-N=C) compounds. This is hinted at by the
short B-Ccarbene bonds [B1-C1: 1.528(5) Å; B2-C2:
1.541(4) Å], which suggest that the boron atoms
have monovalent borylene character, to which
theN2unit acts as a Lewiss-donor and p-acceptor.
Indeed, the formal boron-centered lone pairs
of electrons appear to be delocalized between
both theN2 and CAAC ligands in p-backbonding
interactions that are plausibly the key to the
stability of the complex (22, 23). Metal-to-N2

p-backdonation is also known to be an important
factor inmany transition-metal complexes of N2

and to contribute to the weakening of the N2

bond, critical for its functionalization (6–14). Ac-
cordingly, 5 is structurally similar to 3 but features
slightly longer B-Ccarbene bonds [3: 1.499(2) Å],
suggesting that the N2 fragment in 5 accepts a
higher degree of backbonding from boron than
does CO in 3, thus decreasing the B-to-CAAC
backdonation. The strong B-to-N2 backbonding
can also explain the long N-N bond in 5 when
compared tomanybridging, end-on-boundmetal-
dinitrogen complexes (14). The bend in the struc-
ture of 5 is not unexpected, however, as the

geometries of the suitable backbonding orbitals
are different in the case of boron (p) than for
TMs (d). Density functional theory (DFT) calcula-
tions (fig. S1 and table S1) accurately reproduced
the solid-state geometry of 5 and allowed us to
study the orbitals involved in the borylene-N2

bonding. Kohn-Sham orbital analysis of this
structure showed that the HOMO-1 consists of a
combination of one of the N-N(p*) orbitals, the
boron p and the C-Ncarbene(p*) orbitals (fig. S1).
This electronic pattern is typical for the sharing
of boron’s formal lone pair of electrons with both
the CAACandN2 ligands. ComputedWiberg bond
indices (WBIs) on this geometry are consistent

Légaré et al., Science 359, 896–900 (2018) 23 February 2018 2 of 4

Fig. 1. Nitrogen binding motifs to transition metals and borylenes. (A)
Simplified schematic of the bonding in well-known end-on-bound transition
metal N2 complexes (left) and prospective application to monovalent boron
species (BRL) (right, this work). (B) Known photodecarbonylation and ligand

binding chemistry of tri- (i and iii) and dicoordinate (ii) borylene species. (C)
Outcomes of various reduction reactions of dihaloborane adduct 1, including
generation of a transient dicoordinate borylene species (2) and its reaction
with dinitrogen. Dip, 2,6-diisopropylphenyl; Dur, 2,3,5,6-tetramethylphenyl.
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with strong B-N and N-N bonds with multiple-
bond character (N1-N2: 1.51; B1-N1: 1.14; B2-N2:
1.30) (see table S1 for comparison with model
compounds).
As evidenced by 1HNMRspectroscopy,5 exists

in solution as a mixture of two conformers that
interconvert rapidly at room temperature (fig.
S21). At –38°C, the exchange is slow enough to
allow the acquisition of well-resolved spectra
(fig. S22). These show that both conformers are
unsymmetrical, similar to the solid-state struc-
ture, with two distinct sets of CAAC and duryl
resonances for each conformer. Unfortunately,
however, the dinitrogen compound 5 could not
be reproducibly separated from the borylene C-H
activation product 4 owing to the low yield of 5
and the very similar solubilities of the compounds.
Given this complication, and the need for two

borylene fragments to bind the dinitrogen in 5,
we reasoned thatmaximizing the concentration

of the borylene 2 in the reaction solution might
lead to better selectivity to 5 and its isolation.We
therefore sought to use the one-electron reduc-
tion product of 1, the captodatively stabilized rad-
ical [(CAAC)BBrDur] (6, Fig. 1C), as an advanced
intermediate to rapidly generate borylene 2 by a
simple one-electron reduction step. Radical 6,
the bromide analog of previously published radical
[(CAAC)BClDur] (30), was thus prepared and
isolated by reduction of 1with a 1.5-fold excess
of KC8 under argon (Fig. 1C; see supplementary
materials for details). Subsequently, solid 6 was
treated with 10 equivalents of KC8 in toluene at
–80°C under dinitrogen, and the solution turned
an intense fuchsia, indicating the formation of
5. The flask was then placed under 4 atm of
dinitrogen and with stirring warmed to room
temperature over ~20 min, during which time
the initial fuchsia color gave way to deep blue.
After 4 hours of reaction, a dark blue, highly sen-

sitive solid was isolated in good yield (64%) from
thismixture and ascertained to be thedipotassium
complex {[(CAAC)DurB]2(m

2-N2K2)} (7, Fig. 2), a
product of two-electron reduction of dinitrogen
compound 5. Conveniently, in contrast to 5, 7
can be separated from the side-product 4 and its
presumedoverreduction decomposition products
bywashing the solidwith cold pentane. Complex
7 shows a 11B NMR signal at dB 31.2 ppm, sub-
stantially downfield fromthat ofneutral dinitrogen
complex 5 (dB 10.7 ppm). Both solution-state
1H NMR spectroscopy and x-ray crystallography
(Fig. 2) showed that 7 is a symmetrical species,
in contrast to 5. The solid-state structure of di-
potassium compound 7 shows notably shorter
B-Ccarbene bonds [7: 1.470(4) Å] and longer B-N
bonds [7: 1.484(4) Å] than neutral 5. This is
consistent with increased B-to-CAAC backbond-
ing resulting from a lesser degree of B-to-N back-
bonding, to be expected with the population of

Légaré et al., Science 359, 896–900 (2018) 23 February 2018 3 of 4

Fig. 2. Optimized syntheses and crystallographic characterization of
borylene dinitrogen compounds. (A) Reduction of radical 6 to form
dipotassium complex 7. (B) Synthesis of 5 via reversible oxidation of 7 in

air. (C) Product (8) of the protonation of 7 in water. All ellipsoids are shown
at the 50% probability level. Hydrogen atoms (except the nitrogen-bound
hydrogens of 8) and peripheral ellipsoids have been removed for clarity.
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orbitals of the N2 fragment concomitant with
its reduction. TheN-N bond is also slightly (4.5%)
longer in 7 [1.304(3) Å] than in 5. A similar, but
smaller, difference was observed by Holland and
co-workers between a (LFe=N=N=FeL) complex
and its reduced dipotassium congener, the latter
having a 2.8% longer N-N bond (31). Calculations
indicate that the strength of the B-CAAC and B-N
bonds mirrors the structural changes from 5 to
7 (WBI: B1-C1 = B2-C2 = 1.42; B1-N1 = B2-N2 =
0.87). The strength of the N-N bond, by contrast,
does not change substantially (WBI: 1.65) and
remains in the range of the strength for double
bonds. The natural charges of the nitrogen atoms,
however, becomemore negative from 5 (–0.358,
–0.362) to 7 (–0.485), reflective of the reduction of
the dinitrogen fragment. Similar negative charges
appear on the CCAAC atom of 7, consistent with a
rerouting of the boron backbonding from the N2

fragment to the CAAC ligand. Although 7 can be
reliably and reproducibly isolated, it decompo-
ses rapidly when exposed to air, moisture, or
protic compounds, especially when in solution.
Although we could not isolate pure samples of

neutral dinitrogen compound 5 from the reduc-
tion of radical 6 under N2 as it rapidly converts
to 7, we were gratified to observe that the prod-
uct dipotassium complex 7 can be readily oxi-
dized by ambient air to provide pure 5 in good
yield (79%) as deep purple crystals (Fig. 2B).
Compound 5 can also be quantitatively reduced
back to its dipotassium complex 7 by treatment
withKC8 under argon. Alternatively, treating the
dipotassium complex 7 with distilled water led
to a turquoise solution showing no 11B NMR sig-
nal, from which a turquoise solid was isolated in
74% yield. This compound was shown by single-
crystal x-ray diffraction, electron paramagnetic
resonance (EPR) spectroscopy, high-resolution
mass spectrometry, and infrared spectroscopy
(N-H band at n = 3403 cm–1; see Fig. 2C and figs.
S35 toS37) tobe theparamagnetic diradical dibora-
hydrazine compound {[(CAAC)DurB]2(m

2-N2H2)}
(8, Fig. 2C, bottom). The EPR spectrum of a pow-
der sample of 8 at 290 K (fig. S35) shows the typ-
ical signature of a triplet state, with a half-field
signal at about g = 4 and zero-field splitting
parameters of |D/hc| = 0.021 cm−1 and |E/hc| =
0.00083 cm−1. The solid-state structure of 8 also
supports its description as a hydrazine complex.
With a N-N bond length of 1.402(2) Å, 8 is the
only compound of our series to bear a distinct
N-N single bond. The B-N distances [1.435(4) and
1.417(4) Å] are in the range of double bonds, which
explains the planar geometry of the N atoms and
indicates that their nonbonding electron pairs

are donated to boron. Mirroring the conversion
of the dinitrogen moiety to a hydrazido frag-
ment, the computedWBI for the N-N is also the
smallest of the series (1.13), which is consistent
with the assignment of a single bond and similar
to the parent hydrazine and diphenylhydrazine
calculated as model compounds (1.04 and 1.02,
respectively). The N atomic charges are also
the most negative of the series (–0.581, –0.572).
That hydrazino compound 8 is a diradical is un-
surprising, given that stable radicals of the form
[(CAAC)BR2]

• are known, of which the afore-
mentioned radical 6 is an example (30).
As a final confirmation that the products re-

ported herein arise from the fixation of dinitro-
gen, we prepared the 15N isotopologues of the
diamagnetic species 5 and 7 and characterized
them by 15N NMR spectroscopy. Dipotassium
complex 7-15Nwas synthesized in a similarman-
ner to 7 by the reduction of 6 with ~10 equiv-
alents of KC8 under an atmosphere of 15N2

(98% isotopic purity) and was isolated in 40%
yield as a blue solid showing analogous 11B and
1H NMR spectra to 7, and a broad singlet at
235 ppm in its 15N NMR spectrum (fig. S42).
High-resolution mass spectroscopy (HRMS) al-
lowed determination of the exact empirical for-
mula of 7-15N, showing a molecular ion signal
and isotopic distribution corresponding to re-
placement of two K+ ions with H+ ions (as also
observed in the HRMS of its 14N isotopologue 7)
and full 15N enrichment (fig. S43). A C6D6 solu-
tionof7-15Nwassubsequently exposed to ambient
air directly in the NMR tube to give quantitative
conversion to 5-15N as confirmed by 11B and
1H NMR and HRMS (fig. S47). Analogous to 5,
5-15N appears to be present in solution as a pair
of unsymmetrical conformers. Consequently, its
15NNMR spectrumof5-15N displayed four broad
signals at d = 58.8, 52.7, 46.7, and 42.6 (fig. S46).
These results provide an important bridge-

head for dinitrogen activation with elements of
the p block, having the potential to lead to a range
of nitrogen-containing molecules with exciting
applications.
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PALEOCEANOGRAPHY

Breakup of last glacial deep
stratification in the South Pacific
Chandranath Basak,1*†‡ Henning Fröllje,1,2‡ Frank Lamy,3 Rainer Gersonde,3

Verena Benz,3 Robert F. Anderson,4 Mario Molina-Kescher,5 Katharina Pahnke1

Stratification of the deep Southern Ocean during the Last Glacial Maximum is thought
to have facilitated carbon storage and subsequent release during the deglaciation as
stratification broke down, contributing to atmospheric CO2 rise. Here, we present
neodymium isotope evidence from deep to abyssal waters in the South Pacific that
confirms stratification of the deepwater column during the Last Glacial Maximum.The
results indicate a glacial northward expansion of Ross Sea Bottom Water and a Southern
Hemisphere climate trigger for the deglacial breakup of deep stratification. It highlights
the important role of abyssal waters in sustaining a deep glacial carbon reservoir and
Southern Hemisphere climate change as a prerequisite for the destabilization of the water
column and hence the deglacial release of sequestered CO2 through upwelling.

T
he Southern Ocean (SO) has long been rec-
ognized as a key player in regulating at-
mospheric CO2 variations and hence global
climate based on the tight coupling be-
tween SouthernHemisphere (SH) temper-

atures and atmospheric CO2 concentrations (1).
Nevertheless, the mechanisms involved are not
fully understood. The most promising explana-
tion includes changes of the biological pump and
its interaction with ocean circulation in the SO,
where CO2 sequestration and release occur be-
cause of the production of new and upwelling of
old deep waters (2–4). The SO therefore acts as
a component of ocean-atmosphere interactions
that is sensitive to changes in climate and the
stability of the water column. Evidence exists
for a stratified deep SO during the Last Glacial
Maximum (LGM) (5, 6), which led to diminished
gas exchange as comparedwith that of today and
the presence of radiocarbon-depleted deepwaters
in the South Pacific (7) overlying better ventilated
bottomwaters (7–9). With the onset of SHwarm-
ingduring the last deglaciation,whichwas approx-
imately coincident with Heinrich Stadial 1 (HS1),
the SO water column became destratified and
well mixed, releasing sequestered CO2 to the
atmosphere and contributing to the deglacial
atmospheric CO2 rise (4–7 ). The proposed de-
stratificationmechanisms include southward-
shifting westerlies and enhanced upwelling (5),

as well as sea ice retreat, associated buoyancy
flux changes, and increased mixing of northern-
and southern-sourcedwaters (10). Here, we show
evidence for a sharp geochemical boundary be-
tween deep and bottom waters in the Pacific
sector of the SO during the LGM. This deep
stratification is defined by distinct neodymium
(Nd) isotope signatures of the deep and abyssal
waters during the LGM, in contrast to a homog-
eneous Nd isotopic composition of the deep to
abyssal South Pacific today (11). We further sug-
gest a role for SH climate in triggering the break-
up of deep stratification, thus setting the stage
for upwelling and release of sequestered carbon.
We used Nd isotopes (143Nd/144Nd, expressed

as eNd) from fossil fish teeth and debris and

planktic foraminifera fromdeep (3000 to 4000m)
to abyssal (>4000 m) water depths in the South
Pacific inorder to reconstruct thehistoryof thedeep-
water column structure over the past 30,000 years
(Fig. 1 and supplementary materials). The eNd
signature of modern Circumpolar Deep Water
(CDW) (eNd = –8 to –9) (11, 12) is largely deter-
mined by mixing between North Atlantic Deep
Water (NADW) with eNd = –13.5 near its source
(13) andNorth Pacific DeepWater (NPDW)with
eNd = –3.5 (14), with additional contributions
from Antarctic Bottom Water (AABW) with
eNd = –9 and –7 in the South Atlantic (12) and
the South Pacific (11), respectively. It is well
documented that end-member eNd signatures
of NPDWandNADW remained constant at least
for the past 2million years (15 ). Ross Sea Bottom
Water (RSBW) acquires its eNd from Antarctic
shelf sediments. Because the Ross Sea shelf re-
ceives its sediments through glacier transport, a
substantial change in the shelf sediment lithol-
ogy would require a change in provenance and/
or flow direction of the glaciers. Thus,we assume
that the RSBW end member remained constant
and that the observed seawater changes are re-
lated to water massmixing. Previous studies sug-
gest that glacial-interglacial and shorter-term eNd
changes of South Atlantic deep water were con-
trolled by changes in NADW export (16–18). We
present evidence from South Pacific deep (E11-2,
PS75/073-2, PS75/056-1, and PS75/059-2; 3109
to 3613 m water depth) and abyssal (PS75/054-1;
4085 m water depth) (Fig. 1 and table S1) sedi-
ment cores that indicates instead a strong ad-
ditional SH climate control on the development
of the SO deepwater structure and eNd compo-
sition over the past 30,000 years.
All cores have independent age models based

on tuning benthic or planktic d18O records to the
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Fig. 1. Modern hydrography and core locations in the South Pacific. (A) Zonal section [along
stippled line in (B)] of dissolved oxygen (color) (45) and salinity (contours) (46), with depth locations
of studied cores, major deepwater masses, and modern (white) and LGM (black) eNd values at
each core site. (B) Core locations, including reference core MD97-2120, and major Antarctic fronts
(47). APF, Antarctic Polar Front; SAF, Subantarctic Front; STF, Subtropical Front.
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well-dated core MD97-2120 (19, 20), except for
PS75/054-1, which is tied to PS75/056-1 by using
x-ray fluorescence rubidium scans in both cores,
a proxy for dust content (supplementary mate-
rials). The cores cover the depth range ofmodern
lower to upper CDW (L/UCDW) and are there-
fore ideal for monitoring the deglacial evolution
of the deep South Pacific water column structure
(Fig. 1 and supplementarymaterials). Nd isotopes
show lateHolocene core-top values of –8.3 (PS75/
073-2) and –7.2 to –7.7 (PS75/059-2, PS75/056-1,
andE11-2), which is consistentwithmodernCDW,
with slightly different contributions fromNPDW
and NADW related to the difference in depth
and latitudinal position of the cores (Fig. 1 and
fig. S3) (11). The deepest core (PS75/054-1) lacks
Late Holocene sediments, but modern hydrog-
raphy at the core site indicates the presence of
LCDW (Fig. 1A and supplementary materials).
This core is currently located close to the bound-
ary of LCDW and RSBW (the South Pacific
contribution to AABW). Considering that the
temporal resolution of the core is low after HS1,
with the observed changes only supported by
individual data points, we restrict our discussion
related to this core to the LGM and HS1.
During the LGM, the average eNd at the deep

sites was consistently at ~–6 (Figs. 1A and 2, E
toH), suggesting that onehomogeneouswatermass
occupied the deep South Pacific. By contrast, at
abyssal depth, a more negative eNd of –7.5 ± 0.2
(n = 5) prevailed throughout the LGM and early
deglaciation, suggesting reduced mixing between
deep and abyssal waters and a northward ex-
pansion of RSBW (eNd = –7) (Figs. 1A and 2D) (11).
The deglaciation in thedeep cores (PS75/056-1 and
PS75/073-2) wasmarked by an eNd decrease that
started at the beginning of the first SHwarming
(W1) at ~18.8 and~17.3 thousand years ago (ka ago),
respectively (Fig. 3), which is coincident with
HS1 in the Northern Hemisphere (NH) (Figs. 2
and3) (21). A brief halt in the eNd decrease in these
cores occurred during theAntarctic ColdReversal
(ACR), and a second eNd decrease was synchro-
nous with the second SH warming starting at
~12.8 ka ago (W2) (Fig. 2). In thenorthernmost core
PS75/059-2, LGM eNd values of ~–6 persisted until
at least 13.4 ka ago, followed by an eNd decrease

Basak et al., Science 359, 900–904 (2018) 23 February 2018 2 of 5

Fig. 2. Evolution of the SO water column
structure, NADW formation, and climate over
the past 30,000 years. (A) Greenland ice
core d18O (48). (B) eNd of western North Atlantic
core GGC6 (22). (C) eNd of South Atlantic cores
RC11-83 (16) and MD07-3076 (17). (D to H) Fish
teeth and planktic foraminifera eNd of South
Pacific cores (this study). Vertical error bars are
propagated errors (supplementary materials).
(I) European Project for Ice Coring in Antarctica
(EPICA) Dome C ice core dD (49, 50). (J) West
Antarctic Ice Sheet (WAIS) ice core d18O
(51). (K) Opal fluxes from the South Atlantic (core
TN057-13PC) representing SO upwelling (5).
SH warming episodes W1 and W2 [after (21)]
roughly correspond to NH cold phases HS1
and Younger Dryas.
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during W2 that coincided with the second eNd
decrease in the other cores. This difference in
timing is real and cannot be explained by age
model uncertainties (supplementary materials).
Similarly, the first eNd decrease in core E11-2
started at mid-W1, with some delay relative to
the deeper cores; the difference in timing is,
however, close to the age model uncertainty.
The homogeneous LGM deepwater eNd of ~–6

in the South Pacific is in line with a reduced
incorporation of unradiogenic NADW into SO
watermasses. Thismay be explained by reduced
formation and southward export ofNADWduring
the LGM (22, 23). In addition, despite continu-
ous formation of North Atlantic Component
Water (NACW) (24, 25), a decoupling of the
upper (northern sourced) and lower (southern
sourced) circulation cells in the Atlantic during
the LGM (10) would also have prevented an in-
corporation of the North Atlantic signal into the
SO. The slightly more radiogenic glacial eNd in
the South Pacific (eNd = –6) relative to the South
Atlantic (eNd = –6.5 to –7.3) (16, 18) results from
the higher influence of radiogenic Pacific deep
water and/or less direct influence of NADW in
the Pacific. The most radiogenic glacial South
Atlantic eNd of –5.5 (17 ) has previously been re-
lated to higher Pacific influence in the central
southwest Atlantic (24). The distinct abyssal
South Pacific LGM eNd of –7.5 (PS75/054) dif-
fers from glacial CDW (eNd = –6) and modern

NPDW (eNd = –3.5) (14) but is similar to modern
RSBW (eNd = –7 ± 0.5) (11).
Today, AABW is formed over the Antarctic

shelves and spreads northward at abyssal depth.
Outside the SO, abyssal water is largely repre-
sented by LCDW. For the LGM, it was suggested
that AABW extended far into the North Atlantic
asNADWshoaled (22, 23). That is, AABWchanges
have largely been explained on the basis of the
dependent interplay between theupper and lower
circulation cells in theAtlantic (16, 18, 22–24). The
exclusive history of AABW, however, is relatively
unstudied. The eastern South Pacific is located
at the far end of the NADW flow path, and our
cores should therefore document the history of
RSBW and CDW without being masked by di-
rect influence of fluctuatingNADWcontributions.
Moreover, NPDW formation can be considered
constant during both the LGMand theHolocene,
although there are reports of increased NPDW
formation during HS1 (26). Changes in NPDW
can thus be excluded as a possible agent con-
trolling South Pacific abyssal water eNd during
the LGM and Holocene. Our observed glacial
abyssal eNd of –7.5 togetherwith the eNd contrast
to overlying deep waters (eNd = –6) therefore
provide direct evidence for glacial northward ex-
pansion of RSBW and reduced mixing between
the deep and bottom layer (Fig. 4). This is in line
with previous suggestions of increased glacial
presence of RSBW in the southwest Pacific (8)

and increased glacial formation and export of
AABW into the Pacific (27).
The glacial deep stratification inferred from

different eNd above and below ~3500 to 4000m
water depth is consistent with salinity and den-
sity reconstructions that show a clear separa-
tion between very high-density bottom water at
3600mand lower-density water at 3200m in the
SO (28, 29). This high density of SO bottomwater
during the LGM together with a reduced flow
speed of theAntarctic Circumpolar Current (ACC)
north of the Antarctic Polar Front (APF) (30)
would have reduced diapycnal mixing at depths
where mixing occurs today through interaction
of abyssal current flow with bottom topography
(31). A glacial northward expansion of extreme-
ly dense (29) RSBW and isolation from overlying
deep water may have further stabilized the deep-
water column in the South Pacific and hence
facilitated efficient deepwater carbon storage
(7, 17, 32).
The deglacial deepwater eNd decrease during

W1 (HS1) is a pervasive feature of SO deepwater
records (Fig. 2, C and F to H) and has previously
been associated with the resumption of NADW
formation and incorporation of its unradiogenic
eNd into CDW (17, 18, 33). Yet, this initial eNd de-
crease in all but one available record (18) from
the SO predated NADW reinvigoration in the
deep North Atlantic (Fig. 2) (22). That is, the ob-
served SO-wide deglacial eNd decrease cannot
be explainedby increased supply of unradiogenic
NACW to the SO. The coincidence of the ubiq-
uitous SO deepwater eNd decrease with SH cli-
mate warming instead suggests a SH/SO control.
The high density of RSBW is acquired through
brine rejection during sea ice formation in cold
climates. SH warming will reduce sea ice for-
mation and thus brine rejection, leading to a
decrease in bottom water density (28). A weak-
ening of the density contrast between deep and
bottom waters together with increasing ACC
strength (30), and hence enhanced flow over
bottom topography, would have been conducive
to vertical mixing at depth (31). The resulting
destratification of the deep SO would lead to
the observed deepwater eNd decrease, concurrent
abyssal water eNd increase, and trend toward a
geochemically homogeneous deep to abyssal SO
during mid-deglaciation as a result of upward
mixing of less radiogenic RSBW/AABW (Figs. 2
and 4). The Ross and Weddell Seas are two
main sites of modern AABW formation, and the
bottom waters formed there have distinct eNd
signatures of –7 and –9, respectively (11, 12).
These distinct signatures can explain the ob-
served differences in the deglacial eNd ampli-
tudes in the South Pacific and South Atlantic
during W1 (LGM to 15 ka ago: ~1 eNd and ~2 eNd
units, respectively) (Figs. 2C and 3) and the SO-
wide early deglacial eNd decrease. Additionally,
increasing incorporation of NACW (or Glacial
North Atlantic Intermediate Water above 2 km)
(34) into SO deepwaters through increasedmixing
between the upper (NACW-bearing) and lower
[Southern Component Water (SCW)–bearing]
circulation cells (10) could have also decreased
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Fig. 3. Comparison of South Pacific eNd time series and Antarctic climate over the past
30,000 years. (A) Downcore eNd records from deep South Pacific cores. (B) EPICA Dome C ice
core dD (49, 50). (C) d18O record of WAIS ice core (51). (D) Atmospheric CO2 concentrations from
EPICA Dome C ice core (49, 50, 52).
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the eNd of CDW. However, given the physical con-
straint of the Drake Passage (~57° to 61° S, sill
depth ~2000 m), which prevents a meridional
net geostrophic flow across this latitude band
for waters shallower than the sill depth (35, 36),
we consider this mechanism less important.
The delayed response to W1 in the northern-

most core PS75/059-2 (at 12.1 ka ago) is robust and
outside the age model uncertainty, whereas the
smaller delay in the shallowest core E11-2 (change
at 15.6 ka ago) is close to the agemodel uncertainty
(supplementary materials). Under modern con-
ditions, core PS75/059-2 exhibits strongerNPDW
influence than the other core sites that are dom-
inantly influenced by LCDW (Fig. 1) (11). The eNd
decrease seen in LCDW-influenced cores during
W1 may hence not have affected PS75/059-2.
On the basis of reduced radiocarbon ventila-

tion ages in the deep Cape Basin (41° S) (37)
during the Bølling-Allerød (B-A; approximately
at the same time as the ACR), Barker et al. (37)
argued for strongly enhanced southward flow of
NADW. A northern source of this well-ventilated
water is, however, not confirmed by Nd isotope
results and was instead suggested to indicate
ventilation by SCW (17). Similarly, we see no
evidence for increased incorporation of NACW
into CDW during the ACR in the South Pacific,
nor is this seen in any other independently dated
SO eNd record (Fig. 2) (17, 38). A change in the
North Atlantic eNd end member toward more ra-
diogenic values exclusively during the B-A/ACR
period that could explain the lacking eNd decrease
at this time is unlikely. Such an endmember eNd
change would be at odds with existing eNd rec-
ords in the deep North Atlantic that show un-
radiogenic eNd during the B-A (18, 22) along with
evidence for the long-term stability of the North
Atlantic eNd end member (39, 40). Instead, 14C-
based evidence suggests that the deep North and
SouthAtlanticwere equallywell ventilated during

the ACR (41), indicating that the SO cannot have
been exclusively ventilated by NADW. We sug-
gest that although the ACR was a time of active
NADW formation, making it quite different from
the LGM in the NH, the ACR boundary con-
ditions in the SHwere akin to glacials, albeit less
pronounced. Thus, similar to glacials, NADW in-
corporation into the SO during the ACR would
have been restricted in response to reduced mix-
ing between the NACW and SCW cells in the
Atlantic (10, 32). This may have been promoted
by northward-shifted westerlies similar to those
of the LGM (42) in response to southern cooling,
hampering the southward pull of NADW (35).
With the onset of W2, mixing between the cells
increased because of SH warming and sea ice
retreat (10), a southward shift of the westerlies,
and resulting increase inNADWsouthward pull
(43), leading to the final incorporation of NACW
into CDW despite reduced NADW formation at
this time (the Younger Dryas stadial) (22). That
is, SH processes initialized the establishment of
modern conditionswithNACWbeingmixed into
CDW, explaining the second eNd decrease in the
deep South Pacific.
Although a high-density contrast betweendeep

and abyssal waters has been suggested on the
basis of porewater chloride measurements (29),
clear evidence of deep-abyssal stratification in
the SO has been elusive. Our results show that
RSBW expanded during the LGM, occupying the
abyssal South Pacific to at least ~4000 m water
depth, and was sharply separated from overlying
deep water (Fig. 4). This may have further sta-
bilized a stratified deep ocean, a scenario condu-
cive to carbon accumulation in deep waters. The
timing of W1 in the SH is well synchronized with
deep-abyssal destratification indicated by a de-
crease in SO deepwater eNd (trend toward eNd
homogenization) and also suggested on the basis
of carbon isotopes (44). At the same time, a wind-

driven upwelling pulse occurred in the SO that
was suggested to have released old carbon stored
in the deep SO to the atmosphere (Fig. 2) (5).
However, an additional prerequisite for the ini-
tial deglacial CO2 release is the breakup of strat-
ification in the deep-abyssal SO. Our data now
provide evidence that this deep-abyssal destrat-
ification occurred in response to the initial de-
glacial SH warming. Thus, both deep vertical
mixing and wind-driven upwelling were in-
strumental in the release of accumulated car-
bon from the deep SO to the atmosphere during
Termination 1.
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Fig. 4. Schematic illustration of the South Pacific water column
structure for the LGM, deglaciation, and Holocene. (A) LGM: NADW
input to SO strongly reduced/absent. RSBW (eNd = –7.5) extends
further north than today and is isolated from overlying glacial CDW
(gCDW) (eNd = –6). (B) Early deglacial: SO warming during W1 leads to
destratification at depth and increased mixing of RSBW into CDW,

changing the CDW eNd to ~–6.5. Atlantic contribution is still attenuated.
Core PS75/059-2 is isolated from early deglacial SO processes.
(C) Holocene and modern: Strengthening of the Atlantic Meridional
Overturning Circulation and SO warming lead to incorporation of NADW
into CDW (10), changing its eNd signature to –8. RSBWdoes not extend
to deepest site (PS75/054-1).
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FISHERIES

Tracking the global footprint
of fisheries
David A. Kroodsma,1* Juan Mayorga,2,3 Timothy Hochberg,1 Nathan A. Miller,4

Kristina Boerder,5 Francesco Ferretti,6 Alex Wilson,7 Bjorn Bergman,4

Timothy D. White,6 Barbara A. Block,6 Paul Woods,1 Brian Sullivan,7

Christopher Costello,2 Boris Worm5

Although fishing is one of the most widespread activities by which humans harvest
natural resources, its global footprint is poorly understood and has never been directly
quantified.We processed 22 billion automatic identification system messages and
tracked >70,000 industrial fishing vessels from 2012 to 2016, creating a global dynamic
footprint of fishing effort with spatial and temporal resolution two to three orders of
magnitude higher than for previous data sets. Our data show that industrial fishing occurs
in >55% of ocean area and has a spatial extent more than four times that of agriculture.
We find that global patterns of fishing have surprisingly low sensitivity to short-term
economic and environmental variation and a strong response to cultural and political
events such as holidays and closures.

A
griculture, forestry, and fishing are themain
activities by which humans appropriate the
planet’s primary production (1, 2) and re-
shape ecosystems worldwide (3). Recent
advances in satellite-based observationhave

allowed high-resolution monitoring of forestry
and agriculture, creating opportunities such as
carbon management (4), agricultural forecasting
(5), and biodiversity monitoring (6) on a global
scale. In contrast, we lack a precise understanding

of the spatial and temporal footprint of fishing,
limiting our ability to quantify the response of
global fleets to changes in climate, policy, eco-
nomics, and other drivers. Although fishing ac-
tivities have been monitored for selected fleets
using electronic vessel monitoring systems, log-
books, or onboard observers, these efforts have
produced heterogeneous data that are neither
publicly available nor global in scope. As a result,
the global footprint of fishing activity, or “effort,”

could be inferred only from disaggregated catch
data (7, 8).
Recent expansion of the automatic identifi-

cation system (AIS) (9) presents an opportu-
nity to fill this gap and quantify the behavior
of global fleets down to individual vessels (10).
Although AIS was originally designed to help
prevent ship collisions by broadcasting to nearby
vessels a ship’s identity, position, speed, and turn-
ing angle every few seconds, these messages are
also recorded by satellite- or land-based receivers.
Whereas its usefulness as a tracking tool has
been established locally (11–13), we use AIS to
directly map global fishing activity.
We processed 22 billion global AIS positions

from 2012 to 2016 and trained two convolutional
neural networks (CNNs): one to identify vessel
characteristics and a second to detect AIS posi-
tions indicative of fishing activity (fig. S1). The
vessel characterization CNN was trained on
45,441 marine vessels (both fishing and nonfish-
ing) that were matched to official fleet registries.
The resulting model identifies six classes of
fishing vessels and six classes of nonfishing
vessels (tables S1 and S2) with 95% accuracy
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Fig. 1. The spatial
footprint of fishing.
(A to D) Total fishing
effort [hours fished per
square kilometer
(h km−2)] in 2016 by
all vessels with AIS
systems (A), trawlers
(B), drifting longliners
(C), and purse seiners
(D). (E) Examples of
individual tracks of
a trawler (blue), a
longliner (red), and a
purse seiner (green).
Black symbols show
fishing locations for
these vessels, as
detected by the neural
network, and colored
lines are AIS tracks.
(F) Global patterns of
average annual NPP
[expressed as
milligrams of carbon
uptake per square
meter per day
(mg C m−2 day−1)] are
shown for reference.
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and performs well at predicting vessel length
[R2 (coefficient of determination) = 0.90], engine
power (R2 = 0.83), and gross tonnage (R2 = 0.77)
(fig. S2). The fishing detectionmodel was trained
on AIS data from 503 vessels and identified
fishing activity with >90% accuracy (fig. S3 and
table S3).
The resulting data set contains labeled tracks

of more than 70,000 identified fishing vessels that
are 6 to 146 m in length. We aggregated fishing
effort by fishing hours (the time spent fishing)
and by kilowatt-hours (kWh) (the estimated ener-
gy expended). This effort can be mapped at hour-
and kilometer-level resolution, or two to three
orders of magnitude higher than previous global
maps of catch-derived effort (14, 15). Although
the data set includes only a small proportion of
the world’s estimated 2.9 million motorized fish-
ing vessels (16), it contains 50 to 75% of active
vessels larger than 24 m (tables S4 and S5) and
>75% of vessels larger than 36 m, the size at
which most vessels are mandated by the Inter-
national Maritime Organization to transmit AIS
signals. We empirically estimate that vessels with
AIS account for 50 to 70% of the total energy
expended while fishing beyond 100 nautical miles
from land (fig. S4). The fraction of fishing cap-
tured closer to shore varies strongly by region,
largely on the basis of national AIS usage rates
(tables S4 and S5). For pelagic ecosystems, we
cross-referenced AIS data with effort data re-
ported by regional fisheries management orga-
nizations (RFMOs) and found strongly positive
relationships (fig. S5). Regional deviations from
this relationship can help identify zones of poor
satellite coverage, limited AIS usage, or potential
misreporting of fishing effort to RFMOs.
Over the course of 1 year (2016), our data set

captured 40 million hours of fishing activity by
vessels that consumed 19 billion kWh of energy
and covered a combined distance of more than
460 million km, equivalent to traveling to the
Moon and back 600 times. The spatial footprint
of fishing, as determined with AIS, is unevenly
distributed across the globe (Fig. 1A). Global hot
spots of fishing effort were seen in the northeast
Atlantic (Europe) and northwest Pacific (China,
Japan, and Russia) and in upwelling regions off
South America and West Africa (Fig. 1A). Areas
withminimal fishing effort included the Southern
Ocean, parts of the northeast Pacific and central
Atlantic, and the exclusive economic zones (EEZs)
ofmany island states, forming conspicuous “holes”
in the global effort map (Fig. 1A).
Dividing the ocean into an equal-area grid

with 0.5° resolution at the equator, we observed
fishing in 55% of cells in 2016. The total area
fished is likely higher, as we did not observe some
fishing effort in regions of poor satellite cover-
age or in EEZs with a low percentage of vessels
using AIS (figs. S6 and S7 and table S6). If we
generously assume that these regions are fully
fished, we would calculate that 73% of the ocean
was fished in 2016. There may also be some re-
gions of the high seas with good satellite cover-
age where we are missing effort due to vessels not
having AIS. However, given that AIS captures the

majority of fishing effort in the high seas (fig. S4),
this missing effort is unlikely to substantially af-
fect our estimate. Previous work, based on ocean
basin–scale landing data, estimated that >95% of
the oceanmaybe fishedwhen using a similar grid
size (15). Thoughour estimate is lower, the percent-
age of the ocean fished is still much higher than
the fraction of land used in agriculture or grazing
(~34%) (17), coveringmore than 200million km2,
compared with 50 million km2 for agriculture.
This large spatial footprint varies by gear

type and fleet. Longline fishing was the most
widespread activity and was detected in 45% of

the ocean (Fig. 1B), followed by purse seining
(17%) (Fig. 1C) and trawling (9.4%) (Fig. 1D).
Different gear types had distinct latitudinal dis-
tributions, with trawling confinedmostly to higher
latitudes, purse seining concentrated in tropical
regions, and longlining in between. Longliners
had the greatest average trip length between
anchorages (7100 km) and displayed transoceanic
circumglobal movements, whereas purse seiners
(average trip length, 750 km) and trawlers (average
trip length, 510 km) were typically active on a
more regional scale (Fig. 1E). Analyzing the
spatial distribution of individual fleets, we found
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Fig. 2. The temporal footprint of fishing. Fishing hours by day and latitude (A) and seasonal
patterns of marine net primary production (B). (C) Fishing hours per day for the Chinese fleet, with
annual moratoria and the Chinese New Year highlighted. Light pink shading shows where some
regions in the Chinese EEZ observe fishing moratoria, and dark pink shading shows where most of
the Chinese EEZ is under moratorium. (D) In contrast, non-Chinese vessels show a strong weekly
pattern and a drop in effort due to the Christmas holiday. Insets in (A) highlight periods of low effort
around (i) annual fishing moratoria in Asian waters, (ii) Christmas in North America and Europe,
and (iii) weekends, as well as (iv) a seasonal signal for longline fishing in the Southern Hemisphere
(Fig. 3C).
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that most nations fished predominantly within
their own EEZ, with five flag states (China, Spain,
Taiwan, Japan, and South Korea) accounting for
more than 85% of observed fishing effort on the
high seas (fig. S8).
The temporal footprint of fishing was surpris-

ingly consistent through time (Fig. 2A). A large
annual drop inmid-latitude effort coincides with
annual fisherymoratoria in China, a smaller drop
at higher latitudes corresponds to the Christmas
vacation inEurope andNorthAmerica, andbreaks
in effort occur during the weekends for many
Northern Hemisphere fisheries (Fig. 2A, insets).
In stark contrast, temporal patterns of net pri-
maryproductivity (NPP)present a seasonal “heart-
beat” of biological activity (Fig. 2B) that is not

reflected by human activity at this scale (Fig. 2A).
For non-Chinese vessels (Fig. 2D), the largest
contributors to variations in the overall temporal
footprint were the Christmas holiday and week-
ends, with the remaining seasonal variation ex-
plaining a small amount of the temporal footprint
(fig. S9). In contrast, Chinese vessels show little
weekly variation, and their yearly pattern is dom-
inated by the Chinese New Year and the annual
moratoria during the summer months (Fig. 2C).
Although some fleets display seasonalmovements
(Fig. 3), the work week, holidays, and political
closures aremuchmore influential than natural
cycles in determining the temporal footprint of
fishing on a global scale. This pattern stands in
stark contrast to agriculture, which is focused on

plants and nonmigratory herbivores tied to sea-
sonal cycles of terrestrial primary production (18).
We further inspected how the spatial and tem-

poral footprint of fishing responds to other envi-
ronmental or economic drivers—namely, annual
NPP, sea surface temperature (SST), and fuel
prices. Annual NPP predicts fish catch from
coastal ecosystems (19) but has not been analyzed
as a predictor of effort across the global ocean.
Using a general additive model that accounts
for spatial autocorrelation, we found a highly
significant but relatively weak relationship
between fishing hours (Fig. 1A) and NPP (Fig.
1F) (slope = 0.58, P < 0.001), with only 1.7% of
spatial deviance explained. This relationship
was strongest for purse seiners [slope = 0.74,
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Fig. 3. Effects of climatic variation on fishing effort distribution.
(A) Sea surface temperature anomalies in 2015, with boxes outlining
regions analyzed in subsequent panels. (B) In the equatorial Pacific,
the average longitude of fishing effort for drifting longlines (b.2) shifts
slightly eastward, correlated with an El Niño–Southern Oscillation
(ENSO) event (b.3). The closure of the Phoenix Islands Protected Area
(PIPA) (red arrow) had a similarly strong effect on the distribution of
fishing effort and resulted in an effort gap after January 2015.The dashed
lines mark the eastern and western extents of PIPA. (C) Longline fleets
in the Indian Ocean fished 70 to 90 km farther south in July of 2015
than in July of 2014 or 2016, tracking water masses ranging between
16° and 19°C.White dots show the mean latitude of fleets each July.
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P < 0.001, deviance explained (DE) = 2.5%]
and trawlers (slope = 0.69, P < 0.001, DE = 2.1%),
which are commonly found in highly productive
coastal areas, and weakest for drifting longlines
(slope = 0.37, P < 0.001, DE = 0.6%), which oper-
ate largely inmedium- to low-productivitywaters.
Although these relationships may be strength-
ened by incorporating additional drivers and dif-
ferent scales, global fishing effort corresponds
only loosely to NPP.
We further explored the response to elevated

SST in 2015 (Fig. 3), when a positive Indian Ocean
dipole mode index and an El Niño event warmed
the Indian and Pacific Oceans, respectively (20).
In the Indian Ocean, we found longline fishing
concentrated between the 16° and 19°C isotherms
[r (correlation coefficient) = 0.8 between average
latitude of fishing effort and the 19°C isotherm].
Fishing effort in this region was an average of
70 to 90 km farther south in July of 2015 than in
July of 2014 or 2016 (Fig. 3C). In the equatorial
Pacific, previous studies have shown that regional
warming during El Niño years correlates with
a shift in the catch of skipjack tuna of up to
40° longitude (21). By analyzing effort across all
fleets in the region, we find a more modest re-
sponse. The total fleet shifts by ~3.5° per unit of
the El Niño–Southern Oscillation (ENSO) index
(second-order autoregression model, P < 0.001),
with purse seiners responding more strongly than
longlines. This shift corresponds to a movement
of ~10° longitude of the average location of fish-
ing effort over ~2 years (Fig. 3B, b.2). This shift,
likely due to a strong El Niño, was similar in
magnitude to the effect of a change in policy.
When the Phoenix Islands Protected Area (PIPA)
was closed to industrial fishing in 2015 (Fig. 3B),
the average longitude of fishing effort moved by
~10° over a month as fleets recalibrated to new
regulations (Fig. 3B, b.2).
Changes in fuel price may also drive variation

in fishing effort, as fuel represents, on average,
24% of costs (22). Previous research regarding
the effects of fuel price on the structure (23),
economic performance (24), and behavior (25)
of European fishing fleets suggests that, at a
regional level, fishing fleets respond to fuel price.
Tomeasure elasticity globally, we built amonthly
time series of the average price of marine diesel
matched with tracking data for all fishing vessels
active since 2014. The resulting sample includes
5933 vessels from 82 flag states (table S7). We
found that a >50%drop in fuel price corresponded
to a minimal change in fishing effort (measured
as the time spent at sea) (Fig. 4 and table S8).
These data suggest that the short-run price elas-
ticity of fuel demand for the global fishing fleet is
–0.061 (P < 0.001) (Fig. 4B), implying that a 10%
increase in the price of fuel would correspond to
a 0.6% decrease in global fishing activity. This
elasticity is smaller than that implied by previous
studies in fisheries but is comparable to those in

other commercial sectors (26–28) (Fig. 4B). It is
possible that abundant fuel subsidies decouple
fisheries fromenergy costs,masking the true price
elasticity of fuel demand.
These results provide insight into the spatial

and temporal footprint of global fishing fleets.
Fishing vessels exhibit behavior with little natural
analog, including circumglobalmovementpatterns
and low sensitivity to energy costs or seasonal and
short-term interannual oceanographic drivers. It
appears that modern fishing is like other forms of
mass production that are partially insulated from
natural cycles and are instead shaped by policy
and culture. The absolute footprint of fishing is
much larger than those of other forms of food
production, even though capture fisheries provide
only 1.2% of global caloric production for human
food consumption (29), ~34 kcal per capita per
day (16). We also find that large regions of the
ocean are not heavily fished, and these areas
may offer opportunities for low-cost marine con-
servation. To further the understanding andmon-
itoring of global fisheries, we are making daily
high-resolution global rasters of effort publicly
available. These data provide a powerful tool for
improved global-scale ocean governance and are
well positioned to help assess the effectiveness of
existingmanagement regimes while accelerating
the development of novel dynamic management
approaches (30) that respond in real time to
changing ocean conditions, management issues,
or conservation concerns.
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OCEAN ACIDIFICATION

Coral reefs will transition to net
dissolving before end of century
Bradley D. Eyre,1* Tyler Cyronak,2 Patrick Drupp,3 Eric Heinen De Carlo,3

Julian P. Sachs,4 Andreas J. Andersson2

Ocean acidification refers to the lowering of the ocean’s pH due to the uptake of anthropogenic
CO2 from the atmosphere. Coral reef calcification is expected to decrease as the oceans
becomemore acidic. Dissolving calciumcarbonate (CaCO3) sands could greatly exacerbate reef
loss associated with reduced calcification but is presently poorly constrained. Here we show
that CaCO3 dissolution in reef sediments across five globally distributed sites is negatively
correlated with the aragonite saturation state (War) of overlying seawater and that CaCO3

sediment dissolution is 10-fold more sensitive to ocean acidification than coral calcification.
Consequently, reef sediments globally will transition from net precipitation to net dissolution
when seawater War reaches 2.92 ± 0.16 (expected circa 2050 CE). Notably, some reefs are
already experiencing net sediment dissolution.

C
oral reef structures are the accumulation of
calcium carbonate (CaCO3) from coral ara-
gonite skeletons, red and green calcareous
macroalgae, and other calcareous organ-
isms such as bryozoans, echinoderms, and

foraminifera. This structure provides the habitat
for many species, promoting rich biological di-
versity and an associated myriad of ecosystem
services to humans such as fisheries and tourism
(1). There are two main pools of CaCO3 in coral
reefs: the framework (e.g., deposited CaCO3 ske-
letons and living coral and other organisms) and
permeable sediments (e.g., broken-down frame-
work and any infaunal production) (2). For net
accretion to occur at the whole-reef scale, CaCO3

production (plus any external sediment supply)
must be greater than the loss through physical,
chemical, and biological erosion and transport
and dissolution as follows (2):

CaCO3 accretion = CaCO3 production –
CaCO3 dissolution – physical loss of CaCO3 (1)

Net ecosystem calcification (NEC), which re-
fers to the chemical balance of CaCO3 production
and CaCO3 dissolution, is typically inferred from
changes in total alkalinity and does not include
physical loss of CaCO3.
Ocean acidification (OA) refers to the lowering

of the ocean’s pH due to the uptake of anthro-
pogenic CO2 from the atmosphere. When CO2

from the atmosphere dissolves in seawater, it
decreases the pH, the CO3

2− concentration, and
theCaCO3 saturation state (W = [Ca2+] [CO3

2−]/K*sp,
where K*sp is the stoichiometric ion concentra-

tion product at equilibrium) (3). Although OA-
associated changes are expected to negatively
affect the accretion of coral reefs (4), these future
predictions are mostly based on the relationship
between W and calcification rates of individual
corals or coral reef communities [e.g., (5, 6); table
S3] and NEC [e.g., (7); table S2]. However, the
impact of OA on net coral reef accretion is also
dependent on the poorly known effects of OA on
the dissolution of permeable coral reef CaCO3

sediments, which accumulate over thousands of
years (8) and can be themajor repository of CaCO3

in modern coral reefs (9). Numerical modeling,
laboratory, field, andmesocosm studies have found
an increase in CaCO3 sediment dissolution with
decreasing W and pH (OA) (10, 11).
Notably, a number of studies have hypothesized

that CaCO3 dissolutionmay respondmore rapidly
to OA than coral calcification [e.g., (2, 12, 13)].
Supporting this hypothesis, a recent in situ study

found that CaCO3 sediment dissolution increased
by an order of magnitude more than calcification
decreased, per unit decrease in W (14). However,
the in situ CaCO3 sediment dissolution measure-
ments were only undertaken at one site onHeron
Island, Australia, and it is unknown how appli-
cable the findings are to coral reefs globally. For
example, CaCO3 sediment dissolution of different
coral reefsmay responddifferently toOAbecause
of differences in the present-day saturation state
of the water column and differences in sediment
properties such as mineralogy, porosity, perme-
ability, grain size, organic carbon concentration,
and metabolism, which in turn are controlled by
factors such as light, depth, and hydrodynamics.
WemeasuredCaCO3 sediment dissolutionusing

57 individual in situ advective benthic chamber
incubations at five reef locations in the Pacific
and Atlantic Oceans (fig. S1). Incubations were
undertaken over a diel light-dark cycle, and four
of the reef incubations were run under control
and end-of-century [high partial pressure of CO2

(pCO2), low pH] OA conditions. The five sites
covered a range of initial water column CaCO3

saturation states and sediment properties such
as mineralogy, grain size, organic carbon concen-
tration, and metabolism (table S1).
Our results show that CaCO3 sediment disso-

lution across the five coral reefs is significantly
and negatively correlated with averageWar of the
overlying seawater coefficient of determination
[(r2) = 0.49, P < 0.0001, n = 57] (fig. S2). The
increase in CaCO3 sediment dissolution with
decreasing seawater War is consistent with other
recent mesocosm and in situ studies from single
locations (10, 11, 14). The seawater War value of
~2.92 ± 0.16 (x intercept) at which the sediments
transition from net precipitating to net dissolv-
ing (Fig. 1) is well above the expected thermody-
namic transition value for aragonite (War = 1) and
saturation state of the average bulk Mg-calcite
(13 to 15mol %MgCO3) found inmost coral reefs
(15). This can be explained by the interaction of
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Fig. 1. Average CaCO3 perme-
able sediment dissolution
rates for each set of control
(circles) and high pCO2

(squares) treatments for each
of the five reefs as a function
of seawater average aragonite
saturation state (War) (r

2 =
0.94, P < 0.0001, n = 9; y =
–11.51x + 33.683). No high-
pCO2 treatments were available
for the Cook Islands. Error bars
represent standard error. The
sediments transition from net
precipitating to net dissolving at
a seawater War value of ~2.92 ±
0.16 (±95% confidence interval).
Data are in table S5. [Top photo
by K. Fabricius, Australian Institute
of Marine Science, and bottom
photo by A. Andersson, Scripps
Institution of Oceanography]

on F
ebruary 22, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


bulk seawater saturation state and porewater
metabolic processes (2). Much lowerWar values
are typically found in sediment porewater owing
to the decomposition of organic matter and as-
sociated production of dissolved inorganic car-
bon (16). It has been hypothesized that organic
matter decomposition decreases porewater W
until it becomes undersaturated with respect to
the most soluble bulk carbonate mineral phase
present, which then starts to dissolve at a point
called the carbonate critical threshold (CCT) (17).
Further organic matter decomposition then drives
carbonate sediment dissolution. However, in
shallow carbonate sediments, there is a strong
diel cycle in phytosynthesis and respiration,
and the daily-integrated sediment productivity/

respiration ratio can drive net dissolution or
precipitation (2, 14). In our experiments, benthic
chambers containing acidified seawater (with
higher pCO2 and lowerWar) (fig. S1) were placed
over carbonate sands tomimic late–21st century
seawater chemistry, and this seawater was ad-
vected into the permeable carbonate sands and
became the starting composition of porewater
(2). Under such conditions, less organic matter
decomposition is required to reach the CCT,
leaving more respiratory CO2 available to drive
dissolution (17). That is, for the same amount of
sediment respiration, more carbonate dissolu-
tion will occur when seawater with a lowerWar is
advected into the sediments. This hypothesis is
supported by results of in situ sediment chamber

incubations under controlled and elevated pCO2

conditions (10) but does not unequivocally dem-
onstrate the underlying mechanism.
Average CaCO3 sediment dissolution for each

set of control and high-pCO2 treatments at each
of the five reef locations is also significantly and
negatively correlated with average War (r

2 =
0.94, P < 0.001, n = 9) (Fig. 1). Notably, there is
no significant difference (Student’s t test; P < 0.01)
in benthic metabolism (production/respiration)
between control and pCO2 treatments at any of
the reef sites (fig. S3), with increased dissolution
only driven by changes in overlying seawater
chemistry (i.e., OA conditions). Carbonate sed-
iment dissolution at each of the four reefs has
the same response to lowered seawater War (in-
creased seawater pCO2), but the impact of OA
on each reef is different owing to different start-
ing conditions (Fig. 1). For example, carbonate
sediments in Hawaii are already net dissolving
and will be strongly net dissolving by the end of
the century. In contrast, carbonate sediments at
Tetiaroa are strongly net precipitating and will
remain net precipitating at the end of the cen-
tury. Carbonate sediments at Heron Island and
Bermuda will both transition from net precipitat-
ing to net dissolving by the end of the century.
The transition of coral reef sands from net pre-

cipitating to net dissolving occurs when the sea-
water War reaches 2.92 ± 0.16 (Fig. 1 and fig. S1).
Hence, current reef seawater conditions control
the impact that OA will have on the net carbon-
ate accretion of coral reefs. The current seawater
carbonate chemistry (e.g., pH, War) of coral reefs
is controlled by a combination of the open ocean
source water and biogeochemical and hydrody-
namic processes on the reef. There are latitudi-
nal and regional variations in the open oceanWar

with, for example, tropical reefs bathed in higher-
War water thanhigher-latitude reefs (18). The open
ocean seawater composition is thenmodified by
net ecosystemproduction (NEP= photosynthesis
minus autotrophic andheterotrophic respiration)
andNEC (19). Globally, it has been proposed that
the average pCO2 of coral reefs has increased 3.5
times faster than in the open ocean over the past
20 years, most likely due to increased terrestrial
nutrient and organic matter inputs (20). For ex-
ample, in Kaneohe Bay, Hawaii, the carbonate
sediments are currently net dissolving because
of low reef seawaterWar (Fig. 1) associated with
low-War source water (7) and large inputs of ter-
restrial nutrients and organic matter (21, 22). In
contrast, the carbonate sediments at Tetiaroa
are strongly net precipitating because of high reef
seawater War (Fig. 1) associated with high-War

source water and most likely little to no terres-
trial organic matter inputs. External inputs of or-
ganicmatter are thus an important control on the
dissolution and associated net accretion of
coral reefs (2, 17).
CaCO3 sediment dissolution across the five

reefs is clearly very sensitive to OA with a 170%
change per unit change in seawater War (Figs. 1
and 2). This is an order of magnitude greater
than predicted changes in coral calcification
due to OA. For example, a recent meta-analysis
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Fig. 2. Percent change in coral
reef permeable sediment dis-
solution, coral calcification,
and NEC per unit change in
seawater aragonite saturation
state (War).The change is from a
baseline War of 3.5 and hence all
lines intersect at War = 3.5
(100%). The thin lines are the
individual measurements, and
the thick line is the average. The
length of line is the War range
over which the study was done.
Coral calcification data are from
(23). NEC data are from table S2.

Fig. 3. Empirical model of coral
reef permeable sediment dis-
solution, coral calcification,
and NEC versus aragonite sat-
uration state (War) from reefs
around the globe (solid lines).
The current (2010) global aver-
age War of ocean water around
reefs was set at 3.3 (37), and the
average annual change in War was
set at –0.01 (18). Theoretical
reefs with coral:sand covers of
80:20, 60:40, 40:60, 20:80, and
5:95% were also modeled
(dashed lines). The red symbols
are global estimates of NEC for
full coral reefs (109.6 mmol
CaCO3 m−2 day−1) (circle), an
average of coral reefs and coral
reef lagoons (41.1 mmol CaCO3

m−2 day−1) (triangle), and coral
reef lagoons (21.9 mmol CaCO3

m−2 day−1) (square) (40).
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of biologically mediated coral calcification only
showed a 15% reduction per unit change in sea-
water War (Fig. 2), or as low as a 10% reduction
if only studies integrating light and dark cal-
cification rates were considered (23). The change
in CaCO3 sediment dissolution per unit change
in seawater War across the individual reefs is also
less variable than the response of coral calcifi-
cation per unit change in seawater War across
the individual studies (Fig. 2). Differences in the
response of carbonate sediment dissolution and
coral calcification to OA most likely reflect dif-
ferences in the biologically mediated process of
calcification compared to the geochemically me-
diated process of dissolution.
Coral calcification has shown taxa-specific

responses to OA (24) most likely due to differ-
ences in characteristics such as the percentage
of skeletal tissue cover and the ability to regu-
late pH of calcifying fluids (25, 26). Observations
that both near-shore and deep-sea calcifiers can
live and calcify under thermodynamically unfa-

vorable conditions [War < 1; (27, 28)] suggest that
seawater chemistry is only part of the equation
and that organisms may have mechanisms and/or
strategies to deal with the predicted changes in
seawater carbonate chemistry and could poten-
tially adapt to OA (5, 29). For example, given a
sufficient supply of nutrition and energy, many
calcifiers are less negatively affected by OA (30).
In contrast to biologically mediated calcification,
increasing CaCO3 dissolution is mostly a geochem-
ical response to changes in seawater chemistry
and will increase according to thermodynamic
and kinetic constraints (Fig. 3) (31, 32).
Future predictions of OA effects on coral reefs

are often based on the relationship between av-
erage War and NEC (see table S2). On average,
there is a 102% change in NEC per unit change
in seawater War (Fig. 2), which is more sensitive
than coral calcification (10 to 15%) but less sen-
sitive than carbonate sediment dissolution (170%).
The order-of-magnitude greater response of NEC
compared to coral calcification could in part be

due to sediment dissolution being more sensitive
to decreasing War and therefore making an in-
creasingly greater contribution to the decrease in
NEC. In addition, other components of the coral
reef benthic community such as crustose coral-
line algae and calcareous benthic macroalgae,
which are also more sensitive to changes in War

than corals (33, 34), could also contribute to the
greater response of NEC. Consistent with this is
the stronger response and sensitivity of whole
coral reef community calcification to changes in
War than that observed in studies of individual
organisms [e.g., (12, 35, 36)]. The highly variable
response of the NEC of individual reefs to changes
in War probably reflects variations in composition
of benthic communities, combined with the var-
iable response of individual benthic communities
(i.e., sediments, corals, crustose coralline algae).
An understanding of the absolute changes in

CaCO3 production and dissolution (and physical
loss) as the ocean acidifies is required to be able
to predict the future evolution of coral reefs (see
Eq. 1). We developed a simple model based on
empirical relationships between average War and
NEC, coral calcification, and sediment dissolu-
tion from reefs around the globe (Fig. 1 and tables
S2 and S3) and predicted future changes in the
open ocean War (18) to quantify changes in the
CaCO3 production of coral reefs (seematerials and
methods for a detailed description of the model).
Under present-day average tropical oceanWar (3.3),
coral reef sediments are net precipitating and
coral calcification andNEC are positive (Fig. 3).
However, themodel shows there has already been
on average a reduction in coral reef sediment pre-
cipitation from 18.1 to 4.3 mmol m−2 day−1, a re-
duction inNEC from210.7 to 78.5mmolm−2 day−1,
and a reduction in coral calcification of 111.4 to
92.8 mmol m−2 day−1 since pre-industrial time
when the average tropical oceanWar was ~4.5 (37).
When the average tropical oceanWar reaches~2.92
in ~2048, coral reef sediments will become net
dissolving (Fig. 3). By 2082, global average coral
reef NEC will become negative (i.e., net dissolv-
ing; Fig. 3). By 2078 (War = 2.62), sediment dis-
solution will exceed the global average coral reef
NEC (Fig. 3). For coral reefs with 5% coral cover
and 95% sediment cover, probably a common
future scenario with increasing coral cover loss,
this transition to net dissolution will also occur
in 2085 (War = 2.55) (Fig. 3).
The above model scenarios assumed a current

average open oceanWar of 3.3 for coral reefs. How-
ever, an analysis of 22 coral reefs (see also table S1)
shows a wide range of War values, and therefore
the timing of the transition to net dissolving will
vary for individual reefs (Fig. 4). On average, four
reefs already experience conditions that would
promote net sediment dissolution, and by the
end of the century, all but two reefs across the
three ocean basins would on average experience
sediment dissolution. The abovemodel scenarios
also assumed open ocean changes inWar, but the
average seawater carbonate chemistry condi-
tions of coral reefs may be appreciably differ-
ent because of changes in reef biogeochemical
processes and inputs of terrestrial nutrient and
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Fig. 4. Box plots of
2010, 2050, and 2100
War for 22 reefs across
the global oceans
(details in table S4).
The dashed line at War

2.92 shows when the
reef sediments will
transition to net dis-
solving. The 2010, 2050,
and 2100 predictions
were calculated with the
average annual open
ocean change in War of
–0.01, but with average
actual War starting
values for each reef for
the year the data were
collected. These calcu-
lations ignore the minor
nonlinear behavior of
War in response to
rising CO2 over
the range modeled. The
box plot red square is
the mean; the horizontal
line in the box is the
median; the upper and
lower box are the 75 and
25 percentiles, respec-
tively; and the top and
bottom whiskers are the
90 and 10 percentiles,
respectively.
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organic matter (19, 20). One study suggests that
the seawater pCO2 on some reefs has increased
up to 3.5 times faster than in the open ocean (20).
Under thismore rapid acidification scenario, cor-
al reefs on average could transition to net sedi-
ment dissolution by the end of the decade (2020)
(War = 2.92), and NEC will become negative by
2031 (War = 2.58). This study also has not included
the effect of sea surface temperature increases
on CaCO3 sediment dissolution. Although initial
studies show a nonadditive effect of increased
temperature and loweredWar onCaCO3 sediment
dissolution (38), little is known about these com-
bined stressors. Bleaching and coral mortality
will also most likely accelerate the breakdown
of coral reefs (39), making more sediment and
organic matter available for dissolution.
A transition to net sediment dissolution will

result in loss of material for building shallow reef
habitats such as reef flats and lagoons and asso-
ciated coral cays (2). However, it is unknown if the
whole reef will erode once the sediments become
net dissolving, as the coralswill still calcify (Fig. 3),
and the framework may still accrete. It is also un-
known if reefs will experience catastrophic de-
struction once they become net eroding, or if
they will slowly erode, driven by organic matter
input and OA (17).
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PALEOANTHROPOLOGY

U-Th dating of carbonate crusts
reveals Neandertal origin of Iberian
cave art
D. L. Hoffmann,1* C. D. Standish,2* M. García-Diez,3 P. B. Pettitt,4 J. A. Milton,5

J. Zilhão,6,7,8 J. J. Alcolea-González,9 P. Cantalejo-Duarte,10 H. Collado,11 R. de Balbín,9

M. Lorblanchet,12 J. Ramos-Muñoz,13 G.-Ch. Weniger,14,15 A. W. G. Pike2†

The extent and nature of symbolic behavior among Neandertals are obscure. Although
evidence for Neandertal body ornamentation has been proposed, all cave painting has been
attributed to modern humans. Here we present dating results for three sites in Spain that
show that cave art emerged in Iberia substantially earlier than previously thought.
Uranium-thorium (U-Th) dates on carbonate crusts overlying paintings provide minimum
ages for a red linear motif in La Pasiega (Cantabria), a hand stencil in Maltravieso
(Extremadura), and red-painted speleothems in Ardales (Andalucía). Collectively, these
results show that cave art in Iberia is older than 64.8 thousand years (ka). This cave
art is the earliest dated so far and predates, by at least 20 ka, the arrival of modern humans
in Europe, which implies Neandertal authorship.

T
he origin of human symbolism is a central
concern of modern paleoanthropology (1).
For the European Middle Paleolithic and
the AfricanMiddle Stone Age, symbolic be-
havior has been inferred from the use, pre-

sumably for body adornment, ofmineral pigments,
shell beads, eagle talons, and feathers (2–7). Cave
and rock art constitutes particularly impressive
and important evidence for symbolic behavior
(8), but little is known about the chronology of its
emergence, owing to difficulties in precise and
accurate dating (9).
Claims for Neandertal authorship of cave art

have beenmade (10, 11). However, ambiguities of
indirect dating and uncertainty in distinguishing
between natural and intentional modification

(12, 13) leave these claims unresolved. Recent
technical developments enable the possibility of
obtaining age constraints for cave art by U-Th
dating of associated carbonate precipitates (14).
This dating approach can provide robust age
constraints while keeping the art intact. How-
ever, it is a destructive technique, in that a carbon-
ate sample is required (albeit, a very small sample,
typically <10 mg) and is taken not
from the art itself but from the asso-
ciated carbonates. Thekey condition
is demonstrating an unambiguous
stratigraphic relationship between
the sample and the art whose age
wewish to constrain. Dating of car-
bonate crusts formed on top of the
art provides a minimum age (15).
For art painted on top of carbon-
ates (e.g., on flowstonewalls, stalag-
mites, or stalactites), dating the
underlying “canvas”provides amax-
imum age (15).
With this approach, the earliest

results so far are for a hand stencil
from Leang Timpuseng, Sulawesi
(Indonesia), with a minimum age
of 39.9 thousand years (ka) (16),
and a red disc on the Panel ofHands
in El Castillo, Cantabria (Spain),
with a minimumage of 40.8 ka (17).
Whereas the art in Sulawesi has
been attributed tomodernhumans,
theminimumage for the red disc in
El Castillo relates to a point in time
when it could be attributed to either
Cantabria’s firstmodern humans or
the region’s earlier Neandertal pop-
ulations (18, 19).
Here we report U-Th dating re-

sults of carbonate formations as-
sociated with rock art in three

Spanish caves: LaPasiega (Cantabria),Maltravieso
(Extremadura), and Doña Trinidad (or Ardales;
Andalucía) (fig. S1) (20). Our criteria for sample
selection and subsequent sampling strategy strict-
ly followed previously described methods (14).
The reliability of the U-Th dating results is con-
trolled by quality criteria for the carbonate (14)
as well as by the collection and analysis of mul-
tiple subsamples of a given crust.
La Pasiega is part of the Monte Castillo cave

art complex, a World Heritage Site that also in-
cludes the caves of El Castillo, Las Chimeneas,
and Las Monedas. Together, these caves show
continuedhumanoccupation throughout the past
100 ka. At La Pasiega, the rock art comprises
mainly red and black paintings, including groups
of animals, linear signs, claviform signs, dots, and
possible anthropomorphs (21). Maltravieso was
episodically used by hominin groups during the
past 180 ka (22); it contains an important set of
red hand stencils (~60), which form part of a
larger body of art that includes both geometric
designs (e.g., dots and triangles) and painted and
engraved figures (23). Ongoing excavations have
shown that Ardales was occupied in the Middle
and Upper Paleolithic. Its walls feature an im-
pressive number (>1000) of paintings and en-
gravings in a vast array of forms, including hand
stencils and prints; numerous dots, discs, lines,
and other geometric shapes; and figurative rep-
resentations of animals, including horses, deer,
and birds (24).
We obtainedU-Th ages for 53 samples removed

from 25 carbonate formations stratigraphically
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Fig. 1. Red scalariform sign, panel 78 in hall XI of La Pasiega
gallery C.This panel features the La Trampa pictorial group (21).
(Inset) Crust sampled and analyzed for a minimum age (64.8 ka),
which constrains the age of the red line. See (20) for details.
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related to paintings in these caves. The full details
of our methods and data are described in the
supplementary materials (20). Here we present
and discuss the results that are most meaningful
for the antiquity of the art.
In La Pasiega gallery C (fig. S2), a cauliflower-

type carbonate formation on top of a red sca-
lariform sign [panel 78 of hall XI (Fig. 1) (20)]
yielded U-Th dates for three subsamples (outer,
middle, and inner) that increase in age with
depth—that is, toward the pigment layer. They
provide a minimum age of 64.8 ka (sample PAS
34) (Table 1) (20) for the sign.
InMaltravieso (fig. S7), we dated samples from

five locations on various carbonate formations
overlying the same red hand stencil (motif GS3b)
(Fig. 2) (20). Carbonate deposits almost com-
pletely obscure this hand stencil, making it dif-
ficult to see with the naked eye and challenging
to record by conventional photography. Figure 2
therefore also shows a version of the photographic
documentation after we used the DStretch soft-
ware (25) to enhance the image. For subsamples
in all locations, the expected depth-age consist-
ency was confirmed. The oldest date provides a
minimum age of 66.7 ka (MAL 13) (Table 1) (20)
for the hand stencil.
In Ardales (fig. S9), we dated layers of five

carbonate curtains from three areas of the cave
(II-A, II-C, and III-C) that had been painted red.
In three cases we were able to obtain both max-
imum and minimum ages by dating samples
from immediately underneath the pigment and
from carbonate that subsequently formed on top.
These age pairs constrain one or more episodes
of painting to between 48.7 ka and 45.3 ka ago
(ARD 14 and 15), 45.5 ka and 38.6 ka ago (ARD 26
and 28), and 63.7 ka and32.1 ka ago (ARD6and8)
(Table 1) (20). A further two samples yielded min-
imumages of 65.5 ka (ARD 13) (Fig. 3), indicating
anearlier episodeof painting, and45.9ka (ARD16),
consistent with the other episodes (fig. S42) (20).

Criteria for reliable minimum (or maximum)
ages (14) were met by all samples. The oldest
minimum ages from the three caves are con-
sistent and, at 64.8 ka or older for each site,
substantially predate the arrival of modern hu-
mans in Europe, which has been variously esti-
mated at between 45 ka and 40 ka ago (26, 27).
Our dating results show that cave art was being
made at La Pasiega, Maltravieso, and Ardales

at least 20 ka before that. In this age range,
Iberia was exclusively populated by Neander-
tals, as indicated by numerous diagnostic osteo-
logical remains, including articulated skeletons
(28, 29). The implication is, therefore, that the
artists were Neandertals.
All examples of early cave art dated thus far

were created in red pigment, and comprise dots,
lines, disks, and hand stencils (30). This is a

Hoffmann et al., Science 359, 912–915 (2018) 23 February 2018 2 of 4

1 cm

5 cm

Fig. 2. Hand stencil GS3b in Maltravieso cave (minimum age 66.7 ka). (Left) Original photo. The inset shows where the overlying carbonate was sampled
for MAL 13. (Right) Same picture after application of the DStretch software (25) (correlation LRE 15%, auto contrast) to enhance color contrast. See (20)
for details.

Fig. 3. Speleothem curtain 8 in section II-A-3 in Ardales cave with red pigment, painted before at
least 65.5 ka ago. (Left) Series of curtains with red paint on top, partially covered with later speleothem
growth.The white rectangle outlines the area shown at right. (Right) Detail of curtain 8.The black square
indicates where carbonate, overlying the red paint, was sampled for ARD 13. See (20) for details.
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restricted and nonfigurative set of subjects and
could represent the extension of Neandertal body
art to the external world. Regardless of whether
concentrations of color, dots, disks, and linear
motifs can be conceived as symbolic, hand sten-
cils (which, unlike positive hand prints, cannot

be created by accident) require a light source and
previous selection and preparation of the color-
ingmaterial—evidence of premeditated creation.
Because a number of hand stencils seem to have
been deliberately placed in relation to natural
features in caves rather than randomly created

on accessible surfaces (31), it is difficult to see
themas anything butmeaningful symbols placed
in meaningful places.
This cave painting activity constitutes a sym-

bolic behavior by definition, and one that is
deeply rooted. At Ardales, distinct episodes over

Hoffmann et al., Science 359, 912–915 (2018) 23 February 2018 3 of 4

Table 1. U-Th results of samples discussed in the text. More details and additional results can be found in table S4 (20). All ratios are activity ratios.

Analytical errors are at the 95% confidence level. Spl ID, sample identifier.

Spl ID Site and description
238U

(ng/g)
230Th/232Th

230Th/238U

uncorrected

234U/238U

uncorrected

Age

uncorrected

(ka)

Age

corrected

(ka)
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAS 34a Pasiega C, no. 78, cauliflower-type

carbonate on top of red line of

scalariform motif, minimum age

289.29 ± 9.06 32.82 ± 0.21 1.5149 ± 0.0106 3.7694 ± 0.0082 52.52 ± 0.47 51.56 ± 1.09

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAS 34b As above 215.56 ± 7.43 28.28 ± 0.19 1.5453 ± 0.0121 3.6744 ± 0.0094 55.53 ± 0.56 54.36 ± 1.39
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

PAS 34c As above 178.31 ± 8.31 7.25 ± 0.07 2.0348 ± 0.0213 3.4591 ± 0.0092 85.79 ± 1.28 79.66 ± 14.90
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

MAL 13

surface

cleaning

fraction

Maltravieso, cauliflower-type

carbonate layer overlying hand

stencil GS3b, minimum age

117.2 ± 1.99 12.47 ± 0.16 0.4639 ± 0.0068 1.1872 ± 0.0328 53.32 + 2.30

or − 2.13

41.68 + 2.44

or − 2.29

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

MAL 13A As above 142.69 ± 3.39 37.50 ± 0.57 0.6067 ± 0.0123 1.2024 ± 0.0305 74.86 + 3.78

or − 3.41

70.08 + 3.82

or − 3.37
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 6 Ardales, red paint on curtain formation,

II-C-8, carbonate from underlying

curtain, maximum age

511.42 ± 6.38 34.95 ± 0.14 0.4661 ± 0.0021 1.0459 ± 0.0021 64.09 ± 0.44 62.97 ± 0.69

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 8 Ardales, red paint on curtain formation,

II-C-8, carbonate from overlying

curtain, minimum age

297.21 ± 2.89 145.58 ± 1.06 0.2703 ± 0.0018 1.0477 ± 0.0024 32.51 ± 0.26 32.35 ± 0.27

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 13A Ardales, red paint on curtain formation,

II-A-3 curtain 8, minimum age

1229.61 ± 25.84 152.83 ± 1.14 0.3661 ± 0.0033 1.0385 ± 0.0033 47.33 + 0.57

or − 0.56

47.13 + 0.56

or − 0.57
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 13B As above 331.54 ± 13.53 42.59 ± 0.58 0.4878 ± 0.0073 1.0369 ± 0.0234 69.09 + 2.93

or − 2.62

68.13 + 2.96

or − 2.62
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 14A Ardales, red paint on curtain formation,

II-A-3 curtain 6, carbonate from

underlying curtain, maximum age

684.76 ± 13.29 395.03 ± 4.91 0.3683 ± 0.0063 1.0379 ± 0.0029 47.72 + 1.05

or − 1.02

47.64 + 1.07

or − 1.03

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 15A Ardales, red paint on curtain formation,

II-A-3 curtain 6, carbonate from

overlying curtain, minimum age

1696.03 ± 53.88 337.14 ± 3.63 0.3584 ± 0.0050 1.0374 ± 0.0025 46.15 + 0.81

or − 0.82

46.06 + 0.81

or − 0.77

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 15B As above 667.98 ± 37.85 152.07 ± 3.27 0.3467 ± 0.0110 1.0347 ± 0.0061 44.45 + 1.79

or − 1.82

44.25 + 1.78

or − 1.77
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 16A Ardales, red paint on curtain formation,

II-A-3 curtain 5, carbonate from

overlying curtain, minimum age

313.84 ± 5.88 58.92 ± 0.74 0.3317 ± 0.0044 1.0323 ± 0.0051 42.23 + 0.74

or − 0.72

41.75 ± 0.77

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 16B As above 250.2 ± 4.29 84.25 ± 0.84 0.3628 ± 0.0050 1.0314 ± 0.0051 47.23 + 0.85

or − 0.83

46.86 + 0.85

or − 0.92
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 16C As above 227.59 ± 28.55 56.70 ± 2.84 0.3690 ± 0.0213 1.0227 ± 0.0342 48.79 + 4.26

or − 4.00

48.23 + 4.43

or − 4.10
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 26A Ardales, red paint visible as a line on

cross section of a broken curtain,

between III-C-3 and III-C-2,

carbonate from overlying curtain,

minimum age

564.64 ± 13.56 1004.53 ± 20.81 0.3243 ± 0.0099 1.0502 ± 0.0203 40.20 + 1.84

or − 1.69

40.17 + 1.73

or − 1.77

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 26B As above 532.37 ± 14.02 985.93 ± 24.33 0.3258 ± 0.0112 1.0496 ± 0.0113 40.45 + 1.82

or − 1.70

40.42 + 1.79

or − 1.78
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

ARD 28A Ardales, red paint visible as a line

on cross section of a broken

curtain, between III-C-3 and III-C-2,

carbonate from underlying curtain,

maximum age

520.54 ± 8.11 4626.61 ± 188.57 0.3379 ± 0.0192 1.0458 ± 0.0124 42.48 + 3.09

or − 2.91

42.47 + 3.07

or − 2.97

.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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a period of more than 25 ka corroborate that we
are not dealing with a one-off burst but with a
long tradition that may well stretch back to
the time of the annular construction found in
Bruniquel cave, France (32), dated to 176.5 ±
2.1 ka ago. Dating results for the excavation site
at Cueva de los Aviones, Spain (2), which place
symbolic use of marine shells and mineral pig-
ments by Neandertals at >115 ka ago (33), further
support the antiquity of Neandertal symbolism.
Cave art such as that dated here exists in other

caves of Western Europe and could potentially
be of Neandertal origin as well. Red-painted dra-
peries are found at Les Merveilles (France; panel
VII) (34) and El Castillo (Spain), whereas hand
stencils and linear symbols are ubiquitous and,
when part of complex superimpositions, always
form the base of pictorial stratigraphies. We there-
fore expect that cave art of Neandertal origin will
eventually be revealed in other areas with Nean-
dertal presence elsewhere in Europe.We also see
no reason to exclude that the behavior will be
equally ancient among coeval non-Neandertal
populations of Africa and Asia.
The authorship of the so-called “transitional”

techno-complexes of Europe, which, like the
Châtelperronian, feature abundant pigments and
objects of personal ornamentation, has long been
the subject of debate (35, 36). Direct or indirect
(via acculturation) assignment to modern hu-
mans has been based on an “impossible coinci-
dence” argument—that is, the implausibility that
Neandertals would independently evolve the
behavior just at the time when modern humans
were already in or at the gates of Europe. By
showing that the Châtelperronian is but a late
manifestation of a long-term indigenous tradi-

tion of Neandertal symbolic activity, our results
bring closure to this debate.
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Cancer cells develop resistance to chemically diverse com-
pounds, a phenomenon known as multidrug resistance 
(MDR). In order to improve the effectiveness of chemother-
apy, many laboratories have searched for mechanisms that 
account for MDR. In 1973, Keld Danø demonstrated that the 
reduced drug accumulation in tumor cells was energy-de-
pendent (1). In 1976, by labeling cell-surface carbohydrates, 
Juliano and Ling identified a glycoprotein enriched in colchi-
cine-resistant cells but not in wild-type cells (2). The protein 
was named the Permeability(P)-glycoprotein” (Pgp) because 
it was thought to confer drug resistance by making the cellu-
lar membrane less permeable (3). Ten years later, the genes 
responsible for MDR in human, mouse, and hamster (named 
MDR genes) were cloned (4–6) and it was shown that the pro-
tein product of the mdr1 gene was indeed Pgp (7). 

Pgp is an ATP-binding cassette (ABC) transporter, using 
the energy from ATP hydrolysis to pump substrates across 
the membrane. It contains two transmembrane domains 
(TMDs) and two cytoplasmic nucleotide-binding domains 
(NBDs) (Fig. 1A). Pgp is expressed in many membrane “barri-
ers” of the body, including the blood-brain barrier, gastroin-
testinal tract, kidney, liver, ovary, and the placenta (2, 8–11). 
Thus, the physiological function of Pgp is likely to protect 
sensitive tissues and the fetus from endogenous and exoge-
nous toxicity (12). More than 300 compounds have been iden-
tified as potential substrates of Pgp (13, 14). Drug resistance 
medicated by Pgp depends on ATP hydrolysis (15–17), and the 
ATPase activity of Pgp is stimulated by the transported drugs 
(18–20). Vanadate trapping and photo-cleavage experiments 
showed that Pgp contains two active ATPase sites, but only 
one ATP is hydrolyzed at a time (21). 

The molecular structures of Pgp in a transport cycle have 
been investigated using a variety of methods, including anti-
body binding (22), tryptophan fluorescence (23), lumines-
cence (24), double electron-electron resonance (DEER) (25), 
electron microscopy (26, 27), and X-ray crystallography (28–
31). Although the crystal structures of Pgp have been deter-
mined for the mouse (28, 29), C. elegans (30), and Cyanidi-
oschyzon merolae (31) orthologs, all of these structures 
exhibit a similar conformation, in which the two NBDs are 
separated from each other and the translocation pathway is 
accessible from inside the cell (i.e., the inward-facing confor-
mation). To reveal conformational changes that enable sub-
strate translocation, we pursued the structure of human Pgp 
in an ATP-bound, outward-facing conformation. 

Pgp contains two active ATPase sites, each comprising the 
Walker A/B motifs of one NBD and the LSGGQ motif of the 
other NBD. At each ATPase site, a highly conserved glutamate 
residue acts as the catalytic base for ATP hydrolysis. Mutating 
either catalytic glutamate severely reduces ATPase activity; 
concurrent mutations at both positions trap Pgp in an ATP-
occluded form, likely with a closed-NBD dimer (32–34). Based 
on these data, we generated a mutant of Pgp in which both 
catalytic glutamates were replaced by glutamines 
(E556Q/E1201Q). Compared to the wild-type (wt) protein, 
whose ATPase activity increases as a function of ATP concen-
tration and is stimulated by the substrate vinblastine, the 
E556Q/E1201Q mutant remains inactive over a large range of 
ATP and vinblastine concentrations (Fig. 1, B and C). 

For cryo-EM studies, the mutant protein was incubated 
with 150 μM vinblastine and 10 mM Mg2+/ATP to promote 
ATP occlusion (32–34). A cryo-EM dataset consisting of  
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~1 million particles was collected and analyzed for structural 
homogeneity. Three-dimensional classification using Relion 
(35) showed that the majority of the particles exhibited an 
NBD-dimerized conformation (fig. S1). Refinement of the best 
class produced a map at 3.4 Å resolution (figs. S1 and S2), 
which enabled us to build a nearly complete model of Pgp 
except for the two termini and residues 81-104 and 631 to 694, 
which form an extracellular loop and intracellular linker, re-
spectively (fig. S3). 

The overall structure of human Pgp is substantially differ-
ent from the previously determined inward-facing confor-
mations (Fig. 1D). Instead of enclosing an internal cavity, the 
TM helices pack closely in the membrane inner leaflet. The 
two cytosolic NBDs make extensive contacts with each other, 
forming the typical “head-to-tail” dimer characteristic of ABC 
transporters (Fig. 2A). Two ATP molecules are bound at the 
dimer interface, interacting with the Walker A motif of one 
NBD, the ABC signature motif of the other NBD (Figs. 1D and 
2). This structure, largely consistent with what is expected of 
an outward-facing conformation, also reveals several unan-
ticipated features that advance our understanding of the 
transport cycle. 

Biochemical studies have shown that mouse Pgp contain-
ing alanine substitutions of both catalytic glutamates oc-
cludes maximally a single ATP (32, 36). Nucleotide trapping 
by Vi or BeFx also occurs at only one of the two catalytic sites 
(37, 38). This suggests structural asymmetry of the two 
ATPase sites in the outward-facing conformation. However, 
the structures of the two NBDs are nearly identical (superpo-
sition of all 246 Cα atoms in the NBDs yields a root-mean-
square deviation (RMSD) of 0.5 Å) (fig. S4A). Furthermore, 
the cryo-EM densities for both ATPs are equally strong and 
the ATP molecules make very similar contacts with nearby 
residues (Fig. 2B and fig. S4B). 

The discrepancy between the structural and biochemical 
data can be explained by the different experimental condi-
tions. The cryo-EM grids were prepared with saturating 
amounts of ATP (10 mM); in the biochemical study, the stoi-
chiometry values were determined after affinity chromatog-
raphy in an ATP-free buffer (32, 36). Cryo-EM 3D 
classification analysis shows that in the presence of 10 mM 
ATP approximately 5% of particles reside in the inward-fac-
ing (non-ATP-occluded) conformation (fig. S1). Two other in-
dependent EM studies at low resolution have also shown that 
only a fraction of Pgp molecules could be trapped in the out-
ward-facing conformation by non-hydrolysable ATP analogs 
or ATP/Vi (26, 27). Thus, it is possible that in biochemical 
studies, a large fraction of the molecules convert to the in-
ward-facing conformation as ATP dissociates during exten-
sive washing. Indeed, this would be expected given that the 
apparent affinity of ATP binding as assessed through the ATP  

 

dependence of hydrolysis is in the range 0.2 – 0.7 mM (Fig. 
1C) (20, 24, 39–41). 

The conserved glutamine in the Q loop is one of the most-
studied residues in Pgp (Q475 in NBD1 and Q1118 in NBD2). 
Mutating the Q loop in mouse and human Pgp reduced—and 
in the case of the double mutants abolished—both ATPase 
and drug transporter activity (42–45). Puzzlingly, though, 
linking the two TMDs together with a flexible cross-linker re-
stores the ATPase activity of the double Q-to-A mutant (45). 
It is debated whether the function of the Q loop is to coordi-
nate the Mg2+ ion for ATP hydrolysis, to communicate the 
chemistry at the ATPase sites to conformational changes in 
the TMDs, or to facilitate formation of the NBD-closed con-
formation (42–45). The structure of Pgp indicates that the Q 
loop is critically positioned to perform all three tasks (Fig. 2, 
A and C). In both NBDs, the Q loop is part of the interface 
between NBD and TMD, interacting with the coupling helixes 
IH2 and IH4 (fig. S4C). They also contribute to the closed 
NBD-dimer interface by directly contacting the opposite 
NBD. Furthermore, Q475 and Q1118 reach into the ATP bind-
ing sites, coordinating the Mg2+ ions and the γ-phosphate of 
ATP making van der Waals contacts with the ABC Signature 
motif of the opposite NBD (Fig. 2, A and C). Substitutions of 
the Q loop Q may disturb the precise geometry of the ATPase 
site necessary for hydrolysis and destabilize the NBD dimer. 
Bringing the two TMDs closer could compensate for the latter 
effect, thus explaining why the cross-linker restores the activ-
ity of the double Q-to-A mutant (45). 

The drug-binding cavity observed in the inward-facing 
structures is altered completely upon NBD dimerization (Fig. 
3, A and B): Only a small opening is observed at the extracel-
lular side of the membrane. Drug-binding residues, distrib-
uted on the surface of the inward-facing cavity, are reoriented 
toward the extracellular space. Although vinblastine was in-
cluded in the sample at a concentration 5-fold higher than 
the apparent Km (Fig. 1B), no density corresponding to vin-
blastine was observed. This observation is consistent with bi-
ochemical data demonstrating that Pgp has a lower drug 
affinity in the presence of ATP (46–50). Recent experiments 
carried out in native membranes show that binding of the 
non-hydrolyzable ATP analog AMP-PMP is sufficient to in-
duce drug release (51). Thus, it is likely that the cryo-EM 
structure represents a post-translocation state in which the 
substrate has already been released to the extracellular side 
of the membrane. 

The extracellular segments of the TMDs have relatively 
less-defined EM densities and higher B factors (fig. S3 and 
Fig. 3C), indicating that these regions are flexible. Inde-
pendently, DEER measurements of the outward-facing state 
showed that distances measured between pairs of residues  
in the extracellular side of the TMDs were distributed over a  
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broad range instead of a single population, indicating the 
presence of multiple conformations (25). As Pgp is a promis-
cuous transporter interacting with a large variety of com-
pounds, the intrinsic flexibility of the extracellular segments 
enables prompt closure of the outward-facing cavity, thereby 
preventing reentry of the substrate or other compounds into 
the translocation pathway. 

As illustrated in Fig. 4A, the structures of various Pgp 
orthologs determined in the absence of ATP have a similar 
inward-facing architecture. Transition from the inward- to 
the outward-facing conformation involves global movement 
of the two halves of the molecule as well as extensive local 
rearrangements of TM helices (Fig. 4). The two “crossing” hel-
ices in each TMD (TM 4-5 in TMD1 and TM 10-11 in TMD2) 
pivot inward, bringing the NBDs closer to each other (Fig. 
4A). In addition, the extracellular regions of TM 7 and 8 pull 
away from TM 9-12, resulting in an outward-facing configu-
ration (Fig. 4A). 

A prominent local conformational change occurs in heli-
ces flanking the lateral opening to the membrane inner leaf-
let (Fig. 4B). In the inward-facing conformation, these helices 
are interrupted by flexible loops (Fig. 4B) (30, 31). Mutations 
of Cyanidioschyzon merolae Pgp (cmPgp) that changed a dis-
ordered loop in TM4 into a continuous helix also diminished 
transport activity (31), underscoring the functional im-
portance of the helix breakers. In the crystal structure of C. 
elegans Pgp two maltoside detergent molecules are observed 
at the lateral opening (Fig. 4B), suggesting that these loops 
function as binding sites for substrates or flexible hinges to 
gate the drug-translocation pathway (31). In the outward-fac-
ing conformation, however, both TM4 and TM10 are contin-
uous helices (Fig. 4, A and B). The continuity of these helices 
is important to completely close the intracellular gate upon 
NBD dimerization, avoiding potential leakage in the out-
ward-facing state. 

Another observation revealed in our analysis is that the 
NBD/TMD interfaces are largely unchanged during the 
switch from the inward- to outward-facing conformation 
(Fig. 4C). The NBD/TMD interface is important in transmit-
ting conformational changes associated with ATP hydrolysis 
to substrate translocation. Multiple structures of the maltose 
importer show that the coupling helix rotates relative to the 
NBDs during a transport cycle (52). In contrast, the equiva-
lent interfaces in Pgp (NBD1/IH4 and NBD2/IH2) are main-
tained in the two different conformations (Fig. 4C). Only 
small movements are observed for IH1 and IH3, as these re-
gions engage additional contacts with the opposite NBD upon 
dimerization. Similarly, analysis of different inward-facing 
Pgp structures show that the NDB/TMD interface is largely 
unchanged (28), suggesting that the NBD and the intracellu-
lar helical region of TMD move as one concerted rigid body 
in the transport cycle. 

The structure of the human Pgp determined in this study 
is stabilized by mutations that prevent ATP hydrolysis, which 
suggests it likely corresponds to a state that occurs after NBD 
dimerization but before ATP has been hydrolyzed. The obser-
vations that the drug-binding site is collapsed and the sub-
strate is absent in this conformation suggest that substrate 
release occurs prior to ATP hydrolysis. Incorporating this in-
formation into the large body of data on Pgp, we hypothesize 
a model in which the unusually dynamic nature of Pgp ena-
bles unidirectional transport of a broad range of substrates 
(fig. S5). In a transport cycle, Pgp isomerizes between two 
basic states: an inward-facing state where NBDs are sepa-
rated and an outward-facing state where NBDs are dimer-
ized. In the inward-facing state, the two halves of Pgp pivot 
to modulate the drug-binding cavity, thereby enabling Pgp to 
recruit substrates of different sizes. Local conformational 
flexibility around the lateral gate further facilitates substrate 
entry from the inner leaflet of the membrane. Upon ATP 
binding, the transporter isomerizes to the outward-facing 
state and the drug-binding site is rearranged so that its affin-
ity for the substrate is lower than in the inward-facing state. 
The outer leaflet regions of the TM helices are flexible, allow-
ing substrate release and subsequent closure of the translo-
cation pathway. In the outward-facing conformation two ATP 
molecules are bound to stabilize the NBD dimer. Subsequent 
ATP hydrolysis, which may occur at only one of the two cata-
lytic sites stochastically (i.e., if two ATP molecules are re-
quired to hold the NBDs together), resets the transporter to 
the inward-facing state.  
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Fig. 1. Characterization of recombinant 
human Pgp. (A) Topology diagram of 
Pgp. Residues not resolved in the 
structure are shown as dashed lines.  
(B) Vinblastine stimulates the ATPase 
activity of the wild type (WT) protein, but 
not the E556Q/E1201Q mutant (EQ). 
Data points represent the means ± 
standard deviation of 3-9 measurements 
at 29°C. By nonlinear regression of the 
Michaelis-Menten equation, wt Pgp in 
DDM/CHS solution has a Km of 30 ± 3 μM 
for vinblastine and a maximal ATPase 
activity of 195 ± 8 nmol/mg/min. (C) The 
ATPase activity as a function of ATP 
concentration. In the presence of 100 μM 
vinblastine, the wt protein has a Km of 
0.179 ± 0.05 mM for ATP and a maximal 
ATPase activity of 260 ± 16 
nmol/mg/min. (D) The overall structure 
of the E556Q/E1201Q Pgp in complex 
with ATP. The N-terminal half (TMD1 and 
NBD1) is colored in yellow and the  
C-terminal half (TMD2 and NBD2) in blue. 
ATP is shown in ball-and-stick format 
(yellow) and Mg2+ is shown as a sphere 
(magenta). 
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Fig. 2. Two symmetrical ATPase sites.  
(A) The Q loops (shown in blue) in the NBD 
dimer are positioned to interact with 
Mg2+/ATP (magenta and yellow) and the 
TMDs through the two intracellular helices 
IH2 and IH4 (orange). The highly conserved 
glutamine residues (Q475 and Q1118) in the 
Q loops are indicated. (B) Molecular 
interactions at each ATPase site, together 
with density of Mg2+-ATP (green mesh).  
(C) Zoom-in views of the Q loops. 
Interactions between the Q loop Q and 
Mg2+/ATP are indicated by dashed lines. 
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Fig. 3. The translocation pathway. 
(A) The inward-facing (PDB code 
4F4C) and (B) the outward-facing 
(this study) conformations. The TM 
cavity is shown as a blue mesh. 
Drug-interacting residues, which 
were protected from inhibition in the 
presence of drugs, are labeled and 
shown as magenta balls. (C) B-
factor distribution of human Pgp 
colored in rainbow. The extracellular 
region is relatively more flexible. 
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Fig. 4. Conformational changes of Pgp 
from inward- to outward-facing states. 
(A) Structures of two representative 
inward-facing Pgp and the outward-
facing Pgp. The flexible regions in TM4 
and TM1 are colored in red. Rotations of 
TM4-5 (yellow) and TM10-11 (blue) 
necessary for the transitions are 
indicated by black arrows. (B) Closure of 
the lateral opening and conformational 
changes of the flanking helices. Surface 
presentation of the TM region showing 
that loops in TM4 of cmPgp and TM10 of 
C. elegans Pgp are continuous helices in 
the outward-facing structure of human 
Pgp. Detergent molecules are shown as 
green/red sticks. (C) Few changes 
observed at the TMD/NBD interface. 
Structures of the inward-facing mouse 
Pgp (PDB code 5KPD) and the outward-
facing human Pgp are superpositioned 
based on the NBDs. The two structures 
are differentiated by the shades (inward-
facing, lighter; outward-facing, darker). 
The surface clefts into which the 
intracellular helices (IH2 and IH4) 
docked into are outlined in grey. 
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ORGANOIDS

Patient-derived organoids model
treatment response of metastatic
gastrointestinal cancers
Georgios Vlachogiannis,1 Somaieh Hedayat,1 Alexandra Vatsiou,2 Yann Jamin,3

Javier Fernández-Mateos,1,2 Khurum Khan,1,4 Andrea Lampis,1 Katherine Eason,1

Ian Huntingford,1 Rosemary Burke,5 Mihaela Rata,3 Dow-Mu Koh,3,6 Nina Tunariu,3,6

David Collins,3 Sanna Hulkki-Wilson,1 Chanthirika Ragulan,1 Inmaculada Spiteri,2

Sing Yu Moorcraft,4 Ian Chau,4 Sheela Rao,4 David Watkins,4 Nicos Fotiadis,6

Maria Bali,3,6 Mahnaz Darvish-Damavandi,1 Hazel Lote,1,4 Zakaria Eltahir,1

Elizabeth C. Smyth,4 Ruwaida Begum,4 Paul A. Clarke,5 Jens C. Hahne,1

Mitchell Dowsett,7 Johann de Bono,8 Paul Workman,5 Anguraj Sadanandam,1

Matteo Fassan,9 Owen J. Sansom,10 Suzanne Eccles,5 Naureen Starling,4

Chiara Braconi,4,5 Andrea Sottoriva,2 Simon P. Robinson,3

David Cunningham,4 Nicola Valeri1,4*

Patient-derived organoids (PDOs) have recently emerged as robust preclinical models;
however, their potential to predict clinical outcomes in patients has remained unclear. We
report on a living biobank of PDOs from metastatic, heavily pretreated colorectal and
gastroesophageal cancer patients recruited in phase 1/2 clinical trials. Phenotypic and
genotypic profiling of PDOs showed a high degree of similarity to the original patient tumors.
Molecular profiling of tumor organoids was matched to drug-screening results, suggesting
that PDOs could complement existing approaches in defining cancer vulnerabilities
and improving treatment responses. We compared responses to anticancer agents ex vivo in
organoids and PDO-based orthotopic mouse tumor xenograft models with the responses
of the patients in clinical trials. Our data suggest that PDOs can recapitulate patient responses
in the clinic and could be implemented in personalized medicine programs.

H
igh-throughput sequencing has been ex-
tensively used in precision medicine to
identify somatic mutations that can be
exploited for cancer treatment and drug
development (1). However, the limited role

of genomic profiling in predicting response to
targeted therapies and the limitations of pre-
clinical models used for drug validation are
important obstacles hampering the success of
personalized medicine (2). Co-clinical trials are
parallel studies in which drug responses in
patients are matched to laboratory preclinical
models to personalize treatment and understand
mechanisms of chemosensitivity through func-
tional genomics and reverse translation (3). Most
co-clinical trials rely on the use of genetically

engineered mouse models or patient-derived
xenografts, posing logistic, ethical, and eco-
nomic issues (4).
LGR5+ stem cells can be isolated from a num-

ber of organs and propagated as epithelial or-
ganoids in vitro to study physiology andneoplastic
transformation (5). Most studies on human colo-
rectal cancer (CRC) organoids have been con-
ducted on cultures derived from primary tumors
(6). In contrast, examples of PDOs from meta-
static cancer sites remain sparse (7–9). Further-
more, very limited evidence is available on the
ability of PDOs to predict response to treatment
in the clinic (10). Here we present a living bio-
bank of PDOs from heavily pretreatedmetastatic
gastrointestinal cancer patients and show exam-
ples of how the drug responses of these cancer
organoids can be compared with those of the ac-
tual patient.
A total of 110 fresh biopsies from 71 patients

enrolled in four prospective phase 1/2 clinical
trials were processed between October 2014 and
February 2017. In line with previous data (7),
PDOs were grown from 70% of biopsies with a
cellularity of 2+ and above, and their establish-
ment rate strongly correlated with tumor cellu-
larity in the parental biopsy (c2 test, P < 0.0001).
No inverse correlation was observed between
PDOestablishment rate and presence of necrosis
(cutoff ≥ 20%). Tumor percentage is a key lim-
iting factor for genomic and transcriptomic an-
alyses. When the 60% threshold used in large

sequencing studies of primary CRC (11) or gastro-
esophageal cancer (GOC) (12) was applied in our
cohort, we found no correlation between PDO
take-up rate and tumor percentage, suggesting
that PDOs can also be established in cases of a
low tumor/stroma ratio, thus allowing the ex vivo
expansion of the cancer population in samples
that would have otherwise failed quality-control
tests for next-generation sequencing (NGS).
PDOs presented in this study were derived

fromultrasound (n= 20), computed tomography
(CT)–guided (n = 7), or endoscopic (n = 2) biop-
sies ofmetastatic CRC (mCRC; n= 16),metastatic
GOC (mGOC; n = 4), and metastatic cholangio-
carcinoma (n = 1) patients (fig. S1). Liver, pelvic,
peritoneal, and nodal metastases of chemore-
fractory patients were used to establish PDOs.
In several cases, PDOs were established from se-
quential biopsies at baseline (BL), at the time of
best response [partial response (PR) or stable
disease (SD)], and at the time of disease progres-
sion (PD), as well as frommultiregion biopsies
(table S1).
Histological evaluation revealed notable mor-

phological similarities between PDOs and the
patient biopsies from which they were originally
derived (Fig. 1, A and B, and figs. S2A and S2B).
Immunohistochemistry markers routinely used
in the diagnosis of CRC (CDX-2 and CK7) showed
that the parental tumor’s expression pattern was
maintained in PDOs, even when derived from
sequential biopsies during treatment (fig. S2, C
to E). Similarly, amplification of oncogenic drivers
such as ERBB2 (Fig. 1C and fig. S2F) and re-
arrangements in FGFR2 (fig. S2G) were retained
in PDOs frommGOC andmetastatic cholangio-
carcinoma, respectively.
NGS was used to profile 151 cancer-related

genes in both PDOs (n = 23) and their parental
biopsies; archival material from primary cancer
or pretreatment diagnostic biopsies was also
sequenced for eight patients, andwhole-genome
sequencing (WGS) was performed for one PDO
(tables S2 and S3). Themolecular landscape of our
PDOs (Fig. 1D) largely overlapped with that re-
ported formCRCandmGOC in theMSK-IMPACT
study (1), with the exception of SRC and EGFR
amplifications and ATM and BRCA2mutations
that were more frequent in our mCRC PDO co-
hort (table S4). Overall, a 96% overlap in muta-
tional spectrumwas observed between PDOs and
their parental biopsies (Fig. 1D), whereas intra-
tumor heterogeneity was observed between ar-
chival material (primary cancer) and metastatic
deposits (biopsies or PDOs) (fig. S3A and table
S2). PDOs were able to capture spatiotemporal
intratumor heterogeneity when established from
multiple biopsies at the time of disease progres-
sion and when compared with PDOs established
at the beginning of treatment (Fig. 1D, fig. S3A, and
table S2). Similar results were observed for copy
number alterations (CNAs) in PDOs and biopsies
collected at different time points during treat-
ment (figs. S3B and S4). WGS confirmed CNAs
extrapolated from targeted NGS of PDOs or PDO-
derived orthotopic tumors (PDO-xenografts) (figs.
S3B and S4); CNAs detected in key oncogenic
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Fig. 1. Histopathological, molecular, and functional characterization
of patient-derived organoids (PDOs). (A) Phase-contrast image of
a mCRC PDO culture (top) and hematoxylin and eosin staining comparing
organoids to their matching patient biopsy (bottom). (B) Intestinal
and diffuse growth patterns are retained in mGOC PDOs. (C) ERBB2
amplification and overexpression in mGOC PDOs and parental tissue
biopsy (CISH, chromogenic in situ hybridization; IHC, immunohisto-
chemistry). (D) Heatmap showing the most frequently mutated and/or
copy number–altered genes in PDOs (left) and Venn diagram demon-
strating 96% mutational overlap between PDOs and parental tissue
biopsies (right). (E) Target engagement in genotype–drug phenotype
combinations: pathway analysis downstream of ERBB2 in ERBB2-
amplified and nonamplified PDOs treated with lapatinib (24 hours)
(right), BRAF inhibition (24 hours) (center), and AKT inhibition (4 hours)

(left). wt, wild type. (F) Concentration-dependent effect of the
dual PI3K/mTOR inhibitor GDC-0980 in three PDOs from patient
R-009, all carrying an acquired PIK3CA mutation (H1047R). PDOs
established from a liver metastasis biopsied at disease progression
(R-009 PD-A) that also harbored PIK3CA amplification showed
concentration-dependent response to GDC-0980. PIK3CA-mutant but
nonamplified PDOs established before regorafenib treatment (R-009 BL)
or from a different liver metastasis biopsied at disease progression
(R-009 PD-B) did not respond to GDC-0980. Viability data shown
are means ± SEM of indicated independent experiments. (G) Correlation
(Fisher’s exact test) between presence of RB1 amplification in PDOs
(D) and response to the CDK4/CDK6 inhibitor palbociclib in the
reported drug screen (fig. S9A). BL, baseline; SD, stable disease; PD,
posttreatment/progressive disease.
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drivers were further validated by digital-droplet
polymerase chain reaction (fig. S5). High con-
cordance was observed in mutational, CNA, and
transcriptomic profiling over successive passages
when PDOswere tested before and after several
months of continuous culture [passage range,
5 to 13; mutations, coefficient of determination
(R2) = 0.96,P< 0.0001; CNA,R2 = 0.97,P<0.0001;
gene expression (RNA sequencing), R2 = 0.7,
P < 0.001] (fig. S6).
Next we tested the feasibility of using PDOs

derived from metastatic cancers as drug-screening
tools and validated the robustness of our approach
by identifying several genotype–drug phenotype

correlations across the PDOpanel.We ran three-
dimensional (3D) screening assays over a period
of 2 weeks (figs. S7 and S8), using a library of
55 drugs now in phase 1 to 3 clinical trials or in
clinical practice (table S5). The heatmap shown
in fig. S9A summarizes the screening data; hit
validation at lower drug concentrations is re-
ported in fig. S9B. For all 19 screens, a very high
correlation was observed among each screen’s
three replicate assays and controls (fig. S10).
F-013 was the only ERBB2-amplified PDO in

our cohort (Fig. 1C), and it exhibited the strongest
response to lapatinib [dual ERBB2/epidermal
growth factor receptor (EGFR) inhibitor]; lapatinib

potently inhibited themitogen-activated protein
kinase (MAPK) andphosphatidylinositol 3-kinase
(PI3K)/AKT signaling downstream of EGFR/
ERBB2, inducing apoptosis in the F-013 PDO (Fig.
1E and fig. S9A). In a PDO (F-014) inwhichEGFR
was amplified but ERBB2was not, lapatinib had
no effect on viability and onlymodestly reduced
MAPK and PI3K/AKT signaling (Fig. 1E and
fig. S9A).
Similarly, across all PDOs, F-016 was the only

tumor carrying an AKT1 amplification and E17K
mutation (E, glutamic acid;K, lysine) (Fig. 1D) and
was the only one to respond strongly to both AKT
inhibitors present in the drug library (MK-2206
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Fig. 2. PDO-based ex vivo co-clinical trials in mGOC and mCRC.
(A) PDOs were generated from sequential biopsies of a liver metastasis
(red circles in the bottom panel) of mGOC patient F-014 that showed
initial response to paclitaxel (F-014 BL) and subsequently progressed
(F-014 PD). Violet bars indicate overall tumor volume [according to
RECIST (Response Evaluation Criteria in Solid Tumors) 1.1], and
red bars indicate volume of the target metastasis used to generate
PDOs. (B) Cell viability upon paclitaxel treatment was compared in BL
and PD PDOs from patient F-014 and PDOs from patients that exhibited
primary (F-015) or acquired (F-012) resistance to paclitaxel in the clinic.
Viability data shown are means ± SEM of indicated independent
experiments. (C) Cell cycle analysis upon paclitaxel treatment in the

F-014 BL PDO compared with the F-014 PD PDO. DMSO, dimethyl
sulfoxide. (D) Concentration-dependent DNA damage was observed in the
F-014 BL PDO in response to paclitaxel but not in PDOs from the same
patient established at PD. (E) PDOs were established from BL (C-003
and C-004) and PD (C-001 and C-002) biopsies from patients treated
with the anti-EGFR monoclonal antibody cetuximab. PDOs were
treated with cetuximab in vitro; data shown are means ± SD from
independent experiments performed in triplicate. (F) Molecular analysis
of BL and PD PDOs, matching biopsy (tumor), and primary bowel
cancer (archival); arrows indicate the presence of clonal or subclonal
mutations in BRAF or KRAS, respectively, in two patients. VAF, variant
allele frequency; FFPE, formalin-fixed paraffin-embedded.

RESEARCH | REPORT

Corrected 20 February 2018. See full text. 
on F

ebruary 23, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


Vlachogiannis et al., Science 359, 920–926 (2018) 23 February 2018 4 of 7

R-009
(Primary resistance)

D
ay

 0
D

ay
 1

5

R-005
(Response)

DCE-MRI CD31 IHCDCE-MRI CD31 IHC

KRAS-mut
metastatic CRC

Day 15 scan
Post-treatment

scan
Pre-treatment

scan

Core biopsy from
suitable site (BL)

Core biopsy at 
response or SD

Core biopsy at
progression (PD)

Regorafenib, 160 mg daily
3 weeks on/1 week off, until disease progression

0

0.4

Ktrans (min-1)

R-005
PDO-xeno

Veh
icl

e (
n=6

)

Reg
ora

fe
nib

 (n
=6

)

Veh
icl

e (
n=3

)

Reg
ora

fe
nib

 (n
=3

)
0

5

10

15

Tu
m

o
r-

as
so

ci
at

ed
 C

D
31

 s
co

re

R-009
PDO-xeno

NS

NS

p=0.03

Day
 0

Day
 5

Day
 0

Day
 5

0

5

10

15

20
fB

V
 (%

)
p=0.04

Veh
icl

e

Reg
ora

fe
nib

0

5

10

15

Tu
m

o
r-

as
so

ci
at

ed
 C

D
31

 s
co

re

p=0.02

5 10 15

-10

0

10

20

30

Tumor-associated CD31 score

M
R

I f
B

V
D

ay
5 

(%
) R2=0.64

p=0.006 

Veh
icl

e (
n=5

)

Reg
ora

fe
nib

 (n
=5

)
0

1

2

3

N
ec

ro
si

s

p=0.008

R-011 BL/PD
liver orthotopic

injections

Vehicle

Regorafenib

SurvivalSu

CD31 IHC

CD31 IHC

Survival

R-0
11

 B
L

R-0
11

 S
D

R-0
11

 P
D

0

2

4

6

8

P
at

ie
n

t C
D

31
 s

co
re

0 20 40 60 80 100
0

50

100

Days post treatment

P
er

ce
n

t s
u

rv
iv

al

Regorafenib (n=5)
Vehicle (n=5)

p=0.04

R-011 BL
PDO-xenografts

0 50 100 150
0

50

100

Days post treatment

P
er

ce
n

t s
u

rv
iv

al

Regorafenib (n=5)
Vehicle (n=5)

NS

R-011 PD
PDO-xenografts

V
eh

ic
le

R
eg

or
af

en
ib

R-011 BL
PDO-xenografts

R-011 PD
PDO-xenografts

CD31 IHC

Veh
icl

e (
n=4

)

Reg
ora

fe
nib

 (n
=4

)
0

2

4

6

Tu
m

o
r-

as
so

ci
at

ed
 C

D
31

 s
co

re

Veh
icl

e (
n=3

)

Reg
ora

fe
nib

 (n
=6

)
0

2

4

6

8

Tu
m

o
r-

as
so

ci
at

ed
 C

D
31

 s
co

rep=0.001 NS

RegorafenibVehicle

100 µm 100 µm

100 µm100 µm

Fig. 3. PDO-based co-clinical trials mimic primary and acquired
resistance to regorafenib in mice. (A) mCRC patients on regorafenib
treatment underwent biopsies at BL, SD, or PD. An early reduction
(15 days) in functional imaging (DCE-MRI) parameters correlated with
changes in microvasculature assessed by CD31 staining and clinical benefit
from regorafenib (right). Arrowheads indicate CRC metastases; Ktrans,
volume transfer constant. (B) Changes in microvasculature in response to
regorafenib were assessed in PDO-xenografts in mice by quantification
of tumor-associated CD31-positive vessels. Data show PDO-xenografts
from a primary resistant patient (R-009) and a long-term responder
(R-005) to regorafenib. Means ± SD from the indicated number of mice
(n) in a representative experiment are shown; significance was determined
using Student’s unpaired t test. (C) Reduction in fractional blood volume
(fBV) in regorafenib-treated mice carrying long-term regorafenib
responder (R-005) PDO-xenografts. A total of 10 animals were analyzed
(five in each arm); shown are the means ± SD of an individual experiment.
Day 0 fBV values could not be obtained for two animals owing to
respiratory movement. Significance was determined using Student’s
paired t test for fBV and unpaired t test for CD31 and necrosis.

(D) Schematic representation of the animal experiment using PDOs
from patient R-011, established pre- and posttreatment with regorafenib.
Mice carrying liver orthotopic R-011 pretreatment (BL) and posttreatment
(PD) PDO-xenografts were randomized to control and treatment arms
and treated with vehicle or regorafenib for 10 days. After treatment,
each arm was further randomized to a cohort culled for histopathological
analysis and a survival cohort, which was monitored over time.
(E) CD31 immunostaining in the parental patient BL, SD, and PD
biopsies, demonstrating an initial reduction in tumor microvasculature
in response to regorafenib. Shown are means ± SD calculated by scoring
10 high-power-field tumor areas. (F) Representative images (top) and
analysis (bottom) of CD31 immunostaining in the BL and PD R-011
PDO-xenografts. Shown are means ± SD calculated by scoring at least
10 high-power-field tumor areas per animal in an individual experiment;
n, number of animals analyzed in each group. Significance was determined
using Student’s unpaired t test. (G) Kaplan-Mayer curves for regorafenib-
or vehicle-treated mice bearing BL and PD PDO-xenografts from patient
R-011 from an individual experiment (n, number of mice analyzed).
Significance was determined using the Mantel-Cox log-rank test.
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andGSK690693) (Fig. 1E and fig. S9A). OnemCRC
PDO (C-004) harboredaBRAFV600Emutation (V,
valine) (Fig. 1D) andwas the onlyPDO that showed
significantly decreased viability after treatment
with the BRAF inhibitor vemurafenib (fig. S9A).
Consistent with this, vemurafenib selectively in-
hibitedMEK/ERK (MAPK kinase/extracellular
signal–regulated kinase) signaling in the C-004
PDO (Fig. 1E) but failed to induce apoptosis, in
keeping with the lack of efficacy of single-agent
BRAF inhibitors in mCRC (13).
Overall,PIK3CAmutationswere not predictive

of response to GDC-0980 (a dual PI3K/mTOR in-
hibitor) in the PDOs panel (Fig. 1D and fig. S9A). In
line with this observation, in a patient fromwhom
pre- and posttreatment PDOs were established
frommultiple metastases (R-009 BL, PD-A, and
PD-B), a PIK3CA H1047R mutation (H, histidine;
R, arginine) common to all the PDOswas not asso-
ciated with any response to GDC-0980. However,
PDOscarryinga synchronousPIK3CAamplification
(R-009 PD-A) showed a concentration-dependent
reduction in cell viability in response to GDC-
0980 (Fig. 1F and fig. S3A). Last, in keeping with

published data (14), a significant correlation was
observed between RB1 amplification and sen-
sitivity of PDOs to palbociclib [cyclin-dependent
kinase 4 (CDK4)/CDK6 inhibitor] (Fig. 1G).
After extensive molecular and functional char-

acterization of our PDOs, we examined their clin-
ical predictive value in 21 comparisons of clinical
responses observed in patients with ex vivo re-
sponse data gathered in organoids (table S6).
Taxanes are a standard second-line treatment
option for metastatic gastric cancer; however,
efficacy is modest, and no predictive biomarkers
are available to inform clinical decisions (15). We
compared response to paclitaxel in sequential
PDOs established before and after treatment in
a paclitaxel-sensitive patient (F-014) with that
in PDOs established from liver metastases of two
paclitaxel-resistant patients (Fig. 2, A and B).
PDOs derived from the responsive metastasis
showed aGI50 (concentration that inhibits growth
of cancer cells by 50%) for clinically relevant
paclitaxel concentrations (16) that was about one-
fourth that for PDOs from the same patient
derived at progression; these resistant PDOs dem-

onstrated an identical paclitaxel concentration-
response profile to the two PDOs established from
paclitaxel-refractory patients (Fig. 2B). Cell cycle
analysis showed marked apoptosis and G2 arrest
upon taxane treatment in the pretreatment F-014
PDOs, whereas no significant difference was
observed in PDOs established at progression
(Fig. 2C and fig. S11A). Similarly, paclitaxel in-
duced concentration-dependent DNA damage,
mitotic arrest, and apoptosis in the pretreatment
F-014 PDOs but had a much weaker impact on
the progression (and thus resistant) PDOs (Fig.
2D). Consistent with data observed for second-
line treatment, a ~10-fold difference in GI50 was
observed in response to the combination of
5-fluorouracil and cisplatin in PDOs collected
from chemosensitive and chemorefractorymGOC
patients receiving first-line treatment (fig. S11B),
highlighting the clinical potential of PDOs for
treatment selection in cancers of unmet need.
Anti-EGFRmonoclonal antibodies, regorafenib,

andTAS-102areU.S.FoodandDrugAdministration–
approvedoptions for treatment of chemorefractory
mCRC;however,with the exceptionofRASpathway
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mutations for anti-EGFR therapy, there are no
validated clinical biomarkers for patient selection
in this setting. We initially tested the predictive
value of PDOs inmCRCby comparing response to
anti-EGFR treatment (cetuximab) in five PDOs
and their respective patients (Fig. 2E). Two PDOs
established from BL biopsies before anti-EGFR
treatment in the PROSPECT-C trial showed no
response to cetuximab, in keeping with the pri-
mary resistance observed in these two patients
in the clinic. Unsurprisingly (17), both PDOs and
their respective patient biopsies harbored ei-
ther KRAS G12D (subclonal) (G, glycine; D,
aspartic acid) orBRAFV600E (clonal)mutations
(Fig. 2F). The third cetuximab-resistant PDO
(C-002) was established from the progression
biopsy of a patient who initially responded to
cetuximab, and it harbored an EGFR amplifica-
tion (Fig. 1D and fig. S5), no RAS pathwaymuta-
tional aberrations (Fig. 2F), andhigh amphiregulin
mRNA levels. Despite these molecular markers
being suggestive of responsiveness to cetuximab,
the C-002 PDO showedno response (and, in fact,
paradoxically showed enhanced proliferation)
upon cetuximab treatment, in linewith the respec-
tive patient’s clinical outcome, thus highlighting
the potential of PDOs to predict clinical outcomes
better than molecular pathology alone. Another
KRASwild-type PDOderived froma slow-growing
progressing metastasis in a patient with other-
wise stable disease (C-001) (fig. S11C) showed a
marginal response to cetuximab. Last, theKRAS
wild-type PDO established from a BL biopsy of a
patient enrolled in the PROSPECT-R trial (R-007)
(fig. S11C) showed response to cetuximab at con-
centrations higher than 5 mg/ml; this, however,
could not be compared with clinical response,
because the patient did not receive anti-EGFR
monoclonal antibodies.
Next we tested the ability of PDOs to reca-

pitulate response to regorafenib, amultiple tyro-
sine kinase inhibitor blocking oncogenic and
angiogenic signaling pathways. No response to
regorafenibwas observed in our 3Dex vivo screen-
ing assays (fig. S9A), an observation in keeping
with our recently reported clinical results from
the PROSPECT-R trial (18), suggesting that re-
sponse to regorafenib ismainly driven by its anti-
angiogenic effect (Fig. 3A).
Tomatch responses to regorafenib in the clinic

and in aligned PDOs, we established an ortho-
topic human tumor xenograft model by implant-
ing luciferase-expressing (Luc+) PDOs in the liver
of NSG mice (PDO-xenografts) (fig. S12A). We
initially compared response to regorafenib in
PDO-xenografts from a patient with primary re-
sistance (R-009; n = 11) and from a patient who
achieved a durable (10-month) response (R-005;
n = 6) to regorafenib (fig. S12, B and C). In keep-
ing with the clinical responses (Fig. 3A), PDO-
xenografts from the regorafenib-sensitive patient
displayed a significant (P = 0.03) reduction in
their microvasculature in response to regorafe-
nib, as revealed by CD31 immunostaining; in
contrast, no significant changes were observed in
PDO-xenografts from the regorafenib-resistant
patient (Fig. 3B). To mimic our clinical obser-

vations, we performed functional susceptibility
contrast magnetic resonance imaging (MRI) of
PDO-xenografts of the responding patient (R-005;
n = 10) before and after treatment (fig. S12D).
In line with dynamic contrast-enhanced MRI
(DCE-MRI) results in patients (Fig. 3A), suscep-
tibility contrastMRI revealed a significant reduc-
tion in tumor fractional blood volume (fBV) in
regorafenib-treated mice (Fig. 3C). These changes
were associatedwith a reduction in CD31 staining
and increased necrosis (Fig. 3C). Notably, across
all animals, a robust correlation was observed be-
tween the fBV values obtained from susceptibility
contrast MRI and the microvasculature assess-
ment (CD31) of the same samples (R2 = 0.64, P =
0.006) (Fig. 3C). Consistent with our clinical data,
changes in microvasculature indicative of re-
sponse appeared to be independent of changes
in tumor volume (fig. S12E) (18). Three differ-
ent histopathological growth patterns (HGPs)—
desmoplasticHGP,pushingHGP, and replacement
HGP—havebeen associatedwithdifferent degrees
of response to anti-angiogenic drugs, with the re-
placementHGP being frequently associatedwith
vessel co-option and primary resistance (19). In
our experiments, a predominance of replacement
HGP, and thus vessel co-option, was observed
in PDO-xenografts from the resistant patient,
whereas tumors established from the PDOs of
the sensitive patient showed a prevalence of des-
moplastic and pushingHGPs (fig. S12F), suggest-
ing that vessel co-optionmight be themechanism
underpinning primary resistance to regorafenib.
When the responder to regorafenib (R-005) pro-
gressed and received subsequent treatment, he
was enrolled in a phase 1 trial of the ATR inhib-
itor VX-970. No response was observed in this
patient with VX-970monotherapy, and this was
in keeping with the lack of response to ATM/
ATR inhibitors observed in his PDOs in the drug
screening reported in fig. S9A.
To test the PDOs’ ability to capture tumor

evolution and acquired resistance to treatment,
we generated xenografts using PDOs from the
same liver metastasis before (BL) and after (PD)
treatment inmCRC patient R-011 that exhibited
initial response to regorafenib and subsequently
progressed (fig. S13A). Mice were randomized to
treatment and control arms, and, after treatment,
each arm was further randomized for survival or
functional analysis (Fig. 3D). In line with clinical
findings (Fig. 3E) (18), CD31 immunostaining
revealed a ~60% reduction in microvasculature
in response to regorafenib in BL PDO-xenografts
(P = 0.001), whereas no significant change was
observed in PD PDO-xenografts (Fig. 3F). More
importantly, regorafenib treatment offered a se-
lective survival benefit in mice carrying BL PDO-
xenografts (Fig. 3G and fig. S13B), confirming the
predictive value of PDOs and their ability to re-
flect cancer evolution upon treatment.
TAS-102, a combination of the nucleoside an-

alog trifluridine and the thymidine phosphorylase
inhibitor tipiracil, is approved for the treatment
of chemorefractory mCRC, but no validated bio-
markers are available (20). We compared clinical
and preclinical response to TAS-102 in six organ-

oids from four different patients treated with
TAS-102. Initially, we tested response to TAS-102
in PDOs from a patient (R-019) who had a mixed
response, with stability of disease in one of the
liver metastases (segment 5) and rapid progres-
sion in another (segment 2) (Fig. 4A). Ex vivo
concentration-response data showed about an
eightfold difference in GI50 between PDOs derived
from the TAS-102–sensitive metastasis and those
derived from pre- and posttreatment biopsy of
the rapidly progressing metastasis (Fig. 4B),
highlighting the ability of PDOs to recapitulate
intrapatient heterogeneity. TK1 has been pro-
posed as a potential biomarker of response to
TAS-102 (21); TK1 protein expression was indeed
higher in PDOs from the responding metastasis
than in those from the nonresponding site
(Fig. 4C). When we extended the TAS-102 sensitiv-
ity analysis to PDOs from three other patients, we
confirmed that PDOs from patients who achieved
disease control were sensitive to low micromolar
concentrations of TAS-102, whereas no significant
effect on cell viability was observed in PDOs from
resistant (primary or acquired) patients (Fig. 4D,
left); consistent with previous data, TK1 mRNA
expression was higher in PDOs from patients that
achieved stable disease in response to TAS-102
(Fig. 4D, right).
Overall, for the PDOs that we analyzed, we

found 100% sensitivity, 93% specificity, 88% pos-
itive predictive value, and 100% negative pre-
dictive value in forecasting response to targeted
agents or chemotherapy in patients (Fisher’s ex-
act test, P < 0.0001) (table S7). Our data suggest
that PDOs can be exploited for functional ge-
nomics to simulate cancer behavior ex vivo and
integrate molecular pathology into the decision-
making process of early-phase clinical trials.
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CANCER

Detection and localization of
surgically resectable cancers with a
multi-analyte blood test
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Earlier detection is key to reducing cancer deaths. Here, we describe a blood test that
can detect eight common cancer types through assessment of the levels of circulating proteins
and mutations in cell-free DNA.We applied this test, called CancerSEEK, to 1005 patients
with nonmetastatic, clinically detected cancers of the ovary, liver, stomach, pancreas,
esophagus, colorectum, lung, or breast. CancerSEEK tests were positive in a median of
70% of the eight cancer types. The sensitivities ranged from 69 to 98% for the detection
of five cancer types (ovary, liver, stomach, pancreas, and esophagus) for which there are
no screening tests available for average-risk individuals. The specificity of CancerSEEK was
greater than 99%: only 7 of 812 healthy controls scored positive. In addition, CancerSEEK
localized the cancer to a small number of anatomic sites in a median of 83% of the patients.

T
he majority of localized cancers can be
cured by surgery alone, without any sys-
temic therapy (1). Once distant metastasis
has occurred, however, surgical excision is
rarely curative. One major goal in cancer

research is therefore the detection of cancers be-
fore they metastasize to distant sites. For many
adult cancers, it takes 20 to 30 years for incip-
ient neoplastic lesions to progress to late-stage
disease (2–4). Only in the past few years of this
long process do neoplastic cells appear to suc-
cessfully seed and give rise to metastatic lesions
(2–5). Thus, there is a wide window of opportu-
nity to detect cancers before the onset of metas-
tasis. Even when metastasis has initiated but is
not yet evident radiologically, cancers can be
cured in up to 50% of cases with systemic ther-
apies, such as cytotoxic drugs and immunother-

apy (6–9). Once large, metastatic tumors are
formed, however, current therapies are rarely
effective (6–9).
The only widely used blood test for earlier

cancer detection is based on measurement of
prostate-specific antigen, and the proper use of
this test is still being debated (10). The approved
tests for cancer detection are not blood-based
and include colonoscopy, mammography, and
cervical cytology. New blood tests for cancer must
have very high specificity; otherwise, too many
healthy individuals will receive positive test re-
sults, leading to unnecessary follow-up proce-
dures and anxiety. Blood tests that detect somatic
mutations (“liquid biopsies”) offer the promise of
exquisite specificity because they are based on
driver gene mutations that are expected to be
found only in abnormal clonal proliferations of

cells, such as cancers (11–18). To date, the vast ma-
jority of cancer patients evaluated with mutation-
based liquid biopsies have advanced-stage disease.
In addition, no studies have examined a large
number of healthy control individuals, which is
essential for evaluation of the specificity of such
tests (19). Diagnostic sensitivity is also an issue
for liquid biopsies. Available evidence indicates
that patients with early-stage cancers can harbor
less than one mutant template molecule per mil-
liliter of plasma (11, 20), which is often beyond
the limit of detection of previously reported tech-
nologies that assess multiple mutations simulta-
neously (19, 21). Yet another issue with liquid
biopsies is the identification of the underlying tis-
sue of origin. Because the same gene mutations
drive multiple tumor types, liquid biopsies based
on genomic analysis alone generally cannot iden-
tify the anatomical location of the primary tumor.
We describe here a new blood test, called

CancerSEEK, that addresses the issues described
above. The test uses combined assays for genetic
alterations and protein biomarkers and has the
capacity not only to identify the presence of rel-
atively early cancers but also to localize the organ
of origin of these cancers.
Initial studies demonstrated that the maximum

sensitivity of plasma DNA-based tests—liquid
biopsies—was limited for localized cancers (11).
A subsequent study suggested that the com-
bination of four protein biomarkers with one
genetic marker (KRAS) could enhance sensitiv-
ity for the detection of pancreatic cancers (20).
We sought to generalize this approach by eval-
uating a panel of protein and gene markers that
might be used to detect many solid tumors at a
stage before the emergence of distant metastases.
We began by designing a polymerase chain reac-
tion (PCR)–based assay that could simultaneously
assess multiple regions of driver genes that are
commonly mutated in a variety of cancer types.
In designing this test, we were confronted by
four competing challenges. First, the test must
query a sufficient number of bases to allow de-
tection of a large number of cancers. Second,
each base queried in the test must be sequenced
thousands of times to detect low-prevalence
mutations (11, 19, 21, 22). Third, there must be
a limit on the number of bases queried in the
test because the more bases queried, the more
likely that artifactual mutations would be iden-
tified, reducing the signal-to-noise ratio. And
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fourth, for implementation in a screening setting,
the test must be cost effective and amenable to
high throughput, factors that limit the amount
of sequencing that can be performed. To over-
come these challenges, we searched for the min-
imum number of short amplicons that would
allow us to detect at least one driver gene mu-
tation in each of the eight tumor types evaluated.
Using publicly available sequencing data, we
found that there was a fractional power law re-
lationship between the number of amplicons
required and the sensitivity of detection, with
a plateau at ~60 amplicons (Fig. 1). Once this
plateau was reached, raising the number of
amplicons would not detect substantially more
cancers but would increase the probability of
false-positive results. This decreasing marginal
utility defined the optimal number of amplicons.
On the basis of these data, we designed a 61-

amplicon panel, with each amplicon querying
an average of 33 base pairs (bp) within one of
16 genes (table S1). As shown in Fig. 1, this panel
would theoretically detect 41% (liver) to 95%
(pancreas) of the cancers in the Catalog of So-
matic Mutations in Cancer (COSMIC) data set
(23). In practice, the panel performed consid-
erably better, detecting at least one mutation
in 82%, two mutations in 47%, and more than
two mutations in 8% of the 805 cancers eval-
uated in our study (Fig. 1, colored dots; fig. S1;
and table S2). We were able to detect a larger
fraction of tumors than predicted by the COSMIC
data set because the PCR-based sequencing as-
say we used was more sensitive for detecting
mutations than conventional genome-wide se-
quencing. On the basis of this analysis of the
DNA from primary tumors, the predicted max-
imum detection capability of circulating tumor
DNA (ctDNA) in our study varied by tumor type,
ranging from 60% for liver cancers to 100% for
ovarian cancers (Fig. 1).
Armed with this small but robust panel of

amplicons, we developed two approaches that
enabled the detection of the rare mutations ex-
pected to be present in plasma ctDNA. First, we
used multiplex-PCR to directly and uniquely
label each original template molecule with a DNA
barcode. This design minimizes the errors in-
herent to massively parallel sequencing (24) and
makes efficient use of the small amount of cell-
free DNA present in plasma. Additionally, we
divided the total amount of DNA recovered from
plasma into multiple aliquots and performed
independent assays on each replicate. In effect,
this decreases the number of DNA molecules per
well; however, it increases the fraction of each
mutant molecule per well, making the mutants
easier to detect. Because the sensitivity of de-
tection is often limited by the fraction of mutant
alleles in each replicate, this partitioning strat-
egy allowed us to increase the signal-to-noise
ratio and identify mutations present at lower
prevalence than possible if all of the plasma
DNA was evaluated at once.
The second component of CancerSEEK is

based on protein biomarkers. Previous studies
have demonstrated that a major fraction of early-

stage tumors do not release detectable amounts
of ctDNA, even when extremely sensitive tech-
niques are used to identify them (11, 20). Many
proteins potentially useful for early detection
and diagnosis of cancer have been described in
the literature (25–27). We searched this litera-
ture to find proteins that had previously been
shown to detect at least one of the eight cancer
types described above with sensitivities >10%
and specificities >99%. We identified 41 potential
protein biomarkers (table S3) and evaluated them
in preliminary studies on plasma samples from
normal individuals as well as from cancer pa-
tients. We found that 39 of these proteins could
be reproducibly evaluated through a single im-
munoassay platform, and we then used this plat-
form to assay all plasma samples (table S3). Eight
of the 39 proteins proved to be particularly useful
for discriminating cancer patients from healthy
controls (table S3).
We then used CancerSEEK to study 1005 pa-

tients who had been diagnosed with stage I to
III cancers of the ovary, liver, stomach, pancreas,

esophagus, colorectum, lung, or breast. No patient
received neo-adjuvant chemotherapy before blood
sample collection, and none had evident distant
metastasis at the time of study entry. The me-
dian age at diagnosis was 64 (range 22 to 93).
The eight cancer types were chosen because they
are common in western populations and because
no blood-based tests for their earlier detection
are in common clinical use. The histopatholog-
ical and clinical characteristics of the patients
are summarized in table S4. The most common
stage at presentation was American Joint Com-
mission on Cancer (AJCC) stage II, accounting
for 49% of patients, with the remaining patients
harboring stage I (20%) or stage III (31%) disease.
The number of samples per stage for each of the
eight tumor types is summarized in table S11. The
healthy control cohort consisted of 812 individuals
of median age 55 (range 17 to 88) with no known
history of cancer, high-grade dysplasia, auto-
immune disease, or chronic kidney disease.
CancerSEEK evaluates levels of eight proteins

and the presence of mutations in 1933 distinct
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Fig. 1. Development of a PCR-based assay to identify tumor-specific mutations in plasma
samples.Colored curves indicate the proportion of cancers of the eight types evaluated in this study
that can be detected with an increasing number of short (<40 bp) amplicons. The sensitivity of
detection increases with the number of amplicons but plateaus at ~60 amplicons. Colored dots
indicate the fraction of cancers detected by using the 61-amplicon panel used in 805 cancers
evaluated in our study, which averaged 82%. Publicly available sequencing data were obtained from
the COSMIC repository.

RESEARCH | REPORT
on F

ebruary 24, 2018
 

http://science.sciencem
ag.org/

D
ow

nloaded from
 

http://science.sciencemag.org/


genomic positions; each genomic position could
be mutated in several ways (single base substitu-
tions, insertions, or deletions). The presence of a
mutation in an assayed gene or an elevation in
the level of any of these proteins would classify a
patient as positive. It was therefore imperative
to use rigorous statistical methods to ensure the
accuracy of the test. We used log ratios to evalu-
ate mutations and incorporated them into a logis-
tic regression algorithm that took into account
both mutation data and protein biomarker levels
to score CancerSEEK test results (supplementary
materials). The mean sensitivities and specificities
were determined by 10 iterations of 10-fold cross-
validations. The receiver operating characteristic
(ROC) curves for the entire cohort of cancer pa-
tients and controls in one representative iteration
is shown in Fig. 2A.
The median sensitivity of CancerSEEK among

the eight cancer types evaluated was 70% (P <
10−96 one-sided binomial test) and ranged from
98% in ovarian cancers to 33% in breast cancers
(Fig. 2C). At this sensitivity, the specificity was

>99%; only 7 of the 812 individuals without known
cancers scored positive. We could not be cer-
tain that the few false positive–testing individ-
uals identified among the healthy cohort did
not actually have an as-yet undetected cancer,
but classifying them as false positives provided
the most conservative approach to classification
and interpretation of the data.
The features of the test that were most im-

portant to the algorithm were the presence of
a ctDNA mutation followed by elevations of
cancer antigen 125 (CA-125), carcinoembryonic
antigen (CEA), cancer antigen 19-9 (CA19-9), pro-
lactin (PRL), hepatocyte growth factor (HGF),
osteopontin (OPN), myeloperoxidase (MPO), and
tissue inhibitor of metalloproteinases 1 (TIMP-1)
protein levels (table S9). Waterfall plots for
each of the ctDNA and protein features used in
CancerSEEK illustrate their distribution among
individuals with and without cancer (fig. S2).
The importance ranking of the ctDNA and pro-
tein features used in CancerSEEK are provided
in table S9, and a principal component analysis

displaying the clustering of individuals with and
without cancer is shown in fig. S3. The complete
data set, including the levels of all proteins studied
and the mutations identified in the plasma sam-
ples, are provided in tables S5 and S6. The prob-
abilistic rather than deterministic nature of the
approach used here to call a sample positive is
evident from fig. S4; each panel represents the
sensitivity of CancerSEEK when one specific fea-
ture was excluded from the analysis.
One of the most important attributes of a

screening test is the ability to detect cancers
at relatively early stages. The median sensitivity
of CancerSEEK was 73% for the most common
stage evaluated (stage II), similar (78%) for stage
III cancers, and lower (43%) for stage I cancers
(Fig. 2B). The sensitivity for the earliest-stage
cancers (stage I) was highest for liver cancer
(100%) and lowest for esophageal cancer (20%).
The basis of liquid biopsy is that mutant DNA

templates in plasma are derived from dying can-
cer cells and thus serve as exquisitely specific
markers for neoplasia. To investigate whether
CancerSEEKmeets this expectation, we evaluated
tumor tissue from 153 patients in whom ctDNA
could be detected at statistically significant lev-
els (supplementary materials) and for whom
primary tumors were available. We found that
the mutation in the plasma was identical to a
mutation found in the primary tumor of the
same individual in 138 (90%) of these 153 cases
(table S7). This concordance between plasma
and primary tumor was evident in all eight can-
cer types, and ranged from 100% in ovarian and
pancreatic cancers to 82% in stomach cancers.
One limitation of liquid biopsies is their inab-

ility to determine the cancer type in patients who
test positive, which poses challenges for clinical
follow-up. To examine whether the CancerSEEK
test can help identify a cancer’s tissue of origin,
we used supervised machine learning to predict
the underlying cancer type in patients with pos-
itive CancerSEEK tests. The input algorithm took
into account the ctDNA and protein biomarker
levels as well as the gender of the patient (sup-
plementary materials). One of the main purposes
of such predictions is to determine the most ap-
propriate follow-up test for cancer diagnosis or
monitoring after a positive CancerSEEK test. We
therefore grouped together patients with esoph-
ageal and gastric cancers because endoscopy
would be the optimal follow-up in both instances.
We then used this algorithm (supplementary
materials) to study the 626 cancer patients with
positive CancerSEEK tests. Without any clinical
information about the patients, we were able to
localize the source of the cancer to two anatomic
sites in a median of 83% of these patients (P <
10−77 one-sided binomial test) (Fig. 3 and table
S8). Furthermore, we were able to localize the
source of the positive test to a single organ in
a median of 63% of these patients (P < 10−47

one-sided binomial test) (Fig. 3 and table S8).
Given that driver gene mutations are usually
not tissue-specific, the vast majority of the lo-
calization information was derived from pro-
tein markers. The accuracy of prediction varied
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Fig. 2. Performance of CancerSEEK. (A) ROC curve for CancerSEEK. The red point on the curve
indicates the test’s average performance (62%) at >99% specificity. Error bars represent 95%
confidence intervals for sensitivity and specificity at this particular point. The median performance
among the eight cancer types assessed was 70%. (B) Sensitivity of CancerSEEK by stage. Bars
represent the median sensitivity of the eight cancer types, and error bars represent standard
errors of the median. (C) Sensitivity of CancerSEEK by tumor type. Error bars represent 95%
confidence intervals.
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with tumor type; it was highest for colorectal
cancers and lowest for lung cancers (Fig. 3 and
table S10).
We have designed a multi-analyte blood test

that can detect the presence of eight common
solid tumor types. The advantage of combin-
ing completely different agents, with distinct
mechanisms of action, is widely recognized in
therapeutics (28–30) but has not been routine-
ly applied to diagnostics. We combined protein
biomarkers with genetic biomarkers to increase
sensitivity without substantially decreasing spe-
cificity. Other cancer biomarkers—such as metab-
olites, mRNA transcripts, miRNAs, or methylated
DNA sequences—could be similarly combined
to increase sensitivity and localization of cancer
site. Such multi-analyte tests are not meant to
replace other non-blood-based screening tests,
such as those for breast or colorectal cancers,
but to provide additional information that could
help identify those patients most likely to harbor
a malignancy.
Several limitations of our study should be

acknowledged. First, the patient cohort in our
study was composed of individuals with known
cancers, most diagnosed on the basis of symp-
toms of disease. Although none of our patients
had clinically evident metastatic disease at the

time of study entry, most individuals in a true
screening setting would have less advanced dis-
ease, and the sensitivity of detection is likely to
be less than reported here. Second, our controls
were limited to healthy individuals, whereas in
a true cancer screening setting, some individ-
uals might have inflammatory or other dis-
eases, which could result in a greater proportion
of false-positive results than observed in our study.
Third, although multiple-fold cross-validation is
a powerful and widely used technique for dem-
onstrating robust sensitivity and specificity on
a cohort of this study’s scale, we were not able
to use a completely independent set of cases for
testing, which would have been optimal. Last,
the proportion of cancers of each type in our
cohort was purposefully not representative of
those in the United States as a whole because
we wanted to evaluate at least 50 examples of
each cancer type with the resources available
to us. When weighted for actual incidence in
the United States, we estimate the sensitivity of
CancerSEEK to be 55% among all eight cancer
types. This weighting would not affect the high
sensitivities of CancerSEEK (69 to 98%) to detect
five cancer types (ovary, liver, stomach, pancreas,
and esophagus) for which there are no screen-
ing tests available for average-risk individuals.

Our study lays the conceptual and practical
foundation for a single, multi-analyte blood test
for cancers of many types. We estimate the cost
of the test to be less than $500, which is com-
parable or lower than other screening tests for
single cancers, such as colonoscopy. The eight
cancer types studied here account for 360,000
(60%) of the estimated cancer deaths in the
United States in 2017, and their earlier detection
could conceivably reduce deaths from these dis-
eases. To actually establish the clinical utility of
CancerSEEK and to demonstrate that it can save
lives, prospective studies of all incident cancer
types in a large population will be required.
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PROTEIN EVOLUTION

Structural principles that enable
oligomeric small heat-shock protein
paralogs to evolve distinct functions

Georg K. A. Hochberg,1*† Dale A. Shepherd,1*‡ Erik G. Marklund,1*§
Indu Santhanagoplan,2|| Matteo T. Degiacomi,1¶ Arthur Laganowsky,1#**††
Timothy M. Allison,1 Eman Basha,2‡‡ Michael T. Marty,1‡‡ Martin R. Galpin,1

Weston B. Struwe,1 Andrew J. Baldwin,1 Elizabeth Vierling,2 Justin L. P. Benesch1§§

Oligomeric proteins assemble with exceptional selectivity, even in the presence
of closely related proteins, to perform their cellular roles. We show that most proteins
related by gene duplication of an oligomeric ancestor have evolved to avoid
hetero-oligomerization and that this correlates with their acquisition of distinct
functions. We report how coassembly is avoided by two oligomeric small heat-shock
protein paralogs. A hierarchy of assembly, involving intermediates that are populated
only fleetingly at equilibrium, ensures selective oligomerization. Conformational
flexibility at noninterfacial regions in the monomers prevents coassembly, allowing
interfaces to remain largely conserved. Homomeric oligomers must overcome the
entropic benefit of coassembly and, accordingly, homomeric paralogs comprise fewer
subunits than homomers that have no paralogs.

M
anyproteins associate into selective homo-
or heteromers in order to function (1).
New assemblies are most often created
by gene duplication of a preexisting ho-
momer (2). The resulting oligomeric para-

logs initially coassemble because both have the
same sequence (andhence structure and interfaces)
as their ancestor (Fig. 1A) (3). This coassembly
can easily become entrenched if evolution of the
two resultingduplicates is functionally constrained
to maintain the interaction (4, 5), implying that
heteromerization should be the most likely fate of
oligomeric paralogs. However, when we analyzed
the human,Arabidopsis, yeast, and Escherichia coli
interactomes (supplementarymaterials and data
file S1), we found that most oligomeric paralogs
do not form heteromers (i.e., do not coassemble)

(Fig. 1B), despite overlapping localization and
expression profiles (fig. S1, A and B). Moreover,
we found that those paralogs that cannot co-
assemble share lower sequence identity and fewer
common functions than paralogs that can (Fig. 1,
C and D). This suggests that heteromerization
acts as a constraint on the functional divergence
of oligomeric paralogs (6). Relieving this con-
straint is therefore a key step in the evolutionary
trajectories of oligomeric proteins toward evolv-
ing new functions.
To investigate how this occurs, we examined

the selective assembly of two paralogous small
heat-shock proteins (sHSPs), molecular chaper-
ones found across the tree of life that are key to
the cell’s ability to respond to stress (7, 8). A
duplication event led to land plants having two
classes of cytosolic sHSPs (class 1 and 2; Fig. 1E
and fig. S2) that both assemble as dodecamers
but cannot form heteromers between classes (9).
Both are required for thermotolerance in vivo
(10) and have different mechanisms of action
(11, 12). We chose one paralog of each class from
Pisum sativum: HSP18.1 and HSP17.7 (hereafter
WT-1 andWT-2, respectively). Both proteins com-
prise anN-terminal region, an a-crystallin domain,
and a C-terminal tail, and both form homo-12-
mers (12) using three independent interfaces:
The a-crystallin domain mediates the formation
of an isologous a·a dimer; these dimers assemble
into oligomers through heterologous contacts be-
tween the a-crystallin domain and the C-terminal
tails from neighboring dimers (a·C), and interac-
tions between the N-terminal regions (N·N) (Fig.
1F) (13). Their complex,multi-interface architecture
makes these proteins an ideal system to investi-
gate howevolution acts to regulate the biophysical

properties of oligomers to develop a set of selective
interfaces that allows them to diverge functionally.
Small-angle x-ray scattering experiments indi-

cated that both proteins form tetrahedral oligo-
mers (fig. S3), implying that there are no major
differences in quaternary structure that prevent
coassembly.Nonetheless,whenweobtainednative
mass spectra of amixture ofWT-1 andWT-2 after
prolonged incubation (Fig. 1G, upper) or initiat-
ing reassembly from their subunits (fig. S4A), we
could not detect any hetero-12-mers in either case.
However, both homo-12-mers underwent contin-
ual dissociation and reassociation, althoughWT-1
did so >10 times faster thanWT-2 (fig. S4). These
facile quaternary dynamics show that heteromers
are in principle kinetically accessible and so, de-
spite the similarity in quaternary architectures
ofWT-1 andWT-2, must be thermodynamically
unfavorable.
To identify the sequence determinants of se-

lective assembly, we aligned class 1 and 2 sHSPs
andnoted conserved differences in their C-terminal
tails (fig. S5).We then engineered a chimerawith
the class 1 N-terminal region and a-crystallin do-
main linked to the class 2 C-terminal tail (N1a1C2;
see table S1) and incubated it with WT-2. This
small change in sequence produced a series of
hetero-12-mers formed between WT-2 and N1a1C2
(Fig. 1G, lower). These represent a proxy for class
1 and 2 coassembly and allowed us to interrogate
the functional consequences of heteromerization.
We incubated purified sHSPs with pea leaf lysate
under heat-shock conditions to form reversible
aggregates (14), mimicking their action in vivo
(10, 11). WT-2 partitioned significantly faster into
the insoluble fraction than WT-1 (Fig. 1H and
fig. S6). The rate measured for the heteromers
of N1a1C2 andWT-2, however, was intermediate
between that of WT-1 and WT-2 homomers. The
functional differentiation of the two proteins
therefore depends on their selective homomeriza-
tion, demonstrating the operational necessity of
avoiding coassembly.
The hetero-12-mers formed by swapping C-

terminal tails comprised only even numbers of
each type of subunit (Fig. 1G, lower), implying
that either the a·a or the N·N interfacemust also
be selective. To determine which, we engineered
an N-terminal chimera, N2a1C1, and incubated
it with WT-1. This produced a series of hetero-
12-mers comprising odd and even numbers of
each subunit (fig. S7A). Although N·N contacts
therefore are not thermodynamically selective
(and hence the a·a interface must be), we noticed
that dissociation of N1a1C2 oligomers was as fast
as that of WT-1 (fig. S7B), whereas dissociation of
N2a1C1 was slower (fig. S7A). This means that the
promiscuous N·N contacts, not the thermody-
namically selective a·C and a·a interfaces, con-
trol the kinetic stability of the 12-mers.
Our subunit-exchange data indicate that, over

the functional temperature range, hetero-12-mers
formed via N·N contacts during assembly would
decompose into homomers on the time scale of
minutes to hours (fig. S4E). Yet, we had observed
no long-lived heteromers in our assembly exper-
iment, even at low temperatures (fig S4A). To
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resolve this apparent conflict, we generated con-
structs of WT-1 andWT-2 lacking the N-terminal
region andmeasured their stoichiometries using
native ion mobility mass spectrometry (IM-MS).
Both were polydisperse, spanning dimers to 12-
mers (Fig. 2A and fig. S8A). Constructs instead
lacking the C terminus only formed monomers
and dimers (Fig. 2B and fig. S8B). a·C contacts
therefore likely form early and ensure rapid self-
selective oligomerization, whereas N·N contacts
subsequently stabilize the 12-meric fraction (fig.
S8C and supplementary text). This hierarchy ob-

viates the need for kinetically stableN·N contacts
to be selective and avoids long-lived heteromers
thatwould compromise the rapid stress response
of sHSPs in the cell.
To understand the thermodynamic basis of

selectivity at the a·C interface, we examined
chimeric versions of the N-terminal truncations.
a1C2 formed polydisperse oligomers, but a2C1 did
not assemble beyond a dimer (Fig. 2C and fig. S8,
D to F). Selectivity in the a·C interface is there-
fore directional, arising from an unfavorable as-
sociation between theWT-1 C-terminal tail and

WT-2. We quantified this effect directly by ex-
cising the core domains of both proteins (a1 and
a2, table S1) andmeasuring their affinity for each
other’s C-terminal tails. Whereas a1 bound pep-
tides mimicking each tail equally well, a2 had a
much lower affinity for a WT-1 than WT-2 pep-
tide (DDG >6 kJ mol−1, fig. S9).
We next turned our attention to the a·a in-

terface, which is selective (fig. S10A) despite high
sequence conservation (fig. S5B). Crystal struc-
tures revealed a1 and a2 to be extremely alike
(Fig. 3, A andB, and table S2). The dimer interface
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Fig. 1. Self-selective assembly allows oligomeric paralogs to evolve
distinct functions. (A) After gene duplication, oligomeric paralogs
coassemble into and predominantly populate heteromers, constraining
their functions to be compatible with coassembly. If they subsequently
evolve the ability to assemble self-selectively into homomers, their functions
are free to diverge. (B) Percentage of pairs of oligomeric paralogs that
either coassemble into heteromers (purple) or only self-assemble into
homomers (gray) in E. coli (73 pairs in data set), Saccharomyces cerevisiae
(215 pairs), Arabidopsis thaliana (742 pairs), and Homo sapiens (1086 pairs).
(C) Pairwise sequence identity is higher between coassembling paralogs
(purple) than between self-assembling paralogs (gray). Horizontal lines
denote medians. *P < 0.05, **P < 0.01, ****P << 0.0005, Mann-Whitney rank
sums test. (D) Pairwise functional similarity of coassembling (purple) and
self-assembling (gray) pairs of paralogs as measured by the intersection over
the union of their Gene Ontology annotations. Horizontal lines denote
medians. ****P << 0.0005, Mann-Whitney rank sums test. (E) Maximum-

likelihood phylogeny of select clades of plant sHSPs. Scale bar indicates
average number of substitutions per site. Mya, millions of years ago.
(F) Schematic of the three different interfaces used by sHSP to assemble
into oligomers. (G) Mass spectrum of WT-1 and WT-2 after prolonged
incubation plotted in the mass-to-charge (m/z) dimension. WT-1 (blue) and
WT-2 (orange) 12-mers are observed, with varying numbers of charges.
No peaks corresponding to heteromers are detected (upper). Hetero-12-mers
are formed via exchange of dimers if WT-2 is mixed with N1a1C2, resulting
in additional peaks for each charge state (lower). One charge state is labeled
for each 12-mer. (H) When mixed before incubation with pea-leaf lysate
at 42°C,WT-1 and WT-2 partition into aggregates at different rates (****P <<
0.0005).When WT-2 is incubated with N1a1C2, subunits from both proteins
partition at the same, intermediate rate (inset). Heteromers thus function
differently from segregated WToligomers. Error bars in the raw data are
standard deviations from three independent experiments; error bars in the inset
are standard deviations calculated from 1000 bootstrap replicates of the fit.
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is formed in both homodimers by salt bridges
centered on the b8-b9 loop (L8/9) that are fully
conserved between the two proteins, and by recip-
rocal strand-exchange between b6 and b2. The
latter involves only one obvious class-specific con-
tact: between the p systems of a histidine on b6
and a tryptophan on b2 inWT-1 that is absent in
WT-2 (Fig. 3, C and D). In 2-ms molecular dynam-
ics (MD) simulations, both homodimers and a
modeled heterodimerwere stable. The interfaces
of the heterodimer featured equivalent overall
numbers of interacting side chains, hydrogen
bonds, and level of structural flexibility compared
to both homodimers (figs. S10, B to E, and S11).
The a-crystallin domain is therefore selective,

with only minimal differences in the number or
type of contacts at its interface.
To investigate the origin of this selectivity, we

performed calorimetric measurements and found
that there are differences in the relative contri-
butions from entropy and enthalpy to the favor-
able free energy of dimerization in a1 and a2 (fig.
S12, A to C). This suggests subtle differences in
their association mechanisms that may impart
selectivity. To quantify which parts of the dimer
are responsible for selectivity, we divided the core
domain into three segments (Fig. 3E and table S1):
the b-sandwich (S), which includes the L8/9 in-
terface and b2 from the b6·b2 interface; b6 (B);
and the loop (L) connecting b6 to the b-sandwich.

We shuffled these segments between a1 and a2
(Fig. 3E) and, for the 36 pairwise combinations of
chimeric andwild-type constructs, determined the
corresponding free energy of dimerization,DGa·a,
by performing quantitative IM-MS titration exper-
iments (fig. S12, D toG). From the overall data set,
we identified statistically significant intermole-
cular interactions between b6 and the b-sandwich
(B·S) and between the loop and the b-sandwich
(L·S). Summed (B+L·S, Fig. 3F), these interactions
contribute ≈11 kJ mol−1 to the stability of the di-
mer, except when S2 encounters B1L1, which uni-
laterally destabilizes the dimer by ≈7 kJ mol−1

(Fig. 3F, left). The L·S and B·S components con-
tribute nearly equally to dimer stability (Fig. 3F,
middle and right), a surprising observation con-
sidering that the loop is not part of the interface.
Because the a1 and a2 dimer structures did

not reveal differences that account for our exper-
imental thermodynamic data, we performed
steered MD simulations in which we gradually
detached b6 from b2 and estimated the resulting
free-energy profile (Fig. 3G). As predicted by our
thermodynamic data, we found that the hetero-
meric B+L1·S2 interface was significantly easier
to break than the other combinations. We also
noticed that in unconstrained simulations of
the a1 monomer (performed in triplicate), the
b-sandwich remained rigid (Fig. 3H and fig. S13,
A, C, and D), whereas the loop distorted and
formed intramolecular contacts (fig. S13D). In
the a2 monomer, the loop more closely retained
its conformation from the dimer (Fig. 3I and fig.
S13, B to D), but b2 detached from the b-sandwich
and became highly flexible (fig. S13, C to E).
Our data imply that the loop in a1, and b2 in

a2, have a propensity to sample conformations in
themonomers that are limited upon formation of
a dimer interface (fig. S13D). In both homodimers,
only one side of each B+L·S interface is restrained
in this way, whereas in the heterodimer, both
sides of the B+L1·S2 interface are restrained (Fig. 4),
making it easier to break apart. Conversely, to di-
merize, dynamic regionsmustundergo a structural
transition from theirmonomeric conformations.
In homodimers, only one side of each interface
would have to do this, with the other being pre-
ordered for dimerization. In a heterodimer, this
conformational complementaritywould be absent
for the B+L1·S2 interface, also leading to a slow
association rate. These effects would therefore
combine to discourage the formation of hetero-
dimers and instead ensure self-selection.
If this mechanism is correct, with the loop

making a large contribution to the instability of
the heterodimer (Fig. 3E), it should be a major
regulator of the monomeric structure. Indeed,
the conformations of simulated chimeric mono-
mers lie between the extremes occupied by a1 and
a2, and the segment that shifts the structure the
most is the loop, not the interfacial segments
(fig. S13F). Similarly, chimeric dimers incorporat-
ing segments that do not change conformations
in our simulations (S1, B2, and L2; Fig. 3E) should
be more stable than both a1 and a2. This predic-
tion is borne out in their experimental melting
temperature being ≈5°C higher (fig. S13G).
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Fig. 2. Oligomeric interfaces form in a hierarchical order. (A) IM-MS spectra of truncated
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series corresponding to a series of stoichiometries (colored individually). Both truncated proteins
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We mined our MD trajectories for specific
contacts that were more abundant in one class
over the other and identified 11 and3 that involved
residues that displayed class-specific evolutionary
conservation in a1 and a2, respectively. Notably,
we found that most of these are outside of the
dimer interface: In a1, 7 out of 11 conserved sites
either attach b2 to the sandwich or promote
curling of the loop, whereas in a2, one maintains
an extended loop conformation (fig. S14), and
another makes b2 prone to detach in themono-
mer. Thus, noninterfacial regions, and their ef-
fects on the structure of dissociated monomers,
determine selectivity in the a-crystallin domain
of class 1 and 2 sHSPs across land plants. This is
consistent with the observation that noninterfa-
cial residues can affect interface stabilities (15).
To homomerize, paralogs must overcome a

substantial entropic benefit of coassembly aris-

ing from the number of ways distinguishable
subunits can be arranged. This mixing entropy
increases with the number of subunits in the
oligomer such that the energetic cost of homo-
merization rises logarithmically (Fig. 4A) (sup-
plementary text). Combining this contribution
with the strength of interactions that we quan-
tified experimentally allowed us to generate a
model predicting the stability of all possible com-
binations of the two sHSPs and their chimeras,
dependent only on their stoichiometry and con-
stituent a·C and a·a interfaces (supplementary
text and fig. S15).We used thismodel to calculate
the difference in stability between every possible
heteromer and the corresponding homomers
along the assembly pathway (Fig. 4B). The se-
lective interactions in the a·C and a·a interfaces
narrowly overcome the entropic benefit of co-
assembly for all stoichiometries (Fig. 4C), result-

ing in a predicted population of hetero-12-mers
at equilibrium that is just below detectable levels
(Fig. 4C, right).
Homomers are therefore only marginally more

stable than heteromers, even though the paralogs
have diverged for >400 million years (16). The
number and type of selective interactions that
we found are the minimum required for a tetra-
hedron (17), with half of the oligomeric interfaces
(N·N and those involving C2) remaining promis-
cuous. These observations imply that selectivity
is difficult to evolve, perhaps because most sub-
stitutions that disfavor coassembly also disfavor
self-assembly (18).
Our model predicts that this would be more

problematic for oligomers with more subunits,
for which the entropic barrier to self-assembly is
higher (Fig. 4A). Using a data set of oligomeric
architectures based on curated crystal structures
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Fig. 3. Selectivity in the structurally conserved a-crystallin domain.
(A and B) a1 and a2 dimers have an identical fold [backbone root
mean square deviation (RMSD) = 1.2 Å] in which two highly similar
interfaces (labeled L8/9 and b6·b2) connect monomers. (C) The L8/9
interface is centered on the loop between b8 and b9 (black outline) and
is indistinguishable in the two proteins. Interchain hydrogen bonds are
shown as dashed lines. (D) The two b6·b2 interfaces in the dimer are
formed by exchange between the b6 and b2 strands. Side chains that differ
between a1 and a2 at homologous positions are outlined in black. The
p-stacking interaction specific to a1 is shown as a dotted red line.
(E) Constructs were designed by swapping the b-sandwich, loop, and b6
strand (left). These were used to assess the strength of the b6·b2 interface
and deconvolve the contribution from the loop and b6 strand (right).
(F) Global thermodynamic model of dimerization based on experimentally
determined DGa·a values in fig. S12G. The combined loop and b6 from
a1 interact less favorably with b2 from a2 than all other combinations (left).

a2 and a1 partition contributions to DGa·a differently (shaded). Error bars
are standard deviations from 1000 bootstrap replicates of the model fit.
(G) In a simulated heterodimer, the free-energy barrier is significantly
reduced for the a2·a1 pair (yellow), but indistinguishable from the homodimers
in the case of a1·a2 (green) when the b6·b2 interface is disrupted along
a reaction coordinate that separates them. Shaded area corresponds to the
standard error of the mean. (H and I) Median monomeric conformations
determined by principal-component analysis colored according to structural
difference. This is calculated at each residue from the Ca RMSD between
a1 and a2 monomers, minus the RMSD between repeats for each monomer.
Positive DRMSD values indicate conformational differences between proteins
that cannot be explained by the variations intrinsic to each protein, and
only those with P < 0.05 (after Bonferroni correction, permutation test) are
colored. Differences are apparent in the loop surrounding b6 and in b2. In
a1 the loop curls up, whereas in a2 the b2 strand detaches readily from the
remainder of the b-sandwich.
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(17) and combining it with our list of paralogs
(Fig. 1B and data file S2), we found that self-
selective paralogs comprise fewer subunits than
homomers that have no paralogs (Fig. 4D). The
data are well explained by the probability that

selectivity evolves after duplication being inverse-
ly proportional to the mixing entropy (supple-
mentary text). Applying this relationship to scale
the stoichiometry distribution of oligomers with-
out paralogs renders it indistinguishable from

the self-selective set (Fig. 4D). This indicates
that this fundamental thermodynamic bias acts
as an evolutionary constraint across oligomeric
proteins. Themechanisms for selectivity that we
have uncovered for the sHSPs studied here are
some of possibly many ways in which proteins
have evolved to escape coassembly.
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IMAGING

Single-cell bioluminescence
imaging of deep tissue in freely
moving animals
Satoshi Iwano,1 Mayu Sugiyama,1 Hiroshi Hama,1 Akiya Watakabe,2 Naomi Hasegawa,2

Takahiro Kuchimaru,3 Kazumasa Z. Tanaka,4 Megumu Takahashi,5 Yoko Ishida,5

Junichi Hata,6 Satoshi Shimozono,1 Kana Namiki,1 Takashi Fukano,1 Masahiro Kiyama,7

Hideyuki Okano,6 Shinae Kizaka-Kondoh,3 Thomas J. McHugh,4 Tetsuo Yamamori,2

Hiroyuki Hioki,5 Shojiro Maki,7 Atsushi Miyawaki1,8*

Bioluminescence is a natural light source based on luciferase catalysis of its substrate
luciferin. We performed directed evolution on firefly luciferase using a red-shifted
and highly deliverable luciferin analog to establish AkaBLI, an all-engineered
bioluminescence in vivo imaging system. AkaBLI produced emissions in vivo that
were brighter by a factor of 100 to 1000 than conventional systems, allowing
noninvasive visualization of single cells deep inside freely moving animals. Single
tumorigenic cells trapped in the mouse lung vasculature could be visualized. In
the mouse brain, genetic labeling with neural activity sensors allowed tracking of
small clusters of hippocampal neurons activated by novel environments. In a
marmoset, we recorded video-rate bioluminescence from neurons in the striatum,
a deep brain area, for more than 1 year. AkaBLI is therefore a bioengineered light
source to spur unprecedented scientific, medical, and industrial applications.

B
ioluminescence imaging (BLI) is based on
the detection of light produced by the en-
zyme (luciferase)–catalyzed oxidation re-
action of a substrate (luciferin) (1, 2). In vivo
BLI is a noninvasive method for mea-

suring light output from luciferase-expressing
cells after luciferin administration in living ani-
mals (3), and this method typically employs
firefly luciferase (Fluc) and the natural substrate
D-luciferin (Fig. 1A, left) that produces longer-
wavelength (green-yellow) light and is more
stable for enzymatic reaction after administra-
tion than the other commonly used luciferase
substrate, coelenterazine (4–7). However, due to
its relatively low tissue permeability, D-luciferin
has a heterogeneous biodistribution in the body
(8). The low affinity (high Michaelis constant,
KM) of D-luciferin for Fluc also suggests un-
even saturation of the Fluc reporter enzyme with

substrate in vivo. In particular, in vivo BLI in
the brain has been hampered due to low pas-
sage of D-luciferin through the blood-brain bar-
rier (BBB) (8). In recent years, synthetic analogs
of D-luciferin were reported (9–11), including
AkaLumine (Fig. 1A, right), that when catalyzed
by Fluc produces near-infrared emission peak-
ing at 677 nm, which can penetrate most animal
tissues and bodies. We previously demonstrated
that AkaLumine hydrochloride (AkaLumine-
HCl) has favorable biodistribution to access
Fluc-expressing cells in deep organs such as the
lung and can saturate Fluc more effectively than
D-luciferin (12).
We hypothesized that Fluc is not enzymati-

cally optimal for AkaLumine-HCl; therefore, we
performed directed evolution on the luciferase
gene through successive rounds of mutagenesis,
screening, and validation to develop an enzyme
that could strongly pair with AkaLumine-HCl.
We constructed gene libraries encoding vari-
ants of three luciferases (13)—Fluc, emerald lu-
ciferase (Eluc), and crick beetle red luciferase
(CBRluc)—and screened them by selecting for
bacterial colonies with brighter emission in the
presence of AkaLumine (fig. S1A). Candidates in
the Fluc-based library were iteratively screened
with multiple cycles of random mutagenesis (fig.
S1B) to produce Akaluc, which has 28 amino acid
substitutions relative to Fluc (fig. S1C). Appli-
cation of D-luciferin and AkaLumine on bacte-
rial colonies expressing Akaluc or Fluc enabled
bright near-infrared emission with AkaLumine/
Akaluc and very weak emission with the other
combinations (fig. S2). In vitro experiments with
purified luciferases (Fig. 1B) showed that Akaluc
catalyzed AkaLumine ~7 times more efficiently

than Fluc to produce emissions with a maximum
at 650 nm (fig. S3). Their catalytic activity was
equally pH-sensitive (fig. S4) and, in addition,
Akaluc exhibited higher thermostability than
Fluc (fig. S5).
Akaluc-expressing HeLa cells (HeLa/Akaluc

cells) were constructed after transfection with
a cDNA encoding Venus-Akaluc and purifica-
tion by flow cytometry for Venus fluorescence.
Likewise, HeLa/Fluc cells were also prepared.
We examined the comparative BLI perform-
ance of the four luciferin/luciferase combina-
tions (Fig. 1C). To compare the performance
of Akaluc and Fluc for AkaLumine in cultured
cells, we additionally performed a comparative
experiment using HeLa/Akaluc cells and HeLa/
Fluc cells exposed to 500 mM AkaLumine (fig.
S6A). The cellular BLI signal ratio of Venus-
Akaluc to Venus-Fluc was ~52. In addition,
we analyzed Venus-luciferase–expressing HeLa
cells by flow cytometry and quantified the ex-
pression level ratio of Venus-Akaluc to Venus-
Fluc to be ~4. Accordingly, we assigned the
~13-fold improvement of Akaluc over Fluc to
an improvement intrinsic to luciferase’s cata-
lytic activity. Akaluc showed a 3.79 ± 0.20 (n =
58) times higher expression level compared
with Fluc (fig. S6B) despite the same speed
of folding/degradation (fig. S7). Based on these
results, we conclude that in cultured cells, Akaluc
performs better than Fluc due to a 7- to 13-fold
enhancement of its catalytic activity and a
roughly 4-fold improvement in the expres-
sion level.
We next compared the in vivo BLI perform-

ance of AkaLumine-HCl/Akaluc and D-luciferin/
Fluc in deep tissues of mice. Whereas in vitro
and cellular BLI employs AkaLumine, in vivo BLI
uses AkaLumine-HCl (see the supplementary ma-
terials). Care was taken in this study regarding
the route, timing, and dose of systemic admin-
istration of the substrates (fig. S8). Considering
the high KM value for Fluc and the poor tissue
delivery of D-luciferin, a relatively high dose of
the substrate was injected (500 nmol/g body
weight, comparable to a 100 ml volume of 100 mM
D-luciferin for an average-sized mouse). In con-
trast, a 100 ml solution of 30 mM AkaLumine-HCl
was injected into mice, a dose previously shown
to provide a saturating concentration in vivo of
AkaLumine-HCl (12).
We localized luciferase expression deep in-

side the mouse body by two approaches, (i)
cell implantation in the vasculature and (ii)
viral transduction in the brain. In the former
approach, HeLa/Akaluc or HeLa/Fluc cells
were transplanted. We injected 103 cells into
the tail vein. Using this protocol, the majority
of intravenously injected cells are initially
trapped in the small capillaries of the lung
(14, 15); thus, we imaged the upper part of an
anesthetized animal 10 min after cell injec-
tion and immediately after intraperitoneal
substrate administration. Under these condi-
tions, the AkaLumine-HCl/Akaluc combina-
tion yielded a 52 ± 9.5-fold stronger signal than
D-luciferin/Fluc (Fig. 1D).
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In the second approach, we imaged biolumi-
nescence from the striatum, a group of contig-
uous subcortical structures deep in the brain
involved in motor control and other functions.
Because access of D-luciferin to the brain is lim-

ited by the BBB (8) but AkaLumine-HCl is tissue-
permeant (12), we expected that brain imaging
should benefit from AkaLumine-HCl/Akaluc.
We used an adeno-associated virus (AAV)–based
tetracycline (TET)–inducible system (16) for ex-

pression of Akaluc or Fluc (fig. S9) in the striatum.
Two weeks after viral infection, mouse heads
were comparatively imaged after substrate ad-
ministration (intraperitoneal). First, the activity
of striatally expressed Fluc was examined with
different substrates, indicating that AkaLumine-
HCl was more accessible to the brain than
another reported synthetic analog CycLuc1 (10),
as well as D-luciferin (fig. S10). In a pair of mice,
strong and faint bioluminescence signals were
observed for the AkaLumine-HCl/Akaluc and
D-luciferin/Fluc combinations, respectively (Fig.
1E, top). We verified that a 100-ml solution of
30-mM AkaLumine-HCl was sufficient for satu-
rating striatally expressed Akaluc (fig. S11) and
that both the AkaLumine-HCl/Akaluc and D-
luciferin/Fluc signals developed in a similar sus-
tained pattern, peaking around 10 to 20 min after
substrate administration (intraperitoneal) (fig.
S12). Statistical analysis revealed that AkaLumine-
HCl/Akaluc yielded a 1408 ± 375-fold stronger
signal than D-luciferin/Fluc (Fig. 1E, middle, fig.
S10), which is a more prominent improvement than
that observed for pulmonary localization (Fig. 1D).
The all-engineered BLI system composed of

AkaLumine-HCl and Akaluc is hereafter re-
ferred to as AkaBLI. AkaBLI with intravenous
administration allowed the monitoring of brain
striatal bioluminescence at video rate in a free-
ly moving mouse for >1 hour (Fig. 1E, bottom
right; fig. S13; and movie S1), demonstrating
the practical applicability of AkaBLI for study-
ing naturally behaving animals. The same mea-
surement was not possible with D-luciferin/Fluc
(Fig. 1E, bottom left). We also monitored the
signal development of striatal AkaBLI via three
major systemic administration routes (fig. S8).
We found that the maximal intensity was higher
in the order of intravenous, intraperitoneal, and
oral administration and that intravenous gave
the same temporal profile as intraperitoneal,
whereas oral gave the most persistent biolumi-
nescence (fig. S14). In a trial experiment, after
1 day of water deprivation we gave the mouse
ad libitum oral access to an AkaLumine-HCl
solution and recorded striatal AkaBLI. About
5 min after several fluid intakes, a substantial
amount of bioluminescence became apparent
on the head and was monitored at video rate
for more than 1 hour (fig. S15 and movie S2).
Such painless and voluntary self-administration
of substrate to awake animals will be useful for
BLI experiments under natural conditions and
to assess sensitive behavioral changes.
Based on the bright bioluminescence signals

from HeLa/Akaluc cells in the mouse lung (Fig.
1D), we examined the cell sensitivity of AkaBLI
as a quantitative method to examine pulmonary
cell trapping by titrating down the number of
injected HeLa/Akaluc cells. By observation of
Venus fluorescence, we prepared solutions that
contained 1, 2, 3, or 10 HeLa/Akaluc cells (fig.
S16). Twelve mice were injected with a 1-cell–
containing solution (nos. 1 to 12). A focal bio-
luminescent signal was observed over the upper
back of mice 6 and 9 (Fig. 2, 1 cell), presumably
derived from the one HeLa/Akaluc cell trapped
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Fig. 1. Performance of engineered AkaLumine/Akaluc versus natural D-luciferin/Fluc for in vitro
and in vivo bioluminescence imaging. (A) Chemical structures of D-luciferin (left) and AkaLumine
(right). (B) BLI of four mixtures of the substrate (100 mM) and enzyme (2 mg/ml). Color images of
solutions containing (from left to right) D-luciferin/Fluc, D-luciferin/Akaluc, AkaLumine/Fluc, and
AkaLumine/Akaluc. BL, bioluminescence (top). BF, bright-field (bottom). (C) Comparative BLI of
cultured cells with the four substrate/enzyme combinations described in (B). HeLa cells expressing
Fluc or Akaluc were treated with 250 mM D-luciferin (left) or 250 mM AkaLumine (right) and imaged
using a cooled charge-coupled device (CCD) camera (1-min exposure time). Similar results were
obtained from two other experiments. Bioluminescence signals were quantified and normalized to
that of the D-luciferin/Fluc system. Data are presented as mean ± SEM of three independent
experiments. (D) Bioluminescence images of mice intravenously injected with 103 HeLa cells
expressing Fluc (left) or Akaluc (right). Substrate administration was performed intraperitoneally.
Images were acquired using a cooled CCD camera (1-min exposure time). The AkaLumine-HCl/
Akaluc signals were statistically compared to D-luciferin/Fluc signals. Data are presented as mean ± SEM
of n = 3 mice. (E) Bioluminescence images of mice 2 weeks after viral infection for expression of
Fluc (left) and Akaluc (right) in the right striatum. Immediately after substrate administration
(intraperitoneal), anesthetized mice were imaged using a cooled CCD camera (top). The AkaLumine-
HCl/Akaluc signals were statistically compared to D-luciferin/Fluc signals (middle). Data are presented
as mean ± SEM of n = 3 mice. After intravenous injection with their respective substrates, mice were
allowed to behave naturally in the arena (bottom). Bioluminescence and bright-field images (30-msec
exposure time for each) were alternately acquired using an electron-multiplying CCD (EM-CCD)
camera. An integrated image spanning 5 s is shown. Bioluminescence signals are shown in green
(D-luciferin/Fluc) and red (AkaLumine-HCl/Akaluc). Bright-field signals are shown in black and
white. Mice were injected with 100 to 200 ml of D-luciferin (100 mM) or AkaLumine-HCl (30 mM)
[(D) and (E)]. The color bars indicate the total bioluminescence radiance (photons/sec/cm2/sr)
[(C) and (D)] and counts/min (E). R.S.I., relative signal intensity [(C) to (E)].
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in the lung. No signal was detected from the
other 10 mice, suggesting efficient pulmonary
passage of single cells. Likewise, mice injected
with 2, 3, and 10 cells were imaged. Biolumi-
nescence signals were observed in 5 of 9 mice
given the 2-cell injection (Fig. 2, 2 cells) and in
9 of 10 mice given the 3-cell injection (Fig. 2, 3
cells), and all of them appeared as single foci.
The 10-cell injection produced a focal fission
in mouse 32 and single foci in mice 33, 35, 36,
and 37 (Fig. 2, 10 cells). Because the bioluminescent
foci mostly occurred singly on the body surface,
and because the total bioluminescence intensity
was linearly correlated with the number of in-
jected cells (Fig. 2B, inset), it is likely that mul-
tiple circulating HeLa/Akaluc cells were clustered
before being trapped in the lung. It is also noted
that larger clusters were trapped in the lung more
frequently; the bioluminescence detection rates
were 2 of 12, 5 of 9, 9 of 10, and 5 of 6 for 1-, 2-,
3-, and 10-cell injections, respectively. This re-
sult agrees with a previous finding that pulmo-
nary trapping depends on the size of infused
cell clumps (14, 15). Although single-cell trans-
plantation of fluorescent protein–labeled bone
marrow cells was previously performed (17, 18),
their repopulating activity was analyzed retro-
spectively by flow cytometry. In contrast, AkaBLI
will allow real-time long-term monitoring of
transplanted stem cells at the single-cell level.
We examined the capability of functional

AkaBLI to detect behaviorally induced longitu-
dinal changes in deep brain structures. We used
neuronal-activity–dependent expression of im-

mediate early genes (IEGs), including c-Fos and
c-Arc, to genetically mark neurons responsible for
encoding learned experiences (19–21). Previous
studies identified neurons activated by expe-
riences occurring within a limited time window
before sacrifice using postmortem histological
techniques for the detection of IEG expression
in fixed tissue (22, 23). Here, to noninvasively
monitor active ensembles in the hippocampus
during spatial learning and adaptation in a
single living mouse, we designed an experimen-
tal system (Fig. 3A), in which Venus-Akaluc was
expressed under the control of the c-fos pro-
moter. The coupling between activity-dependent
transcription and reporter gene expression was
controlled by doxycycline (Dox) in the diet. A re-
combinant AAV expressing TRE-Venus-Akaluc
was targeted unilaterally (right) to the CA1 area
of hippocampus in a transgenic mouse line ex-
pressing c-fos-tTA (Fig. 3B). The experimental
protocol using a single virus-infected mouse
was composed of three consecutive observa-
tion epochs (1, 2, and 3) (Fig. 3C). In each
epoch, three BLIs were carried out under an-
esthesia. The first BLI provided the background
signal after Dox was withheld from the mouse
for 48 hours (Fig. 3D, gray circles). Then, about
17 hours later, the mouse was allowed to explore
a novel context (red cross) or a familiar con-
text (blue cross) for 15 min × 2. Exactly 7 hours
after the exploration, the second BLI gave an
exploration-dependent change in the signal (Fig.
3D, red circles). Finally, the mouse was main-
tained on a Dox diet for a long time (>4 days) for

the complete removal of TRE-Venus-Akaluc sig-
nal, which was confirmed by a background-level
signal of the third BLI (Fig. 3D, black circles).
These data serve as a practical indication of the
sufficient degradation of the Akaluc reporter
in multiple observations 1, 2, and 3, involving
a novel environment, a return to the familiar
home cage, and another novel environment, re-
spectively (Fig. 3C). The temporal profile of the
bioluminescence (Fig. 3D and fig. S17) validates
the capability of AkaBLI to reliably track the
response history of the same neurons to mul-
tiple stimuli over many days. Photographs of
the first, second, and third BLIs during obser-
vation 1 (i, ii, and iii, respectively) (Fig. 3E) show
the focal occurrence of the bioluminescence
signal, indicating that the infection was con-
fined to the injection site. About 8 hours after
a treatment with kainic acid for the full ac-
tivation of the infected neurons, we fixed the
brain for tissue clarification with the ScaleS
technique (24) and focused on the region con-
taining the cortex and hippocampus for a three-
dimensional reconstruction of Venus-expressing
neurons (Fig. 3, F and G). Unexpectedly, only
49 neurons were identified as fluorescent and
presumed bioluminescent emitters (Fig. 3G).
We statistically validated the novelty-dependent
increase in the neuronal activation signals
over the background (Fig. 3H) and home-cage
signals (Fig. 3I). The results demonstrate that
AkaBLI can be used to directly monitor the
activation patterns of much fewer numbers of
neurons than any existing noninvasive optical
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Fig. 2. Analysis of single-cell and sparse-cell
AkaBLI of implanted tumorigenic cells
trapped in the mouse lung. Detection
(all-or-nothing) of bioluminescence
from a small number of Akaluc-expressing
HeLa cultured cells trapped in the
mouse lung. An anesthetized mouse
was intravenously injected with the
indicated number of cells and 10 min
later with 100 ml of AkaLumine-HCl
(30 mM). Bioluminescence images were
acquired using a cooled CCD camera
(1-min exposure time). Mouse samples
nos. 1 to 12, 13 to 21, 22 to 31, and 32 to
37 were injected with 1, 2, 3, and 10 cells,
respectively. (A) Representative images
with substantial bioluminescent signals.
Mouse sample numbers are indicated
inside. The color bars indicate the total
bioluminescence radiance (photons/sec/
cm2/sr). (B) Bioluminescence was
quantified for each mouse and plotted.
Numbers of samples with a significant
amount of signal are underlined. The
bioluminescent signals (mean ± SEM)
of the underlined samples are plotted as
a function of cell number (inset).
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technique (25), therefore allowing the visualiza-
tion of genetically defined small neural ensembles.
We examined AkaBLI as a method for the long-

term noninvasive monitoring of the brain in a
higher-order species by performing AkaBLI in
the marmoset, a small New World monkey (26).
A 4-year-old female marmoset was introduced
with recombinant AAVs for expression of Akaluc.
The injection was precisely guided by magnetic
resonance imaging (MRI) (27) of the right stri-
atum located 4.8 mm from the brain surface
(Fig. 4A). The depilated head was imaged under
anesthesia after AkaLumine-HCl administra-
tion (intraperitoneal), and AkaBLI was repeated
every month at minimum. The bioluminescence
emitted from the striatum was detected through
the intact head, with an intensity peaking at
20 to 30 min after substrate administration
(fig. S18). The BLI signal greatly increased over
the 3 months after injection (Fig. 4B) and
then lasted for many months (Fig. 4C), sug-
gesting stable integration of the transgene
in the transduced neurons. At 1 year after
injection, we used a fast mode of BLI without
anesthesia, and we were able to follow striatal
bioluminescence with a 100-msec exposure time
for over 1 hour while the 5-year-old female
marmoset was freely moving (Fig. 4D, fig. S19,
and movie S3). Her behavior was normal, sug-
gesting that the dose of AkaLumine-HCl ad-
ministration had no overt side effects (fig. S20).
Such video-rate long-lasting and noninvasive
BLI will have many applications in neuroscience
for mapping and probing neural circuitry in
behaving animals under natural conditions
(28, 29).
In this study, the directed evolution of firefly

luciferase with an artificial substrate allowed a
major improvement for in vivo deep biolumi-
nescence imaging. The AkaBLI system, com-
posed of AkaLumine-HCl and Akaluc, enabled
the improved performance by optimized Akaluc
yield and catalysis of AkaLumine-HCl compared
with Fluc. In accord, AkaBLI displayed superior
sensitivity for in vivo noninvasive BLI in long-
lasting video-rate monitoring of a few cells in
freely moving animals. Importantly, we chose
to demonstrate the AkaBLI in deep tissue areas
to highlight the strength of the light source to
penetrate body walls while retaining accurate
spatial and temporal specificity. In contrast, cur-
rent coelenterazine-based BLI systems are use-
ful in dissociated cell- and slice-based in vitro
applications but do not have adequate substrate
biodistribution in animals in vivo (4, 5, 30, 31)
(figs. S21 and S22), and there is no reliable
evidence to date of the practical applicability
of coelenterazine substrates for in vivo physi-
ological studies. In contrast, AkaLumine-HCl
has high permeability and stability for homo-
geneous substrate distribution inside the body,
including the ability to cross the BBB into the
brain. Thus, AkaBLI is expected to accurately
map reporter enzyme expression as opposed
to substrate distribution. Further coevolution
of BLI enzymes and substrates will be a prom-
ising approach to synthetic biological light
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Fig. 3. Noninvasive monitoring of neuronal ensemble responses to novel
environments in mouse hippocampal CA1 using AkaBLI. (A and B) c-fos-tTA
mice were injected with AAV-TRE-Venus-Akaluc (A) targeting the right hippocampal CA1
region. (B) While off-Dox, exposure to a novel environment induces c-fos–dependent
expression of tTA, which binds to the TRE and drives the expression of Venus-Akaluc,
labeling a subpopulation of activated neurons. (C) Experimental setup to study
brain responses to two novel environments: a white, square styrofoam box with an
alcohol odor (#1), and a blue, round plastic bucket with an acetic acid odor (#3).
The familiar context was a home cage (#2). Shown below is the experimental
scheme containing three consecutive observation epochs: 1 to 3. BLI: Mice were
anesthetized, administered (intraperitoneally) with AkaLumine-HCl (75 nmol/g body
weight), and then imaged using a cooled CCD camera (5-min exposure time).
Depilation was performed during the on-Dox period (green shade). (D and E) BLI data
of a representative mouse, which showed a novel-context dependent increase in the
bioluminescence signal. R.S.I., relative signal intensity. BLI time points correspond
to BLI symbols shown in (C). Photographs of the first, second, and third BLIs
during observation 1 [i, ii, and iii, respectively (D)] with bright-field image (BF) are
shown (E). The color bar indicates the total bioluminescence counts/5 min.
(F and G) Three-dimensional reconstructions of infected neurons with Venus
expression (green) in a cleared brain sample stained for nucleic acid with SYTO
61 (red). Maximum projection images of the region containing the cortex (CX) and the
hippocampal CA1. A magnified micrograph (G) (80-mm volume, 0.5-mm step size)
corresponding to the box shown in (F) (910-mm volume, 6.1-mm step size). Scale bars,
100 mm. (H and I) Statistical analysis of BLI data. Bioluminescence signals after
novel exposure (red) compared with those taken 1 day earlier (gray) and >4 day later
with Dox (black) (H). Bioluminescence signals after novel exposure (red) compared with
those after home cage return (blue) (I). Data are presented as mean ± SEM (n = 6 mice).
*P < 0.05. **P < 0.01. Significance was calculated by means of two-sided paired t tests.
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production for research, industry, and med-
ical applications.
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Fig. 4. Chronic video-rate AkaBLI of brain
striatal neurons in a common marmoset.
(A) Brain MRI picture (T2 weighted image)
showing guided AAV injection into the right
striatum of a 4-year-old female marmoset for
expression of Venus-Akaluc. (B) A biolumines-
cence image 4 months after injection. After the
AkaLumine-HCl (75 nmol/g body weight)
administration (intraperitoneal), the head of
the anesthetized marmoset was imaged using
an EM-CCD camera (30-s exposure time).
(C) Bioluminescence signals were quantified
and plotted against time after injection. Due to
growth with various degrees of depilation
during the long time period, the efficiency of
bioluminescence collection varied, and the data
are displayed by a bar graph. (D) Biolumines-
cence images 12 months after injection. After
AkaLumine-HCl administration (intraperitoneal),
the entire marmoset (naturally behaving) was imaged using an EM-CCD camera (100-msec exposure time). An eye blink was recorded in three consecutive,
expanded images. The color bars indicate the total bioluminescence counts/30 s (B) and counts/100 msec (D).
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TECHNICAL COMMENT
◥

CARBON CYCLE

Comment on “The whole-soil carbon
flux in response to warming”
Jing Xiao,1 Fangjian Yu,1 Wanying Zhu,1 Chenchao Xu,1 Kaihang Zhang,1 Yiqi Luo,2

James M. Tiedje,3 Jizhong Zhou,2,4 Lei Cheng1*

In a compelling study, Hicks Pries et al. (Reports, 31 March 2017, p. 1420) showed that
4°C warming enhanced soil CO2 production in the 1-meter soil profile, with all soil depths
displaying similar temperature sensitivity (Q10). We argue that some caveats can be
identified in their experimental approach and analysis, and that these critically undermine
their conclusions and hence their claim that the strength of feedback between the
whole-soil carbon and climate has been underestimated in terrestrial models.

H
icks Pries et al. (1) used a deep soil warm-
ing experiment to examine CO2 produc-
tion in response to warming across the
soil profile in a coniferous temperate forest.
They found that a 2-year in situ warming

of 4°C significantly enhanced the whole-soil CO2

production by 34 to 37%, and that all soil layers
exhibited similar temperature sensitivity with
a mean apparent Q10 of 2.7 ± 0.3. We argue that
although the idea of subsoil carbon dynamics in
response to warming is worth testing (2, 3), their
conclusions are critically undermined by the ex-
perimental approach and analysis.
Hicks Pries et al. buried heating rods at a

depth of 2.4 m (with additional circular heating
cables near the surface at radii of 0.5 and 1 m) to
warm the 1-m soil profile evenly by 4°C. This
method differed from the majority of previous
studies, in which soil temperature was elevated
through heating surface air and/or topsoil layers
to simulate the magnitude of rise in surface air
temperature (2, 3). Although it is expected that
ongoing and future air warming would increase
the temperature of the soil profile, the magni-
tude of temperature elevation likely attenuates
with depth. This happens because net energy in-
puts from air and subsequent heat conduction
driven by a thermal gradient would inevitably
invoke temperature variation in deep soils lagging
behind that of surface soils under a dynamic cli-
mate system. Such a thermal lag effect is also
ascribed to low thermal diffusivity and thickness
of the soil profile (4). In an alpine meadow with
clipping to simulate animal grazing under 4°C
surface air warming, for instance, themagnitude
of temperature elevation decreased by 88% and
77%, respectively, at 60- and 100-cm soil depths
(5). In a boreal forest under 3.4°C soil warming at

a depth of 10 cm, the magnitude of temperature
elevation declined by 40% and 53%, respectively,
at 75- and 100-cm soil depths (6). These previous
findings imply thatHicks Pries et al.’s experimen-
tal warming approach may cause higher temper-
ature elevations in deeper soil layers (e.g., <50 cm)
than expected under air warming, thus over-
estimating the whole-soil CO2 production.
To examine temperature sensitivity of CO2 pro-

duction across the soil profile, Hicks Pries et al.
used the following equation to calculate the ap-
parent Q10, a factor by which the CO2 production
rate increases with a 10°C rise, of each soil layer:

Q10 ¼ RH

RC

� � 10
TH�TC ð1Þ

where RC and RH are the CO2 production rates of
each control and heated plot pair, respectively,
and TC and TH are the soil temperatures of the
corresponding control and heated plots, respec-
tively. By directly comparing CO2 production be-
tween each treatment plot pair on every sampling
date, however, a large number of anomalous Q10

values appeared (for example, 33% of them <1.0
and 20% of them >5). Hicks Pries et al. included
Q10 values less than 1.0 but excluded those greater
than 6.4 (45 of 281) as “unrealistic values” (Q10 >
30) or “outliers” (6.4 < Q10 < 30) in their analysis.
At 7.5-cm soil depth, for instance, nearly one-third
of the data points were not included in comput-
ing the mean apparent Q10. Although many Q10

values were ignored in Hicks Pries et al., they
did not propose a differentmechanism (other than
thewarming treatment) underlying the emergence
of these anomalous data points. We believe that
the analysis of Hicks Pries et al. is inappropriate,
leading to the biased conclusion that all soil depths
responded to warming with very similar temper-
ature sensitivity.
In a seminal work, Hawkins defined an outlier

as “an observation which deviates so much from
other observations as to arouse suspicions
that it was generated by a different mechanism”
(7). Evidently, the apparent Q10 was not a direct
observation but was calculated from the paired
soil CO2 in their study. As such, the exclusion of
any Q10 must be based on the statistical analysis
of soil CO2 measurements rather than the Q10

itself. If any Q10 value could be considered an out-
lier or even unrealistic, the corresponding paired
soil CO2 data should also be excluded in analyz-
ing the mean soil CO2 production (figure 2A of
Hicks Pries et al.). To reach a fair conclusion
about the whole-soil response to warming, we
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Fig. 1. Soil CO2 production of different soil depths in response to warming. (A) Soil CO2 production
(mean ± SE, n = 3) at different soil layers in control plots (blue circles) and heated plots (red circles).
P<0.05 denotes a significant effect of warming. Data are from soil CO2measurements of Hicks Pries et al.
but excluding the “outliers” and “unrealistic high values” in their Q10 analysis. (B) The mean apparent
Q10 of each soil layer according to a linear regressionmodel. Hicks Pries et al. estimated themean apparent
Q10 by averaging the Q10 values of each sampling point but excluded many data points because of high
variation. Our method allows for a more accurate calculation of temperature sensitivity through an
unbiased estimation of ln(Q10) with low deviation. Error bars were computed from SE of the fitted
parameters.The apparent Q10 of the two upper depths ð2:62þ0:38

�0:33Þ is significantly higher than that of
the three deeper depths ð1:20þ0:21

�0:18Þ, P < 0.001. Data are from the Hicks Pries et al. analysis of soil CO2

production. All paired soil CO2 data except for those equal to zero are included in the current analysis.
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reanalyzed the mean soil CO2 production using
the original data sets by omitting those not in-
cluded in the estimation of the mean apparent
Q10 in figure 2B of Hicks Pries et al. In contrast to
Hicks Pries et al., results from the current anal-
ysis show that CO2 flux from the whole-soil pro-
file remained unchanged under warming (Fig. 1A,
P = 0.15). This result indicates that the omission of
many data points in the Hicks Pries et al. analysis
could lead to inconsistent conclusions about the
response of the whole soil to warming.
We argue that the exclusion of many data

points in the Hicks Pries et al. analysis could be
problematic because their data were collected
from a time-series experiment. In their study,
soil CO2 measurements had been conducted re-
peatedly on the same object (i.e., each soil layer)
over 2 years; thus,measurements at different time
points were not independent of each other (8).
Actually, soil CO2 production decreased signif-
icantly over time in the whole-soil profile (P <
0.001). Moreover, two CO2 measurements taken
at adjacent time points were more highly cor-
related than two taken several time points apart
[the fittest covariance structure: first-order auto-
regressive with heterogeneous variance ARH(1),
f = 0.994]. If such repeated and self-correlated
CO2 measurements were treated erroneously as
if theywere random samples, as in the analysis of
Hicks Pries et al., the exclusion of a large number
of data points could lead to serious power loss in
statistical analysis (7).

To avoid the occurrence of many “abnormal”
Q10 values, we propose a different method to es-
timate the mean apparent Q10 of each soil depth.
In the Hicks Pries et al. analysis, many anoma-
lous Q10 values appeared because any variation
in soil CO2 data collection would be amplified
exponentially by a power of 10/(TH – TC). To
ameliorate error propagation, we use a least-
squares regression model to estimate the appar-
ent Q10 (9) by reformatting Eq. 1 as follows:

ln
RH

RC
¼ lnðQ10Þ

10
� ðTH � TCÞ ð2Þ

Using Eq. 2, the apparent Q10 for each soil layer
can be estimated through performing a linear
regressionbetween ln(RH/RC) and (TH–TC).Mean-
while, the potentially confounding effects of sea-
sonal changes, emphasized in Hicks Pries et al.,
could beminimized because the same paired data
are used. In our analysis, only those data points
with CO2 production equal to zero were not in-
cluded. Tests of difference in Q10 between soil
depths were conducted based on a generalized
linear model by introducing a dumb variable of
depth. Interestingly, we found that the mean ap-
parent Q10 of the two surface soil layers (mean
Q10 = 2.62) was significantly higher than that of
the three deeper soil layers (mean Q10 = 1.20)
(Fig. 1B, P < 0.001). These results are in conflict
with those of Hicks Pries et al. and suggest that
the surface soil layers were more responsive to

warming, with a much higher temperature sen-
sitivity relative to the deep layers.
Hicks Pries et al. concluded their analysis with

a claim that the strength of the carbon-climate
feedback in terrestrial models has been under-
estimated because thesemodels have ignored the
warming effects on subsoil (e.g., >50 cm) and usu-
ally include relatively low apparent Q10 values of
soil CO2 production. Given the above caveats with
respect to how this experiment was carried out
andhow thedatawere interpreted,webelieve that
their recommendation lacks a solid foundation.
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CARBON CYCLE

Response to Comment on
“The whole-soil carbon flux
in response to warming”
Caitlin E. Hicks Pries,1,2* C. Castanha,1 R. Porras,1 Claire Phillips,3 M. S. Torn1*

Temperature records and model predictions demonstrate that deep soils warm at the
same rate as surface soils, contrary to Xiao et al.’s assertions. In response to Xiao et al.’s
critique of our Q10 analysis, we present the results with all data points included, which
show Q10 values of >2 throughout the soil profile, indicating that all soil depths responded
to warming.

I
n their comment, Xiao et al. (1) raise sev-
eral questions about our whole-soil warm-
ing experiment and results (2), which we
address in this response. We agree that this
is an important topic and appreciate the op-

portunity to clarify points that perhaps were not
sufficiently clear in our original report.
Xiao et al. question the relevance of heating

the whole profile because they assert that deep
soil will not warm as much as surface soil due
to low thermal diffusivity. Although the exact
rates of warming in any location will depend on a
host of factors, both direct observations and soil
thermal modeling find that nearly synchronous
warming of the subsurface is a realistic climate
change scenario. Analyses of temperature records
for 38 stations across North America showed no
difference in average warming trends at 10 cm
and 100 cm depth between 1967 and 2002 [0.31°
and 0.31°C decade−1, respectively (3)]. Analyses
of soil temperature predictions from IPCC mod-
els (Coupled Model Intercomparison Project;
CMIP5) show that both surface soils (0 to 2 cm)
and deep soils (80 to 140 cm) will warm at
roughly the same rate throughout this century,
closely following air warming trends under sce-
nario RCP 8.5 (Fig. 1), except in permafrost re-
gions. The thermal diffusivity of soils does not
impose meaningful lags to warming at 1 m depth
over climatic time scales.
In addition, the lack of deep soil warming in

most warming experiments is not evidence that
deep soils will exhibit reduced warming relative
to the surface under future climates. The atten-
uation of warming with depthmeasured in the top-
downwarming (i.e., warming applied at or near the
surface only) experiments cited by Xiao et al. (4, 5)

was caused not by the low thermal diffusivity of
the soil but as a result of lateral heat transfer. In
top-down warming experiments, the area being
warmed is adjacent to areas of ambient temper-
ature to which heat is lost. Thus, many top-down
warming experiments have soil heating profiles
that attenuate much more steeply with depth
than would be predicted in climate change sce-
narios in which the entire surface is warmed. Our
warming design corrects for this experimental
artifact that occurs when surface warming is im-
plemented over a limited soil volume. Our study,

wherein the entire profile to 1 m was warmed by
+4°C while allowing for natural differences in
diurnal and seasonal temperature fluctuations
among depths, is a more realistic scenario of
future soilwarming.Warmingby a similar amount
at all depths not only approximates future climate
change scenarios, it also facilitated quantification
of the temperature response of thewhole profile.
Moreover, Xiao et al. critiqued our soil profile

Q10 analysis on the basis of an apparent mis-
understanding of data treatment and a lack of
clarity on our part regarding mechanisms. In
setting up our analysis, we tried many ways of
calculating Q10, including curve fitting, before
deciding on a comparison between the heated
and control plots of each plot pair. This method
avoided confounding seasonal effects that can
arise when warmer and cooler temperatures
from the same site are used to fit a curve. We
dropped unrealistically high Q10 values (>30)
from our analysis because these values were
likely caused by differences in substrate availa-
bility and microbial communities among paired
samples and were not a response to the warm-
ing manipulation. Unlike laboratory incubation
experiments that calculate Q10, we could not
measure the temperature response of the same
soil sample. In most laboratory incubations, either
the soil is homogenized, split, and subjected to
different temperatures in parallel (6) or the same
soil sample is subjected to different temperatures
in series (7). In such experiments, the effects of
natural spatial heterogeneity in substrate availa-
bility andmicrobial communities are reduced. Fur-
thermore, in contrast to the description provided
byXiao et al., we did not excludeQ10 values greater
than 6.4 and less than 30, and we took into ac-
count the nonindependence of repeatedmeasures.
Rather than removing data points as Xiao et al.

did, we present the Q10 analysis with all data
(Fig. 2). Q10 values calculated using all data are
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Fig. 1. Surface and deep soil temperatures
are predicted to rise in synchrony.Within the
next century, global air temperatures over
land are projected to increase 4°C according
to Community Earth System Model Version
1–Biogeochemistry (CESM1-BGC) scenario RCP
8.5. Globally, soil temperature at the surface and
at depth will lag slightly behind air temperature
in the later part of the century, as a result of
permafrost/snow feedbacks at high latitudes,
but will also warm by approximately 4°C by
2100. Temperature change is reported as the
difference between average 2081–2100 global
temperatures for scenario RCP 8.5 and average
1986–2005 global temperatures simulated
under a historical scenario.
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Fig. 2. The soil profile of mean Q10 (±SE)
with values of >30 retained. All depths have
Q10 values of >2, showing that all soil depths are
responding to warming.

on F
ebruary 24, 2018

 
http://science.sciencem

ag.org/
D

ow
nloaded from

 

http://science.sciencemag.org/


still >2 throughout the soil profile, with more
extreme variability at the shallowest and deepest
depths. Furthermore, although the Q10 results of
Xiao et al. differ in magnitude from ours, their
analysis shows a pattern similar to the patternwe
originally published (2), with a tendency toward
stronger Q10 responses in the shallower soil at
depths of 0 to 15 cm and 15 to 30 cm.
Putting aside the different ways to calculate

Q10, our conclusions are also supported by the
CO2 production data. All depths responded to

warming with an increase in CO2 production.
As stated in the original article, the warming
response was greater (on an absolute basis)
toward the surface, but it was an unexpected
finding that the deeper soils responded at all.
Although deeper soils (>30 cm) only contributed
10% of the total warming response, neglecting
their contributions, as has been standard inmost
experiments, hasmajor implicationswhen scaling
up soil carbon feedbacks to climate change from
the site level to the global scale.
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Application Deadline

June 15, 2018
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of H3 and H4 histones at all sites. Histones are primary protein 

components of eukaryotic chromatin and play a role in gene 

regulation. H3 and H4 histones have tails that protrude from the 
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histonesí interactions with DNA and nuclear proteins, leading 

to epigenetic changes that regulate many normal and disease-
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started is easy with H3 and H4 Multiplex Assaysóyou can screen 
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EpiGentek

For info: 877-374-4368

www.epigentek.com

Multispecies Kit for Pharmacokinetic Studies
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use with several species of preclinical animal models, including 

mouse and cynomolgus monkey. While most immunoassays for 
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hour. This generic kit reduces the need for researchers to develop 
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introduce errors, enabling researchers to deliver high-quality results. 
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thus generating  better data for more analyses while using less 

material. 

Gyros Protein Technologies

$����2��%�&�'� �!��(�)''����

www.gyrosproteintechnologies.com

Thermal Cameras 
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high frame rates, wide temperature ranges, and integration times 
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combined this advanced technology with popular features of 

high-speed visible cameras, such as remote triggering and precise 
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capture meaningful data for anything from aerospace research to 
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FLIR Systems
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Sample Preservation System
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via powerful dessicants contained inside a unique replaceable 

and rechargeable cartridge. This patented, all-in-one solution 

accepts samples in a variety of media, including microscope slides, 
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used to ship samples under ambient conditions, without the expense 

associated with refrigerants such as dry ice, and includes an external 

locking port that maintains chain-of-custody for critical specimens.

DriBank Labs
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www.dribanklabs.com

Histone H3 and H4 Multiplex Assays
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Glass-Bottom Slide
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interesting option 

for researchers 

who are working 

with glass-bottom 

slides or dishes for 
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low volume of reagents. The cell seeding results in a homogeneous 

cell distribution over the channel surface, regardless of handling 
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Science Career Fair
at Harvard University

March 14, 2018

11:00 AM – 5:00 PM EST

Northwest Science Building,

Harvard Campus

B100

Cambridge, MA

SCIENCECAREERS.ORG

For more details and

to register, visit

sciencemag.org/careers/jobfair



The First Journal of Interdisciplinary Robotics Research

Submit Your Article for Publication

in Science Robotics:

° Rapid review, scoop protection, and no article

page limits.

° Exposure to an international audience, including

11,000 science journalists.

° Supportive and knowledgeable editorial staf.

° Promotion on the Science Roboticswebsite and

the potential for accompanying commentary

or podcasts.

° AAAS social media andmedia relations support.

Learn more at robotics.sciencemag.org.

Send pre-submission inquiries to sciroboteditors@aaas.org.

UPCOMING SPECIAL ISSUES IN 2018

Social Robotics: Summer 2018 Learning—Beyond Imitation: Fall 2018
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All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

ScienceCareers.org

SCIENCE CAREERS

ADVERTISING

For full advertising details,

go to ScienceCareers.org

and click For Employers,

or call one of our

representatives.

Step up your job
search with

Science Careers

Search jobs on ScienceCareers.org today

• Access thousands of job postings

• Sign up for job alerts

• Explore career development tools and resources



The Max Planck Society and the Max Planck Institutes for

Astrophysik (Garching), Biochemie (Martinsried), biophysikalische Chemie (Göttingen), chemische Ökologie (Jena),

Chemische Physik fester Stoffe (Dresden), die Physik des Lichts (Erlangen), Eisenforschung (Düsseldorf), Intelligente

Systeme (Stuttgart,Tübingen), Kernphysik (Heidelberg), Kolloid- und Grenzflächenforschung (Potsdam-Golm),Marine

Mikrobiologie (Bremen), Mathematik (Bonn), Meteorologie (Hamburg), Molekulare Pflanzenphysiologie (Potsdam-

Golm), Psychiatrie (München), Softwaresysteme (Saarbrücken, Kaiserslautern), terrestrische Mikrobiologie (Marburg),

and the Fritz-Haber-Institut der Max-Planck-Gesellschaft (Berlin)

are seeking nominations for the position of

Max Planck Director
in any exciting field of science and, in particular, including the following:

artificial intelligence, bio-hybrid intelligent systems, biochemistry, biological/biophysical technologies (incl.

cryo-EM tomography), biology (cellular, computational, mechanistic, molecular, structural), chemical ecology,

chemistry/physics/theory of materials, clinical neuromodeling, cognition, collective andmulti-agent systems,

computational climate physics, corrosion, computational psychiatry or psychosomatics and computational

neuroimaging, computer science, developmental robotics, electrochemistry, electronic structure theory,

machine learning, materials science and engineering, microbial interactions, marine microbiology (microbial

physiology, ecology, evolution, interactions, or other related disciplines), molecular machines, optical sciences,

physics and chemistry approaches in life science, plant biology (physiology, molecular biology, biochemistry

or molecular ecology), multiscale modelling, pure mathematics, quantum chemistry, single cell genomics, soft

robotics, theoretical/numerical astrophysics relevant to stellar, planetary, high-energy or transient phenomena,

theoretical and experimental biophysics, theoretical astrophysics or astroparticle physics.

Directors pursue a bold research agenda and lead the institute jointly with their fellow directors.

Nominees should have achieved distinction in their fields. Chief criteria for a directorship are scientific or scholarly

excellence and an innovative research program, rather than seniority or publication rankings. The committees of the Max

Planck Society will read and evaluate the three to five best publications provided for the nominee. We are looking for the

strongest and most creative scientists worldwide, and offer an international, excellent research environment, outstanding

infrastructure and long-term scientific funding.

Written nominations will be treated with strictest confidentiality.

TheMax Planck Society strives for gender equity and welcomes nominations from all backgrounds. We actively encourage

nominations of persons with disabilities.

Nominations should include a letter in support of nomination, a curriculum vitae, a list of publications, three to five selected

publications and a brief description of the research program and should be uploaded at the following page:

https://www.mpg.de/career/commoncall

Nominations should be submitted by April 30, 2018

Later nominations may also be considered.
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What makes Science the best choice for recruiting?

§ Read and respected by 400,000 readers around the globe

§ 80% of readers read Sciencemore often than any other journal

§ Your ad dollars supportAAAS and its programs,which

strengthens the global scientifc community.

Why choose this issue for your advertisement?

§ Relevant ads lead of the career sectionwith a special

biology banner

§ Bonus distribution to Experimental Biology:

April 21Ð25,SanDiego,CA.

Expand your exposure.

Post your print ad online to beneft from:

§ Link on the job board homepage directly

to a landing page for biology jobs

§ Additional marketing driving relevant

job seekers to the job board.

Special Job Focus:

Biology
Issue date:March 30

Book ad byMarch 15

Ads accepted untilMarch 23 if space allows

FOR RECRU ITMENT IN SCIENCE , THERE ’S ONLY ONE SCIENCE.

Produced by the Science/AAAS

Custom Publishing Ofce.

SCIENCECAREERS.ORG

To book your ad:

advertise@sciencecareers.org

TheAmericas

+ 202 326 6577

Europe

+44 (0) 1223 326527

Japan

+81 3 6459 4174

China/Korea/Singapore/

Taiwan

+86 131 4114 0012

applications submitted

for biology position

in 2017

subscribers in print

every week

unique active job seekers

searching for biology

positions in 2017

70,202 57,556129,562
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Tenure-Track Faculty Positons in Visual Sciences

and Vision Disorders at the Duke-NUS Medical

School (Assistant, Associate and Professor Levels)

The Duke-Natonal University of Singapore Medical School
(Duke-NUS) is unique in bringing post-baccalaureate,
research-intensive medical educa)on to Asia. It represents
a truly global partnership and combines the expertise
and resources of two leading universi)es: the Na)onal
University of Singapore andDukeUniversity, North Carolina,
USA. Duke-NUS has established fve Signature Research
Programmes (SRPs) to raise the standard and quality of
healthcare and to develop novel and beter strategies for
treatment of diseases. The fve SRPs are in the area of
Cancer and StemCell Biology, Cardiovascular andMetabolic
Disorders, Emerging Infec)ous Diseases, Neuroscience and
Behavioural Disorders and Health Services and Systems
Research. As part of the SingHealth Duke-NUS Academic
Medical Centre (AMC), Duke-NUS has its home in amodern
facility adjacent to the Singapore General Hospital and
maintains strong basic, transla)onal and clinical research
partnerships throughout Singapore, including the Singapore
Eye Research Ins)tute (SERI) and the Singapore Na)onal
Eye Centre (SNEC).

Duke-NUS is recrui)ng outstanding candidates with MD,
PhD orMD/PhD qualiHca)on and a strong, proven research
track record in the area of Visual Sciences and Vision

Disorders, at the Assistant, Associate and Professor levels.
The recruited faculty will hold their primary appointment
in Duke-NUS, speciHcally at the Centre for Vision Research,
and a joint appointmentwith SERI/SNECwhere the faculty’s
office and laboratory will be located. Candidates with

strong track record conductng internatonally compettve

fundamental and translatonal research in areas of stem

cell and regeneratve medicine, vascular and cell biology,

functional genomics and animal models in major eye

diseases such as age-related macular degeneration,

diabe,c re,nopathy, glaucoma and myopia are strongly

encouraged to apply. The package for the faculty recruit
will include full salary, start-up research funding as well
as oSce and laboratory space. The successful candidate is
expected to apply for compe))ve grants to sustain his/her
research in the long term.

Interested candidates should submit a cover letter,
curriculum vitae and summary of accomplishments via
e-mail by31May2018. Candidates applying for theAssistant
Professor posi)on are requested to addi)onally arrange
to have three leters of reference sent in support of their
applica)on.

Interested candidates who wish to know more about
these posi)ons will have the opportunity to meet up with
senior SNEC/SERI/ Duke-NUS faculty at the Associa)on
for Research in Vision and Ophthalmology (ARVO) Annual
mee)ng at the Hawaii Conven)on Centre (SERI Booth)
between 29April to 3May 2018. Please contact zhou.1ng@
seri.com.sg to coordinate the meet-up.

Professor Tin Aung

Search CommiMee Chair

Duke-NUS Medical School

E-mail: hr@duke-nus.edu.sg

Website: www.duke-nus.edu.sg

College of Public Health

Department of Environmental Health Science

ATenure-TrackAssistant/Associate Professors in

Environmental Health Science

The Department of Environmental Health Science in the College of Public
Health, at The University of Georgia, invites applications for a tenure-track
position at assistant/associate professor level.The appointment is academic year
appointmentwith an opportunity to supplement salary through external funding.
We primarily are interested in the individual with strong academic record in
research, teaching, and service in the area of environmental chemistry with
focus on studying adverse health effects of environmental chemical toxicants
on animals and humans with advanced analytical instruments. Qualifcations
include: doctoral degree in a discipline related to analytical chemistry,
biochemistry,molecular toxicology withminimal postdoctoral training for one
year. Preferred qualifcations include the strong evidence of ability to submit
extramural grants proposals, produce and communicate research, excellence in
teaching andworkingwith students, and a commitment to cultural diversity are
expected. For associate professor position, strong evidence for acquiring and
administering external funding is expected, and the current principal investigator
with existing grants is preferred.

Review of applications will begin immediately until fll. Application materials
should include a cover letter, current curriculum vitae, statement of research and
teaching experience, and the names and contact information of three references
(name, address, e-mail address, and phone number), and should send via the
quick link for posting: http://facultyjobs.uga.edu/postings/3436.

The University of Georgia is an Equal Opportunity/Affrmative Action
Employer. All qualifed applicants will receive consideration for employment

without regard to race, color, religion, sex, national origin, ethnicity,
age, genetic information, disability, gender identity, sexual orientation or
protected veteran status. Persons needing accommodations or assistance
with the accessibility of materials related to this search are encouraged
to contact Central HR (facultyjobs@uga.edu). Please do not contact the

department or search committee with such requests.

TENURE-TRACK POSITION IN NEUROSCIENCE

W.M. KECK SCIENCE DEPARTMENT OF

CLAREMONT McKENNA, PITZER, AND SCRIPPS COLLEGES

The W.M. Keck Science Department of Claremont McKenna College, Pitzer
College and ScrippsCollege invites applications for a tenure-track appointment in
Neuroscience at theAssistant Professor level to begin July 2018.The department,
which houses a wide spectrum of faculty members from the physical and life
sciences, including neuroscience, for three of the fve undergraduate Claremont
Colleges, offers innovative and interdisciplinary programs in the natural sciences.
The neuroscience program extends across the fve undergraduate Claremont
Colleges.Many faculty members participate in collaborative research projects,
both within the department and with research groups at nearby colleges and
universities. We seek a broadly trained neuroscientist who is committed to
excellence in teaching and who will develop a vibrant research program using
quantitativemethods that fully engages undergraduate students.We are interested
in all aspects of neuroscience, excluding cognitive neuroscience. The position
offers opportunities to teach both cell/molecular and systems neuroscience
courses, introductory biology, non-majors courses, and a course in the candidate’s
feld. Candidates will be asked to discuss their ability to teach a diverse student
body and contribute to fostering diversity in the department. A Ph.D. degree,
post-doctoral experience, and a record of scholarly publication are required.

Please apply online at https://webapps.cmc.edu/kecksci/faculty/faculty_
opening_detail.php?PostingID=16034. Upload a cover letter, a curriculum
vitae, a diversity statement (of no more than one page), a statement of teaching
philosophy, a description of proposed research with equipment needs, and the
names and e-mail addresses of three references.Any inquiriesmay be addressed
toProfessorMelissaColeman atmcoleman@kecksci.claremont.edu.Additional
information about the department may be found at www.kecksci.claremont.
edu. Review of applications will beginMarch 12, 2018, and the position will
remain open until flled.

The Keck Science Department of ClaremontMcKenna, Pitzer, and Scripps
Colleges is an Equal Opportunity Employer. In a continuing effort to enrich
its academic environment and provide equal educational and employment

opportunities, the department actively encourage applications from women and
members of historically under-represented social groups in higher education.
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I figured that my adviser and lab-

mates could help me learn to 

conduct sound experiments and be-

come a successful researcher, and I 

could rely on published literature 

to learn the specific techniques I 

would need. As I began design-

ing experiments to investigate the 

symbiotic relationship between le-

gumes and nitrogen-fixing bacteria, 

my committee members applauded 

my ambition to pioneer a project 

far beyond the scope of my lab, 

which focuses on plant-pollinator 

interactions. They also warned me 

about the challenges I would face.   

But my need for independence 

drove me to push forward with my 

research plan. As a result, the first 

4 years of my graduate career were 

defined by a series of failures. My 

head spun with possible questions 

to explore, but I struggled to translate these ideas into fea-

sible studies. Because my research interests were distinct 

from ongoing work in the lab, I rarely asked for help. When 

I did seek assistance, my labmates were often at a loss 

because they didn’t have the expertise I needed. 

During my second year, I solicited little feedback about 

the research proposal I was writing for my comprehensive 

exam—and I went on to fail part of the exam because it was 

unclear whether the experiments I proposed would lead to 

conclusive results. Unwilling to abandon my project, I spent 

the next 3 months rethinking, redesigning, and rewriting 

my proposal. I developed a clear vision for my research, but 

the setbacks weren’t over. During my third year, I had grand 

ambitions to genetically manipulate plants, only to discover 

that after treating thousands of seeds, I obtained just one 

plant I could use for experiments. 

By my fourth year, my desperation to succeed over-

shadowed my desire for independence. The only thing I 

cared about was generating publishable data. I was dis-

appointed by my inability to conduct a successful experi-

ment on my own, but I knew that I 

needed to take a new approach. 

A few months later, I packed 

my car and embarked on a cross-

country road trip to develop the 

expertise I needed. My adviser and 

I had devised a somewhat unusual 

solution: I would spend a 3-month 

“sabbatical” in a collaborating lab to 

obtain specialized training. I worked 

extensively with other students, 

constantly asked questions, and 

offered to help with ongoing proj-

ects to learn everything I could. For 

the culmination of my sabbatical, I 

executed an elegant experiment that 

would not have been possible with-

out the dedicated help of the prin-

cipal investigator, three graduate 

students, and numerous undergrads. 

But the experiment still failed. 

Thirty percent of my control plants 

were contaminated with bacteria. My data were unpublish-

able. I drove back to Pennsylvania with the same feeling of 

desperation I had earlier in my graduate career. Even asking 

for help was not enough to produce a successful experiment.

My adviser, on the other hand, saw this experience as a 

groundbreaking success, emphasizing the extensive skill set 

I acquired. A few months later, when I repeated the experi-

ment in my home lab, I produced publishable data. By learn-

ing when to ask for help, I had found the perfect balance of 

independence and assistance, which ultimately led to success.

Being an independent scientist doesn’t require me to 

do everything on my own. I can address novel questions 

without feeling obligated to master every aspect of the sci-

entific process. Now when I get stuck, I don’t hesitate to 

ask others for help, whether they’re across the country or 

in my own lab. ■

Nicole Forrester is a doctoral candidate at the University 

of Pittsburgh in Pennsylvania. Do you have an interesting 

career story? Send it to SciCareerEditor@aaas.org.

“I … embarked on a cross-
country road trip to develop 

the expertise I needed.”

Independent but not alone

G
rowing up, I idealized independence. I always wanted my own efforts to be enough, whether 

it was completing school assignments without help from my parents or moving into a new 

apartment by myself. When I decided to pursue a graduate degree, I wanted to develop a novel 

research program and quickly establish myself as an independent scientist. I sought out an 

adviser who would give me complete agency over my doctoral work while also offering strong 

mentorship. But I was naïvely optimistic about what I could accomplish.

By Nicole Forrester
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