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T
ools for judging the impact of publications are 

critical for scientific leaders, librarians, and indi-

vidual investigators. An important, but certainly 

imperfect, measure of impact is the number of 

times that a paper is cited over time. Citation 

numbers for individual papers can be aggregated 

to develop indices that are used to evaluate the 

content of journals or productivity over the course of a ca-

reer. Although these indices 

are convenient, it is impor-

tant to examine them criti-

cally to avoid their misuse.

A case in point is the 

journal impact factor (JIF), 

defined as the average num-

ber of times that articles 

published in a journal over 

the past 2 years are cited 

in a given year. JIF was 

developed as a metric to 

evaluate journals for, as an 

example, library resource 

allocation. As described re-

cently, JIF values are based 

on broad and skewed dis-

tributions of citations.* I 

have extended these obser-

vations in my new Science 

blog, Sciencehound (http://

b logs . s c i encemag .o rg /

sciencehound/). In my first 

post, I develop a mathemati-

cal function that captures the key features of the citation 

distributions. Subsequent posts will examine how these 

distributions can be used to address statistical questions 

regarding papers from journals with different JIF values. 

This analytical framework enables one to quantitatively 

assess the utility and, most importantly, the limitations 

of the use of JIFs.

As an example, take Science, with an impact factor 

for 2015 of 34.7. What is the probability that a ran-

domly chosen paper from Science will have more ci-

tations than a paper randomly chosen from another 

journal with a JIF of 30? Modeling (to be discussed in 

Sciencehound) suggests a probability of 53%, barely 

different from chance. What about journals with JIFs 

of 20, 10, or 5? These probabilities are estimated to be 

62%, 80%, and 91%, respectively. Even with a spread 

of 30 in the average number of citations per paper, the 

probability for concluding that a paper from one jour-

nal will have more citations than a paper from another 

does not reach the usual criterion of a P value below 

0.05 used to judge statistical significance.

Despite this lack of discriminating power, JIFs are 

sometimes (ab)used to judge individual papers or sci-

entists in some institutions around the world. The pre-

sumption is that comparison of the JIF of the journal 

in which a given paper appears with that from other 

journals or against some 

other standard provides 

substantial insight about 

the impact of that paper. 

Given the analysis of the 

citation distributions, this 

presumption is clearly in-

valid as a matter of math-

ematical fact. Thus, JIFs 

should not be a component 

of key decision processes 

such as faculty recruitment 

or promotion. This concern 

is independent of other crit-

icisms regarding the robust-

ness of JIFs, such as those 

noted in the San Francisco 

Declaration on Research 

Assessment,† of which the 

American Association for 

the Advancement of Science 

(the publisher of Science) is 

a signatory.

If using JIFs to assess 

faculty is excluded, how should one’s publications be 

judged? If a numerical metric is desired, the number 

of citations for a paper can be useful. This is a more 

direct measure of impact, particularly if factors such 

as the time since publication and comparative citation 

data from other papers in the same field are taken into 

consideration. More subjective measures can also be 

very important. Opinions about the impact of particu-

lar papers or a body of work rendered by qualified sci-

entists in the same or similar fields have traditionally 

played an important role, and this should continue, ide-

ally with appropriate consideration of potential sources 

of conscious or unconscious bias from these referees. 

Who knows? Perhaps those charged with making these 

important decisions should read the papers themselves, 

assuming that their area of expertise is close enough to 

the field under consideration.

–Jeremy Berg 

JIFfy Pop

Editor-in-Chief, 

Science Journals 

Email: jberg@

aaas.org

10.1126/science.aah6493*www.biorxiv.org/content/biorxiv/early/2016/07/05/062109.full.pdf. †www.ascb.org/files/SFDeclarationFINAL.pdf

“…how should one’s 
publications be judged?”
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B
razil is on fire this year, and it has nothing to do 

with the Olympics. Satellites detected more than 

46,000 wildfires in the country during the first 

7 months of 2016—an increase of 60% compared 

with the same period last year, and the largest num-

ber since 2004, according to the Brazilian National 

Institute for Space Research (INPE). Most of the fires are 

burning in occupied areas of the Amazon and the Cerrado, 

Brazil’s great central savanna. “Humans are to blame,” says 

Alberto Setzer, the head of INPE’s Fire Monitoring Program 

in São José dos Campos. Climatologists predict this could 

be the driest winter ever in the region, which is likely to 

make things worse in the coming months. But “there is no 

climate anomaly so far—only a human anomaly,” Setzer 

says. “For some reason, people are using more fire this year 

than before.” A drop in funding for fire surveillance, fueled 

by the country’s economic crisis, may contribute to the 

problem, he adds. Fire numbers are going up even as de-

forestation rates remain stable, suggesting the flames 

are being used to clear agricultural fields and pastures 

more than to take down new forest, says Paulo Artaxo, 

a researcher at the University of São Paulo, São Paulo, in 

Brazil. “We are going to need new policies to deal with 

that.” Setzer notes, however, that fire is often used as a first 

step to clean up forest swaths targeted for deforestation, 

so continued monitoring and surveillance is essential. 

Brazil in flames

NEWS
I N  B R I E F

AROUND THE WORLD

Ax falls on Russian science
MOSCOW | Russia’s scientific community 

is reeling from news that the government 

plans to fire some 10,000 researchers over 

the next 3 years. Most layoffs would be 

from Russian Academy of Sciences (RAS) 

institutes, the online news site Gazeta.ru 

revealed this week. The staff cuts, represent-

ing about 17% of RAS’s workforce, are the 

latest move in a controversial effort to over-

haul the academy that also includes merging 

dozens of institutes. Last month, more than 

150 Russian scientists said in an open letter 

to President Vladimir Putin that the reforms 

are eroding science’s image in Russia; they 

warned of disastrous consequences for the 

nation, including a brain drain of young 

scientists and an “upsurge in activities of 

bureaucrats and impostors.” The mergers 

are “a completely unnatural way of develop-

ment,” says Mikhail Sadovsky, a physicist 

at RAS’s Institute of Electrophysics in 

Ekaterinburg. Internal education ministry 

documents obtained by Gazeta.ru acknowl-

edge that layoffs will erode productivity; the 

“
It’s not science fiction.

”Moncef Slaoui, chair of Galvani Bioelectronics, to STAT. 

The company, formed this week by GlaxoSmithKline and Verily Life Sciences 

(owned by Google’s parent company, Alphabet), aims to make implantable 

devices that will fight diseases by targeting the body’s electrical signals. 

Human activity in Brazil’s 

Cerrado is responsible 

for a record number of 

brush fires in 2016 so far.

Published by AAAS
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education ministry told Gazeta.ru that it 

does not plan to fire scientists, although it 

does not dispute the documents’ authentic-

ity. A spokesperson for the Kremlin says the 

government gives the scientists’ concerns 

“great attention” but that it sees “positive 

results” from the ongoing reforms and will 

let them play out. http://scim.ag/RASupset

NEWSMAKERS

New NIMH head selected
Nearly a year after losing its director to 

Google, the U.S. National Institute of Mental 

Health last week selected a new head. 

Neuroscientist and psychiatrist Joshua 

Gordon has split his career between work-

ing with patients with mental illness and 

with mice designed to mimic that illness. 

He spent the last 12 years at Columbia 

University Medical Center and has devel-

oped mouse models that mirror aspects of 

anxiety and schizophrenia. Many expect him 

to embrace a similar approach to that of his 

predecessor, Tom Insel, who was known 

for emphasizing the basic biology under-

lying psychiatric illness. “I think this very 

much continues in that tradition,” says Eric 

Morrow, a developmental neurobiologist and 

psychiatrist at Brown University. “The field 

has to bridge some pretty big gaps,” he says. 

“So it’s fantastic to have somebody who ... 

understands broadly how to go from gene to 

behavior.” http://scim.ag/GordonNIMH

FINDINGS

Evolution of female orgasms
Surveys suggest only one-third of women are 

regularly fully aroused during intercourse, 

which may be due in part to poor partner 

performance, psychological issues, or physio-

logical shortfalls. But last week, evolutionary 

biologists offered another explanation in 

the Journal of Experimental Zoology Part 

B: Molecular and Developmental Evolution. 

Female orgasm, they argued, is an evolution-

ary holdover from an ancient system, seen in 

some other mammals, in which intercourse 

stimulated hormonal surges that drive ovu-

lation. In humans and other primates, the 

ovulatory cycle—in which cells destined to 

become eggs mature, escape from the ovary, 

and travel down the reproductive tract—has 

become spontaneous, generally on a set 

schedule that requires neither an environ-

mental trigger nor a male. But the hormonal 

changes accompanying intercourse persist 

and fuel the orgasms that make sex more 

enjoyable—and because those hormonal 

surges no longer confer a biological advan-

tage, orgasms during intercourse may be lost 

in some women, the biologists hypothesize. 

But other researchers remain unconvinced, 

noting that a lot of questions remain and 

more data are needed to confirm the theory. 

http://scim.ag/_femaleorgasm

Melting a Cold War legacy
Thanks to climate change, Greenland may 

be forced to revisit a clandestine chapter 

of its past. Model predictions suggest 

that the island’s melting ice could release 

waste entombed at Camp Century, a Cold 

War military site carved into the ice in the 

1950s by the U.S. Army Corps of Engineers 

to conduct scientific research—and to 

test a secret (ultimately unsuccessful) 

system of storing and launching ballistic 

missiles. When the camp closed, sewage, 

diesel fuel, PCBs, and radiological waste 

were left behind; it was thought they 

would stay buried under the ice and snow. 

But if greenhouse gas emissions follow 

business-as-usual projections, melting at 

Camp Century could outpace snow accu-

mulation within the next 75 years, finds a 

study published this week in Geophysical 

Research Letters. Once exposed, it’s unclear 

who would be responsible for cleaning up 

the waste, the researchers write: It may 

represent a new type of conflict triggered 

by global warming. http://scim.ag/CampCent

Dino fossils show signs of septic arthritis

S
ome 70 million years ago, a dinosaur lived alongside a shallow sea covering what 

is now New Jersey, and it had a real pain in the arm. Scientists examining the 

fossil arm bones of a hadrosaur have determined that the dinosaur likely suffered 

from septic arthritis, a bone disease that develops when an injury is followed by 

infection. Paleopathologists have previously spotted signs of traumas from 

cancer to combat in dinosaur bones, offering a unique—if painful—window into the 

animals’ daily lives. But the new paper, published this week in Royal Society Open 

Science, offers the first diagnosis of septic arthritis in a dinosaur. Diagnosis through 

fossils can be especially difficult, as it requires looking inside the bones—and slicing 

these particular bones open was out of the question, as they are both historically and 

scientifically valuable, being among the earliest dinosaur fossils ever discovered in the 

United States, says lead author Jennifer Anné of the University of Manchester in the 

United Kingdom. Instead, Anné and her team used x-ray microtomography, a non-

invasive technique, to peer inside the fossils. Only septic arthritis, they determined, 

could cause both the internal bone density loss and reactive bone growth they 

observed. The extent of the bone growth does suggest that the dinosaur likely 

survived the injury, which could have started out as a cut, a broken bone, or perhaps 

an attack from a crocodilian. “It’s a hard-knock life for any wild animal,” Anné says. 

The hadrosaur (likely Hadrosaurus foulkii; its cousin, Rhinorex, is shown here) 

may have developed the disease after a predator’s attack. 

Published by AAAS
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dwin Cadena was organizing his field 

gear in a hotel in Caracas in April 2015 

when three armed men burst into the 

lobby. The paleontologist was prepar-

ing to go fossil hunting in northwest-

ern Venezuela’s Urumaco formation, a 

site replete with bones of weird supersized 

creatures. Many experts call it the best fos-

sil deposit in the American tropics. “They 

took almost everything—the computers, the 

cameras, the GPS, all the major equipment,” 

says Cadena, who works at Yachay Tech in 

Urcuquí, Ecuador. “Oh no,” he thought: 

“What are we going to do?”

As Venezuela spirals deeper into eco-

nomic and political chaos, its people are 

suffering from shortages of essential goods 

and rising crime. The environment is hos-

tile for science as well, but with a string of 

recent finds that are reshaping views on 

the geographic and ecological evolution of 

the Americas over the last 20 million 

years, Urumaco holds a powerful al-

lure. “It’s too good not to do anything,” 

says Carlos Jaramillo, a paleonto-

logist at the Smithsonian Tropical Re-

search Institute in Panama City. “These 

are very tough times, but those fossils 

need to be studied.”

The Urumaco formation lies in the heart 

of an anomalous tropical desert created by 

fierce coastal winds and a dearth of rivers. 

It’s part of a vast inland basin where, begin-

ning 30 million years ago, the jostling of the 

Caribbean and South American plates caused 

rapid subsidence, allowing sediments to ac-

cumulate rapidly. “You can see smaller frac-

tions of time than in any other place in the 

tropics,” says Jaramillo, who started working 

in Urumaco 14 years ago. Unlike in the Ama-

zon or the jungles of Central America, the 

fossils are not covered by dense vegetation.

Fossils preserved in the sediments of-

fer a glimpse of a strange lost world from 

the Neogene period, which stretched from 

23 million to 2.5 million years ago. “Almost 

every creature there is really, really gigan-

tic,” Cadena says, including turtles with 3-

meter shells, 11-meter crocodiles, and a 500-

kilogram rodent, the largest ever discovered. 

The Neogene was a turbulent time for South 

America: The Andes were shooting up in a 

rapid growth spurt, the Amazon and the Ori-

noco rivers were shifting into their current 

positions, and sea level changes were remak-

ing the coastlines. The fossils provide an eco-

logical record of those convulsions. 

Petroleum geologists first unearthed fos-

sils at Urumaco in the 1950s; academic inter-

est in the site has exploded only recently. In 

2013, for example, Orangel Aguilera, a Ven-

ezuelan paleontologist now at Fluminense 

Federal University in Rio de Janeiro, Brazil, 

used fossil catfish from the formation to trace 

shifts in the Orinoco River. The presence of 

many freshwater species showed that the 

river, which now flows westward through 

Venezuela and empties into the Atlantic near 

Guyana, once ran north into the Caribbean 

Sea, then changed course between 2 million 

and 3 million years ago. He suspects that the 

river was steered westward by the late rise of 

one section of the Andes. 

Urumaco’s fossils could also be key to 

determining when the Panama isthmus 

formed. Scientists have long believed that 

the thin strip of land trailing from North 

America collided with South America about 

3.5 million years ago, connecting the con-

tinents for the first time. More recently, 

Jaramillo and others argued for a much ear-

PALEONTOLOGY 

I N  D E P T H
Venezuela’s Urumaco 

formation is famed for 

its supersized creatures, 

including crocodiles (left) 

up to 11 meters long.
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Land of the long-lost giants
Urumaco lies in the heart of a tropical desert, which 
means there is little vegetation to hide fossils. 

By Lizzie Wade

Venezuela’s woes hamper access to fossil trove
Only the most daring researchers now risk a trip to premier site in the American tropics

Published by AAAS

Corrected 8 August 2016; see full text.
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lier date, between 15 million and 13 million 

years ago, based in part on fossils found dur-

ing the Panama Canal expansion (Science, 

10 April 2015, p. 226).

At Urumaco, Luis Quiroz, a Colombian 

doctoral student at the University of Sas-

katchewan in Saskatoon, Canada, has found 

evidence that the later date may be correct. 

He studies trace fossils left by animals bur-

rowing into beaches and coastal mudflats. 

The species he has identified live in nutrient-

rich seawater, which Quiroz believes re-

peatedly submerged Urumaco during the 

early Neogene. The finding points not only 

to wildly fluctuating sea levels, but also 

to a source of nutrients, which most likely 

came from Pacific waters flowing into the 

Caribbean—dealing a blow to the idea of an 

earlier land bridge.

Just as its star is rising, Urumaco is becom-

ing a destination for only the most daring 

scientists. “The last 2 years have been partic-

ularly challenging ... it’s truly putting in dan-

ger the possibility of doing fieldwork there,” 

says Marcelo Sánchez-Villagra, a paleo-

biologist at the University of Zürich in Swit-

zerland who grew up in Venezuela. He plans 

to go to Urumaco in December, but has 

stopped bringing students. 

Meanwhile, fewer paleontologists remain 

nearby, in Venezuela. Before moving to Bra-

zil, Aguilera worked at Francisco de Miranda 

University in Coro, just a 35-minute drive 

from Urumaco. When the school’s budget 

was slashed, the administration forced him 

to retire. Now, he says, he’s lucky to get back 

to Urumaco once a year. Geologist Mauricio 

Bermúdez held on until 2015 at the Central 

University of Venezuela, Caracas, studying 

the Orinoco River’s ancient route. One day, 

on his way home from work, his bus was 

hijacked. Passengers were robbed and held 

hostage for 7 hours. Days after the ordeal, 

Bermúdez fled to Colombia with his family. 

“Many of the professors we work with … they 

are already gone,” Jaramillo says, who hasn’t 

been back to Urumaco for 5 years. “It’s a mas-

sive migration of the educated people from 

Venezuela.” A local paleontologist maintains 

the collections and the museum in Urumaco, 

but he lost his government salary during the 

political upheavals. And as foreign research-

ers grow reluctant to travel to Venezuela, 

collaborations that might help Venezuelan 

scientists continue their work are dwindling.

But the Urumaco fossils are so important 

to the story of South America that Cadena 

and a few intrepid colleagues vow to keep 

coming back. Even after his equipment 

was stolen in Caracas, Cadena continued to 

Urumaco and unearthed a key fragment of 

a fossil he had long been hunting for. He’s 

heading back for more fieldwork in Septem-

ber. This time, he won’t tarry in Caracas. j
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t was one of the most mind-bending 

scientific reports in 2014: Injecting old 

mice with the plasma portion of blood 

from young mice seemed to improve 

the elderly rodents’ memory and abil-

ity to learn. Inspired by such findings, 

a startup company has now launched the 

first clinical trial in the United States to test 

the antiaging benefits of young blood in 

relatively healthy people. But there’s a big 

caveat: It’s a pay-to-participate trial, a type 

that has raised ethical 

concerns, most recently 

in the stem cell field.

The firm’s co-

founder and trial prin-

cipal investigator is a 

31-year-old physician 

named Jesse Karmazin. 

His company, Ambro-

sia, in Monterey, Cali-

fornia, plans to charge 

participants $8000 for 

lab tests and a one-

time treatment with 

young plasma. Volun-

teers don’t have to be 

sick or even particu-

larly aged—the trial is 

open to anyone 35 and 

older. Karmazin notes 

that the study passed 

ethical review and argues that it’s not that 

unusual to charge people to participate in 

clinical trials. 

But for some ethicists and researchers, 

the trial raises red flags, both for its cost to 

participants and for a design that they con-

tend is unlikely to deliver much science. 

“There’s just no clinical evidence [that the 

treatment will be beneficial] and you’re 

basically abusing people’s trust and the 

public excitement around this,” says neuro-

scientist Tony Wyss-Coray of Stanford Uni-

versity in Palo Alto, California, who led the 

2014 young plasma study in mice. 

Decades ago, so-called parabiosis studies, 

in which the circulation of old and young 

animals was connected, suggested that 

young blood can rejuvenate aging mice. A 

recent revival of the unusual approach has 

shown beneficial effects on muscle, the 

heart, brain, and other tissues, and some 

researchers are scrutinizing young blood 

for specific factors that explain these ob-

servations. The 2014 study, however, sug-

gested that repeated injections of plasma 

from young animals were an easy alterna-

tive to parabiosis. 

Wyss-Coray has since started a com-

pany, Alkahest, that, with Stanford, has 

launched a study of young plasma in 

18 people with Alzheimer’s disease, evalu-

ating its safety and 

monitoring whether 

the treatment relieves 

any cognitive problems 

or other symptoms. 

The company covers 

the participants’ costs. 

Wyss-Coray expects re-

sults by the end of this 

year. (Another trial at 

a research hospital in 

South Korea is examin-

ing whether cord blood 

or plasma can prevent 

frailty in the elderly.) 

In Ambrosia’s trial, 

600 people ages 35 and 

older would receive 

plasma from a donor 

under age 25, accord-

ing to the description 

registered on ClinicalTrials.gov, the fed-

eral website intended to track human tri-

als and their results. Karmazin says each 

person will receive roughly 1.5 liters over 

2 days. Before the infusions and 1 month af-

ter, their blood will be tested for more than 

100 biomarkers that may vary with age, 

from hemoglobin level to inflammation 

markers. The $8000 fee—not mentioned 

on ClinicalTrials.gov—will cover costs such 

as plasma from a blood bank, lab tests, the 

ethics review, insurance, and an admin-

istrative fee, Karmazin says. “It adds up 

fairly quickly.”  

Karmazin became interested in aging 

as an undergraduate. In medical school at 

Stanford, where he rotated through labs fo-

cused on stem cells and aging, he took note 

Antiaging trial using young 
blood stirs concerns 
Company plans to charge volunteers $8000 each for 
plasma transfusions from young donors 

BIOMEDICINE

A clinical trial will test whether blood’s 

plasma (yellow) has antiaging properties.

By Jocelyn Kaiser

NEWS

DA_0805NewsInDepthR1.indd   527 8/8/16   1:56 PM

Published by AAAS
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A
s if getting a grant weren’t hard enough 

already, the National Science Founda-

tion (NSF) now requires thousands of 

conservation and environmental bio-

logists to survive two rounds of peer 

review. The change, part of an experi-

ment aimed at easing the strain on agency 

staff and outside reviewers, includes a first 

step in which three-quarters of applications 

are rejected.

NSF says that the two-stage process, which 

it launched 4 years ago as a pilot project in 

two divisions within its biology directorate, 

has resulted in a more manageable work-

load and fuller consideration of the highest 

quality proposals. Some scientists, however, 

aren’t happy about the new procedures. They 

warn that the changes, notably a dramati-

cally shorter initial application and only one 

chance a year to file applications rather than 

the previous two deadlines, could result in 

NSF funding less innovative research.

“You run out of room to describe anything 

that may be controversial or a little edgy,” says 

Peter Wainwright, president of the Society 

for Integrative and Comparative Biology and 

a professor at the University of California, 

Davis. “I suspect there are types of projects 

that don’t get to the full proposal stage be-

cause it’s just too hard to write them up in the 

allowable space. It’s a whole new ballgame.”

Last month, a congressional watchdog 

agency singled out the NSF project for praise 

and urged other major research agencies 

to be more aggressive in streamlining pro-

cedures that affect academic research. The 

study, released 22 July by the Government Ac-

countability Office (GAO), was prompted by 

mounting concern that the the U.S. govern-

ment’s system for funding  academic science 

is being stretched to the breaking point.

One reason is that scientists, with money 

tight, are submitting more grant applica-

tions. That creates more work for their uni-

versities, for the agencies that manage the 

grantsmaking process, and for the scientists 

who serve as reviewers. Ironically, the bud-

get squeeze has also contributed to increased 

federal oversight to ensure those scarce dol-

lars aren’t being wasted.

The GAO report, which surveys a variety 

of approaches to the problem at four major 

research agencies, makes clear there are no 

simple solutions. And NSF’s pilot project may 

seem counterintuitive: How could adding a 

second round of review actually reduce the 

burden on program officers and reviewers? 

The answer lies in what NSF officials call 

binding preliminary proposals. Starting in 

2012, scientists applying to core programs in 

the divisions of environmental biology (DEB) 

and integrative organismal systems could 

of the young plasma mouse study and other 

parabiosis research. While at Stanford, he 

says, he and colleagues began combing 

through hospital and blood bank donor re-

cords and found a preliminary association 

between transfusions of young blood and 

shorter hospital stays and lower mortality. 

Karmazin was also intrigued by the story 

of a Russian physician named Alexander 

Bogdanov who in the 1920s gave himself 

infusions of young human blood that he 

claimed boosted his energy level and be-

stowed a more youthful appearance. There 

is “overwhelming data” suggesting that 

young plasma will be beneficial to people, 

Karmazin says.

Last year, he co-founded a company 

called xVitality Sciences that aimed to offer 

plasma treatments at clinics overseas. The 

venture didn’t pan out—Karmazin left, and 

the company is now apparently defunct. 

Karmazin then started Ambrosia with Craig 

Wright, a former chief scientific officer at a 

vaccine company, who now runs a clinic in 

Monterey. Ambrosia’s study, which was re-

viewed by a commercial ethics board used 

by some for-profit stem cell clinics, doesn’t 

need approval by the U.S. Food and Drug 

Administration, the pair says, because 

plasma transfusions are a well-established, 

standard treatment. Karmazin says he and 

Wright have now heard from about 20 pro-

spective participants and have enrolled 

three, all elderly. Wright will likely transfuse 

plasma into the first person in late August. 

To bioethicist Leigh Turner of the Uni-

versity of Minnesota, Twin Cities, the study 

brings to mind a growing number of scientif-

ically dubious trials registered on Clinical-

Trials.gov by private for-profit stem cell 

clinics. A trial’s presence in the database 

confers “undeserved legitimacy,” he says. 

The scientific design of the trial is draw-

ing concerns as well. “I don’t see how it will 

be in any way informative or convincing,” 

says aging biologist Matt Kaeberlein of the 

University of Washington, Seattle. The par-

ticipants won’t necessarily be elderly, mak-

ing it hard to see any effects, and there are 

no well-accepted biomarkers of aging in 

blood, he says. “If you’re interested in sci-

ence,” Wyss-Coray adds, why doesn’t such a 

large trial include a placebo arm? Karmazin 

says he can’t expect people to pay knowing 

they may get a placebo. With physiological 

measurements taken before and after treat-

ment, each person will serve as their own 

control, he explains. 

Karmazin says he’s filling a void, sug-

gesting that most companies wouldn’t be 

interested in developing human plasma as 

an antiaging treatment. “It’s this extremely 

abundant therapeutic that’s just sitting in 

blood banks,” he insists. j

NSF tries two-step review, 
drawing praise—and darts
Brief preliminary proposals can’t do justice to innovative 
research, scientists complain 

U.S. RESEARCH MANAGEMENT

Shaking up the system
Applications rose and overall success rates dropped after the National Science Foundation’s division 

of integrative and organismal systems required preliminary proposals. Applications that reached the 

full-proposal round faced better odds than in the past. 

2008 2009 2010 2011 2012 2013 2014 2015

Number of preliminary 
proposals

1824 1963 1973 1996

Percentage invited to 
submit full proposal

30% 22% 23% 24%

Number of full proposals 1364 1498 1379 1351 532 497 446 441

Number of awards 255 296 193 250 158 163 156 150

Percentage of full 
proposals funded

30% 33% 35% 34%

Overall success rate 19% 20% 14% 19% 9% 8% 8% 8%

By Jeffrey Mervis

Published by AAAS
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no longer submit the agency’s standard 15-

page application. Instead, they write a four-

page preliminary proposal that is stripped 

of many details about methodology, budgets, 

references, and collaborators. It is reviewed 

by three scientists rather than the usual five. 

(The slimmer proposals don’t require so-

called ad hoc reviewers with special expertise, 

NSF decided.) And program officers typically 

invite only about one-fourth of preliminary 

applications to proceed to the second round, 

where a review panel vets a full proposal. 

About one-quarter of the full proposals are 

ultimately funded (see table, p. 528).

Other federal agencies also use preliminary 

proposals, GAO notes. But they’ve been less 

effective at reducing workloads because the 

initial assessment isn’t binding or because 

the agencies filter out a far lower percentage 

of preliminary proposals. Other variations 

that GAO cites offer even less relief: The Na-

tional Institutes of Health, for example, sim-

ply allows applicants to hold off submitting 

some details of their application until after a 

proposal has received a favorable score from 

reviewers and is assured of moving forward.

At NSF, the pilot has been a godsend to 

overworked program officers, says Alan 

Tessier, DEB’s deputy director in Arlington, 

Virginia. He admits that an overall success 

rate of less than 8% is not a happy situa-

tion. But the new procedures have helped 

ease the stress created by a decade of ris-

ing application numbers, which peaked in 

2010 and created what Tessier calls an “un-

sustainable” situation. For instance, “in-

stead of asking 12,000 people to be ad hoc 

reviewers, it’s now more like 2000,” he says. 

(Recruiting qualified reviewers is a chronic 

problem at NSF.) In addition, the second 

panel has far fewer proposals to vet, mean-

ing the final reviewers can spend more time 

discussing higher quality proposals.

“We were prepared to pull the plug [on 

the pilot] after the first year if we were re-

ally causing damage,” Tessier says, “but that 

doesn’t seem to be the case.” An outside 

evaluation, including interviews with af-

fected scientists, is due to be completed early 

next year. NSF will then decide whether to 

make the changes permanent and, perhaps, 

whether the system should be extended to 

other directorates.

Wainwright hopes that won’t happen. “Of 

course there’s a lot of frustration because 

success rates are so low,” he says. “And we 

understand that’s not something NSF can 

control. However, I predict that a commu-

nity survey would find that most scientists 

would like NSF to take a third approach [to 

reducing workload], something that doesn’t 

require such short and binding preliminary 

proposals and annual deadlines. That’s a 

very tough world to live in.” j

W
hen it comes to making vaccines, 

not all viruses are created equal: 

Some, like HIV, notoriously find 

ways to outmuscle the immune re-

sponses raised by a vaccine. This 

week, new studies in monkeys put 

Zika virus squarely in the wimp corner, wel-

come news as the first human vaccine trial 

against it begins. 

A vaccine is sorely needed. The virus has 

blasted through Latin America, leaving se-

vere birth defects and other maladies in its 

wake. Just this week, Florida health officials 

confirmed the first cases of local trans-

mission in the United States; until now, all 

cases here involved people who had trav-

eled to affected countries. These Florida 

cases were mainly infected by mosqui-

toes within a 2.5-square-kilometer area of 

northern Miami.

Since Brazilian health officials first re-

ported local transmission of Zika virus in 

May 2015, researchers have been scrambling 

to develop a vaccine. The monkey studies, 

published online this week in Science, sug-

gest that outwitting Zika virus should pres-

ent few obstacles. A research team from the 

Beth Israel Deaconess Medical Center in 

Boston and the Walter Reed Army Institute 

of Research in Silver Spring, Maryland, vac-

cinated 16 monkeys with three experimental 

vaccines and then “challenged” them with 

injections of Zika virus. As a control, they 

challenged 12 unvaccinated monkeys. None 

of the vaccinated monkeys became infected, 

whereas the Zika virus rose to high levels 

in the blood of all of the control animals. 

“The protection was striking, and it cer-

tainly raises optimism about development of 

a Zika virus vaccine for humans,” says Dan 

Barouch, an immunologist at Beth Israel 

who co-led the studies.

The group tested three different ap-

proaches. One is a traditional vaccine that 

uses a whole, killed Zika virus. The sec-

ond contains DNA from Zika woven into a 

small, harmless circle of DNA called a plas-

mid; once in cells, this DNA produces Zika 

proteins that spark an immune response 

against them. The third strategy stitched 

Zika genes into adenoviruses, which act 

as Trojan horses and infect cells to trigger 

immune responses. 

Barouch stresses that his group’s data do 

not predict which vaccine will work best 

in humans. “The goal of the study was not 

to have a cook-off of different vaccine mo-

dalities,” he says. Instead, a key aim was to 

identify which components of the immune 

response correlated with protection against 

the virus to help guide human trials. Specifi-

cally, the monkey studies showed that even 

low levels of antibodies directed toward the 

Zika virus completely protected the animals. 

On 26 July, Inovio Pharmaceuticals, a 

small company based in Plymouth Meeting, 

Pennsylvania, began the first human trials of 

a Zika vaccine. The biotech’s DNA vaccine is 

Zika vaccine has a good shot
Modest immune responses outwit virus in monkey studies, 
but trials will be complex

INFECTIOUS DISEASE

By Jon Cohen

Inovio Pharmaceuticals’s 

DNA vaccine uses plasmids 

(green circles) to carry Zika genes 

into cells, which produce viral proteins.

Published by AAAS
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being tested in a phase I study on 40 healthy 

people for safety and its ability to trigger im-

mune responses. Others are in the works. 

The National Institute of Allergy and Infec-

tious Diseases (NIAID) in Rockville, Mary-

land, is collaborating with the Walter Reed 

group, the Butantan Institute in São Paulo, 

Brazil, and the pharmaceutical company 

Sanofi Pasteur in Swiftwater, Pennsylvania, 

to develop three other Zika vaccines, includ-

ing one that also uses Zika DNA alone and 

will likely enter human studies within the 

next few weeks. 

NIAID Director Anthony Fauci says the 

monkey results are “encouraging” and add 

to other evidence that “strongly suggest we’ll 

get an effective vaccine.” But determining 

whether any Zika vaccine works in humans 

may present tricky challenges. Researchers 

hope to fast track vaccines that pass muster 

in phase I studies and go straight into effi-

cacy trials in a few thousand people in re-

gions of Latin America where the virus has 

spread rapidly. If all goes well, those preven-

tion trials could start as early as the begin-

ning of 2017 and determine within a year 

whether the vaccines protect people.

But Neil Ferguson, a mathematical mod-

eler at Imperial College London, thinks the 

epidemic is racing so fast through Latin 

America that many people may have been 

exposed and become immune by the time 

efficacy trials begin, leading to a drop in 

transmission rates that, in turn, make it far 

more difficult to see the benefit of a vaccine. 

A similar drop hampered some vaccine tri-

als during the Ebola epidemic in West Af-

rica. Ferguson, who led a team that recently 

modeled the spread of Zika in Latin America 

(Science, 22 July, p. 353), says the virus has 

already peaked in Brazil and Colombia and 

that infected people will likely develop life-

long immunity. “My gut instinct is the way 

the epidemic is moving, by the end of next 

year there’ll be very little Zika left there.”

Ferguson suggests that instead of setting 

up vaccine trials in one place, researchers 

could run sequential trials in different popu-

lations. “We need to be ready to restart trials 

when new outbreaks are seen,” he says.

Fauci, however, expects to see large num-

bers of  new Zika infections in South Amer-

ica for several years. It’s now winter in much 

of the continent, which explains why cases 

have precipitously dropped, he says, and he 

doubts that the level of so-called “herd im-

munity” in the population will significantly 

lower the spread of the virus there next sum-

mer when mosquito populations swell. “The 

second wave I’d assume is going to be less 

robust, but there’s still going to be enough 

infections to get an answer from vaccine tri-

als,” Fauci says. “Unlike Ebola, Zika is not go-

ing to disappear.” j

A 
beleaguered experiment in science di-

plomacy is on the threshold of success. 

Last week, an $80 million synchro-

tron lab in Allan, Jordan, announced 

its first call for research that will be 

conducted on two beamlines of high-

energy particles that are expected to switch 

on this autumn. Full-fledged studies should 

start early next year at the Synchrotron-

light for Experimental Science and Applica-

tions in the Middle East (SESAME).

“The news is that it’s working, against the 

odds,” says Chris Llewellyn Smith, a physi-

cist at the University of Oxford in the United 

Kingdom and president of the SESAME 

Council. The project was behind sched-

ule because of political complications—

visa problems for scientists (Science, 15 De-

cember 2006, p. 1668), for example, and 

sanctions against Iran, a partner—and a 

freak snowstorm that collapsed the main 

building’s roof in 2013. Now, “we are in the 

final stage,” Eliezer Rabinovici, a theoreti-

cal physicist at the Hebrew University of 

Jerusalem, said at a 27 July press confer-

ence here at the EuroScience Open Forum. 

“To see dreams become reality, this is a very 

special moment.”

A synchrotron is an important tool for 

many fields, as it creates intense beams of 

light that are used to probe biological sam-

ples or materials. There are about 60 synchro-

trons in the world; SESAME is the first to 

come online in the Middle East. Projects en-

visioned for the synchrotron include analyz-

ing breast cancer tissue samples, studying 

Red Sea corals and soil pollution, and prob-

ing the Dead Sea Scrolls and other archaeo-

logical remains. A focus on applied sciences 

relevant to the region helped SESAME scien-

tists secure funding from their governments, 

says Alessandro Treves, a neuroscientist at 

the International School for Advanced Stud-

ies in Trieste, Italy, who has followed the ini-

tiative. “It was the key to make it successful.”

SESAME was founded in 1999 as a partner-

ship of many Middle Eastern countries. Ger-

many donated a big-ticket component: the 

injector that sends particles into the main 

storage ring. The initiative has attracted 

about $30 million in donations from out-

side the region, including $11 million from 

the European Union, supple-

menting the construction costs 

financed primarily by Israel, 

Jordan, and Turkey. Iran has 

pledged $5 million, but sanc-

tions have delayed its contribu-

tions. SESAME’s operating costs 

are expected to be paid for by 

its members: Bahrain, Cyprus, 

Egypt, Iran, Israel, Jordan, Paki-

stan, the Palestinian National 

Authority, and Turkey.

Smith says the facility is on 

track for commissioning in De-

cember. Two beamlines will be 

ready this year—for x-ray and 

absorption and fluorescence, 

and infrared spectromicroscopy—and two 

more will be built by 2018 for materials sci-

ence and macromolecular crystallography. 

Gihan Kamel, SESAME’s infrared beamline 

scientist, says researchers have already be-

gun working at the facility, by hooking up 

detectors and microscopes to lower power 

sources at the facility. Once the synchrotron 

fires up, the resolution and brightness will 

increase dramatically.

In the conflict-riven Middle East, secu-

rity is a worry. “There are severe concerns,” 

Rabinovici says. SESAME is building a 

guest house for visiting researchers inside 

its perimeter fence. Still, Rabinovici hopes 

the scientific oasis will help ease regional 

tensions. “We are offering light at the end 

of one tunnel.” j

Synchrotron aims to bridge 
divides in the Middle East
Light source in Jordan is just about ready to start shining

By Erik Stokstad, in Manchester, U.K.

As final touches are put on the SESAME  synchrotron and its storage 

ring (above), work with lower power sources is already underway.

SCIENCE DIPLOMACY

Published by AAAS
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I
s 65 too old to stay at the helm of a major 

research center? That question is sowing 

division at the Pasteur Institute in Paris, 

Science has learned, and has plunged the 

128-year-old institute, home to 1200 sci-

entists and the place where HIV was first 

isolated, into a leadership crisis. At the center 

is Christian Bréchot, a physician and viral 

hepatitis specialist whose first 4-year term as 

Pasteur president will end on 1 October 2017.

Bréchot, who previously led INSERM, 

the French biomedical research agency, as-

pires to a second term, but he will turn 65 

in July 2017. Under the governing statutes 

of the foundation that runs the Paris cen-

ter, that disqualifies him for the renewal, 

Pasteur’s 21-strong board of directors has 

concluded. Angered by the board’s refusal to 

change the rules, Pasteur’s General Meeting, 

a parliament-style governing body, dissolved 

the board in June. Now, Bréchot’s future is 

in limbo.

Bréchot’s supporters say that the age limit 

is outdated and that the institute needs 

him to finish reforms set in motion in 2014. 

“If we have to find another director, it may 

crush the momentum,” says Pasteur struc-

tural biologist and General Meeting member 

Félix Rey. Bréchot’s reforms include efforts to 

help Pasteur and its sister institutes around 

the world share and analyze data, as well as 

a plan to update the Paris lab’s forays into 

fields such as bioinformatics and electron 

microscopy, Rey says. Bréchot says he also 

tried to make Pasteur’s salaries and career 

prospects more attractive to top researchers.

Louis Pasteur himself headed the institute 

he founded until his death at 72 in 1895. But 

today, Article 12 of the statutes of the Pasteur 

Foundation says that “at the time of his or 

her nomination or of the renewal of his or 

her mandate, the president must not have 

reached the age of 65.” In May, after the board 

signaled in a statement that it would enforce 

Article 12, several Pasteur scientists sent let-

ters expressing their support for Bréchot and 

urging the board to raise the age limit. Among 

them was a note signed by the heads of the 

Paris institute’s 11 research departments that 

praised Bréchot for his “leadership, vision, 

dynamism and full commitment.”

The board, which includes six Pasteur sci-

entists, would not budge. Changing Article 

12 would be a lengthy affair that requires 

government involvement and could lead to 

a complete review of the foundation’s stat-

utes to align them with those of other French 

foundations, says board chair Rose-Marie 

Van Lerberghe. That could damage Pasteur, 

she adds: For example, Bréchot earns a siz-

able salary but typical foundation statutes 

require an unpaid president, which would 

make it difficult to recruit a top candidate. 

Changing the statutes could also mean that 

the institute loses favorable fiscal provisions. 

A 3 June email to Pasteur staff explaining the 

board’s viewpoint included a legal review by 

an expert in French foundation law to back 

up the decision.

The explanation didn’t satisfy Pasteur’s 

General Meeting, which provides checks and 

balances for the board and president. It in-

cludes elected representatives of staff, direc-

tors of Pasteur Institutes abroad, appointed 

members from universities and government 

bodies, as well as other outside members. 

On 21 June, 60 out of 101 General Meeting 

members rejected the board’s annual report, 

in a secret ballot—a show of dissent that au-

tomatically triggered the board’s dissolution. 

(Of the meeting’s 36 staff representatives, 

32 had already signed a letter of support to 

Bréchot on 9 May.)

The General Meeting did not aim to cre-

ate mayhem, says Antoine Talarmin, head of 

the Pasteur Institute of Guadeloupe in Point-

à-Pitre and a General Meeting member, but 

it wanted to send a strong statement sup-

porting a second term for Bréchot and ex-

press its mistrust of the board. “Pasteurians 

will not be pushed around,” Talarmin says. 

“It is ridiculous that this issue has taken on 

such proportions at a time when many poli-

ticians think it is time to raise the legal age 

of retirement.”

Some suspected that the board was us-

ing the age limit as an excuse to get rid of 

Bréchot, Talarmin says. Not true, says Van 

Lerberghe, who points out that she was part 

of the search committee that picked Bréchot, 

worked well with him, supported his plans, 

and sought ways to retain him. “But the law 

is the law, even when it’s just about a 3-month 

difference,” she says.

Bréchot, however, does have detractors. 

One researcher who’s also a General Meeting 

member says it’s time for Bréchot to move 

on. He is “arrogant” and has created a cli-

mate of fear among staff, says this scientist, 

who asked not to be named: “He will never 

have my vote to stay.” Bréchot says you can’t 

be loved by everyone if you’re reforming an 

institute and admits that the situation is 

tense. “A few people think I’ve manipulated 

[scientists on] campus or solicited the letters 

of support myself,” he says. “But this discus-

sion goes beyond me as a person.”

Bréchot’s supporters hope that the next 

board will change Article 12, but Van 

Lerberghe warns that this won’t be easy. Un-

til a new board is formed in October, the out-

going members and Bréchot can only con-

duct routine business. Meanwhile, Pas-

teur’s research goes on as usual, Bréchot 

says. There have been other crises in Pas-

teur’s long history, Rey adds. “I’m very con-

fident. We have always emerged stronger 

from them.” j

Dispute over president’s age 
tears Pasteur Institute apart
Center’s board of directors was sent home after denying 
Christian Bréchot, who’s almost 65, a second term  

FRANCE

By Tania Rabesandratana

Christian Bréchot is 

hoping for a renewal of his 

contract so he can continue 

reforms he began in 2014.

Published by AAAS
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N
early 50 years ago, Rainer Weiss 

dreamed up a way to detect gravita-

tional waves—infinitesimal ripples 

in spacetime predicted by Einstein’s 

theory of gravity, general relativity. 

Last September, that dream came 

true as 1000 physicists working 

with the Laser Interferometer 

Gravitational-Wave Observatory 

(LIGO), two huge detectors in Livingston, 

Louisiana, and Hanford, Washington, sensed 

a pulse of waves radiated by two massive 

black holes as they spiraled into each other a 

billion light-years away. The discovery makes 

Weiss, a physicist at the Massachusetts In-

stitute of Technology (MIT) in Cambridge, a 

sure bet to win a Nobel Prize, his peers say. 

Weiss, 83, acknowledges the prospect with 

some apprehension. “It will fuck me up for 

a year,” he predicts as he nimbly steers his 

silver Volkswagen Beetle ragtop through 

Cambridge traffic. “That’s what it did to John 

Mather.” The line is vintage “Rai,” his friends 

will tell you: blunt, irreverent, funny, and 

impatient with anything that gets in the way 

of his work.

By any measure, Weiss has led an extra-

ordinary life. Born in 1932 in Berlin, he and 

his family fled the Nazis. He grew up in New 

York City, on Manhattan’s Upper West Side, 

a street-smart kid with a gift for tinkering 

who built and sold his own high fidelity 

(hi-fi) systems. As an MIT undergrad, Weiss 

flunked out, and he later struggled to get 

tenure there. Still, he established himself as 

a leading physicist and worked for more than 

40 years on LIGO, one of the most audacious 

experiments ever attempted. He works on it 

even now. “He’s the best person I know with 

a soldering iron,” says David Shoemaker, a 

LIGO physicist at MIT.

Shoemaker adds that Weiss’s foremost 

quality is empathy. A college dropout, 

Shoemaker credits Weiss with getting him 

into graduate school at MIT without an 

undergraduate degree. “He sought ways to 

bring out the best in me,” Shoemaker says. 

“He also took a rather irregular path, and I 

think because of that and just his nature, he 

is really interested in helping people.”

Weiss is also known for speaking his mind. 

“He is absolutely 100% committed to honesty, 

both in his physics and in life,” says Peter 

Saulson, a LIGO physicist at Syracuse Uni-

versity in New York, who worked with Weiss 

at MIT in the 1980s. Dirk Muehlner, a retired 

physicist in Alamo, California, and one of 

Weiss’s early graduate students, shares that 

sentiment. “He’s totally honest. There’s no 

bullshitting for Rai. There’s no performance.”

Yet getting a fix on Weiss isn’t easy. An 

inveterate storyteller, he has clearly told his 

tales many times, smoothing the edges and 

burnishing the details. As he conjures up 

his past, little clues—loose threads, differing 

versions—suggest he’s not quite an open 

book. In fact, for Weiss, storytelling itself 

seems to serve some more subtle purpose.

In his modest office at MIT, on the sec-

ond floor of a brick building resembling an 

old warehouse, Weiss settles behind a small 

wooden desk with a gaping hole in the top. 

Before the advent of flat-panel displays, 

Weiss took a saw to the desk so that he could 

tilt back bulky computer monitors. In a stac-

cato New York accent, he tells his tale.

RAINER WEISS WAS BORN of a tryst between 

Frederick Weiss, a neurologist and scion of a 

wealthy German-Jewish family, and Gertrude 

Loesner, a stage and radio actress. While 

Gertrude was pregnant, Frederick, an ardent 

Communist, got into trouble by testifying in 

court against an incompetent Nazi doctor. 

The Nazis abducted him, and Gertrude’s fam-

ily had to pull strings to get him released. The 

couple, who wed in 1933, soon fled to Prague, 

then in Czechoslovakia, where Weiss’s sister 

was born in 1937. Weiss says he was a happy, 

headstrong child. “I was probably an ego-

tistical little bastard,” he says.

The family soon had to flee again, when 

U.K. Prime Minister Neville Chamberlain 

signed an accord ceding parts of Czecho-

slovakia to Germany. They heard the news 

on the night of 30 September 1938, while on 

vacation in the Tatra Mountains in Slovakia. 

As Chamberlain’s address blared from the ho-

tel’s massive radio, 6-year-old Rainer stared 

in fascination at the glowing array of vacuum 

tubes inside the cabinet. The hotel emptied 

overnight as people fled to Prague.

The family immigrated to New York City 

in January 1939, 2 months before Hitler’s 

Weh rmacht rolled into Prague. “It was a mir-

acle,” Weiss says. Unable to pass the medical 

board exams because of the language barrier, 

Frederick set up a practice as a counselor and 

eventually became a noted psychoanalyst. 

Gertrude worked in department stores, as a 

housekeeper, and at odd jobs. It was an un-

Rainer Weiss at the LIGO testbed at MIT in Cambridge. 

He conceived the detector concept in 1972.

“People say, ‘I failed out of 

college! My life is over!’ Well, 

it’s not over.”

STORYTELLER
THE

With Rainer Weiss, gravitational wave hunter and 
likely Nobel laureate, there’s the story—and there’s the subtext

By Adrian Cho

Published by AAAS
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happy household. “My father was a dictator 

in the true German sense,” Weiss says. “He 

suppressed my mother.” Both parents blamed 

Hitler for their marriage, he says.

Weiss says he grew up in an environment 

of benign neglect. “My parents were singu-

larly uninterested in me,” he says. “My father 

was too self-centered and too busy with his 

own practice to pay a lot of attention to me, 

and my mother was probably deflected more 

by my sister.” He attended the prestigious 

Columbia Grammar and Preparatory School 

on a scholarship—“My mother went over and 

pleaded for them to take me,” Weiss says—but 

he sometimes cut classes, and teachers com-

pared him unfavorably with his older school-

mate Murray Gell-Mann, who went on to win 

the Nobel Prize in Physics in 1969.

As a teenager, Weiss developed two pas-

sions: classical music and electronics. Snap-

ping up army surplus parts, he repaired 

radios out of his bedroom. He even made a 

deal with the local toughs: If they left him 

alone as he lugged radios to and from the 

subway, he’d fix theirs for free. “They would 

steal things and I would have to fix them,” he 

says. “It wasn’t a good deal.”

Weiss’s sister, playwright Sybille Pearson, 

confirms that Weiss spent as much time as 

possible out of the unhappy home. But, as the 

only son, he was still something of a prince in 

his family, she says. For example, whenever 

the family moved to a new apartment, Weiss 

got the biggest bedroom to himself, she re-

calls. “He was adored.”

Nor was he a laggard at school, Pearson 

says. “He was bright and interested in every-

thing and very smart.” Michael Wallach, 

Weiss’s classmate at Columbia Grammar, 

agrees. “Rai’s scientific abilities were widely 

recognized at school,” says Wallach, a psycho-

logist retired from Duke University in Dur-

ham, North Carolina, although he adds that 

Weiss really was a street-smart kid and once 

broke his leg in some sort of a tangle.

If Weiss did cut classes, it wasn’t to hang 

out on the corner, says his son, Benjamin 

Weiss, a historian and curator at Boston’s 

Museum of Fine Arts. “He was going to 

piano recitals at Town Hall.” At the same time, 

Benjamin speculates, Weiss was drawn to tin-

kering partly as a reaction to his family’s ce-

rebral atmosphere. “This is a German-refugee 

kid with very self-consciously cultured par-

ents, and he’s rebelling against them by doing 

things with his hands,” Benjamin says. “But 

he’s surely not rejecting doing things with 

his head.”

IF WEISS SKIPPED CHEERFULLY through his 

youth, he stumbled in early adulthood. He 

applied to MIT to study electrical engineer-

ing so that he could solve a problem in hi-fi—

how to suppress the hiss made by the shellac 

records of the day. But electrical engineering 

courses disappointed him, as they focused 

more on power plants than on hi-fi. So Weiss 

switched to physics—the major that had, he 

says, the fewest requirements.

Then, in his junior year, Weiss flunked out 

of school entirely. He fell for a woman he met 

on a ferry from Nantucket to Boston. “She 

T
he quest to build the Laser 

Interferometer Gravitational-Wave 

Observatory (LIGO) was a story of 

ingenuity and persistence—and a 

decades-long scientific soap opera. 

In 1972, Rainer Weiss, a physicist at the 

Massachusetts Institute of Technology 

(MIT) in Cambridge, described how a 

device called an interferometer could 

detect ripples in spacetime. But LIGO, 

two giant interferometers in Livingston, 

Louisiana, and Hanford, Washington, 

didn’t take data until 2002. It finally 

scored a discovery on 14 September 2015, 

after a 5-year, $205 million upgrade.

The idea for LIGO gathered steam 

only after Kip Thorne, a theorist at 

the California Institute of Technology 

(Caltech) in Pasadena, took an inter-

est, Weiss says. In the summer of 1975, 

the two attended a NASA workshop in 

Washington, D.C. Thorne had forgotten to 

book a hotel room, so Weiss took him in 

and the two talked all night. Thorne had 

doubted Weiss’s scheme and had even 

suggested in a textbook that it couldn’t 

work. Now, Weiss says, Thorne “flipped 

completely, saying what was in his book 

was wrong and becoming an advocate.”

Thorne saw LIGO as an opportunity 

for Caltech, and in 1979 he brought in 

Ronald Drever, a physicist at the United 

Kingdom’s University of Glasgow, who 

was working on an interferometer of his 

own. Thorne had asked Weiss to apply for 

the Caltech job, Weiss says, but Weiss’s 

record was too thin. “I sent him my CV,” 

he says, “and he calls me up and says, 

‘Well, I got it, but it’s not all here. There 

must be some pages missing.’”

Weiss expected to work with Drever. 

However, Drever “wanted nothing to do 

with me,” Weiss says. “And it was not just 

me. He was going to come to America and 

build something by himself.” (Drever is 

in poor health and cannot give his side.) 

So for several years, Drever, Thorne, and 

Weiss all ran the nascent project together 

as a “troika,” building separate prototypes 

at MIT and Caltech until 1987, when 

the National Science Foundation (NSF) 

demanded that they combine their efforts 

under one director.

That director was Rochus “Robbie” 

Vogt, who had been provost of Caltech. 

He and Drever tangled, and Vogt kicked 

Drever out in 1992, changing the locks 

on his office. Still, Vogt advocated 

effectively for the project with Congress, 

and under his guidance the team wrote 

“a damn good proposal” for the twin 

LIGO instruments, says Michael Zucker, 

a LIGO physicist at Caltech. But Vogt 

didn’t see LIGO through to completion. 

“He envisioned a very small elite group 

pulling this whole thing off,” Zucker says. 

“That was misreading the environment.” 

In 1994, Caltech replaced Vogt with Barry 

Barish, a particle physicist and veteran 

of several big projects, who expanded the 

organization. “He put the project together 

in a way that was solidly run, and a lot of 

the personal squabbles stopped,” Weiss 

says. Only then did NSF approve $300 

million for construction.

The long 
road to LIGO

Box caption here in this space 

to come caption here in this With its 4-kilometer-long arms, 

the LIGO interferometer in 

Livingston, Louisiana, measures 

the stretching of space itself.

By Adrian Cho
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taught me about folk dancing and playing 

the piano,” he says. Weiss followed her when 

she moved to Evanston, Illinois, abandoning 

his classes in midterm. But the affair fizzled. 

“I fell in love and went crazy,” he says, “and 

of course she couldn’t stand to be around a 

crazy man.” Weiss returned to MIT hoping to 

take his finals only to find he’d flunked out.

Weiss says he was unfazed. “People say, ‘I 

failed out of college! My life is over!’ Well, 

it’s not over. It depends on what you do 

with it.” He took a job as a technician in 

MIT’s legendary Building 20, a temporary 

structure erected during the war, working 

for Jerrold Zacharias, who studied beams of 

atoms and molecules with light and micro-

waves and developed the first commercial 

atomic clock. Under Zacharias’s tutelage, 

Weiss finished his bachelor’s degree in 1955 

and earned his Ph.D. in 1962.

Other physicists say Zacharias’s approach 

to research—using high-precision measure-

ments to probe fundamental physics—

inspired Weiss’s. But Weiss says he owes 

Zacharias a larger personal debt. “He got 

me back into school, then he got me into 

graduate school, all with a very bad record,” 

he says. “I think that extends all the way up 

to tenure.” A photograph of Zacharias hangs 

on Weiss’s office wall.

After a postdoc at Princeton University 

developing experimental tests of gravity un-

der physicist Robert Dicke, Weiss returned 

to MIT in 1964. As a junior faculty mem-

ber, he says, he published little and didn’t 

worry about advancing his career. MIT’s 

Shoemaker says Weiss probably got tenure 

only for his teaching—and wouldn’t get it 

today. Bernard Burke, an emeritus physi-

cist at MIT, agrees that early on Weiss was 

a “happy gadgeteer” who “wasn’t likely to 

get tenure unless he did something that did 

something.” But, Burke says, Weiss soon 

turned things around.

Burke suggested that Weiss turn his at-

tention from gravity to measurements of 

so-called cosmic microwave background 

(CMB) radiation, an all-pervading fuzz of 

radio waves that had been discovered in 

1965 and that had been tentatively identified 

as the afterglow of the big bang, stretched 

to longer, cooler wavelengths by the un-

relenting expansion of the universe.

In the late 1960s that connection re-

mained tenuous, however. Radiation from 

the big bang should have a “thermal spec-

trum” with a lopsided peak indicating the 

radiation’s temperature. At long wave-

lengths, several groups had observed a 

climbing spectrum consistent with a tem-

perature of 3°C above absolute zero. But 

in 1968, rocket measurements found high 

amounts of shorter wavelength radiation 

that clashed with a thermal spectrum and 

threatened the big bang hypothesis.

To probe the matter, Weiss and his gradu-

ate student Muehlner built a device that 

would fly on a weather balloon and mea-

sure the microwave spectrum to shorter 

wavelengths. In 1973, after three flights and 

a rebuild, they had solid data that fit a ther-

mal spectrum and for the first time revealed 

Meanwhile, Weiss couldn’t convince 

MIT to take a larger role in the project. 

Once, Weiss recalls, Marcel Bardon, direc-

tor of NSF’s physics division, came to MIT 

to urge John Deutch, MIT’s dean of sci-

ences from 1982 to 1985, to invest more in 

LIGO. After hearing Bardon’s plea, Deutch 

asked for a piece of paper, Weiss says. “He 

takes out a pen, scrawls a big zero on it, 

and shoves it under Bardon’s nose,” he 

says. Deutch says, “I don’t remember the 

drama of writing on a piece of paper,” and 

notes that other MIT administrators and 

physicists also opposed LIGO.

Through it all, Weiss continued to work 

on LIGO, even more so after he retired 

from MIT in 2001. “No scientific puzzle 

is too minor or beneath him,” says Nergis 

Mavalvala, a LIGO physicist at MIT. In 

recent years Weiss has led an effort to 

chase down and explain leaks in the enor-

mous, 8-kilometer-long vacuum systems 

that contain the LIGO interferometers. 

Over the years, Weiss suffered his share 

of frustration, says his son, Benjamin 

Weiss, a curator at Boston’s Museum of 

Fine Arts. “We used to hear about Drever 

and Vogt around the dinner table,” he 

says. But Weiss seems to have avoided 

bitterness, perhaps because of the way he 

dealt with disappointment. “Honestly, 

he worked more,” Benjamin says. After 

dinner—and a spell at the piano—Weiss 

would sit at the dining table with a 

legal pad, working after others were in 

bed. By all accounts he still does. jP
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the telltale peak. “It completely destroyed 

the rocket result,” Burke says. “Among those 

interested in the microwave background, 

[Weiss] was suddenly one of their stars.” 

Robert Birgeneau, chancellor emeritus at 

the University of California, Berkeley, who 

was at MIT from 1975 to 2000, says that 

Weiss’s work won respect within the MIT 

physics department, too. “He liked to have 

the affectation of going to a working-class 

bar and stuff like that,” Birgeneau says. But 

“people looked up to him broadly at MIT. 

They respected his passion and his courage 

in going after really important physics.”

The CMB study not only secured ten-

ure for Weiss, but also propelled him to a 

leading role in the broader scientific com-

munity. In 1976, NASA began work on 

its Cosmic Background Explorer (COBE) 

satellite, and the project’s scientific work-

ing group elected Weiss chair. Launched 

in 1989, COBE measured the spectrum 

of the microwaves with exquisite preci-

sion, proving beyond doubt that the CMB 

has a thermal spectrum. It also sensed 

tiny 1-part-in-100,000 variations in the 

CMB’s temperature from point to point on 

the sky—traces of infinitesimal quantum 

fluctuations in the newborn universe that 

are essential to the standard model of cosmo-

logy. In 2006, Americans John Mather and 

George Smoot shared the Nobel Prize in 

Physics for, respectively, measuring the 

spectrum and detecting the fluctuations.

Some physicists say Weiss should have 

shared that award. “It was a near miss,” Syr-

acuse’s Saulson says. Nevertheless, Weiss’s 

contributions to COBE show he excelled in 

a role for which he says he’s badly suited: 

leader of a large scientific effort. “He’s a 

good collaborator,” says Mather, who works 

at NASA’s Goddard Space Flight Center in 

Greenbelt, Maryland. “He’s also good at 

deciding who should do what and making 

sure that people get the credit they deserve.” 

LONG BEFORE COBE, during his wayward un-

tenured days, Weiss hatched the idea that 

would become LIGO. In the late 1960s, the 

MIT physics department asked him to teach 

a graduate course on general relativity. “I 

couldn’t tell them that I didn’t know any 

general relativity,” he says. So, striving to 

stay one step ahead of his students, Weiss 

focused on experimental tests of gravity.

Weiss’s students asked him to discuss ex-

periments in which Joseph Weber, an engi-

neer at the University of Maryland, College 

Park, was trying to detect gravitational waves 

using aluminum cylinders the size of a foot-

locker. General relativity states that massive 

objects—such as two black holes—spiraling 

together should radiate ripples in space-

time. Weber argued that those ripples—

gravitational waves—would stretch his cyl-

inders and make them vibrate like tuning 

forks. In 1969, he would claim a discovery of 

the waves, which others couldn’t reproduce.

Weiss couldn’t grasp Weber’s method, so 

he invented his own, based on an L-shaped 

device called an interferometer. It splits a 

laser beam and sends the two beams down 

perpendicular “arms.” The beams reflect off 

mirrors and race back to the beam splitter. 

If the arms are precisely the same length, 

the light waves return in sync and re-

combine so that light flows back toward the 

laser. But if the arms differ by a sliver of the 

light’s wavelength, then the out-of-kilter 

overlap sends some light leaking out a per-

pendicular “dark port.” Weiss realized that 

output could reveal a passing gravitational 

wave, which generally would stretch the 

arms by different amounts. He let the class 

chew on the idea in homework and wrote a 

23-page report in the quarterly newsletter 

of MIT’s Research Laboratory of Electron-

ics. LIGO sprouted from that document.

Weiss insists the concept of an inter-

ferometric detector was already “floating 

around.” But others say he was the first to 

spell out that the detector would have to be 

kilometers long and to describe how to deal 

with the various types of noise—from seis-

mic vibrations to the pinging of individual 

photons on the mirrors—that could drown 

out the elusive waves.

Making the experiment a reality required 

mind-boggling technological feats. The twin 

LIGO interferometers have arms 4 kilo-

meters long. To detect a gravitational wave, 

physicists must compare the arms’ lengths 

to within 1/10,000 the width of a proton. 

Approval to build the $300 million project 

did not come until 1994, 22 years later (see 

sidebar, p. 534).

In the meantime, Weiss became a fixture 

in Building 20, identifiable by the corncob 

pipes he smoked until he suffered a mild 

heart attack in 1995. He would work until 

2 a.m., says Nergis Mavalvala, a LIGO physi-

cist at MIT who was Weiss’s graduate stu-

dent from 1990 to 1997, and would stay even 

later to help a student. When Mavalvala 

failed her qualifying exams, Weiss had her 

attend “reform school” in his office every 

Saturday for weeks. “He didn’t give a damn 

about the exams,” Mavalvala says. “But he 

knew that I had to get past them.”

Weiss earned a reputation for lending 

nontraditional students a helping hand. 

In 1983, Lyman Page, who had been out of 

school for 5 years and had spent 2 years sail-

ing around the world, walked into Weiss’s 

lab and asked whether he could work for 

him. “He said ‘I can’t pay you, but you can 

work in the lab,’” Page says. “So I worked 

as a carpenter during the day and in the 

lab at night.” Page, now a cosmologist at 

In the 1970s, Rainer Weiss made his name studying the cosmic microwave background with balloons (left). But even then he was working on prototype interferometers (right).
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Princ eton, credits Weiss for giving him a 

chance that others did not. 

A functioning workaholic, Weiss enjoyed 

a full life outside the lab, too. In 1959, he 

married Rebecca Young, a recently gradu-

ated biology student working at the Harvard 

University Herbaria. The two frequented 

the same diner, says Rebecca, a retired chil-

dren’s librarian. “One evening he asked me 

to pass the salt and we started having this 

big conversation about photosynthesis,” she 

says. “After we had been married for years 

it occurred to me that he never puts salt 

on anything.”

Rebecca says she was often a “physics 

widow,” especially in the 1960s and 70s, 

when Weiss would travel to Palestine, Texas, 

to launch his balloon experiments. Still, she 

says, he was a devoted husband and father. 

Even when he was away “there was always a 

lifeline,” she says. On Sundays Weiss would 

take his children to the lab, says Sarah 

Weiss, the couple’s daughter, now an ethno-

musicologist at Yale-NUS College in Singa-

pore. “I never felt that I didn’t have the ac-

cess that I needed or hoped for,” she says. 

Through it all, Weiss has had music. “Mu-

sic is a big factor in his life,” Rebecca says. 

Weiss says he started playing the piano 

at 20, when the woman he failed to win 

started teaching him. He plays for an hour 

every evening, favoring classical composers 

such as Mozart, Beethoven, and Schubert, 

on a Steinway baby grand in the living room 

of the couple’s two-story Victorian in New-

ton, Massachusetts. “He goes in there at 

8 o’clock and he shuts all the doors,” 

Rebecca says. “He thinks I can’t hear him.” 

Weiss insists that even after 63 years of 

practice, he isn’t very good. “My technique 

sucks,” he says. “You will recognize the piece 

I play, but you won’t be satisfied.”

NOW, Weiss’s tranquil life seems sure to be 

upended, as physicists expect him to share 

the Nobel Prize, if not this year, then the 

next. Since the LIGO team announced their 

discovery in February, he and LIGO co-

founders Kip Thorne of the California In-

stitute of Technology (Caltech) in Pasadena 

and Ronald Drever, retired from Caltech, 

have already won several prizes: the Special 

Breakthrough Award, the Gruber Cosmology 

Prize, the Shaw Prize in Astronomy, and the 

Kavli Prize in Astrophysics. “To tell you the 

truth, these prizes give me the willies,” says 

Weiss, who adds that he plans to use 90% of 

the award money to help graduate students.

Weiss’s humility, expressed in the many 

stories in which he is never the hero, is strik-

ing. “He’s a very modest person,” his friend 

Wallach says. “That’s part of his charm.” But 

Weiss’s compulsive storytelling also seems to 

serve some deeper purpose, as becomes clear 

in what he calls “this famous story”: how he 

fell in love and flunked out of college. 

The conversation circles back to the inci-

dent a couple times. At first, it seems simple 

enough. Weiss falls in love, comes on too 

strong, and scares the girl away. On the sec-

ond pass, however, Weiss says that he wasn’t 

more of a lover than the woman could han-

dle, but less than she wanted. “I had made 

a goddess out of her, and you don’t touch a 

goddess,” he says. “She wanted something 

more.” But that version soon fades, too. Asked 

whether he was popular as a young man, 

Weiss responds, “I wasn’t unpopular. I didn’t 

have any trouble getting girls.” When it came 

to love, Weiss says, “I had the experience.”

Wallach remembers it all differently. 

When Weiss was in his early 20s he fell in 

love with his piano teacher, a woman in her 

30s. Wallach recalls that Weiss spent most 

of his time at his teacher’s house. “She was, 

not surprisingly, very taken with him and 

wanted to marry him,” Wallach says. Too 

young to marry, Weiss broke it off, he says.

Weiss’s sister questions how much any of 

it had to do with his failing out of college. “At 

that age that’s rebellion,” Pearson says. “And 

from the family we came from, what’s the 

way to do it? You drop out of school.” 

The specifics of the decades-old affair mat-

ter far less than the way Weiss tells the story. 

He revels in changing the details, revealing a 

little more each time. But he never explains 

exactly what happened, how he really felt, or 

why he tells the story in the first place. Per-

haps that is the point.

LIGO, Weiss’s brainchild, proved beyond a 

reasonable doubt the existence of black holes, 

the intense gravitational fields left by stars 

that collapse to infinitesimal points. Within 

a certain distance of that point—beyond the 

event horizon—gravity grows so strong that 

nothing can escape, not even light. In tell-

ing his tales, Weiss seems to create his own 

personal event horizon, a charming screen of 

words and anecdotes behind which he con-

ceals his deeper self. For all his storytelling, 

Weiss remains a deeply private person.

At the couple’s house, Rebecca explains 

how, tinkering as always, Weiss has rigged a 

computer monitor to magnify his sheet mu-

sic to compensate for his weakening sight. At 

her insistence, Weiss shows how the system 

works. In the living room stands his aging 

Steinway baby grand, the gloss finish worn to 

matte, the wood showing through at the cor-

ners, the top piled with sheet music. A flat-

panel screen on makeshift gimbaled mount 

displays the enlarged music—a Beethoven 

sonata?—the 16th notes running up and 

down like staircases. The keyboard beckons.

“No,” Weiss says. “I won’t play.”         j

LIGO has spotted just the type of source Rainer Weiss had hoped to see: black holes spiraling together. 
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NBy David R. Montgomery

W
e know of the legendary Emperor 

Yu through the story of China’s 

Great Flood, a tale already an-

cient when first recorded around 

1000 BCE (1). On page 579 of this 

issue, Wu et al. offer a provocative 

new explanation for this story. They pre-

sent evidence for an enormous landslide 

dam break 1922 ± 28 BCE (2) that coincided 

with the major cultural transition from the 

Late Neolithic to the Early Bronze Age in 

China and that also helps explain curious 

details of Yu’s story. 

According to folk tradition, the story of 

Yu’s Great Flood is an oral history of real 

disaster, handed down for a millennium be-

fore entering written records. However, in 

the absence of geological evidence for such 

a flood, some scholars have argued that the 

story is either a historicized version of an 

older myth or propaganda to justify the 

centralized power of imperial rule (1, 3). 

In contrast to the hero of another well-

known flood story, Yu is not heralded for 

surviving a great deluge sent by an angry 

god. Rather, the story tells of how he di-

rected efforts to dredge and channel rivers 

to drain the floodwaters (3). It casts this 

Geological data provide support for a legendary flood in China ~4000 years ago
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triumph of human ingenuity as bringing 

order to the land so that fields could be 

planted, thereby setting the stage for the 

lowland agriculture that fueled the blos-

soming of Chinese civilization. A telling 

aspect of the story—that it took Yu and his 

followers decades to control the floodwa-

ters—makes sense in light of the geological 

evidence that Wu et al. present. 

Wu et al. report that an ancient land-

slide dammed the Yellow River in the Jishi 

Gorge on the edge of the Tibetan Plateau. 

Through mapping and dating lake sedi-

ments impounded behind the dam and 

also distinctive sediments 

deposited downstream, the 

authors show that an enor-

mous flood surged down 

the river when the dam 

broke. They find that this 

flood coincided with the 

social disruption of a ma-

jor cultural transition and 

suggest that it breached the 

river’s natural levees. The 

timing of the flood, Wu et al. report, coin-

cides with an avulsion that redirected the 

Yellow River to carve a new course across 

the North China Plain about 2000 BCE (2). 

It would have taken considerable time for a 

large river to adjust to such a change, and 

the associated sustained flooding would 

fall in the right time and place to account 

for Yu’s story—including the long time it 

took to control the floodwaters. 

This support for the historicity of Yu’s 

flood is part of a broader pattern, another 

piece in long-standing debates over stories 

of epic deluges. These stories have been 

particularly contentious in the Western 

world. After all, attempts to explain the 

biblical story of Noah’s Flood not only 

shaped the early development of geology 

but later fueled discoveries refuting the 

biblically inspired idea that a global flood 

laid down the world’s sedimentary rocks in 

the first place (4). But how many of these 

ancient stories might actually record re-

gional flood disasters?

A century ago, the Scottish anthropolo-

gist James Frazer detected a pattern in 

flood stories from around the world (5). 

In case after case across cultures, stories 

of great floods evoked descriptions of local 

natural events. A rising sea was the cause 

of floods in stories from Pacific islands 

prone to huge earthquake-generated waves 

(tsunamis). Many Native American stories 

along the Cascadia subduction zone, from 

Northern California to British Columbia, 

also describe floods coming from the sea 

(6). They tell of ancient fights between 

Thunderbird and Whale so violent that 

they caused the ground to shake and trig-

gered huge waves, killing scores and lodg-

ing canoes in treetops. Indeed, stories from 

across the tsunami-prone Pacific—from 

Indonesia to Chile—tell of surprise floods 

from the sea.

In contrast, stories from regions with 

formerly more extensive glaciers, such as 

Scandinavia, Tibet, and North America, 

evoke failure of glacial dams as the cause of 

great floods (4). Another recurring theme 

is lowland flooding. For example, Ryan 

and Pitman have argued that the story of 

Noah’s Flood describes how a rising Medi-

terranean Sea spilled into a low-lying fresh-

water valley to create the 

Black Sea (7). Another po-

tential explanation for No-

ah’s Flood updates the idea 

of levee failures inundating 

low-lying terrain along the 

Tigris and Euphrates rivers 

(4), in light of catastrophic 

flooding during Cyclone 

Nargis in 2008, when more 

than 130,000 people were 

killed in Myanmar’s Irrawaddy delta (8). It 

increasingly seems that fundamental ele-

ments of the global tapestry of great flood 

stories mirror the geography of tsunamis, 

glacial outburst floods, and catastrophic 

lowland flooding. 

Great floods occupy a central place in 

some of the world’s oldest stories. And Em-

peror Yu’s flood now stands as another such 

story potentially rooted in geological events. 

Time and again, natural disasters like great 

floods, earthquakes, and volcanic eruptions 

inspired tales passed down through genera-

tions and civilizations to become legends 

(4, 9). How many other ancient stories of 

intriguing disasters might just have more 

than a grain of truth to them?        j
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Battling the Great Flood. Emperor Yu’s fantastical 

achievements include defeating the dragon that stirred 

up the Great Flood and ridding the floodwaters of ser-

pents and dragons that drove off settlers.

By Carlo Beenakker

W
e observe space as a continuum, 

but we might entertain the 

thought that there is an underly-

ing lattice and that space is ac-

tually a crystal. Which particles 

would inhabit such a lattice 

world? This question was first raised by 

Werner Heisenberg in 1930 in an attempt 

to remove the infinities that plagued the 

continuum quantum mechanics. His Git-

terwelt (lattice world) hosted electrons 

that could morph into protons, photons 

that were not massless, and more pecu-

liarities that compelled him to abandon 

“this completely crazy idea” (1, 2). Heisen-

berg’s motivation to put electrons on a lat-

tice came from solid-state physics, which 

in the 1930s was just developing as a field 

of research and which has now become a 

playground for “crazy ideas” from particle 

physics. In this spirit, on page 558 of this 

issue Bradlyn et al. (3) use concepts bor-

rowed from crystallography to classify 

the electronic excitations of the lattice 

world, and then use that to identify pos-

sible candidates of materials where they 

become a reality as (nonfundamental) 

quasiparticles.

The idea that electrons on a lattice might 

turn into altogether different quasiparticles 

was forcefully demonstrated in graphene: 

An electron moving on the two-dimen-

sional honeycomb lattice of carbon atoms 

loses its mass. In the language of particle 

physics, the electron is said to have been 

transformed from a massive Dirac fermion 

into a massless Weyl fermion. If the lattice 

Bringing 
order to the 
expanding  
fermion zoo
Crystallographic 
classification provides an 
inventory of the electron-
like particles that emerge 
in a lattice world
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is superconducting, then the electron may 

lose its charge, becoming a neutral Major-

ana fermion. These three types of fermions 

exhaust the options for a spin-½ particle 

in continuous space, but lattices offer 

more possibilities. Recent additions (4–10) 

to the fermion family go by the names of 

nodal-line fermions, nexus fermions, hour-

glass fermions, double-Dirac fermions, and 

tilted fermions—each one of the particles 

is stabilized by a different lattice symmetry 

and characterized by a different energy-

momentum relationship. 

To bring order into this zoo of lattice 

fermions, Bradlyn et al. turned to the sym-

metry classification of crystals: A table 

that groups all known crystal structures 

(more than half a million) into one of 230 

“space groups,” depending on their trans-

lational, rotational, and reflection symme-

try. The proof that there are no more and 

no less than 230 distinct ways to combine 

these symmetries in three-dimensional 

space (in two dimensions, there are only 17 

ways) was a tour de force of 19th-century 

crystallography. Weyl fermions appear in 

any space group without inversion symme-

try, but only a few space groups (a total of 

16, to be precise) have the right combina-

tion of symmetries to stabilize the lattice 

fermions.

A symmetry operation that is particu-

larly effective at preventing the opening of 

an excitation gap (11) is the combination of 

a translation by a fraction of the unit cell 

with a rotation or reflection, resulting in 

a screw-rotation or a glide-reflection sym-

metry (the technical term is “nonsymmor-

phic” symmetry). Bradlyn et al. show that 

this can transform the spin-½ Weyl fer-

mion into a spin-1 quasiparticle. It remains 

a fermion—the requirement that parti-

cles with integer spin are bosons applies 

only to fundamental particles. Whereas a 

spin-½ particle is represented by a two-

component wave function (its magnetic 

moment can be –½ or +½), for spin-1 we 

need three components (magnetic moment 

–1, 0, and +1).  Two components produce 

a linear crossing of energy bands, and 

the third component intersects it with a 

nearly flat band (see the figure). Such a 

three-band crossing point was observed in 

a zinc-blende crystal (12), accompanied by 

a massless excitation (a “Kane fermion”), 

but fine-tuning to a critical point of the 

phase diagram was required in order to 

avoid a gap opening. The gapless spectrum 

of a spin-1 Weyl fermion is enforced by lat-

tice symmetry, without any fine-tuning of 

parameters.

Because the lattice symmetries are bro-

ken when the crystal terminates, surfaces 

can locally destabilize the lattice fermions. 

Topology comes to the rescue, protecting 

some of the quasiparticles with a conserved 

quantity called the Chern number C. In a 

magnetic field, C counts the difference be-

tween the number of left-moving and right-

moving states relative to the magnetic field 

direction. The excess number of left- or 

right-movers cannot terminate at a bound-

ary; it must continue as a gapless surface 

state called a “Fermi arc.” The spin-½ Weyl 

Classifying fermion behavior. Energy-momentum 

relation of a spin-1 Weyl fermion, in (Top) zero 

magnetic field and (Bottom) a high field parallel 

to the momentum. The flat band at zero energy 

appears when the lattice augments the spin from 

½ to 1. The slope of the curves gives the direction of 

motion. At a given energy in (bottom), there are n
L 

= 

3 left-movers (red dots) and n
R 

= 1 right-mover (blue 

dot), indicating a Chern number C = n
L
 2 n

R 
= 2. In 

contrast, C = 1 for spin-½ Weyl fermions.

fermions have C = 1, producing a single 

Fermi arc; the new spin-1 variety has C = 

2, with two Fermi arcs. Under such circum-

stances, an unusual magnetoresistance is 

expected from the imbalance of left-movers 

and right-movers, by analogy with the “chi-

ral anomaly” of Weyl fermions (13). 

There is no shortage of crystals in which 

these phenomena might be observed, at 

least based on numerical calculations of 

the band structure. Bradlyn et al. suggest 

half a dozen hosts for the spin-1 Weyl fer-

mion, and experiments to detect it with 

spectroscopy are under way. For detection 

by transport experiments one would like 

to have the Fermi level at or close to the 

band crossing point (the Weyl point). In 

graphene this alignment of the Fermi level 

and the Weyl point is ensured by charge 

neutrality, but that is a special property 

of the two-dimensional carbon lattice that 

does not carry over to three dimensions. 

Fortunately, the band structure calcula-

tions indicate that in the most promising 

materials the Fermi level is only a few 

tenths of an electron volt from the Weyl 

point, so that signatures of the singularity 

should be readily observable in electrical 

conduction measurements.

Stepping back from the lattice world, 

we might ask ourselves the question, why 

not discretize time as well as space and 

put space-time on a lattice? A reflection 

in the temporal direction corresponds to 

time reversal; with this additional sym-

metry operation, the 230 space groups ex-

pand to a total of 1651 so-called magnetic 

space groups. With all those additional 

space groups considered, the fermion zoo 

therefore has the scope to expand quite a 

bit further.        j
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classification of crystals...” 

INSIGHTS   |   PERSPECTIVES

Published by AAAS

 o
n 

A
ug

us
t 2

9,
 2

01
6

ht
tp

://
sc

ie
nc

e.
sc

ie
nc

em
ag

.o
rg

/
D

ow
nl

oa
de

d 
fr

om
 

http://science.sciencemag.org/


5 AUGUST 2016 • VOL 353 ISSUE 6299    541SCIENCE   sciencemag.org

G
R

A
P

H
IC

: 
V

. 
A

L
T

O
U

N
IA

N
/
S
C
IE
N
C
E

How do sunflowers follow 
the Sun—and to what end?

PLANT SCIENCE

Solar tracking may provide sunflowers with an 
unexpected evolutionary benefit 

By Winslow R. Briggs

A 
field of domesticated sunflowers 

(Helianthus annuus) fully in bloom 

is a striking sight. The large and 

showy flowering heads 

face east, positioned 

toward the rising Sun. 

Before floral development, 

however, elongating vegeta-

tive stems move their apices 

steadily from facing east in 

the morning to facing west 

in the afternoon, following 

the Sun—a process known 

as solar tracking or helio-

tropism (1). During the 

night, the shoots reorient 

their apices to face east 

again at sunrise (see the fig-

ure). As flower development 

is initiated, solar tracking di-

minishes and finally ceases, 

with the developing flower-

ing heads at rest and facing 

east. On page 587 of this is-

sue, Atamian et al. (2) pro-

vide mechanistic insights 

into this tracking phenom-

enon and postulate an evo-

lutionary link to pollination.  

Although a fair amount 

is known about the solar-

tracking process in the 

sunflower (1, 3, 4), many 

questions persist. What are 

the biological advantages 

of solar tracking? Not all 

plants do it. Is tracking the 

consequence of differential 

growth between irradiated and shaded 

sides of the stem (phototropism)? Or, is 

there a reversible osmotic component lead-

ing to complementary cell-turgor changes 

on the east versus the west side of the 

stem? The former mechanism involves 

the light-induced lateral transport of the 

plant growth hormone auxin to the shaded 

side of an irradiated elongating organ (5, 

6). This transport leads to compensatory 

growth changes (7) and differential expres-

sion of auxin-induced genes (8).  The latter 

mechanism involves light-activated revers-

ible ion movements, leading to water gain 

or loss (and cell swelling or shrinking) as 

required by the movement needed to keep 

a solar-tracking organ aligned to face the 

Sun. This process prevails in many species 

that have solar-tracking mature leaves. A 

specialized organ at the base of leaf peti-

oles (a pulvinus) usually provides this os-

motic motor (3). It is, of course, possible 

that both mechanisms play a role in the 

sunflower solar-tracking response. Both 

mechanisms include nocturnal reorienta-

tion (3).

When Atamian et al. either tethered 

sunflower stems (immature, nonflowering 

plants) to prevent movement, or rotated 

plants at dusk so that they faced west at 

dawn, they noted a loss in photosynthetic 

productivity in the absence of tracking. 

Hence, a photosynthetic advantage is 

clearly gained by solar tracking under their 

conditions. Growth measurements of solar-

tracking plants in the field indicated more 

rapid growth shifting from the west to the 

east side of stems during the day and back 

to the west side at night. Simultaneous 

monitoring of tracking also showed that as 

growth diminished, tracking diminished, 

and when growth ceased, tracking ceased. 

Solar tracking is indeed driven by irre-

versible differential growth. 

Because the elongation that 

drives solar tracking is irre-

versible, any contribution by 

a reversible osmotic process 

is essentially ruled out. 

There are several other 

intriguing questions: Is a 

circadian rhythm involved? 

That is, do changes in plant 

metabolism, physiology, and/

or behavior that fluctuate be-

tween day and night regulate 

heliotropism? Night reori-

entation suggests as much. 

However, as Atamian et al. 

point out, reversal of the 

end-of-day stem curvature 

in darkness could be a one-

time hourglass phenomenon 

that is preloaded by signals 

from the preceding day. The 

authors observed that stem 

movement—including noc-

turnal reorientation—persists 

through several diurnal cycles 

under constant light before 

damping out. They also found 

that the tracking response 

is seriously perturbed under 

day-night cycles lasting 30 

hours instead of 24. These 

are classic tests for circadian 

function (9). The authors also 

detected diurnal oscillations 

in the expression of genes encoding well-

known components of circadian circuitry 

of other systems. However, there was no 

difference in these oscillations between il-

luminated and shaded sides of sunflower’s 

elongating stem tissue. By contrast, there 

were dramatic changes in the expression 

of auxin-induced genes between the two 

sides, both during tracking and during 

nocturnal reorientation. The results are 

fully consistent with the involvement of 

a diurnally alternating auxin differential 

Stem bends 
to face east 
in anticipation 
of sunrise

Stem bends, 
tracking the Sun 
as it traverses to 
set in the west

SUNRISE

NOON

MIDNIGHT

Auxin

SUNSET

EW

EW

EW

EW
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Stem orientation

Phototropically driven auxin movement promotes growth of the shaded side over the 

illuminated side of the stem, causing curvature that keeps the shoot tracking the Sun west-

ward. As the Sun passes the zenith, the shaded side becomes the east side, continuing to 

drive curvature westward. At night, intrinsic circadian signals cause auxin to reaccumulate 

on the west side, driving the direction of shoot growth back east.
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(8)—auxin moving to the east side of the 

stem during the day and returning to the 

west side at night to dominate growth. 

Nighttime reversal of the auxin gradient, 

then, occurs in response to intrinsic circa-

dian cues. 

How do mature flowering heads ac-

quire their eastward orientation? Atamian 

et al.  investigated whether the phototropic 

sensitivity of growing vegetative sunflower 

plants is gated—more sensitive at some 

times of day than at others. Indeed, sun-

flower seedlings responded more strongly 

to unilateral light in the morning than 

in the afternoon. Thus, if the seedling re-

sponse persists in older plants, as tracking 

declines, east-oriented phototropism will 

be stronger, overall, than west-oriented, in-

evitably leaving the shoots facing eastward 

when growth and tracking cease. 

Why do sunflower heads terminate their 

existence facing the rising Sun? What was 

the selective pressure leading to this end? 

Atamian et al. found that heads facing the 

morning Sun warmed up more rapidly than 

heads deliberately turned away from it. 

During the morning hours, the heads fac-

ing the Sun were visited by more pollinat-

ing insects than those facing away from 

the Sun. If heads facing away from the Sun 

were artificially heated to a temperature to 

match heads in the normal orientation, the 

difference in pollinator visits diminished 

substantially. The positive effect of track-

ing on potential pollination may be part of 

the story, although other factors could be at 

play. In any case, it is clear that to encour-

age pollinator visits, warmer heads prevail. 

One morning many years ago, I passed 

a field of the sunflower relative Rudbeckia 

hirta (black-eyed Susan). Every flowering 

head was facing the morning Sun. In my 

naïvety, I photographed the field with the 

intention of rephotographing it in the late 

afternoon to document solar tracking. How-

ever, on my return, every flowering head 

was still facing east. This was my first en-

counter with what at the time seemed like 

bizarre plant behavior. Atamian et al. have 

gone far in elucidating the origin and physi-

ological mechanisms underlying this fasci-

nating chapter of natural history.        j
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By Rebecca M. Lennen

I
ndustrial processes using microbial cells 

allow the conversion of renewable-carbon 

feedstocks into a complex range of chemi-

cal products at comparatively low tem-

peratures and pressures (1). In contrast, 

traditional chemical manufacturing re-

lies mainly on energy-intensive conversions 

of petroleum-derived carbon feedstocks. 

However, record-low oil prices are making it 

difficult for biotechnology processes to com-

pete with traditional manufacturing, par-

ticularly for low-cost bulk products such as 

biofuels and commodity chemicals. On page 

583 of this issue, Shaw et al. (2), report a cost-

effective technology to control contamination 

in nonsterilized process 

equipment (see the fig-

ure). This technology has 

the potential to greatly 

lower the cost of produc-

ing fermentation-derived 

chemicals with microbial 

processes.

Fermentation has been 

used to preserve food since the dawn of hu-

man civilization. It likely arose fortuitously 

when stored foods were contaminated with 

microbes in the environment. The microbes 

involved, such as brewers’ yeast (Saccharo-

myces cerevisiae) and lactic acid bacteria, 

naturally outcompete other organisms by se-

creting ethanol or organic acids that retard 

the growth of other organisms. 

These same microbes are now used in the 

industrial production of both food and chem-

icals. In the modern fuel ethanol industry in 

Brazil, for example, fermentors operate with 

nonsterilized raw feedstocks and are inocu-

lated with indigenous yeasts that are recycled 

in subsequent batches (3). Ethanol excretion 

gives S. cerevisiae a strong competitive ad-

vantage, but the ethanol industry is neverthe-

less plagued by large contamination events 

and low-level contamination (4). These bac-

terial infections reduce ethanol yields (5). 

Use of chlorine dioxide and biocidal additives 

has gained popularity, but many manufactur-

ers still add antibiotics to control infections, 

further exacerbating the contamination cycle 

by speeding up the evolution of antibiotic-

resistant strains. 

Beyond ethanol production, the impact of 

contamination is likely to be greater. To mini-

mize capital costs production of fuels and 

bulk chemicals from algae or cyanobacteria 

would require cultivation in large open reser-

voirs (6), but these organisms typically have 

little to no competitive advantage under the 

growth conditions used. Bulk and specialty 

products can also be produced with highly 

engineered organisms that are often physio-

logically defective relative to wild organisms, 

making it even more important to maintain 

pure cultures. Media and fermentation ves-

sels used in these processes are typically 

partially or fully sterilized, increasing the 

operating costs. Antibiotic 

usage imposes additional 

costs and is untenable for 

products used in food or 

pharmaceuticals. 

Shaw et al. now pres-

ent a technology for pre-

venting contamination in 

fermentation processes 

through metabolic engineering of the pro-

duction organism. They introduce a pathway 

into the organism that enables it to digest a 

xenobiotic nutrient (a nutrient not naturally 

produced or degraded by the organism). In 

doing so, the authors give the production 

organism a competitive advantage because 

environmental contaminants do not possess 

the degradation pathway required for using 

the xenobiotic nutrient. The xenobiotic nu-

trients—in particular, the phosphorus source 

sodium phosphite—appear to be cost-com-

petitive supplements relative to either the 

cost of typical antibiotics used in ethanol fer-

mentations or the use of steam sterilization. 

Industrial-scale feasibility remains to be 

demonstrated, but the authors show con-

vincingly that the engineered organisms out-

compete common contaminant species both 

in defined media and in complex feedstocks 

supplemented with the xenobiotic nutrient. 

Complex biomass-derived feedstocks often 

contain suffiecient biotic nutrients to fully 

support microbial growth. Shaw et al. there-

fore fractionated corn kernels to obtain a 

starch fraction with a reduced phosphate 

content, low enough to give the engi-

neered organism—Yarrowia lipolytica, an 

oil-accumulating yeast engineered to use 

Benefi ts of selective feeding
Microbes engineered to digest unusual nutrients 
outcompete contaminants in chemicals production
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By Steen B. Schougaard1,2

T
he redox-active materials in lithium-

ion batteries have relatively poor 

electronic and ionic conduction and 

may experience stress from charge-

discharge volume changes, so their 

formulation into structures with nano-

sized features is highly desirable. On page 

566 of this issue, Lim et al. (1) characterize 

individual nanoparticles of the positive elec-

trode material LiFePO
4 
during charging and 

discharging. This “in operando” technique 

ensures that all particles experience the 

same voltage. The current and lithium con-

centration are then inferred for individual 

particles via the change in Fe oxidation state 

measured during the transformation from 

LiFePO
4
 to FePO

4
 and back.

Lithium-ion batteries are moving into new 

large-scale applications like mass storage 

of renewable energy and electric cars, with 

their performance constituting a source of 

both great frustration and hope. Since its 

discovery by Goodenough and co-workers 

as a lithium battery cathode (2), LiFePO
4
 has 

fascinated physicists, engineers, and chem-

ists alike. Its performance is surprising in 

that phosphates are generally poor conduc-

tors. Additionally, it separates into lithium-

rich LiFePO
4
 and lithium-poor FePO

4
 phases 

when partially delithiated, which would sug-

gest that reaction kinetics are sluggish. Yet, 

once conductively coated with carbon (3), 

LiFePO
4
 has an unusually good performance 

at high charge and discharge rates, capable 

of delivering >50% of its capacity within 

2 min for thousands of cycles (4).

This high performance has been associ-

ated experimentally with the intermittent 

formation of a solid-solution phase (5). 

The mechanism at more practical battery 

Single cathode particles for 
lithium-ion batteries are 
analyzed during cycling

ANALYTICAL METHODS
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Contamination control. Shaw et al. use synthetic nitrogen or phosphorus sources to control contamination in indus-

trial fermentation. They metabolically engineered pathways for digesting these synthetic sources into their target 

organisms.  The latter have a competitive advantage over contaminating organisms when availability of natural nitro-

gen or phosphorus sources, such as ammonia or phosphate, is restricted. 

Target
Engineered 

microorganism

Sugar

taken up

by target

organism

N/P source

taken up

by target

organism

Fermentation

environment 
Must be defcient 

in natural 

ammonia or 

phosphate

Contaminant 

strain 
Cannot grow 

on synthetic 

N or P sources

Ammonia
or

phosphate

Product

Example:
S. cerevisiae Example:

Lactobacillus sp.

Synthetic N

or P sources

Sugar

phosphite—a selective advantage. Use of 

other complex fermentation substrates will 

require careful matching between the lev-

els of biotic components (such as ammonia 

or phosphate) present and the xenobiotic 

supplement. 

Wider adoption of the technology will 

likely require engineering of a wider range 

of xenobiotic nutrient utilization pathways. 

Suitable enzymes could be found in microor-

ganisms from environments rich in atypical 

substrates; further xenobiotic nutrients, such 

as alternative sulfur sources, could also be 

identified. If multiple distinct enzymes are 

found that catalyze separate steps in a deg-

radation pathway, they can be expressed to-

gether in the same organism to reconstitute a 

full pathway for complete degradation. Once 

a minimally functional pathway has been 

found, it can be optimized through adaptive 

laboratory evolution. Shaw et al. use this ap-

proach to dramatically improve growth on 

melamine and cyanamide as nitrogen sources 

and on phosphite as a phosphorus source. 

The genes encoding the enzymes for xe-

nobiotic nutrient utilization originate natu-

rally and exist in the environment. New 

contaminating microorganisms are thus 

likely to evolve, much like microbes evolve 

antibiotic resistance or weeds evolve herbi-

cide resistance (7). A parallel arms race will 

likely ensue, with the need to rotate use of 

xenobiotic nutrients. This should not cause 

the same level of concern as the evolution of 

antibiotic resistance, which has direct impli-

cations on human health, but further studies 

are warranted. A full life-cycle analysis will 

also be needed because compounds such as 

melamine, associated with food contamina-

tion crises, must not be present when recy-

cling fermentation wastes for animal feed. 

Despite these challenges, Shaw et al.’s re-

port illustrates the possibilities offered by the 

combination of genomics, synthetic biology, 

and evolutionary engineering. The former 

facilitates the discovery of new enzyme func-

tions, whereas advances in gene synthesis 

and DNA assembly enable novel biochemical 

pathways to be rapidly engineered in the host 

strain. Evolutionary engineering can then 

be used to improve pathway activities and 

fluxes. The biochemical creativity enabled 

by these three technologies will help to over-

come economic hurdles for biobased chemi-

cal production via fermentation.        j
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Active nanoparticles
The LiFePO4 nanoparticle (here a pentagonal 
prism) can have internal regions of faster and 
slower charge and discharge (shown in gold 
and light blue, respectively)

Electrode
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on the metal current collector of the cathode

Battery 
The porous electrodes are held apart by 
a mesh separator, flled with electrolyte 
transporting the Li ions
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rates is less well understood. Lim et al. fill 

an important gap by providing maps of 

single-particle current densities at charge-

discharge times between 0.5 and 3 hours. 

Their time-resolved high-resolution maps 

provide unusual insight into the kinetics 

of the charge-and-discharge process, show-

ing “domains” within the particle that have 

widely different rate performance. Why 

these domains form is unclear; the authors 

suggest inhomogeneous strain and varia-

tions in carbon coating as possible origins. 

Inside the domains, the time-resolved 

quantification made possible by the x-ray 

absorption technique shows that the kinet-

ics, expressed electrochemically as the ex-

change current, is highly dependent on the 

local concentration of lithium. Surprisingly, 

the peak performance occurs at composi-

tions closer to Li
0.25

FePO
4 
than Li

0.5
FePO

4
.

The state-of-the-art methodology pre-

sented by Lim et al. has several important 

applications. First, the particle-to-particle 

variation is readily observed. This informa-

tion is crucial in materials design and pro-

duction, especially given that electrochemical 

techniques often provide only average par-

ticle populations. For example, it has been 

difficult to determine if a reduction to half 

performance was more correctly described by 

50% of the particles performing at the zero 

level, or 100% performing at the 50% level.

Second, single-particle data provide op-

portunities to improve battery design (see 

the figure). Commercial battery electrodes 

are based on a porous mixture of carbon 

particles, active material, and binder. This 

composite provides structural stability and 

adhesion to the current collector, as well as 

efficient paths for electron transport. Filling 

the porous structure with electrolyte enables 

ionic transport. The composite structure is 

more efficient at providing ionic and elec-

tronic charge transport to the electrode bulk 

than a monolith of the active material, but it 

still sets severe limitations. The combination 

of the opposite flows of ionic and electronic 

transport along with the highly complex lo-

cal electrode structure yields a highly hetero-

geneous reaction environment. Determining 

if performance is limited by the particles 

within the electrode structure or by the elec-

trode structure itself is a challenge. 

Attempts to overcome this situation in-

clude Newman-type modeling (6). Varying 

degrees of sophistication can be used to ex-

press the transport in the different regions of 

the heterogeneous composite with effective 

bulk values taken from a homogeneous, ficti-

tious material. Based on the response of the 

full electrode, it should in principle be pos-

sible to obtain the single-particle response, 

because the voltage loss caused by electrode 

transport can be calculated. However, at a 

practical level, the interdependence between 

the effective transport and the reaction at the 

local particle, combined with a large num-

ber of variables that require fitting, makes 

solving this inverse problem difficult. The 

high-resolution particle-level current-voltage-

composition maps provided by Lim et al. 

greatly simplify this task. The effect of trans-

port in the electrode structure should be 

more readily available from Newman-type 

modeling, thereby limiting the need for trial-

and-error electrode optimization (7).

Third, the redox mechanism of LiFePO
4
 is 

remarkably rich in complexity, as shown by 

the state-of-the-art time- and space-resolved 

reaction maps of Lim et al. As such, these 

data provide an exciting opportunity for test-

ing existing theories and developing new 

physical-chemical models, including ones 

based on quantum-level calculation. This ap-

proach has practical implications. LiFePO
4

has found widespread use for high-power 

operation and is comparably safe under over-

charge conditions, but its operational poten-

tial of ~3.4 V versus Li+/Li yields an energy 

density insufficient for many applications. 

Moreover, only precious few other structures 

support the topotactic insertion reaction. 

Insertion reactions, where the inorganic 

framework remains relatively unchanged 

while lithium ions enter and leave the struc-

ture in response to the addition or removal of 

electrons, is likely to remain in vogue. This is 

because it can provide the ~99.995% charge-

discharge reaction yields required for 80% 

capacity retention after 4000 cycles. What is 

needed is a thorough understanding of the 

operational mechanism of LiFePO
4
 so that 

its virtues can be designed into new materi-

als with higher energy density, with the goal 

of providing cheap, reliable, and safe energy 

storage for solar and wind power, as well as 

for the electric car.        j
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Battery building blocks
The work of Lim et al. provides quantitative images of how a cathode particle for lithium batteries works at the nanoscale, which affects real battery operation.
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By I. Glenn Cohen1 and  Eli Y. Adashi2

A 
potentially renewable provision of 

the Consolidated Appropriation Act 

of 2016 forestalling the prospect of 

human germline modification was 

signed into law on 18 December 2015 

(1). The provision, also known as a 

rider (an amendment extraneous to the 

main purpose of the bill to which it is at-

tached), stipulates that “none of the funds 

made available by this Act [to the FDA] 

may be used to review or approve an ap-

plication for an exemption for investiga-

tional use of a drug or biological product…

in which a human embryo is intentionally 

created or modified to include a heritable 

genetic modification” (1). Destined to ex-

pire at the conclusion of this fiscal year 

(30 September 2016), the rider has since 

been incorporated yet again into the House 

and Senate appropriation bills for the fis-

cal year ending 30 September 2017 (2, 3). 

Subject to ongoing annual renewal, this 

congressionally legislated ban undermines 

ongoing conversations on the possibility 

of human germline modification, its likely 

distant time horizon notwithstanding (4). 

Also affected are ongoing efforts of the FDA 

to review the prevention of mitochondrial 

DNA diseases through germline modifica-

tion of human zygotes or oocytes at risk (5).

A draft version of the Agriculture, Rural 

Development, Food and Drug Administra-

tion, and Related Agencies Appropriations 

Act of 2016 in the House contained the rider, 

whereas the Senate version did not (6, 7). 

The final version of the merged House and 

Senate bills, the Consolidated Appropria-

tions Act of 2016 (H.R. 2029), inclusive of 

the rider, contained last-minute additions, 

stipulating that germline-modifying Inves-

tigational New Drug (IND) applications 

“shall be deemed to have not been received 

by the Secretary [of Health and Human 

Services]” (1, 8). Indispensable to the intent 

of the rider, the added language precludes 

the unintended consequence of forbidding 

the FDA from responding to (and blocking) 

an IND application, which would have al-

lowed such applications to be approved au-

tomatically within 30 days of submission. 

As a practical matter, it might have been 

hard for the rider to have succeeded as a 

stand-alone bill. The rider might never 

have been voted out of committee, given 

that it lacked the urgency of a “must-pass” 

bill and might have been the subject of 

opposing arguments and hostile amend-

ments. A presidential veto, a real possibil-

ity in the case of a stand-alone bill, is far 

less likely in the context of a rider to an 

omnibus bill (in the absence of line-item 

veto authority), because the failure of the 

omnibus bill could cause a government 

shutdown. The omnibus bill containing the 

rider was the year-end $1.8 trillion Consoli-

dated Appropriations Act of 2016 without 

which the federal government would not 

have been funded for the duration of fiscal 

year 2016 (1).

Congressional concerns regarding germ-

line editing have been articulated in a re-

port (H. Rept. 114-205) accompanying the 

House appropriation bill (9). In one passage 

of the report, the committee states that “…

researchers do not yet fully understand all 

the possible side effects of editing the genes 

of a human embryo” (9). The report goes on 

to note that “editing of the human germ-

line may involve serious and unquantifi-

able safety and ethical issues” (9). Similar 

concerns were expressed during a congres-

sional hearing on “The Science and Ethics 

of Genetically Engineered Human DNA” be-

fore the House Subcommittee on Research 

and Technology (10). In his opening state-
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The FDA is prohibited from going germline
Full stop: U.S. Congress precludes human germline modification 
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modification trials (14). Viewed collectively, 

the aforementioned constraints have  had 

a chilling effect on studies of early human 

development, despite decades of unprece-

dented progress in other areas of the life sci-

ences. With this rider, legislators have now 

extended the ban on therapeutic germline 

modification to any corporate entity that 

might apply to the FDA for permission to 

proceed with clinical trials (e.g., for testing 

of cell and gene therapy products). Never 

before have lawmakers relied on the FDA to 

constrain the prospect of therapeutic germ-

line modification. In so doing, lawmakers 

have drawn new lines in the sand only a few 

weeks after the conclusion of the Interna-

tional Summit on Human Gene Editing led 

by the National Academies (4). Lawmakers 

have also altered the context of an ongoing 

Consensus Study of the National Academy 

of Medicine on the Scientific, Medical, and 

Ethical Considerations of Human Gene Ed-

iting (15). A recently released report, Mito-

chondrial Replacement Techniques: Ethical, 

Social, and Policy Considerations, has also 

been affected in that its recommendations 

have been placed on hold by the FDA (5, 

12). Viewed in this light, this latest congres-

sional intervention appears premature, if 

not unhelpful, in that the germline modi-

fication debate is barely getting under way. 

FUTURE OF THE RIDER

Whether or not the rider will be repealed 

in the future remains to be seen. If history 

is any guide, imminent congressional policy 

reversal is unlikely. Riders pertaining to the 

reproductive arena have shown themselves 

to evolve into the “new normal” the modi-

fication of which is viewed as a litmus test 

on the campaign trail (16). What is more, 

riders such as the Dickey-Wicker Amend-

ment have displayed remarkable longevity 

across several administrations and variable 

congressional constellations (17). With little 

comfort to be derived from the apparent 

lack of congressional efforts to strike the 

rider in the course of its legislative advance-

ment, the prospects for a change in the 

status quo any time soon must be viewed 

as guarded. Absent such course correction, 

ment, Chair Lamar S. Smith (R–TX) noted 

that “a recent report from China, where 

teams of researchers have begun to experi-

ment with engineering DNA in human em-

bryos, is alarming” (10). Chair Smith went 

on to say that “most of the scientific com-

munity members have been clear: the sci-

ence and ethics of this new technology must 

be resolved in order to prevent dangerous 

abuses and unintended consequences” 

(10). Finally, Chair Smith offered that a re-

cent Science article authored by prominent 

thought leaders “recommended a morato-

rium on further research, while creating 

public forums for scientists, ethicists and 

policy makers to discuss the attendant ethi-

cal, social, and legal implications of genome 

modification” (10, 11).

IMPLICATIONS OF THE RIDER

Editing the genome of a human embryo 

for research purposes and without intra-

uterine transfer remains permissible, even 

though it is ineligible for public funding 

(12). By contrast, editing the genome of a 

human embryo in the clinical realm fol-

lowed by intrauterine transfer is precluded 

(1). Thus, editing the genome of a human 

embryo for the prevention of rare incur-

able Mendelian disorders will not be un-

dertaken (4). Also affected will be efforts 

to secure “savior siblings” through editing 

of the genome of a human embryo when 

in vitro fertilization fails to secure tissue-

matched embryos for intrauterine transfer 

(4). Finally, the rider appears to preclude 

the prevention of mitochondrial DNA dis-

eases by mitochondrial replacement due to 

attendant “heritable genetic modification” 

(1, 5). The FDA could have sidestepped the 

“heritable genetic modification” constraint 

on mitochondrial replacement by accept-

ing the “male-only” embryo transfer rec-

ommendation of the Institute of Medicine 

(5). However, the FDA has resolved to forgo 

consideration of mitochondrial replace-

ment during this fiscal year (13).

The enactment of the FDA rider adds yet 

another layer to a complex regulatory and 

statutory web concerned with human em-

bryo research in general and human germ-

line modification in particular. In 1996, the 

Dickey-Wicker Amendment, a statutory ban 

on federal funding of human embryo re-

search, was enacted (12). The amendment 

proved instrumental in precluding the deri-

vation of human embryonic stem cells. In 

reaffirming a 30-year policy, National Insti-

tutes of Health Director Francis S. Collins 

recently stated that the Recombinant DNA 

Advisory Committee (RAC) “…will not at 

present entertain proposals for germline 

alteration,” which all but stamps out the 

possibility of federally funded germline 

the United States is ceding its leadership in 

this arena to other nations. Whether or not 

successful human germline modification in 

nations other than the United States might 

lead to a reversal of congressional policy at 

some point in time remains to be seen.        j
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By Junji Cao1, Armond Cohen2, James 

Hansen3*, Richard Lester4, Per Peterson5, 

Hongjie Xu6

W
ith China having the largest fossil 

fuel CO
2
 emissions today and the 

United States being higher in per 

capita emissions (see related en-

ergy consumption in the first fig-

ure), these countries have a strong 

mutual interest in stabilizing climate and 

reducing air pollution. Yet even Germany, 

despite sizable subsidies of renewable en-

ergies, gets only a small fraction of energy 

from them (see the first figure). Historically 

the fastest growth of low-carbon power oc-

curred during scale-up of national nuclear 

power programs (see the second figure). 

Some studies project that a doubling to 

quadrupling of nuclear energy output is re-

quired in the next few decades, along with 

a large expansion of renewable energy, in 

order to achieve deep cuts in fossil fuel use 

while meeting the growing global demand 

for affordable, reliable energy (1–4). In light 

of this large-scale energy and emissions 

picture, climate and nuclear energy experts 

from China and the United States convened 

(see Acknowledgments) to consider the po-

tential of increased cooperation in develop-

ing advanced nuclear technologies.

Barriers to expansion of nuclear en-

ergy include high construction costs rela-

tive to coal and gas; a long time to build 

conventional large nuclear plants (about 

4 to 7 years in Asia versus 1 or 2 years 

for coal-fired plants); and public concern 

about reactor safety, waste disposal, and 

potential for weapons use. Innovative nu-

clear technologies can help address some 

of these issues. A large reduction of cost 

and construction time, essential to ac-

celerate deployment rates, likely requires 

mass manufacturing, analogous to ship 

and airplane construction. Such an ap-

proach lends itself to product-type licens-
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ing, which avoids the long delay and costs 

associated with case-by-case approval. Pas-

sive safety features are available that al-

low reactor shutdown and cooling without 

external power or operator intervention. 

Other innovative designs use fuel more ef-

ficiently and produce less nuclear waste, 

can directly supply energy to industrial 

processes that currently rely on fossil fuels, 

can be ordered in a range of scales to suit a 

variety of needs and geographies, and can 

reduce or eliminate cooling-water require-

ments. Some of these developments could 

be deployed on a large scale by 2030–2050, 

a time when deep reductions in global 

carbon emissions will be needed, even as 

much of the world’s current nuclear fleets 

are approaching the end of useful life. 

U.S.-China cooperation to accelerate 

nuclear energy innovation has potential 

to deliver benefits to both countries and 

the world. Test sites at U.S. Department 

of Energy laboratories are needed to per-

form experiments in existing test reactors 

and to build and demonstrate advanced 

designs. China’s growing demand for elec-

tricity, even though slowing, and its need 

to displace large amounts of existing coal-

fired capacity provide the large market for 

nuclear reactors that is needed to drive 

down unit costs.

Innovative concepts are emerging in 

both countries. Recent reactor develop-

ment in the United States is entrepre-

neurially driven, in a departure from the 

traditional model in which nuclear inno-

vation flowed outward from government. 

Technologies under development include 

small modular light-water, molten salt, 

gas-cooled, and liquid-metal–cooled reac-

tors. China has recently made major in-

vestments in several nuclear innovation 

projects, including high-temperature gas 

reactors, thorium-fueled molten salt reac-

tors, sodium-cooled fast reactors, and ac-

celerator-driven subcritical systems. 

Current China-U.S. cooperation includes 

collaboration between a U.S. company 

(TerraPower) and the China National Nu-

clear Corporation to demonstrate travel-

ing-wave reactor technology, as well as the 

cooperation of Oak Ridge National Labo-

ratory, U.S. universities, and the Shanghai 

Institute of Applied Physics to develop 

molten salt reactor technologies, including 

near-term options for fluoride salt–cooled, 

solid-fuel, high-temperature reactors. Mol-

ten salt technology, which has large po-

tential but remains immature, provides 

a particularly large opportunity for U.S.-

China cooperation.

Development of large floating nuclear 

plants—constructed in shipyards before 

being towed and anchored 10 to 20 km off-

Mass-manufacturing and coordinated approvals are key

NUCLEAR ENERGY

China-U.S. cooperation to 
advance nuclear power 
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(6). See supplementary materials.
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shore—has promise to reduce cost, speed 

deployment, reduce tsunami and earth-

quake risk, and enhance security. Recent 

studies show that gigawatt-scale plants can 

be deployed on robust floating platforms 

using technology developed for deep-water 

drilling in the severe weather conditions of 

the North Sea (5). Such power plants could 

be constructed more rapidly than conven-

tional reactors. China’s shipyards already 

build most of the world’s large deep-water 

platforms and could be adapted to the 

large floating reactor application. 

Further suggestions to accelerate prog-

ress include (i) test sites for prototype 

projects providing access to innovators 

from China, the United States, and other 

countries; (ii) joint development of open-

source architecture for major advanced 

plant subsystems—such as a standards-

based specification for reactor modules of 

all types that would address general safety 

criteria, fuel lifetime, transportability, and 

so on, as well as open-source codes for ad-

vanced reactors; (iii) joint programs to de-

velop, demonstrate, and license advanced 

non–light-water reactors; (iv) agreement 

on a regulatory approach that encourages 

technical innovation in safety assurance, as 

opposed to detailed prescriptive specifica-

tions, also “stage gates” of approval rather 

than a single review that can require hun-

dreds of millions of dollars in preparation. 

Jointly funded projects would be governed 

by the regulations of the host country.

However, obstacles to broader Sino-U.S. 

nuclear cooperation must be overcome. 

Obstacles and benefits are both illustrated 

by recent developments in light-water reac-

tor technology. China-U.S. cooperation was 

instrumental in development and demon-

stration of the U.S.-invented AP1000, an 

1150-MWe advanced light-water reactor 

with passive safety features now being de-

ployed in both countries. 

As counterpoint, recent charges brought 

by U.S. authorities under nuclear export 

control laws—claiming that light-water re-

actor design information was illegally trans-

ferred to Chinese nuclear organizations—is 

a reminder of the competing strategic eco-

nomic and security interests of the two 

countries and the fact that Chinese and U.S. 

nuclear firms are commercial competitors. 

Collaboration in next-generation tech-

nologies requires government and indus-

try in both countries to balance interests 

in cooperation and competition. Joint 

projects may require participating com-

mercial firms to decide on the intellectual 

property they are willing to transfer. Regu-

lators in the two countries may choose to 

align safety standards, which would ex-

pand market opportunities for suppliers 

in both countries, or promulgate their own 

regulatory criteria, which might benefit 

their own suppliers by creating barriers to 

suppliers from the other country but limit 

their available market.

One barrier our U.S. authors recommend 

for review is U.S. policy requiring specific 

authorization for exports of civilian reac-

tor technologies to China, in contrast to 

general authorization allowed for exports 

to Japan, South Korea, France, and the 

United Kingdom. The protracted review 

process makes cooperation between U.S. 

and Chinese industry difficult and slow 

and impedes joint efforts to improve key 

areas for civil reactor technologies, such as 

passive safety.

Efforts to overcome obstacles to expanded 

U.S.-China cooperation in the development 

of advanced nuclear power technologies 

are justified by the large potential ben-

efits. Each country has a major stake in the 

other’s success in reducing its carbon emis-

sions, and each has a major stake in the 

achievement of enhanced nuclear safety in 

the other country and the rest of the world. 

In light of this potential, a review of U.S. 

export policy for civilian reactor technology 

is warranted with the goal of differentiat-

ing and managing U.S.-Chinese commercial 

intellectual property exchanges, while also 

creating a stronger mutual foundation for 

coordinating U.S. and Chinese support for 

vital international nuclear nonproliferation 

and security objectives.

Climate science reveals that the world 

is approaching limits on fossil fuel emis-

sions, if climate is to be stabilized. Fu-

ture workshops will include climate and 

nuclear experts from countries such as In-

donesia and India, which—with the third 

greatest CO
2
 emissions and population 

projected to pass China’s in 2021 (6)—has 

rapidly growing energy needs that are fos-

sil fuel–dependent (see the first figure).   j
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By Alex Wellerstein

A
fter the atomic bombs were dropped 

on Japan, American scientists and 

statesmen opined dramatically ab out 

the importance of understanding the 

moral implications of nuclear weap-

ons. Their immense power, their sense 

of increased collective risk, their potentiali-

ties for collateral damage, and their inability 

to be adequately defended against implied 

that these were weapons that fell outside the 

normal moralistic conventions of war. 

Dan Zak, a reporter for The Washington 

Post, has written a provocative book that at-

tempts, through a variety of lenses, to restore 

the big moral questions of the nuclear age. Al-

mighty is a collection of stories and characters, 

organized around the break-in and vandalism 

at the Y-12 nuclear site in Oak Ridge, Tennes-

see, in 2012. One of the three antinuclear ac-

tivists, Megan Rice, was an 82-year-old nun 

and former missionary, a fact that dominated 

headlines about the event. 

How could a site that was proudly pro-

claimed the “Fort Knox of uranium” have 

been infi ltrated by a group of elderly Catho-

lic “peaceniks”? Y-12’s vaunted security was, 

in fact, a house of cards. The security con-

tractor took in billions of dollars but cut cor-

ners. At the time of the break-in, 10% of the 

site’s surveillance cameras were on the fritz, 

and the thousands of false alarms per day 

had conditioned the staf  to ignore the few 

actual ones. 

Zak’s subject is not really Y-12, even though 

it serves as the rhetorical fulcrum of his nar-

rative. It is morality and the broad costs and 

risks associated with nuclear weapons. The 

book is about the passions that drive people to 

take strong, potentially self-destructive stands 

in the name of something they believe in. And 

this is where things get messy.

For peaceniks, nuclear weapons have the 

power to destroy millions of lives, and there-

fore they are an unpardonable abomination. 

(The Y-12 activists in question are frequently 

quoted referring to them as the antichrist, 

which sums up their position well enough.) 

Many would also note that, although the fu-

ture nuclear holocaust is, as of yet, hypotheti-

cal, the bombings of Hiroshima and Nagasaki 

represent the “original sin” of the nuclear age. 

Last, they would point to the immense costs 

(fi scal, environmental, and human) of the de-

velopment of these armaments. 

Those who favor the bomb argue that the 

atomic bombings of Japan were no sin: They 

saved lives. Moreover, modern nuclear weap-

ons are “used every day,” the of  cial line goes, 

because their very existence maintains the 

peace. As for the costs, those in favor tend to 

see it as money well spent. They credit nuclear 

weapons with the dramatic decrease in great-

power wars from the mid-20th century on-

ward and the subsequent dramatic drops in 

both battle and civilian deaths from war.

Do nuclear weapons threaten the world, or 

do they protect it from such threats? Both may 

in fact be true. Rational people disagree on the 

degrees of risk inherent, on the roles of the 

bombing in World War II, on whether nuclear 

deterrence actually works, and on whether 

the costs have been worth the security gained. 

That risk and security may be inherently in-

tertwined is perhaps the key paradox of the 

nuclear age.

The amount of time that has passed since 

the invention of nuclear weapons is less than 

a century and thus a very small unit of human 

history to try to generalize about. Yet the de-

bate seems to have become even more polar-

ized than it was during the Cold War. 

Both the vehemently antinuclear and the 

vehemently pronuclear positions are, to be 

frank, unpalatable to this reader. The antinu-

clear activists profi led by Zak come of  as ex-

tremists and kooks. Their vision of the world 

is one of philosophical ideals, far from the 

realities of international or domestic order. 

They appear to be relics of a past age, arro-

gant in their moral certainties, uncompromis-

ing in the way that people who do not have 

to grapple with the practical consequences of 

serious decisions can be. Their argument that 

the world would somehow become rapidly 

safer, or more moral, were the United States 

to unilaterally disarm is frankly unconvincing. 

Those in favor of nuclear weapons likewise 

come of  in a decidedly unfavorable light. Zak 

deftly chronicles the disturbing ways in which 

the military, Congress, and the federal govern-

ment established and advanced the nuclear 

program. The story is replete with scandals, 

spills, pork-barrel politics, meaningless per-

formance reviews coupled to millions of dol-

lars in bonuses, soaring cost overruns, and 

appalling levels of both corporate and govern-

ment irresponsibility. 

Apparently it required an incredible 

$53,000 of taxpayer dollars to clean up the 

small amount of graf  ti, spilled blood, and 

chipped concrete following the break-in at 

the Y-12 site. This alone is as devastating an 

indictment of the government-owned, con-

tractor-operated model as I have ever seen. 

Our early 21st-century public conversa-

tions on nuclear weapons have been dominat-

ed by all-or-nothing approaches. It is hard to 

come away with much faith in the current sys-

tem, or much hope that it will be meaningfully 

reformed without radical changes, but Zak’s 

book, in a roundabout way, nudges us toward 

a new conversation about the morality of secu-

rity that is not dominated only by the extremes.

10.1126/science.aag1183

Bombs away?
NUCLEAR WEAPONRY

A journalist probes the 
morality of nuclear 
weapons in the 21st century
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In 2012, three activists, including Megan Rice, an 82-year old Catholic nun (shown), infiltrated the Y-12 National 

Security Complex, prompting criticism of the federal government’s efforts to safeguard nuclear materials.
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Existential Peril 
in the Nuclear Age
Dan Zak
Blue Rider Press, 2016. 402 pp.
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By Christopher J. Phillips

C
harles Dickens opened his 1854 novel 

Hard Times with the memorable fig-

ure of Thomas Gradgrind admonish-

ing a schoolmaster to “teach these 

boys and girls nothing but Facts. Facts 

alone are wanted in life” (1). Prosely-

tizing “men of facts and calculations” were 

ripe for Dickensian satire in the mid-19th 

century, thanks, in part, to the mathemati-

cal sciences, which had been established as 

powerful, even definitive, ways of knowing 

about the world. 

Since antiquity, mathematics had been an 

exemplar of certain knowledge. 

Reasoning like a mathematician 

meant reasoning reliably from as-

sumptions to conclusions. Geom-

etry, for example, was taught for 

centuries as a model for reason-

ing in general. 

Howard Wainer’s new book, 

Truth or Truthiness: Distinguish-

ing Fact from Fiction by Learning 

to Think Like a Data Scientist, 

suggests that geometry’s role in 

the search for truth has been re-

placed by data science. That is, 

replaced by a “complex mixture 

of ideas and methods drawn 

from many related fi elds,” espe-

cially statistics, that can be used 

to evaluate and make inferences 

from numerical data. There’s a 

bit of an irony here, given that 

statistics and probability were 

long considered sciences of un-

certainty, as distinguished from 

geometry’s eternal truths. Nevertheless, at a 

time when PolitiFact’s “Truth-O-Meter” pro-

vides an essential guide to politicians’ stump 

speeches, Wainer’s book is welcome indeed. 

It is perhaps especially relevant in a divisive 

election year, when evidence, truth, and ex-

pertise seem under assault and yet desper-

ately needed.

Truth or Truthiness consists of a series of 

short, lively chapters that discuss how data 

scientists would approach various contem-

porary quandaries. Wainer groups the chap-

ters under the headings of “thinking like a 

data scientist,” “communicating like a data 

scientist,” and “applying the tools of data sci-

ence to education.” His chosen examples are 

thoughtful and touch on relevant and engag-

ing problems, especially in medicine and edu-

cation. (Wainer is currently with the National 

Board of Medical Examiners and spent more 

than two decades with the Educational Test-

ing Service.)

Aside from brief case studies, Wainer’s 

book also functions as a popularization of the 

work of his colleagues (primarily Paul Holland 

and Don Rubin), an homage to well-designed 

data displays (from college acceptance letters 

to inside-out plots of baseball statistics), and 

a repository for his favorite quotations (with 

sources ranging from Blanche DuBois to the 

Roman philosopher Seneca).

Books like this face the inevitable prob-

lem of how to spread the gospel of data 

analysis to neophytes without reading like 

an introductory statistics textbook. There is 

certainly little here that will be new to pro-

fessional statisticians; at the other end of the 

spectrum, readers who have never taken a 

statistics course will fi nd few details about 

how to actually use most of the tools Wainer 

mentions. Rather, it seems that he’s writing 

more to convince policy-makers that data 

science provides reliable ways to approach 

complex questions. Even when the data 

are incomplete, we don’t have to settle for 

“truthiness,” he argues.

Wainer spent 5 years on a school board, 

and often the book reads as if he’s writing to 

fellow board members: people who have ba-

sic statistical knowledge, who are often faced 

with incomplete data, and who are ultimately 

responsible for making and justifying dif  cult 

decisions. His examples form a convincing 

argument that no matter how intractable a 

problem seems, careful use of data can help 

sort things out. 

Wainer is also intent on debunking the be-

lief that more data is always better: “the mind-

less gathering of truckloads of 

data,” he writes, “is mooted by the 

gathering of even a small amount 

of thoughtfully collected evidence.” 

The book is a fun read unless 

you happen to be a policy-maker 

who leans to the right politi-

cally. The only examples Wainer 

provides of people with such “an 

excessive dimness of mind” that 

they won’t ever be capable of 

“connecting the dots of evidence” 

are congressional Republicans. 

This is a shame, because his ul-

timate message is that whatever 

one’s political background might 

be, policy decisions require care-

ful analysis of available evidence.

Of course, sometimes issues 

are inherently political. Good, re-

liable evidence is important to 

many of the debates that Wainer 

wades into—the value of teacher 

tenure, the measurement of surgi-

cal outcomes, the achievement gap in public 

schools, the possible seismic ef ects of frack-

ing—but these are also issues that unavoid-

ably engage humanistic debates about rights, 

priorities, and values.

Wainer’s point, though, is that for the 

questions where evidence does exist, we 

should know what to do with it. He plausibly 

suggests that data science provides a good 

toolbox for that task. Policy-makers and the 

electorate would do well to follow his advice.
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Facts versus fallacy
 DATA SCIENCE

A statistics-driven treatise teaches readers how to spot lies, 
half-truths, and outright deception

Truth or Truthiness

Distinguishing Fact from 

Fiction by Learning to Think 
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“Truthiness,” a term coined by Stephen Colbert in 2005, is defined as 

“truth that comes from the gut, not books.”
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Deciphering P values: 
Beware false certainty
IN HIS POLICY Forum “Aligning statisti-

cal and scientific reasoning” (3 June, p. 

1180), S. N. Goodman discussed a recent 

statement by the American Statistical 

Association highlighting the persistent 

misapplication of the P value and its 

meaning in the scientific community 

(1). Statistical misinterpretations in sci-

ence also undermine the development 

of robust evidenced-based policy and 

management [e.g., (2, 3)].

Findings of nonsignificance, in the 

absence of context, may lead to a false 

certainty that no impact occurs (4, 5). In 

the field of ecology, false certainty that a 

human activity (e.g., release of nutrients, 

heavy metals, or novel compounds) has 

no effect on species could lead to plan-

ning decisions that cause adverse species 

interactions (6) False certainty that a 

recently arrived invader is “safe” and 

unlikely to cause harm could lead to the 

degradation of ecosystems (3, 7).

Goodman suggests that scientists 

combine the use of P values with context 

to establish more robust thresholds. 

The appropriate use and reporting of a 

priori and post hoc power analyses will 

provide relevant context to a P value (2, 

3, 5, 6). Editors should require authors 

to provide such context. Nonsignificant 

tests should be clearly identified as 

inconclusive; they cannot shed light on 

impact or effect where power is unduly 

low (8). Moreover, nonsignificant find-

ings should be published only when 

accompanied by associated analyses of 

power, particularly for small effect size 

or small sample sizes (5). We must com-

municate clearly to policy-makers that 

the absence of evidence of impact is not 

equivalent to the absence of impact.

Chad L. Hewitt,1 Marnie L. Campbell,1 

Alisha Dahlstrom Davidson,2 

1University of Waikato, Hamilton, 3240, 
New Zealand. 2Wayne State University, 

Detroit, MI 48202, USA.
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Deciphering P values: 
Defining significance
IN HIS POLICY Forum “Aligning 

statistical and scientific reasoning” 

(3 June, p. 1180), S. N. Goodman cau-

tions against using P values to determine 

statistical significance in the absence of 

context, but he does not adequately define 

significance level, P value, and hypothesis. 

Significance level is decided before the 

test; it is the confidence the researcher 

deems necessary to reject the null 

hypothesis. The P value emerges from 

the test and (along with other evidence, 

as Goodman rightly notes) serves as a 

tool to make and interpret the statistical 

decision. 

A well-stated hypothesis describes a 

state of nature. It is either true or not 

true, not subject to probability. The 

phrase “probability the hypothesis is 

true” is meaningless. One can only say, 

“likelihood that the observed data came 

from a population characterized by the 

hypothesis.”

Statistical inference was the 20th 

century’s greatest contribution to 

epistemology. But all it means is that if 

one rejects a hypothesis at the 90% level, 

and if one were to repeat the test on 100 

independent samples, then one would 

expect the same result approximately 90 

times. Thus one or two replications, even 

conducted by different researchers, would 

not lead to firm knowledge.

Fred Phillips 

Yuan Ze University, Zhongli District, Taoyuan City, 
32003, Taiwan and Stony Brook University, 

New York, NY 11794, USA. 
Email: fred.phillips@stonybrook.edu
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Expanding protected 
areas is not enough
THE CONVENTION ON Biological Diversity 

(CBD) Aichi Target 11 calls for a substan-

tial expansion in terrestrial and marine 

protected areas by 2020, but the change 

may not be sufficient to meet its intended 

conservation goals. Although protected 

areas can be effective conservation tools 

(1), many fail to halt species decline (2).  

All global and local conservation decisions 

must be underpinned by comprehensive and 

strategic evaluation of the tangible benefits 

of protected areas for species conservation. 

Such an evaluation system must be targeted, 

institutionally embedded, and scientifically 

credible (with controls, counterfactuals, 

replication, and standard methods). It will 

Edited by Jennifer Sills
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require a large initial investment and incur 

ongoing costs, but the longer we wait to 

implement it, the more information we will 

irretrievably lose. The Strategy for Resource 

Mobilization of the CBD can help to create 

financial pathways toward this goal. 

With better data, we can determine the 

effectiveness of protected areas and make 

better decisions (3). In the meantime, the 

conservation community should demand 

that biodiversity, not proxies such as 

area, be explicitly embedded into the 

realization of Target 11 beyond 2020. 

Aliénor L. M. Chauvenet1* and 

Megan Barnes1,2
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Comment on “Open-ocean fish reveal an 

omnidirectional solution to camouflage in 

polarized environments”

Thomas W. Cronin, Yakir Luc Gagnon, 
Sönke Johnsen, N. Justin Marshall, 
Nicholas W. Roberts
Brady et al. (Reports, 20 November 2015, 
p. 965) claimed that the silvery sides of 
certain fish are cryptic when viewed by 
animals with polarization sensitivity, 
which they termed “polarocrypsis.” 
After examining their evidence, we find 
this claim to be unsupported due to 
(i) pseudoreplication, (ii) confounding 
polarization contrast with intensity 
contrast, and (iii) measurements taken at 
very shallow depths.

Full text at http://dx.doi.org/10.1126/science.

aaf4481

Response to Comment on “Open-ocean 

fish reveal an omnidirectional solution to 

camouflage in polarized environments”

Parrish Brady, Alex Gilerson, 
George Kattawar, Jim Sullivan, 
Mike Twardowski, Heidi Dierssen, 
Molly Cummings

Cronin et al. take issue with our 
evidence for polarocryptic carangid 
fish based on concerns of pseudorep-
lication, our contrast metric, and 
habitat. We clarify (i) the importance 
of camouflage in near-surface open-
ocean environments and (ii) the use of 
a Stokes contrast metric and further 
(iii) conduct individual-based statistics 
on our data set to confirm the reported 
polarocrypsis patterns.

Full text at http://dx.doi.org/10.1126/

science.aaf4481

ERRATA

Erratum for the Research Article “The 
TopoVIB-Like protein family is required 
for meiotic DNA double-strand break 
formation” 
by T. Robert et al., Science 352, aaf9649 (2016). 
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snoRNA” 
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TECHNICAL COMMENT
◥

CAMOUFLAGE

Comment on “Open-ocean fish reveal
an omnidirectional solution to
camouflage in polarized environments”
Thomas W. Cronin,1*† Yakir Luc Gagnon,2 Sönke Johnsen,3

N. Justin Marshall,2 Nicholas W. Roberts4

Brady et al. (Reports, 20 November 2015, p. 965) claimed that the silvery sides of
certain fish are cryptic when viewed by animals with polarization sensitivity, which
they termed “polarocrypsis.”After examining their evidence, we find this claim to
be unsupported due to (i) pseudoreplication, (ii) confounding polarization
contrast with intensity contrast, and (iii) measurements taken at very
shallow depths.

I
t has long been hypothesized that amajor func-
tion of polarization vision is to heighten the
visibility of objects in scattering media, such
aswater. AReport byBrady et al. (1) concludes
thatmarine silvery fish have evolved to reduce

their visibility to such vision, an adaptation the
authors call “polarocrypsis.” We have a number
of concerns about this study but focus here on
three equally important critical ones.
First, the statistics throughout much of (1) are

confounded by high levels of pseudoreplication.
As one example, figure 2A in (1) reports an N of
1183 for bigeye scad (Selar crumenophthalmus),
but the supplementarymaterials show that these
are 1183 photos taken of only five individual fish
(leading to P values as low as 10−24). By using an
N value of 1183, the authors are not testingwhether
the bigeye scad, or even a population of it, shows
“polarocrypsis” but whether this group of five in-
dividual fish do (2, 3). Although these few fishmay
possibly be representative of the species, multiple
measurements on a single animal are not statis-
tically independent and cannot be treated as such.
The situation is similar or worse for the other
examined species. The 200 photos of the look-
down (Selene vomer) were from six fish, the 77
photos of the ballyhoo were from two fish, and
the 42 and 33 photos of the bar jack, and almaco
jack were from one fish each. To support the con-
clusions of the Report, we argue that the correct
values ofN for each species should be 5, 6, 2, 1, and
1. Following this argument, few if any of the results
would prove significant if the correct number of
degrees of freedom were used, because the effect

sizes in figures 2 and 3 in (1) are typically quite
small relative to the variances.
Second, the metric Ws used to assess contrast,

termed “Stokes contrast” in (1), includes intensity
information as well as polarization information
and is thus inappropriate for judging the con-
trast of the polarization component of the signal.
From the supplementary materials for (1)

Ws ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðIo − IbÞ2 þ 1

2 ðQo − QbÞ2 þ 1
2 ðUo − UbÞ2

q

Ib

where I, Q, and U are the first three Stokes
parameters, I being the intensity, and Q and U
comprising the linear polarization information.

Although polarization-sensitive animals do likely
combine intensity and polarization information
in their visual processing (4), including intensity
information in the contrast metric makes it dif-
ficult to assess whether the results are driven by
the presence of “polarocrypsis,” as the authors
state, or by intensity contrast. Critically, the data
shown in figures S4 to S6 in (1) paint a more
complex and revealing picture than what is shown
in (1) (see our Fig. 1). Again using bigeye scad as
an example, figure S4A from (1), which considers
only intensity, shows the pattern seen in themain
text’s figure 2 that displays Stokes contrast, where
the fish have a lower contrast than the mirror.
However, figures S5A and S6A from (1), which
examine the purely polarization measuresQ and
U respectively, show the opposite pattern: The
fish have a greater contrast than themirror. Because
Q and U are the actual polarization parameters,
this suggests that the pattern seen in figure 2A of
the main text is driven by intensity contrast, not
polarization contrast. So, even if the results were
significant, which we argue against in the above
text, they show that bigeye scad are actually more
visible to polarization vision than the mirror, rather
than less visible. In addition, the effect sizes using
any of the forms of contrast are small, and the
average intensity contrast of the bigeye scad is
high—0.352 (table S3 from Brady et al.). The min-
imumcontrast thresholdof aquatic species inbright-
light conditions is typically ~0.02 (4). Therefore,
based on well-established equations of contrast
attenuation (5) and the clarity of oceanic water,
the scad would be visible at distances on the order
of 20m. Thus, crypsis relative to polarization vision,
if it existed, would be irrelevant because the fish
are already highly visible due to their brightness
contrast alone.
Third, although the silvery species examined

weremarine fishes that occupy a range of depths,

RESEARCH
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Fig. 1. A compilation of figures adapted
from Brady et al. We do not include the
diffuse mirror results for clarity. (A) Figure
2A from (1), which shows that the Stokes
contrastWs is less for the bigeye scad (F)
than for the mirror (M). (B) Figure S4A
from (1), which shows that the intensity
contrast of the bigeye scad is also less
than that of the mirror. (C and D) Figures
S5A and S6A, which show that contrasts
based on Q and U, the actual polarization
parameters, are greater for the bigeye
scad than for the mirror (7% and 2%
greater based on tables S4 and S5).
Together, (B) to (D) suggest that the
pattern shown in figure 2A of Brady et al.
is driven by intensity contrast rather than
polarization contrast. **P << 0.01, based
on the statistics used in (1).
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the work in (1) was done at depths of only two to
four meters below the surface. Denton’s pioneer-
ing work showed that the silvery sides of fish
could indeed serve as excellent camouflage (6),
but only in a simple and vertically symmetric
light field. The light field in near-surface oceanic
waters is anything but simple, being heavily
influenced by the lensing of direct sunlight by
waves, and thus varying rapidly over small tem-
poral and spatial scales (7, 8). In addition, unless
the sun is near the zenith, the light field near the
surface is far from symmetric, even under wind-
less and waveless conditions (9). All this may
explain why the intensity contrasts of the mea-
sured fish and mirrors were relatively high (10),
as well as why the data have a very large range.
Again, as mentioned above, any sort of crypsis

relative to polarization vision is irrelevant in sit-
uations where the animals are easily seen using
visual systems lacking any polarization sensitivity.
Thus, in conclusion, although we recognize

that theremay be circumstanceswhere open-ocean
fish face evolutionary pressures due to exposure
to predation enhanced by polarization vision, we
feel that the evidence presented by Brady et al.
does not support the conclusion that open-ocean
fish have evolved to become cryptic to animals
with polarization sensitivity.
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TECHNICAL RESPONSE
◥

CAMOUFLAGE

Response to Comment on
“Open-ocean fish reveal an
omnidirectional solution to camouflage
in polarized environments”
Parrish Brady,1 Alex Gilerson,2 George Kattawar,3 Jim Sullivan,4 Mike Twardowski,4

Heidi Dierssen,5 Molly Cummings1*

Cronin et al. take issue with our evidence for polarocryptic carangid fish based on concerns
of pseudoreplication, our contrast metric, and habitat. We clarify (i) the importance of
camouflage in near-surface open ocean environments and (ii) the use of a Stokes contrast
metric and further (iii) conduct individual-based statistics on our data set to confirm
the reported polarocrypsis patterns.

I
n Brady et al. (1), we comprehensively mea-
sured the camouflage performance of live
fish in one of the most dynamic optical
environments on our planet (the near-surface
epipelagic zone) by collecting polarization

and intensity (or more appropriately, radiance)
measurements from an unprecedented number
of biologically relevant viewing angles. Cronin et al.
have raised concerns about these inaugural field
measures regarding the choice of habitat, employ-
ment of our Stokes contrast measure, and the
possibility of pseudoreplication (2). We wel-
come the opportunity to answer these queries
and hope that we provide greater clarification
in the process.
First, we conducted our measurements at near

surface depths (<4 m) because this represents an
important ecological zone for predation in the
ocean (3) and a region where camouflage for
predators and prey is extremely challenging, given
the dynamic variation in light polarization (1, 4)
and radiance (5). In deeper environments, the
light field is more homogenous and the back-
ground polarization is much lower, making the
physics of crypsis simpler. Our interests were in
identifying camouflage processes in more com-
plicated background light environments (e.g.,
with asymmetric background light fields), and
our unprecedented approach provided the abil-
ity to evaluate crypsis performance in a compre-
hensive predator viewing space.

Reflective camouflage strategies had been
previously proposed for ocean regions with ho-
mogenous light [mirrors (6)] or randomly scatter-
ing backgrounds [diffuse reflectors (7)], yet no
reflective strategy had yet been formulated for
the complex and dynamic optical fields of the
near-surface pelagic environment. Using a spec-
ular mirror and silvery diffuse reflector as ref-

erences, we found that fish matched the back-
ground light field better than either of these
reflective surfaces. Using our automated plat-
form, we collected measurements from a variety
of viewing angles to evaluate whether fish min-
imize their contrast from viewing angles asso-
ciated with predation more than other viewing
angles. We found that in this heavy-predation
zone, native open-ocean fish showed significantly
lower contrast to the background at ecologically
relevant predator pursuit viewing angles. We
further identified the physiological mechanisms
that afforded the enhancement in camouflage
via microscopy and histology in the laboratory.
Second, we used a measure of camouflage

that accounted for the visual sensitivities of
many fish living in near-surface environments.
Polarization sensitivity has been documented in
six different families of fish, so we selected a
measure of contrast that included both polar-
ization and intensity components of the light
field. Although behavior (8) and laboratory (9)
studies have documented behavioral responses
to polarization, the exact weighting of this sen-
sory information relative to intensity components
is not yet known in any vertebrate. Hence, we
employed a conservative approach to evaluating
the light field using Stokes contrast that includes
both polarization and intensity, an approach that
is similar to using Euclidian distance to evaluate
conspicuousness with color and brightness quan-
tities (10). In addition, we also report results for
each component of the Stokes vector [I, Q, and
U; for definitions, see (1)]. We found that fish
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Fig. 1. Box plots of the contrast averages for five live carangid fish (from Brady et al.) with the
largest series of measurements in chase angle conditions. (A) Stokes contrast averages between
individual fish (labeled i to v) and mirror along with (B) histograms for specific angular parameters of the
measurements pooled for each fish and mirror average shown in (A).We show in (C) the results for each
linear Stokes elements I, Q, and U.
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minimize contrast across each of these com-
ponents for predator pursuit angles. Our results
suggest that fish have evolved a means to min-
imize contrast in this complex environment with
predators that have either simple (intensity only)
or complex (polarization and intensity) visual
sensitivities.
Finally, we address the pseudoreplication

concern of Cronin et al. The issue of pseudo-
replication involves careful attention to relevant
number of sampling units. In our study (1), we
collected angular viewing measurement series
from 11 open-ocean carangid fish [5 bigeye scad
(Selar crumenophthalmus), 6 lookdown (Selene
vomer)], and we extensively analyzed the data
set from a number of different “sampling unit”
scales—from all angles [figure 2 in (1)], from
discrete bins of viewing angles [figure. 3 in (1)],
and from individual viewing angles [figure 4
and figure S3 in (1)], with each viewing condition
representing a unique optical backdrop due to
the angular dependence of intensity and polar-
ization. Inspired by Cronin et al., we now also
evaluate the data set at the level of individual
fish (see Fig. 1). When we calculate an average
contrast from each of these 11 fish across all of
their angular measurements, we find significant
reduction in Stokes contrast relative to mirrors
(Wilcoxon signed rank test at all angles: N = 11,

V = 55, P = 0.054; chase angles: V = 56, P = 0.042).
Furthermore, when we limit our examination
to the five carangid fish with sufficiently large
range of viewing angle measurements (ranging
from 15 to 160 measurements in chase angles),
we still find the same pattern of a reduction in
Stokes contrast, as well as in each of the Stokes
contrast elements (see Fig. 1). This individual-
based analysis reveals the same pattern of im-
proved fish crypsis (reduction in contrast) at
ecologically relevant viewing angles as all of
our different levels of angular comparisons from
Brady et al. 2015 [see figures 2 to 4 and figures
S3 to S6 in (1)], highlighting that our results are
robust under a variety of statistical approaches.
Given the angular dependence of crypsis in

the open ocean, we contend that it is vitally
important to consider all levels of measurement
sampling and direct specific attention to the
unique viewing configurations that are relevant
for the species of interest. Pooling all our an-
gular measurements for each individual fish in-
forms the reader that this is a consistent finding
within these species, whereas our different an-
gular analyses inform the reader of exactly which
viewing angles carangid fish perform exception-
ally well at camouflage and for which viewing
angles they do not. We hope that these mea-
surements will inspire others to investigate the

complexity of any environment and incorporate
angle-specific structure into their measurements
to gain a more accurate picture as to how ani-
mals interact and survive within their unique
optical worlds.
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Exotic fermions in 
solid-state systems   
Bradlyn et al., p. 558

Edited by Caroline Ash
I N  SC IENCE  J O U R NA L S

SHAPE-MEMORY ALLOYS

Bend it, shape it, 
remember it
Shape-memory alloys have the 

useful property of returning to 

their original shape after being 

greatly deformed. This pro-

cess depends on the collective 

behavior of many small mineral 

grains in the metal. Using three-

dimensional x-ray diffraction, 

Sedmák et al. tracked over 

15,000 grains in a nickel-titanium 

shape-memory alloy as it moved 

through this transformation, thus 

linking microscopic changes to 

the bulk deformation. —BG

Science, this issue p. 559

ARCHAEOLOGY

Flood control initiates 
Chinese civilization
Around four millennia ago, 

Emperor Yu the Great succeeded 

in controlling a huge flood in 

the Yellow River basin. This is 

considered to have led to the 

establishment of the Xia dynasty 

and the start of Chinese civiliza-

tion. However, the dates of the 

events and the links between 

them have remained uncertain 

and controversial. Using strati-

graphic data and radiocarbon 

dating, Wu et al. verify that the 

flood occurred and place the 

start of the Xia dynasty at about 

1900 BC, thus reconciling the 

historical and archaeological 

chronologies (see the Perspective 

by Montgomery). —AMS

Science, this issue p. 579; 

see also p. 538

MOLECULAR IMAGING

Spatial organization 
inside the nucleus
In eukaryotic cells, DNA is 

packaged into a com-

plex macromolecular 

structure called chro-

matin. Wang et al. have 

developed an imaging 

method to map the posi-

tion of multiple regions on 

individual chromosomes, 

and the results confirm 

that chromatin is orga-

nized into large contact 

domains called TADS 

(topologically associating 

domains). Unexpectedly, 

though, folding deviates from the 

classical fractal-globule model at 

large length scales. —VV

Science, this issue p.  598 

PREGNANCY

A monofilament 
stitch in time
Cervical cerclage, a procedure 

that uses a suture to reinforce 

the cervical opening, is frequently 

used to reduce the risk of pre-

term delivery. A clinical study by 

Kindinger et al. shows that using 

a braided suture for cerclage is 

associated with a higher risk of 

preterm birth and intrauterine 

death than using a monofila-

ment suture. The braided suture 

is more conducive to bacterial 

colonization, which results in 

vaginal dysbiosis and inflamma-

tion, helping to explain the clinical 

findings. —YN

Sci. Transl. Med. 8, 350ra102 (2016).

SOCIAL SCIENCES

Asylum delay reduces 
employment

T
he current refugee crisis calls for better 

understanding of how refugees integrate 

into life in a host country. A key element of 

integration is finding paid work. Hainmueller 

et al. found consistently that refugees 

across categories and origins who had to wait an 

additional year for the host government’s asylum 

decision subsequently had difficulty finding 

employment. This finding is consistent with a pat-

tern in which refugees whose asylum applications 

are slow become psychologically discouraged. 

Thus, speeding up asylum processing would 

appear to be a sensible policy for unlocking the 

economic potential of vulnerable people. —NTK

Sci. Adv. 10.1126.sciadv.1600432 (2016).

Delays in asylum processing 

harm employment prospects 

and subsequent integration.

Flood control marked the start of the Xia dynasty.
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INFECTIOUS DISEASE

Setting the stage for HIV 
vaccines
Some HIV-infected individuals 

produce broadly neutralizing 

antibodies that can target mul-

tiple HIV strains. Moody et al. 

found that broadly neutralizing 

antibody production is associ-

ated with a higher frequently of 

autoantibodies, fewer regulatory 

T cells, and more circulating 

memory T follicular helper cells. 

Vaccine protocols that can 

mimic these immune perturba-

tions may therefore promote 

better immune responses to 

HIV. —ACC

Sci. Immunol. 10.1126/sciimmunol.

aag0851 (2016).

BIOMINERALIZATION

Recognition before 
nucleation
Some algae have evolved a 

remarkable ability to grow 

ornate crystalline structures 

called coccoliths. These struc-

tures consist of an organic base 

plate and complex calcium 

carbonate minerals spreading 

outward. Gal et al. found that 

the algae control site-specific 

mineralization, not by interac-

tions between the base plate 

and the growing mineral edge, 

but by directing large amounts 

of calcium to the base plate. 

Recognition between two 

organic constituents deter-

mines when and where crystal 

nucleation will take place. —NW

Science, this issue p. 590

AXONAL DEGENERATION

Axonal pathology and 
necroptosis in ALS
Necroptosis, a non–caspase-

dependent form of cell death, 

can be reduced in disease states 

by inhibiting a kinase called 

RIPK1. Until now, no human 

mutations have been linked 

to necroptosis. Ito et al. show 

that loss of optineurin, which 

is encoded by a gene that has 

been implicated in the human 

neurodegenerative disorder ALS 

(amyotrophic lateral sclerosis), 

results in sensitivity to necrop-

tosis and axonal degeneration. 

When RIPK1-kinase dependent 

signaling is disrupted in mice 

that lack optineurin, necroptosis 

is inhibited and axonal pathology 

is reversed. —SMH

Science, this issue p. 603

GRAPHENE

Teasing out chirality in 
graphene
A chiral elementary particle has 

its spin pointing in either the 

same or the opposite direction 

as its momentum. In graphene, 

electrons have an analogous 

chirality, but observing it in 

electrical transport experiments 

is tricky. To do this, Wallbank et 

al. studied how electrons tunnel 

between two slightly misaligned 

graphene sheets separated by 

a layer of insulating hexagonal 

boron nitride. The chiral nature 

of the electrons imposed 

restrictions on the tunneling, 

which made it possible to dis-

cern the signatures of chirality 

in the data. —JS 

Science, this issue p. 575

CATALYSIS

Membranes to make 
benzene from methane
Methane gas is expensive to 

ship. It is usually converted into 

carbon monoxide and hydro-

gen and then liquefied. This 

is economically feasible only 

on very large scales. Hence, 

methane produced in small 

amounts at remote locations is 

either burned or not extracted. 

A promising alternative is 

conversion to benzene and 

hydrogen with molybdenum-

zeolite catalysts. Unfortunately, 

these catalysts deactivate 

because of carbon buildup; plus, 

hydrogen has to be removed 

to drive the reaction forward. 

Morejudo et al. address both of 

these problems with a solid-

state BaZrO
3
 membrane reactor 

that electrochemically removes 

hydrogen and supplies oxygen 

to suppress carbon buildup. 

—PDS

Science, this issue p. 563

NEUROIMMUNOLOGY

Neural inputs shape 
gut immunity
Immune cells called innate 

lymphoid cells (ILCs) are impor-

tant peacekeepers in the gut. 

For instance, they help prevent 

microbial contents from leaking 

through the intestinal epithelial 

barrier. Ibiza et al. now report 

that, at least in mice, ILCs carry 

out this function with the aid of 

neural inputs. They found that 

ILCs express an enzyme on their 

surface called RET that responds 

to proteins secreted by glial cells 

in the gut. Mice engineered to 

lack RET expression in ILCs 

secreted less interleukin-22, a 

protein that promotes gut epi-

thelial integrity, and fared worse 

in an experimental colitis model 

or when infected with the enteric 

pathogen Citrobacter rodentium. 

Thus, a multitissue defense unit 

helps defend the complex micro-

environment of the gut. —KLM 

Nature 535, 440 (2016).

ROCK MECHANICS

Printing out the pores
The diversity of three-dimen-

sional (3D) printing applications 

now includes fabricating porous 

rocks. The organization of pore 

space in rocks strongly influences 

INFECTIOUS DISEASES

How antibiotic resistance spreads

S
higella bacteria cause diarrheal illnesses in about 

125 million people each year, particularly in developing 

countries. Antibiotics are widely used to prevent 

complications and reduce spreading of the disease, but 

resistance to the antibiotic ciprofloxacin is an increas-

ing problem. The et al. report whole-genome sequencing of 

60 ciprofloxacin-resistant S. sonnei bacteria from Vietnam, 

Bhutan, Thailand, Cambodia, Australia, and Ireland. They 

show that the bacteria all belong to the same lineage, one that 

probably originated in South Asia. This lineage emerged in a 

single clonal event and has since spread widely across Asia 

and beyond. —JFU
PLOS Med. 10.1371/journal.pmed.1002055 (2016). 

Resistance of Shigella 
bacteria to antibiotics 

is a growing problem. 
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CRISPR EVOLUTION

The CRISPR-Cas 
evolutionary mix
Prokaryotes are under a con-

stant barrage of viruses and 

parasitic DNA. Many bacteria 

have adaptive immune systems 

called CRISPR-Cas that protect 

them from this onslaught. 

Although the underlying mecha-

nism of CRISPR-Cas–based 

immunity is similar among 

prokaryote species, there are 

many variants. Mohanraju et 

al. review the common themes 

and the many differences in the 

basic structure and function 

of the CRISPR loci and associ-

ated effector Cas proteins. 

Abudayyeh et al. present an 

interesting version of a class 

2 CRISPR-Cas single effector 

that appears to target single-

stranded RNA viruses of bacteria 

and that could be valuably 

exploited for a range of biotech-

nological tools. —GR and LMZ

Science, this issue p. 556, p. 557

ANALYTICAL METHODS

Watching batteries fail

Rechargeable batteries lose 

capacity in part because of phys-

ical changes in the electrodes 

caused by electrochemical 

cycling. Lim et al. track the reac-

tion dynamics of an electrode 

material, LiFePO
4
, by measuring 

the relative concentrations of 

Fe(II) and Fe(III) in it by means of 

high-resolution x-ray absorp-

tion spectrometry (see the 

Perspective by Schougaard). The 

exchange current density is then 

mapped for Li+ insertion and 

removal. At fast cycling rates, 

solid solutions form as Li+ is 

removed and inserted. However, 

at slow cycling rates, nanoscale 

phase separation occurs within 

battery particles, which eventu-

ally shortens battery life. —MSL

Science, this issue p. 566; 

see also p. 543

NANOMATERIALS

Long-life excimer-like 
structures
Metal quantum clusters have 

ideal properties for medical 

applications such as imaging. 

The challenge is to prolong 

their transient properties 

for the fabrication of useful 

devices. Santiago-Gonzalez 

et al. arranged gold clusters 

in a supramolecular lattice 

held together by hydrogen 

bonding and showed that 

this material can be used for 

imaging of fibroblast cells. In 

the superstructure, the gold 

molecules can come together 

in the excited state as excimers 

and then dissociate to emit 

radiation. Because they are 

within a lattice, this behavior 

shows long-term stability. 

Furthermore, the lattice super-

structure scavenges reactive 

oxygen species and reduces cell 

damage. —MSL

Science, this issue p. 571

PLANT SCIENCE 

Searching for the Sun

The growth of immature 

sunflower plants tracks the 

Sun’s movement. The young 

plants lean westward as the 

day progresses but reorient 

to the east each night. As the 

flowers mature and open, they 

settle into a stable east-facing 

orientation. Atamian et al. show 

how circadian rhythms regulate 

the east-west elongation of cells 

in the young plants’ stems (see 

the Perspective by Briggs). They 

show that eastward-oriented 

flowers are warmer than 

westward-oriented flowers, and 

this warmth attracts pollinators. 

Auxin signaling pathways in the 

stem coordinate to fix the east-

ward orientation of the mature 

plant. —PJH

Science, this issue p. 587; 

see also p. 541

BIOENGINEERING

Xenobiotics to the 
rescue
Contaminating microorganisms 

can be highly detrimental to 

the large-scale fermentation of 

complex low-cost feedstocks, 

such as sugarcane or dry-milled 

corn for biofuels or other indus-

trial purposes. The challenge 

is that foreign organisms have 

to be inhibited without using 

antibiotics because of concerns 

about spreading antibiotic 

resistance. Shaw et al. engi-

neered bacteria and yeast to use 

rare compounds as sources of 

nutrients (see the Perspective 

by Lennen). Engineering the 

common biocatalyst Escherichia 

coli, for example, to consume 

melamine as a nitrogen source 

allowed it to outcompete con-

taminating organisms. Similarly, 

engineering yeast to use cyana-

mide for nitrogen or phosphite 

for phosphorus also improved 

competitive fitness. —NW

Science, this issue p. 583; 

see also p. 542

NEUROSCIENCE

From channel mutation to 
neuropathy
A child with progressive early-

onset motor neuropathy has 

revealed the molecular key to 

this profound disability. Kahle et 

al. discovered a point mutation 

in the gene encoding the K+-Cl– 

transporter KCC3 in the patient’s 

peripheral nervous system. The 

mutated transporter could not 

be inhibited by phosphorylation 

and remained constitutively 

active. Mice expressing KCC3 

with the same mutation showed 

increased transporter activity 

and impaired locomotor func-

tion. —NRG

Sci. Signal. 9, ra77 (2016). 

TOPOLOGICAL MATTER

Classifying the crystalline 
fermionic zoo
Elementary particles must obey 

the rules and symmetries of 

free space, unless, it turns out, 

they reside in a periodic crystal 

lattice. This periodicity can 

enhance variety among the resi-

dent fermionic species. Bradlyn 

et al. classify fermionic quasi-

particles in a class of materials 

called semimetals and examine 

their topological properties (see 

the Perspective by Beenakker). 

In addition to the well-character-

ized Dirac, Majorana, and Weyl 

fermions, which can “live” in 

free space, crystal-space group 

symmetries allow other types of 

fermions to exist. Calculations 

indicate that these fermion types 

occur near the Fermi levels of 

known crystals, which bodes well 

for their experimental observa-

tion. —JS

Science, this issue p. 558; 

see also p. 539

STRUCTURAL BIOLOGY

Insights into 
proteasome inhibition
Proteasomes are large protein 

complexes that degrade and 

remove proteins to maintain 

proper cellular physiology 

and growth. Proteasomes are 

a validated target for anti-

cancer therapy, but drug design 

has been hampered by poor 

understanding of how inhibi-

tors interact with the active 

site. Schrader et al. succeeded 

in crystallizing various protea-

some-inhibitor complexes. They 

subsequently obtained crystal 

structures for the native human 

proteasome and eight different 

inhibitor complexes at resolu-

tions between 1.9 and 2.1 Å. 

The inhibitors sampled include 

drugs that are approved or in 

trial for cancer treatment. —VV

Science, this issue p. 594

Edited by Caroline Ash
ALSO IN SCIENCE  JOURNALS
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their strength and fluid flow 

through them. Head and Vanorio 

constructed virtual 3D images 

of rocks by using x-ray tomog-

raphy, which they followed with 

a series of pore microgeometry 

modifications and 3D printing of 

samples. Measurements of fluid 

flow through the samples brings 

deeper understanding to how 

processes such as mineral pre-

cipitation and compaction clog 

up the pore network. This tech-

nique helps reverse-engineer how 

rocks get their pore structure and 

offers a method for measuring 

flow properties through delicate 

samples. —BG

Geophys. Res. Lett.

10.1002/2016GL069334 (2016).

CANCER BIOLOGY

For metastasis, 
accessibility matters
Each year, over 200,000 people 

die of small cell lung cancer 

(SCLC). These tumors grow 

aggressively, and most patients 

are diagnosed after metastasis 

has already occurred. Denny et 

al. explored potential mecha-

nisms driving metastasis of 

SCLC by studying a mouse 

model of the human disease. 

They conclude that primary 

tumor cells acquire a propensity 

to metastasize at least in part 

through large-scale remodel-

ing of their chromatin state. 

The experiments revealed a 

large increase in chromatin 

accessibility in liver metastases 

compared with primary SCLC 

cells. This change correlated 

with increased expression of a 

transcription factor called NFIB, 

and binding sites for NFIB were 

enriched in the open regions of 

chromatin. Conceivably, these 

regions could help pinpoint 

genes required for metastasis. 

—PAK

Cell 166, 328 (2016).

POLYMER CHEMISTRY

Reactive crystals 
have the edge
A recently reported strategy 

for making two-dimensional 

polymer crystals uses a rigid 

METABOLISM

Activated T cells’ 
mitochondria adapt
Proliferation of mitochondria 

provides not only a way for cells 

to increase the metabolic func-

tion of existing organelles but 

also an opportunity to adjust 

the mitochondria for special-

ized functions. Ron-Harel et al. 

quantified proteomic changes 

in the mitochondria of activated 

mouse CD4+ T cells. To support 

rapid proliferation of the acti-

vated cells, new mitochondria 

showed an increased abundance 

of enzymes that participate in 

folate-mediated one-carbon 

metabolism. Blocking this 

pathway by depleting the 

mitochondrial serine hydroxy-

methyltransferase enzyme 

inhibited T cell proliferation 

and survival. Such remodel-

ing of mitochondrial function, 

along with replication, may be 

an important step in how cells 

adapt to physiological or patho-

logical stimuli. —LBR 

Cell Metab. 10.1016/

j.cmet.2016.06.007 (2016).

monomer with three photore-

active anthracene arms that 

polymerize through cycload-

dition. Like the end groups of 

a linear polymer, the reactive 

anthracene edge groups should 

only be along the rim of the 

hexaprismatic crystals that 

form, and not on the faces. Zhao 

et al. show that this is indeed 

the case by decorating the 

edges of these two-dimensional 

crystals with a dye. A maleic 

anhydride derivatized with a 

BODIPY (boron-dipyrrometh-

ene) dye reacts with the crystals 

through a Diels-Alder reaction. 

The dye, which fluoresces in a 

wavelength range outside of 

that of the self-fluorescence of 

the crystal, is observed only on 

the edges. —PDS

J. Am. Chem. Soc. 10.1021/

jacs.6b05456 (2016).

INVASIVE SPECIES

Tree pests and pathogens in North America

G
lobal trade continually introduces alien species of insects and pathogens throughout the world, 

often with serious ecological and economic consequences. Lovett et al. analyzed informa-

tion about the past 150 years of invading forest tree pests in the United States, documenting 

their means of arrival and their impacts on U.S. trees and forest ecosystems. They estimate 

that invasive insects continue to arrive in the United States at a rate of 2.5 species annually; 

of these, about 10% are the particularly damaging wood-boring insects. Pests typically arrive on 

live plants and in wooden packaging material. Policies for combating such invasions should include 

cleaning shipments before export and inspections, surveillance, quarantine, and eradication 

efforts upon entry. —AMS 
Ecol. Appl. 26, 1437 (2016).

Oak tree in Big Sur, 

California affected by 

sudden oak death fungus

When activated, T lymphocytes 

increase their mitochondria, in both 

size and number.

Published by AAAS



REVIEW SUMMARY
◥

CRISPR EVOLUTION

Diverse evolutionary roots and
mechanistic variations of the
CRISPR-Cas systems
Prarthana Mohanraju, Kira S. Makarova, Bernd Zetsche, Feng Zhang,
Eugene V. Koonin, John van der Oost*

BACKGROUND: Prokaryotes have evolved
multiple systems to combat invaders such
as viruses and plasmids. Examples of such
defense systems include receptor masking,
restriction-modification (R-M) systems, DNA
interference (Argonaute), bacteriophage exclu-
sion (BREX or PGL), and abortive infection, all
of which act in an innate, nonspecific manner.
In addition, prokaryotes have evolved adaptive,
heritable immune systems: clustered regularly
interspaced palindromic repeats (CRISPR) and
the CRISPR-associated proteins (CRISPR-Cas).
Adaptive immunity is conferred by the
integration of DNA sequences from an in-
vading element into the CRISPR array (ad-
aptation), which is transcribed into long
pre-CRISPR RNAs (pre-crRNAs) and pro-
cessed into short crRNAs (expression), which
guide Cas proteins to specifically degrade
the cognate DNA on subsequent exposures
(interference).

ADVANCES:A plethora of distinct CRISPR-
Cas systems are represented in genomes of
most archaea and almost half of the bacteria.
The latest CRISPR-Cas classification scheme
delineates two classes that are each subdivided
into three types. Integration of biochemistry
andmolecular genetics has contributed sub-
stantially to revealing many of the unique
features of the variant CRISPR-Cas types.
Additionally, structural analysis and single-
molecule studies have further advanced our
understanding of the molecular basis of
CRISPR-Cas functionality. Recent progress
includes relevant steps in the adaptation
stage, when fragments of foreign DNA are
processed and incorporated as new spacers
into the CRISPR array. In addition, three nov-
el CRISPR-Cas types (IV, V, and VI) have been
identified, and in particular, the type V inter-
ference complexes have been experimen-
tally characterized. Moreover, the ability
to easily program sequence-specific DNA
targeting and cleavage by CRISPR-Cas com-
ponents, as demonstrated for Cas9 and Cpf1,

allows for the application of CRISPR-Cas com-
ponents as highly effective tools for genetic
engineering and gene regulation in a wide range
of eukaryotes and prokaryotes. The pressing issue
of off-target cleavage by the Cas9 nuclease is
being actively addressed using structure-guided
engineering.

OUTLOOK: Although our understanding of
the CRISPR-Cas system has increased tremen-
dously over the past few years, much remains

to be revealed. The continuing discovery of
CRISPR-Cas variants will provide direct tests
of the recently proposed modular scenario for
the evolution of CRISPR-Cas systems. The re-
cent discovery and characterization of new
CRISPR-Cas types with previously unknown
features implies that our current knowledge
has relatively limited power for predicting the
functional details of distantly related CRISPR-Cas

variants. Hence, newly dis-
covered CRISPR-Cas sys-
tems need to be dissected
thoroughly to gain insight
into their biological roles,
to unravel their molecular
mechanisms, and to har-

ness their potential for biotechnology. Key
outstanding questions regarding CRISPR-Cas
biology include the ecological roles of micro-
bial adaptive immunity, the high rates of
CRISPR-Cas horizontal transfer, and the co-
evolution of CRISPR-Cas and phage-encoded
anti-CRISPR proteins. Relatively little is known
about the regulation of CRISPR-Cas expression,
and about the roles of CRISPR-Cas in processes
other than defense. With respect to the CRISPR-
Cas mechanism, details illuminating the con-
nection between the adaptation stage and the

interference stage in primed spacer acqui-
sition remain elusive. A key aspect of
CRISPR-Cas that is poorly understood at
present is self/nonself discrimination. The
discrimination mechanisms seem to differ
substantially among CRISPR variants. Recent
comparison of class 2 type effector com-
plexes (Cas9/Cpf1) has revealed overall
architectural similarities as well as struc-
tural and mechanistic differences, as had
previously been found for the distinct
types of class 1 effector complexes (Cascade/
Cmr). These variations may translate into
complementary biotechnological applica-
tions. As well as innovative tools for basic
research, CRISPR-associated effector com-
plexes will be instrumental for developing
the next generation of antiviral prophylac-
tics and therapeutics. For applications in
human gene therapy, improved methods
for efficient and safe delivery of Cas9/
Cpf1 and their guide RNAs to cells and
tissues are still needed. Further insight
into the basic details of CRISPR-Cas struc-
ture, functions, and biology—and charac-
terization of new Cas effector proteins in
particular—is crucial for optimizing and
further expanding the diverse applica-
tions of CRISPR-Cas systems.▪

RESEARCH
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Evolution of CRISPR-Cas systems resulted in incredible
structural and functional diversity. Class 1 CRISPR-Cas
systemsare considered to be the evolutionary ancestral systems.
The class 2 systems have evolved from class 1 systems via the
insertion of transposable elements encoding various nucleases,
and are now being used as tools for genome editing.

The list of author affiliations is available in the full article
online.
*Corresponding author. Email: john.vanderoost@wur.nl
Cite this article as P. Mohanraju et al., Science 353,
aad5147 (2016). DOI: 10.1126/science.aad5147
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CRISPR EVOLUTION

Diverse evolutionary roots and
mechanistic variations of the
CRISPR-Cas systems
Prarthana Mohanraju,1 Kira S. Makarova,2 Bernd Zetsche,3 Feng Zhang,3

Eugene V. Koonin,2 John van der Oost1*

Adaptive immunity had been long thought of as an exclusive feature of animals. However, the
discoveryof theCRISPR-Casdefensesystem,present inalmosthalf ofprokaryotic genomes, proves
otherwise. Because of the everlasting parasite-host arms race, CRISPR-Cas has rapidly evolved
through horizontal transfer of complete loci or individual modules, resulting in extreme structural
and functional diversity.CRISPR-Cas systemsare divided into twodistinct classes that each consist
of three types and multiple subtypes.We discuss recent advances in CRISPR-Cas research that
reveal elaboratemolecularmechanismsandprovide foraplausiblescenarioofCRISPR-Casevolution.
We alsobrieflydescribe the latest developments of awide range ofCRISPR-based applications.

B
acteria andarchaeasuffer constantpredation
by viruses, which are extremely abundant
in almost all environments (1). Accordingly,
bacteria and archaea have evolved a wide
range of antivirus defensemechanisms (2).

Because viruses generally have high rates of mu-
tation and recombination, they have the poten-
tial to rapidly escape these prokaryotic defense
systems. Thus, the hosts’ defenses must also ad-
just and evolve rapidly, leading to an ongoing
virus-host arms race. Protective systems provide
innate immunity at all stages of the parasite’s
infection cycle via receptor masking, restriction-
modification (R-M) systems, DNA interference
[prokaryotic Argonaute proteins protect the host
againstmobile genetic elements (MGEs) through
DNA-guided DNA interference], bacteriophage ex-
clusion (BREXsystems allowphage adsorptionbut
block phage DNA replication; PGL systems have
been hypothesized to modify the phage progeny
DNA to inhibit their growth upon reinfection),
and abortive infection (2–8).
The innate immunity strategies are comple-

mented by an adaptive immune function of the
systems of prokaryotic clustered regularly inter-
spaced short palindromic repeats (CRISPR) and
the associatedCas proteins (9, 10). Diverse variants
of the CRISPR-Cas systems are present in the ex-
amined genomes of most archaea and almost
half of the bacteria (2). Here, we discuss insights
into the evolution and functionality of class 1 and
class 2 CRISPR-Cas systems. This progress has
enabled the development of sophisticated tools

for genetic engineering in molecular biology,
biotechnology, and molecular medicine.

CRISPR-Cas defense

The CRISPR-Cas systems provide protection against
MGEs—in particular, viruses and plasmids—by
sequence-specific targeting of foreign DNA or
RNA (9, 11–15). A CRISPR-cas locus generally con-
sists of an operon of CRISPR-associated (cas)
genes and a CRISPR array composed of a series
of direct repeats interspaced by variable DNA
sequences (known as spacers) (Fig. 1A). The re-
peat sequences and lengths as well as the num-
ber of repeats in CRISPR arrays vary broadly,
but all arrays possess the characteristic arrange-
ment of alternating repeat and spacer sequences.
The spacers are key elements of adaptive immu-
nity, as they store the “memory” of an organism’s
encounters with specific MGEs acquired as a re-
sult of a previous unsuccessful infection (16–19).
This memory enables the recognition and neu-
tralization of the invaders upon subsequent
infections (9).
CRISPR-mediated adaptive immunity involves

three steps: adaptation, expression, and interfer-
ence (14, 20–23) (Fig. 1B). During the adaptation
step, fragments of foreign DNA (known as proto-
spacers) from invading elements are processed
and incorporated as new spacers into the CRISPR
array. The expression step involves the transcrip-
tion of the CRISPR array, which is followed by
processing of the precursor transcript into ma-
ture CRISPR RNAs (crRNAs). The crRNAs are
assembled with one or more Cas proteins into
CRISPR ribonucleoprotein (crRNP) complexes.
The interference step involves crRNA-directed
cleavage of invading cognate virus or plasmid
nucleic acids by Cas nucleases within the crRNP
complex (14, 20, 24). The multifaceted and mod-
ular architecture of the CRISPR-Cas systems also

allows it to play nondefense roles, such as biofilm
formation, cell differentiation, and pathogenicity
(25–27).

CRISPR-Cas diversity, classification,
and evolution

The rapid evolution of highly diverse CRISPR-
Cas systems is thought to be driven by the
continuous arms race with the invading MGEs
(28, 29). The latest classification scheme for
CRISPR-Cas systems, which takes into account
the repertoire of cas genes and the sequence
similarity between Cas proteins and the locus
architecture, includes two classes that are cur-
rently subdivided into six types and 19 subtypes
(30, 31). The key feature of the organization and
evolution of the CRISPR-Cas loci is their pro-
nounced modularity. The module responsible
for the adaptation step is largely uniform among
the diverse CRISPR-Cas systems and consists of
the cas1 and cas2 genes, both of which are es-
sential for the acquisition of spacers. In many
CRISPR-Cas variants, the adaptation module
also includes the cas4 gene. By contrast, the
CRISPR-Cas effector module, which is involved
in the maturation of the crRNAs as well as in
target recognition and cleavage, shows a far
greater versatility (Fig. 2A) (30).
The two classes of CRISPR-Cas systems dif-

fer fundamentally with respect to the organi-
zation of the effector module (30). Class 1 systems
(including types I, III, and IV) are present in
bacteria and archaea, and encompass effector
complexes composed of four to seven Cas pro-
tein subunits in an uneven stoichiometry [e.g., the
CRISPR-associated complex for antiviral defense
(Cascade) of type I systems, and the Csm/Cmr
complexes of type III systems]. Most of the sub-
units of the class 1 effector complexes—in particular,
Cas5, Cas6, and Cas7—contain variants of the
RNA-binding RRM (RNA recognition motif) do-
main (32, 33). Although the sequence sim-
ilarity between the individual subunits of type
I and type III effector complexes is generally
low, the complexes share strikingly similar over-
all architectures that suggest a common origin
(31, 32, 34, 35). The ancestral CRISPR-Cas effector
complex most likely resembled the extant type III
complexes, as indicated by the presence of the
archetypal type III protein, the large Cas10 sub-
unit, which appears to be an active enzyme of
the DNA polymerase–nucleotide cyclase super-
family, unlike its inactive type I counterpart (Cas8)
(31–33).
In the less common class 2 CRISPR-Cas sys-

tems (types II, V, and VI), which are almost
completely restricted to bacteria, the effector
complex is represented by a single multidomain
protein (30). The best-characterized class 2
effector is Cas9 (type II), the RNA-dependent
endonuclease that contains two unrelated nu-
clease domains, HNH and RuvC, that are re-
sponsible for the cleavage of the target and the
displaced strand, respectively, in the crRNA–
target DNA complex (36). The type II loci also
encode a trans-acting CRISPR RNA (tracrRNA)
that evolved from the corresponding CRISPR
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repeat and is essential for pre-crRNA process-
ing and target recognition in type II systems
(37, 38). The prototype type V effector Cpf1 (sub-
type V-A) contains only one nuclease domain
(RuvC-like) that is identifiable by sequence anal-
ysis (39). However, analysis of the recently solved
structure of Cpf1 complexed with the crRNA and
target DNA has revealed a second nuclease do-
main, the fold of which is unrelated to HNH or
any other known nucleases. In analogy to the

HNH domain in Cas9, the novel nuclease do-
main in Cpf1 is inserted into the RuvC domain,
and it is responsible for cleavage of the target
strand (40).
Screening of microbial genomes and meta-

genomes for undiscovered class 2 systems (31)
has resulted in the identification of three novel
CRISPR-Cas variants. These include subtypes
V-B and V-C, which resemble Cpf1 in that their
predicted effector proteins contain a single, RuvC-

like nuclease domain. Cleavage of target DNA by
the type V-B effector, denoted C2c1, has been ex-
perimentally demonstrated (31). Type VI is unique
in that its effector protein contains two conserved
HEPN domains that possess ribonuclease (RNase)
activity (Fig. 2A).
Recent comparative genomic analyses of var-

iant CRISPR-Cas systems (Fig. 2B) (31) have
revealed a strong modular evolution with mul-
tiple combinations of adaptation modules and

aad5147-2 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 1. Overview of the CRISPR-Cas systems. (A) Architecture of class
1 (multiprotein effector complexes) and class 2 (single-protein effector
complexes) CRISPR-Cas systems. (B) CRISPR-Cas adaptive immunity is
mediated by CRISPR RNAs (crRNAs) and Cas proteins, which form multi-
component CRISPR ribonucleoprotein (crRNP) complexes. The first stage
is adaptation, which occurs upon entry of an invading mobile genetic ele-
ment (in this case, a viral genome). Cas1 (blue) and Cas2 (yellow) proteins
select and process the invading DNA, and thereafter, a protospacer (orange)

is integrated as a new spacer at the leader end of the CRISPR array [repeat
sequences (gray) that separate similar-sized, invader-derived spacers
(multiple colors)]. During the second stage, expression, the CRISPR locus
is transcribed and the pre-crRNA is processed into mature crRNA guides by
Cas (e.g., Cas6) or non-Cas proteins (e.g., RNase III). During the final
interference stage, the Cas-crRNA complex scans invading DNA for a com-
plementary nucleic acid target, after which the target is degraded by a Cas
nuclease.
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Fig. 2. CRISPR diversity and evolution. (A) Modular organization of the
CRISPR-Cas systems. LS, large subunit; SS, small subunit. A putative small
subunit that might be fused to the large subunit in several type I subtypes is
indicated by an asterisk. Cas3 is shown as fusion of two distinct genes
encoding the helicase Cas3′ and the nuclease HD Cas3′′; in some type I
systems, these domains are encoded by separate genes. Functionally dis-
pensable components are indicated by dashed outlines. Cas6 is shown with a
thin solid outline for type I because it is dispensable in some systems, and by
a dashed line for type III because most systems lack this gene and use the
Cas6 provided in trans by other CRISPR-Cas loci. The two colors for Cas4

and C2c2 and three colors for Cas9 and Cpf1 reflect the contributions of
these proteins to different stages of the CRISPR-Cas response (see text).The
question marks indicate currently unknown components. [Modified with per-
mission from (30)] (B) Evolutionary scenario for the CRISPR-Cas systems.
TR, terminal repeats; TS, terminal sequences; HD, HD-family endonuclease;
HNH, HNH-family endonuclease; RuvC, RuvC-family endonuclease; HEPN,
putative endoribonuclease of HEPN superfamily. Genes and portions of genes
shown in gray denote sequences that are thought to have been encoded in
the respective mobile elements but were eliminated in the course of evo-
lution of CRISPR-Cas systems. [Modified with permission from (31)]
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effector modules, as well as a pivotal contribution
of mobile genetic elements to the origin and di-
versification of the CRISPR-Cas systems. The an-
cestral prokaryotic adaptive immune system could
have emerged via the insertion of a casposon (a
recently discovered distinct class of self-synthesizing
transposons that appear to encode a Cas1 homo-
log) next to an innate immunity locus (probably
consisting of genes encoding a Cas10 nuclease
and possibly one or more RNA binding proteins).
Apart from providing the Cas1 nuclease/integrase
that is required for recombination during spacer
acquisition (41–43), the casposon may also have
contributed the prototype CRISPR repeat unit
that could have evolved from one of the inverted
terminal repeats of the casposon (44). An ad-
ditional toxin-antitoxin module that inserted
either in the ancestral casposon or in the evolv-
ing adaptive immunity locus probably provided
the cas2 gene, thus completing the adaptation
module. The Cas10 nuclease and one or more
additional proteins with an RRM fold (the ulti-
mate origin of which could be a polymerase or
cyclase that gave rise to Cas10) of the hybrid
locus could have subsequently evolved to be-
come the ancestral CRISPR-Cas effector mod-
ule (31–33, 44).
The widespread occurrence of class 1 systems

in archaea and bacteria, together with the pro-
liferation of the ancient RRM domain in class
1 effector proteins, strongly suggests that the
ancestral CRISPR-Cas belonged to class 1. Most
likely, the multiple class 2 variants then evolved
via several independent replacements of the
class 1 effector locus with nuclease genes that
were derived from distinct MGEs (Fig. 2B). In
particular, type V effector variants (Cpf1) seem
to have evolved from different families of the
TnpB transposase genes that are widespread in
transposons (31), whereas the type II effector
(Cas9) may have evolved from IscB, a protein
with two nuclease domains that belongs to a
recently identified distinct transposon family
(45). Notably, class 2 CRISPR-Cas systems, in their
entirety, appear to have been derived from dif-
ferent MGEs: Cas1 from a casposon, Cas2 from
a toxin-antitoxin module, and the different ef-
fector proteins (such as Cas9 and Cpf1) from re-
spective transposable elements (31).

CRISPR adaptation

The spacers of a CRISPR array represent a
chronological archive of previous invader en-
counters. The captured spacer sequences are
integrated into the CRISPR loci after exposure
to MGEs, at the leader end of the array that
contains the start site of CRISPR transcription
(9, 14, 46). Analysis of invader target sequen-
ces (also called protospacers) has revealed a
short motif directly adjacent to the target
sequence, called the protospacer adjacent motif
(PAM) (47). This PAM motif allows self/nonself
discrimination by the host in two ways: (i) be-
cause its presence in alien targets is required for
nonself interference, and (ii) because its absence
in the host’s CRISPR array avoids self-targeting
(48). In class 1–type I and class 2–type II sys-

tems, the PAM is not only involved in inter-
ference, but also plays a role in spacer selection
during the adaptation stage, implying the ac-
quisition of functional spacers only (49, 50). The
PAM is a short [2 to 7 nucleotides (nt)], partially
redundant sequence that in itself cannot pre-
clude incorporation of spacers from the host
DNA because of the low information content
of the motif. The short PAM appears to be the
result of an evolutionary trade-off between ef-
ficient incorporation of spacers from nonself
DNA and preventing an autoimmune reaction.
Although host chromosomal fragments can

be incorporated as new CRISPR spacers, de-
tection of such events obviously implies that
this did not result in a lethal phenotype, either
due to a modified PAM and/or to an inacti-
vated CRISPR-Cas effector module (51). Indeed,
in the absence of the effector module, elevated
frequencies of self-spacer acquisition occur in
Escherichia coli (52). Similarly, Streptococcus
thermophilus with a catalytically inactive Cas9
results in a major increase of spacers derived
from the host genome (53). In addition, there is
a strong preference for the integration of plasmid
over chromosomal spacer sequences (52, 54, 55),
with plasmid sequences incorporated more fre-
quently than host DNA by two to three orders
of magnitude (56). Spacer acquisition in E. coli
requires active replication of the protospacer-
containing DNA (56). Thus, small, fast-replicating
plasmid genomes are a much better source of
spacers than the large host DNA, and such find-
ings are consistent with acquisition of spacers
from an infecting virus genome in the archaeon
Sulfolobus islandicus requiring its active repli-
cation (57). In E. coli, the CRISPR-Cas system
derives the spacers primarily from products of
RecBCD-catalyzed DNA degradation that are
formed during the repair of double-stranded
breaks associated with stalled replication forks
(58). Other possible sources of substrates for
CRISPR adaptation include DNA fragments gen-
erated either by other defense systems, such as
restriction-modification systems (59), or by the
CRISPR-Cas system itself (49).
Cas1 and Cas2 play crucial roles in spacer

acquisition in all CRISPR-Cas systems (50, 52).
In addition, these proteins can function in
trans, provided that the repeats involved are
sufficiently similar in size and structure. Ac-
cordingly, cas1 and cas2 genes are missing in
many active CRISPR-Cas loci—in particular, of
type III as well as types IV and VI (30). Over-
expression of Cas1 and Cas2 from the E. coli
type I-E system has been shown to be sufficient
for the extension of the CRISPR array (52). Mu-
tations in the active site of Cas1 abolish spacer
integration in E. coli (52), whereas the nuclease
activity of Cas2 is dispensable (55). In E. coli, a
central Cas2 dimer and two flanking Cas1 dimers
form a complex that binds and processes PAM-
containing DNA fragments (Fig. 3A) (55, 60), after
which the newly generated spacers can be in-
tegrated into a CRISPR array via a recombination
mechanism akin to that of retroviral integrases
and transposases (61) (Fig. 3B).

In several type III CRISPR-Cas systems, Cas1
is fused to reverse transcriptase (20), and it was
recently shown that these systems are capable
of acquisition of RNA spacers by direct incorpo-
ration of an RNA segment into the CRISPR array
followed by reverse transcription and replace-
ment of the RNA strand by DNA (62). Although
the biological function of this process remains
to be elucidated, these findings demonstrate
remarkable versatility of adaptation pathways.
Spacer acquisition (adaptation) in type I sys-

tems proceeds along two distinct paths: (i) naïve
acquisition, which occurs during an initial in-
fection, and (ii) primed acquisition, when the
CRISPR contains a previously integrated spacer
that is complementary to the invading DNA (63).
According to the proposed model, naïve spacer
adaptation involves five steps (Fig. 3B):
1) Fragmentation of (mainly) invasive nucleic

acids by non-Cas systems [e.g., by RecBCD after
stalling a replication fork, or by restriction en-
zymes (restriction-modification systems) (56, 59)]
or by CRISPR-associated nucleases (49). Although
this step may be non-essential, it probably en-
hances the efficiency of the overall process and
its specificity toward invading DNA.
2) Selection of DNA fragments for (proto)

spacers by scanning for potential PAMs (after
partial target unwinding) by one of the four
Cas1 subunits of the Cas1-Cas2 complex (64).
3) Measuring of the selected protospacer

generating fragments of the correct size with
3′ hydroxyl groups by Cas1 nuclease.
4) Nicking of both strands of the leader-

proximal repeat of the CRISPR array at the 5′
ends through a direct nucleophilic attack by the
generated 3′ OH groups, resulting in covalent
links of each of the strands of the newly selected
spacer to the single-stranded repeat ends.
5) Second-strand synthesis and ligation of

the repeat flanks by a non-Cas repair system
(46, 61).
Primed spacer adaptation so far has been

demonstrated only in type I systems (50, 65, 66).
This priming mechanism constitutes a positive
feedback loop that facilitates the acquisition of
new spacers from formerly encountered genetic
elements (67). Priming can occur evenwith spac-
ers that contain several mismatches, making
them incompetent as guides for targeting the
cognate foreign DNA (67). Based on PAM selec-
tion, functional spacers are preferentially acquired
during naïve adaptation. This initial acquisition
event triggers a rapid priming response after sub-
sequent infections. Priming appears to be amajor
pathway of CRISPR adaptation, at least for some
type I systems (65). Primed adaptation strongly
depends on the spacer sequence (68), and the
acquisition efficiency is highest in close proximity
to the priming site. In addition, the orientation of
newly inserted spacers indicates a strand bias,
which is consistent with the involvement of single-
stranded adaption intermediates (69). According
to one proposed model (70), replication forks in
the invader’s DNA are blocked by the Cascade
complex bound to the priming crRNA, enabling
the RecG helicase and the Cas3 helicase/nuclease
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proteins to attack the DNA. The ends at the col-
lapsed forks then could be targeted by RecBCD,
which provides DNA fragments for new spacer

generation (70). Given that the use of crRNA for
priming has much less strict sequence require-
ments than direct targeting of the invading DNA,

priming is a powerful strategy that might have
evolved in the course of the host-parasite arms
race to reduce the escape by viral mutants, to

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 aad5147-5

Fig. 3. Spacer acquisition. (A) Crystal structure of the complex of Cas1-Cas2 bound to the dual-forked DNA (PDB accession 5DQZ). The target DNA is
shown in dark blue; the Cas1 and Cas2 dimers of the complex are indicated in blue and yellow, respectively. (B) Model explaining the capture of new DNA
sequences from invading nucleic acid and the subsequent DNA integration into the host CRISPR array. The numbers on the left correspond to the order
of events as described in the text. The dashed lines indicate nucleotides; the nucleotides C and N on the two sides of the protospacer are shown in red
and green to clarify the orientation.
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provide robust resistance against invading DNA,
and to enhance self/nonself discrimination. Naïve
as well as primed adaptation in the subtype I-F
system of Pseudomonas aeruginosa CRISPR-
Cas require both the adaptation and the effector
module (69).
In the type II-A system, the Cas9-tracrRNA

complex and Csn2 are involved in spacer acquisi-
tion along with the Cas1-Cas2 complex (53, 71);
the involvement of Cas9 in adaptation is likely
to be a general feature of type II systems. Al-
though the key residues of Cas9 involved in PAM
recognition are dispensable for spacer acquisi-
tion, they are essential for the incorporation of
new spacers with the correct PAM sequence (71).
The involvement of Cas9 in PAM recognition
and protospacer selection (71) suggests that in
type II systems Cas1 may have lost this role.
Similarly, Cas4 that is present in subtypes IA-D
and II-B has been proposed to be involved in the
CRISPR adaptation process, and this prediction
has been validated experimentally for type I-B
(65). Cas4 is absent in the subtype II-C system of
Campylobacter jejuni. Nonetheless, a conserved
Cas4-like protein found in Campylobacter bac-
teriophages can activate spacer acquisition to use
host DNA as an effective decoy to bacteriophage
DNA. Bacteria that acquire self-spacers and escape
phage infection must either overcome CRISPR-
mediated autoimmunity by loss of the interference
functions, leaving them susceptible to foreign
DNA invasions, or tolerate changes in gene regula-
tion (72). Furthermore, in subtypes I-U and V-B,
Cas4 is fused to Cas1, which implies cooperation
between these proteins during adaptation. In
type I-F systems, Cas2 is fused to Cas3 (19),
which suggests a dual role for Cas3 (20): involve-
ment in adaptation as well as in interference.
These findings support the coupling between the
adaptation and interference stages of CRISPR-Cas
defense during priming.

Biogenesis of crRNAs

The short mature crRNAs contain spacer se-
quences, which are the guides that are respon-
sible for the specificity of CRISPR-Cas immunity
(12). They associate with one or more Cas pro-
teins to form effector complexes that target
invading MGEs through crRNA:target sequence–
specific recognition. The CRISPR arrays are
transcribed as long precursors, known as pre-
crRNA, that may contain secondary structured
elements (hairpins) in those cases where the
CRISPR contains palindromic repeats. The pro-
cessing of the pre-crRNA typically yields 30- to
65-nt mature crRNAs that consist of a single
spacer flanked by a partial repeat at either one
or both ends (12, 73).
The pathways of crRNA biogenesis differ

among the different CRISPR-Cas types. In class
1 systems, the Cas6 protein is critical for the
primary processing of pre-crRNA. Cas6 is a
metal-independent endoribonuclease that rec-
ognizes and cleaves a single phosphodiester bond
in the repeat sequences of a pre-crRNA transcript
(12, 74, 75). Members of the Cas6 family contain
two RRM-type RNA-binding domains. The pri-

mary cleavage by Cas6 results in crRNAs contain-
ing a repeat-derived 5′ “handle” of 8 nt with a 5′
hydroxyl group, followed by the complete spacer
sequence and a repeat-derived 3′ handle of var-
iable size that in some subtypes forms a hairpin
structure with either a 3′-phosphate or a cyclic
2′,3′-phosphate (12, 74, 76). The Cas6 family pro-
teins show considerable structural variation that
might reflect the cleavage specificity (73, 77, 78).
In type I-E and I-F systems, the Cas6 ribo-

nuclease is a single-turnover enzyme that remains
attached to the crRNA cleavage product. In these
cases, Cas6 is a subunit of a multisubunit Cascade
complex (12, 79) (Fig. 4A). In the type I-F systems,
the crRNP complex consists of the crRNA, Cas6f,
and Csy1, Csy2, and Csy3 proteins (80–82). In
other systems (subtypes I-A, I-B, I-D, and III-A
to III-D), Cas6 is not associated with the crRNA-
processing complex. The absence of a Cas6 sub-
unit in the complex correlates with the lack of a
hairpin structure of the 3′ handle and a variable
3′ end. The absence of a cas6 gene in type I-C is
complemented by another double RRM-fold sub-
unit, Cas5d, which has adopted the role of the en-
doribonuclease that in other subtypes is carried
out by Cas6 (83). Some systems coexisting in the
same species have been demonstrated to share
the same set of guides; examples include type
III-A (Csm) and type III-B (Cmr) of Thermus
thermophilus (84) and type III-B (Cmr), type I-A
(Csa), and type I-G (Cst) of Pyrococcus furiosus
(85). Given that the type III loci usually lack cas6
genes, a single stand-alone Cas6 nuclease is likely
to be responsible for the supply of crRNAs to the
type III complexes in T. thermophilus (84). In
P. furiosus, Cas6 nuclease of type I generates the
crRNAs from all CRISPR loci for the different
coexisting complexes (85). Cas6-based processing
of pre-crRNA in type III systems is typically
followed by a sequence-unspecific trimming at
the 3′ end (by RNases yet to be identified) to yield
mature crRNAs with a defined 8-nt 5′ end and a
variable 3′ end (34, 86, 87).
Type II systems use a unique mechanism for

crRNA biogenesis whereby processing depends
on Cas9, a host RNase III, and a tracrRNA that
forms base pairs with the repeats of the pre-
crRNA (36, 37, 73) (Fig. 4B). The cleaved crRNA-
tracrRNA hybrid is bound and stabilized by Cas9,
triggering a conformational change toward a
state compatible with target scanning, recogni-
tion, and interference (36, 37, 88). Trimming of
the 5′ end of the crRNA probably occurs by a
non-Cas RNase. The absence of type II systems
in archaea is consistent with the absence of RNase
III genes in most archaeal genomes (89). In the
type II-C system of Neisseria meningitidis, short
intermediate crRNA guides are transcribed from
multiple promoters embedded within the repeats
of the CRISPR array, implying that the system
does not require RNase III (90) (Fig. 4C). Expres-
sion of tracrRNA has also been demonstrated for
the subtype V-B system, suggestive of a crRNA
processing pathway analogous to that in type II.
By contrast, in subtype V-A and type VI systems,
no tracrRNA is coexpressed with the pre-crRNA
(31, 39). Class 2 CRISPR-Cas systems lacking

tracrRNA can be expected to function using
novel mechanisms of crRNA biogenesis, includ-
ing processing by other host RNases or by the
effector proteins themselves.
A third variant of guide maturation has recent-

ly been described for the Cpf1 effector complex, a
class 2 system that (unlike Cas9) does not asso-
ciate with a tracrRNA. It has been demonstrated
that Cpf1 has an intrinsic RNase activity that
allows for the primary processing of the pre-
crRNA to crRNA guides with a 5′ hairpin (91).
The biosynthesis of crRNAs by Cpf1 system is
metal-, sequence-, and structure-dependent (91).
Secondary processing of CRISPR guides prob-
ably occurs via a non-Cas RNase; maturation
of Cas9-associated guides occurs by trimming at
the 5′ end (Fig. 4B), whereas in Cpf1 the 3′ flanks
of the crRNA are removed.

Target interference

Selection of CRISPR-Cas targets is a stepwise
process that relies on recognition of a nonself
sequence, a complementary spacer of which is
stored in the CRISPR locus. In most cases, with
the exception of the RNA-targeting type III
systems, cognate protospacer sequences flanked
by a PAM sequence are recognized by a CRISPR
ribonucleoprotein (crRNP) complex [type I Cas-
cade, type II Cas9, type V Cpf1 (Fig. 5)] and
specifically degraded (12, 14, 39). In addition,
selection of an appropriate target sequence
depends on a so-called seed sequence on the
guide (79, 92). The seed is a sequence of seven
or eight base pairs in close proximity to the PAM.
Matching PAM and seed sequences are crucial
for target interference (79, 92, 93) and act as a
quality control step that is required for the com-
plete displacement of the noncomplementary
strand of the target DNA by the crRNA guide,
the so-called R-loop conformation. Downstream
of the seed region, mismatches between spacer
and protospacer are tolerated to some extent
(see below) (92).
In type I systems, the Cascade RNP complex

scans DNA for complementary target sites, ini-
tially by identifying an appropriate PAM motif,
followed by partial melting and base pairing by
the guide’s seed sequence, and eventually by for-
mation of a complete R-loop structure (76, 94).
Upon reaching a PAM-proximal mismatch, the
R-loop propagation stalls and the interference is
aborted (95). When base pairing between guide
and protospacer is complete, the R-loop structure
appears to be locked in a state to license DNA de-
gradation by the Cas3 nuclease/helicase (12, 19, 95).
Single-molecule experiments with E. coli Cas-

cade demonstrate that crRNA-guided Cascade
exhibits two distinct binding modes for matching
and mismatched targets, which trigger either
interference (matching target) or primed spacer
acquisition (mismatched target). Unlike the in-
terference of matching targets, mismatched targets
are recognized with low fidelity, as indicated by a
short-lived binding. The latter association is PAM-
and seed-independent and can involve base
pairing by any part of the crRNA spacer. In this
case, the Cascade complex does not adopt a
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conformation that allows docking of Cas3 (96),
precluding DNA interference. Instead, this Cascade-
target complex primes the formation of a spacer
acquisition complex that consists of Cas3 and
Cas1-Cas2, and generates DNA fragments that
are integrated as new spacers in the CRISPR
array (94). These dual roles of Cascade allow for
efficient degradation of bona fide targets and
priming the acquisition of new spacers from
mismatched targets (e.g., from viral escape mu-
tants) as an update of the CRISPR memory (96).
Although type III systems are structurally re-

lated to the type I system (Fig. 5) (34,35,60,97–101),
they show some substantial mechanistic varia-
tions. Initial analyses indicated that Csm (III-A)
complexes target DNA (13), whereas Cmr (III-B)
complexes target RNA (11, 102, 103). However, it
has recently been demonstrated that both type
III complexes are transcription-dependent DNA
nucleases (84, 104); that is, they initially recog-
nize their target through specific interaction of
the crRNA guide with a complementary nascent
mRNA, after which cleavage of the flanking DNA
sequences occurs (105–110). Robust interference
by these systems relies on the concerted cleavage
of the transcript RNA and the transcribed DNA.
The Cas7-like backbone subunits (Csm3, Cmr4)
are responsible for the RNase activity, typically

resulting in cleavage of the target RNA at 6-nt in-
tervals (84, 99, 103, 104, 111–113). Binding of the
Cmr complex to its complementary RNA target
induces a conformational change (35, 99) that re-
sults in activation of the Cas10 DNA-cleaving sub-
unit (Csm1/Cmr2) (106, 107, 109). Disruption of
the RNase active sites (in Csm3/Cmr4), at least in
some cases, does not hamper the activation of the
DNA nuclease activity of the complexes (104, 106).
Exonucleolytic cleavageof single-strandedDNAand
RNA by recombinant Staphylococcus epidermidis
Csm1 (Cas10) and by Thermotoga maritima and
P. furiosus Cmr2 has been demonstrated in vitro
(106, 107, 114). In the S. epidermidis system, a
Csx1 ortholog (Csm6) provides an auxiliary RNA-
targeting activity that operates in conjunction
with the RNA- and DNA-targeting endonuclease
activities of the Csm effector complex (115–117);
in the P. furiosus Cmr system, Csx1 appears not
to be an essential component (104). The relative
contribution of the different nuclease subunits
appears to vary in the different type III systems
and under different conditions, and awaits further
characterization.
Another unique feature of type III systems

concerns the mechanism of self/nonself dis-
crimination. Genetic analyses have revealed that
type III systems do not use the PAM-based

“nonself-activation” mechanism of type I (Cas-
cade), type II (Cas9), and type V (Cpf1). The
mechanism used by the S. epidermidis Csm sys-
tem apparently involves crRNA- or protein-based
recognition of the repeats in the CRISPR locus,
resulting in “self-inactivation” (118, 119). However,
the DNA cleavage activity of the P. furiosus Cmr
complex was recently reported to require the
presence of a short sequence adjacent to the
target sequence within the activating target RNA
(i.e., an RNA PAM) (107). Additional analysis is
required to reveal whether the reported motifs are
typical features that distinguish the two subtypes.
Class 2 systems require only a single protein

for interference. In type II, the crRNP complex
involved in target recognition and degradation
consists of Cas9 bound to the crRNA guide base-
paired with the tracrRNA (37). The crystal struc-
tures of Cas9 reveal two distinct lobes that are
involved in target recognition and nuclease activ-
ity (Fig. 5). The positively charged groove at the
interface of the two lobes accommodates the
crRNA-DNAheteroduplex (120, 121). Amajor step
in Cas9 activation is the reorientation of the struc-
tural lobes upon crRNA/tracrRNA loading, which
results in the formation of a central channel that
accommodates the target DNA (120). Binding and
cleavage of the target DNA by the Cas9-crRNA
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Fig. 4. Guide expression and processing. (A) Generation of CRISPR RNA
(crRNA) guides in type I and type III CRISPR-Cas systems. Primary process-
ing of the pre-crRNA is catalyzed by Cas6, which typically results in a crRNA
with a 5′ handle of 8 nt, a central spacer sequence, and (in some subtypes) a
longer 3′ handle. Shown here is the guide processing (red triangles) for sub-
type I-E by Cas6e. The occasional secondary processing of the 3′ end of

crRNA is catalyzed by one or more unknown RNases. (B) In type II-A CRISPR-
Cas systems, the repeat sequences of the pre-crRNA hybridize with complemen-
tary sequences of transactivating CRISPR RNA (tracrRNA).The double-stranded
RNA is cleaved by RNase III (red triangles); further trimming of the 5′ end of the
spacer is carried out by unknown RNase(s) (pink). (C) CRISPR with transcrip-
tional start site (TSS) in repeats, as observed in type II-B CRISPR-Cas systems.
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effector complex depend on the recognition of an
appropriate PAM located at the 3′ end of the
protospacer (93), which serves as a licensing
element in subsequent DNA strand displacement
and R-loop formation. The PAM motif resides in
a base-pairedDNAduplex. Sequence-specific PAM
readout by Arg1333 and Arg1335 in Cas9 positions
the DNAduplex such that the +1 phosphate group
of the target strand interacts with the phosphate
lock loop (122). This promotes local duplex melt-
ing, allowing the Cas9-RNA complex to probe the
identity of the nucleotides immediately upstream
of the PAM. Base pairing between a 12-nt seed
sequence of the guide RNA and the target DNA
strand (93) drives further stepwise destabiliza-
tion of the target DNA duplex and directional
formation of the guide RNA–target DNA hetero-
duplex (122). This R-loop triggers a conformation-
al change of the two nuclease domains (HNH and
RuvC) of Cas9, which adopt an active state that
allows for the completion of interference by cleav-
age of both target strands (121, 123). Cas9 gen-
erates a blunt-end double-strand break, typically
located 3 nt from the 3′ end of the protospacer
(14, 124). Recently, however, PAM-independent
single-stranded targeting byN. meningitidis Cas9
has been described (125).
Similar to type II, the effector modules of

type V systems consist of a large multidomain
protein complex (Cpf1 and C2c1 in subtypes V-
A and V-B, respectively). Like Cas9, these pro-

teins encompass a RuvC-like nuclease domain
and an arginine-rich bridging helix. However, in
contrast to Cas9, the RuvC-like domain of Cpf1
and C2c1 is more compact and the HNH domain
is missing (Fig. 6). Subtype V-B systems resemble
type II with respect to the requirement for a
tracrRNA, both for processing and for interfer-
ence. In contrast, Cpf1-crRNA (type V-A) com-
plexes are single RNA-guided endonucleases that
cleave target DNA molecules in the absence of a
tracrRNA (39). A model is proposed for a stepwise
cleavage of the target DNA by Cpf1 (i.e., initial
RuvC-dependent cleavage of the displaced strand,
followed by cleavage of the target strand by the
novel nuclease domain) (40). The observation that
inactivation of the RuvC domain prevents cleav-
age of both strands of the target DNA (39, 91)
suggests that the novel nuclease is allosterically
activated by the RuvC cleavage event. Although
allosteric control has also been demonstrated in
interference by Cas9 (123), details appear to dif-
fer (40). Both Cpf1 and C2c1 from different bacteria
efficiently cleave target DNA containing a well-
defined T-rich PAM at the 5′ end of the proto-
spacer (5′-PAM) (31, 39), in contrast to the more
variable, G-rich 3′-PAM sequence of Cas9 (126).
Structural analysis has shown that Cpf1 recog-
nizes its PAM through a combination of base and
shape readout, in which several PAM-interacting
amino acid residues that are conserved in the
Cpf1 family are involved (40). Another unique

feature of the Cpf1 endonuclease is the generation
of staggered double-stranded DNA breaks with 4-
or 5-nt 5′ overhangs (39); in the Cpf1 structure, the
unique nuclease domain is positioned so as to
cleave the target strand outside the heteroduplex,
as opposed to theHNHdomain of Cas9, inwhich
the active site contacts the target within the
heteroduplex (40) (Fig. 6).
The type VI systems contain a unique effector

protein (C2c2) with two HEPN domains. The
Leptotrichia shahii C2c2 protein provides effi-
cient interference against the RNA phage MS2.
C2c2 is guided by a single crRNA and can be
programmed to cleave ssRNA targets carrying com-
plementary protospacers (127) (Fig. 6). Spacers
with a G immediately flanking the 3′ end of the
protospacer are less fit relative to all other nu-
cleotides at this position, which suggests that the
3′ protospacer flanking site (PFS) affects the effi-
cacy of C2c2-mediated targeting (128) (Fig. 6).
Remarkably, once primed with the cognate tar-
get RNA, the C2c2 protein turns into a sequence-
nonspecific RNase that causes a toxic effect in
bacteria (127). Thus, the defense strategy of type
VI systems appears to couple adaptive immu-
nity with programmed cell death or dormancy
induction.
Phages are constantly evolving multiple tactics

to avoid, circumvent, or subvert prokaryotic de-
fense mechanisms (8). Phages can evade CRISPR
interference through single-nucleotide substitu-
tion in the protospacer region or in the conserved
protospacer-adjacent motif (47). Additionally,
P. aeruginosa phages encode several proteins
affecting the activity of type I-E and I-F systems
(128). Diverse sequences of these proteins and
mechanisms of action, coupled with the strong
selection imposed by different antiviral systems,
suggest an abundance of anti-CRISPR proteins
yet to be discovered. Strikingly, some bacterio-
phages themselves encode a CRISPR-Cas system
that in this case functions as an antidefense de-
vice targeting an antiphage island of the bacterial
host and thus enabling productive infection (129).
Together, these findings emphasize the complexity
of the virus-host arms race in which CRISPR-
Cas systems are involved and suggest that many
important aspects of this race remain to be
characterized.
Very recently, an unexpected claim has been

published on the existence of a CRISPR-like
defense system in a giant mimivirus infecting
unicellular eukaryotes (amoeba) (130). This system,
named “mimivirus virophage resistance element”
(MIMIVIRE), has been proposed to protect certain
mimivirus strains from the Zamilon virophage, a
small virus that parasitizes on mimiviruses. How-
ever, the MIMIVIRE locus lacks CRISPR-like
repeats or a Cas1 homolog and encodes only very
distant, generic homologs of two Cas proteins
(a helicase and a nuclease that belong to the
same protein superfamilies as Cas3 and Cas4,
respectively, but lack any specific relationship
with these Cas proteins). Thus, any analogy be-
tween this putative eukaryotic giant virus de-
fense system and CRISPR-Cas should be perceived
with caution.

aad5147-8 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 5. CRISPR RNP complexes.Crystal structures of the CRISPR ribonucleoprotein (crRNP) complexes
responsible for target interference. Shown are the type I-E Cascade complex (PDB accession 4QYZ) and
type III-B Cmr complex (PDB accession 3X1L) from class 1, and the type II-ACas9 complex (PDB accession
4OO8) and typeV-ACpf1 complex (PDB accession 5B43) from class 2.Colors of nucleic acid fragments are
the same as in Fig. 6.
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Genome editing applications
The molecular features of CRISPR-Cas systems,
particularly class 2 systems with single-protein
effectors, have made them attractive starting
points for researchers interested in developing
programmable genome editing tools. In 2013,
the first reports of harnessing Cas9 for multiplex
gene editing in human cells appeared (131–134).
These studies have demonstrated that Cas9 could
efficiently create indels at precise locations and
that by supplying exogenous repair templates,
insertion of a new sequence at target sites could
be achieved via homologous recombination. A
“dead” Cas9 (dCas9) variant with inactivating
mutations in the HNH and RuvC domains binds
DNAwithout cutting, providing a programmable

platform for recruiting different functional moi-
eties to target sites. The dCas9 has been used for
transcriptional activation and repression (135–138),
localizing fluorescent protein labels (139), and
recruiting histone-modifying enzymes (140, 141).
Other applications of Cas9 include building gene
circuits (142–144), creating new antimicrobials
(145) and antivirals (146–148), and large-scale
gain- and loss-of-function screening (149–152).
The genome editing toolbox has been expand-

ing through the discovery of novel class 2 effector
proteins, such as Cpf1 (39). The Cpf1 nuclease
possesses on-target efficiencies in human cells
that are comparable with that of Cas9. Besides,
Cpf1 is also highly specific in its targeting, as
minimal or no off-target cleavage has been detect-

ed (153, 154). Cpf1 does not require a tracrRNA,
further simplifying the system for genome editing
applications. In addition, it generates sticky ends,
which could potentially increase the efficiency of
insertion of new DNA sequences relative to the
blunt ends created by Cas9 (39).
Central to the success of any Cas-based genome

editing tool is the specificity of the enzyme, and
many approaches to increase specificity have been
reported. For example, “double-nicking,” which
uses dimers of two Cas9 variants, each mutated
to create anick in one strandof theDNA, improves
specificity by requiring two target matches to
create the double-strand break (155, 156). Another
tactic is to control the amount of Cas9 in the cell
via an inducible system that expresses a low level

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 aad5147-9

Fig. 6.Target interference.Genomic loci architecture of the components of class 1 and class 2 CRISPR-Cas systems and schematic representation of target
interference for the different subtypes. The double-stranded DNA (target) is shown in black, the target RNA in gray, the CRISPR RNA (crRNA) repeat in blue,
the spacer region of the crRNA in green, and the transactivating CRISPR RNA (tracrRNA) in red.
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of Cas9 (157, 158). Shortening the region of
complementarity in the guide RNA also reduces
off-target cleavage (159). Finally, structure-guided
engineering has been used to mutate specific
residues in Cas9, to weaken the interaction with
the nontarget strand or to decrease nonspecific
interactions with the target DNA site, favoring
cleavage at sites that are perfectly complemen-
tary to the guide RNA and reducing off-target ef-
fects to undetectable levels atmany sites (160, 161).
A major outstanding challenge for realizing

the full potential of Cas-based genome editing,
including its use as a therapeutic, is efficient
and tissue-specific delivery. Some progress has
been made in this area, including the use of a
smaller Cas9 ortholog (162), which is more ame-
nable to packaging into viral vectors. Other
approaches are also being pursued, including
nonviral methods for delivery of DNA or mRNA
by nanoparticles (163) and electroporation (164),
or direct delivery of Cas9 protein (165). Addition-
ally, the long-term effects of Cas9 expression in
heterologous eukaryotic cells remain unexplored.
Finally, the potential for editing the human ge-
nome as well as the possibility of using Cas-based
gene drives for ecosystem engineering (166) raise
ethical concerns that must be fully considered.

Outlook

The intensive research over the past few years
on structural and functional features of variant
CRISPR-Cas systems has revealed that they en-
compass many homologous components and
share common mechanistic principles but also
show enormous variability. A key aspect of this
variability is module shuffling, which involves
frequent recombination of adaptation and ef-
fector modules coming from different types of
CRISPR-Cas within the same locus. Apart from
major differences in the architectures of the ef-
fector complexes, functional diversity of CRISPR-Cas
includes versatile mechanisms of crRNA guide
processing, self/nonself discrimination, and target
cleavage. The versatility of class 2 systems in
particular, where distinct subtypes apparently
evolved via independent recombination of adapta-
tion modules with widely different effectors, is
notable, given the potential of these systems as
genome editing tools. The in-depth analysis of a
few well-characterized CRISPR systems has re-
vealed key structural and mechanistic features.
However, the continuing discovery of novel
CRISPR-Cas variants and new molecular mech-
anisms implies that our current insights have
limited power for predicting functional details
of distantly related variants. Hence, such new
CRISPR-Cas systems need to be meticulously ana-
lyzed to understand the biology of prokaryotic
adaptive immunity and harness its potential
for biotechnology. In this Review, we could not
cover in any detail several fascinating aspects of
CRISPR-Cas biology, such as coevolution of im-
mune systems with viruses, the interplay be-
tween CRISPR-Cas activity and horizontal gene
transfer, or nonimmune functions of CRISPR-Cas.
The complexity and extreme variability of the
CRISPR-Cas systems ensure that researchers

in this field will have much to do for many
years to come.
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C2c2 is a single-component
programmable RNA-guided
RNA-targeting CRISPR effector
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Ian M. Slaymaker, David B. T. Cox, Sergey Shmakov, Kira S. Makarova,
Ekaterina Semenova, Leonid Minakhin, Konstantin Severinov, Aviv Regev,
Eric S. Lander, Eugene V. Koonin,* Feng Zhang*

INTRODUCTION: Almost all archaea and
about half of bacteria possess clustered reg-
ularly interspaced short palindromic repeat
(CRISPR)–CRISPR-associated genes (Cas) adapt-
ive immune systems, which protect microbes
against viruses and other foreignDNA. All func-
tionally characterized CRISPR systems have
been reported to target DNA,with somemulti-
component type III systems also targeting RNA.
The putative class 2 type VI system, which has
not been functionally characterized, encom-
passes the single-effector protein C2c2, which
contains two Higher Eukaryotes and Prokary-
otes Nucleotide-binding (HEPN) domains com-
monly associated with ribonucleases (RNases),
suggestingRNA-guidedRNA-targeting function.

RATIONALE: Existing studies have only estab-
lished a role for RNA interference, in addition
to DNA interference, in the multicomponent
type III-A and III-B systems. We investigated
the possibility of C2c2-mediated RNA inference
by heterologously expressing C2c2 locus from
Leptotrichia shahii (LshC2c2) in the model
system Escherichia coli. The ability of LshC2c2

to protect against MS2 single-stranded RNA
(ssRNA) phage infectionwas assessed by using
every possible spacer sequence against the
phage genome. We next developed protocols
to reconstitute purified recombinant LshC2c2
protein and test its biochemical activity when
incubatedwith itsmature CRISPRRNA (crRNA)
and target ssRNA. We systematically evaluated
the parameters necessary for cleavage. Last, to
demonstrate the potential utility of the LshC2c2
complex for RNA targeting in living bacterial
cells, we guided it to knockdown red fluorescent
protein (RFP) mRNA in vivo.

RESULTS: This work demonstrates the RNA-
guided RNase activity of the putative type VI
CRISPR-effector LshC2c2. Heterologously ex-
pressed C2c2 can protect E. coli from MS2
phage, and by screening against the MS2 ge-
nome, we identified a H (non-G) protospacer
flanking site (PFS) following the RNA target
site, which was confirmed by targeting a com-
plementary sequence in the b-lactamase tran-
script followed by a degenerate nucleotide
sequence. Using purified LshC2c2 protein,

we demonstrate that C2c2 and crRNA are
sufficient in vitro to achieve RNA-guided, PFS-
dependent RNA cleavage. This cleavage prefer-
entially occurs at uracil residues in ssRNA
regions and depends on conserved catalytic
residues in the two HEPN domains. Mutation

of these residues yields a
catalytically inactive RNA-
binding protein. The sec-
ondary structure of the
crRNAdirect repeat (DR)
stem is required for
LshC2c2 activity, andmu-

tations in the 3′ region of the DR eliminate
cleavage activity. Targeting is also sensitive to
multiple or consecutive mismatches in the
spacer:protospacer duplex. C2c2 targeting of
RFP mRNA in vivo results in reduced fluores-
cence. The knockdown of the RFP mRNA by
C2c2 slowed E. coli growth, and in agreement
with this finding, in vitro cleavage of the target
RNA results in “collateral,” nonspecific cleav-
age of other RNAs present in the reaction mix.

CONCLUSION: LshC2c2 is a RNA-guided
RNase which requires the activity of its two
HEPN domains, suggesting previously un-
identified mechanisms of RNA targeting and
degradation by CRISPR systems. Promiscu-
ous RNase activity of C2c2 after activation
by the target slows bacterial growth and sug-
gests that C2c2 could protect bacteria from
virus spread via programmed cell death and
dormancy induction. A single-effector RNA
targeting system has the potential to serve
as a general chassis for molecular tools for
visualizing, degrading, or binding RNA in a
programmable, multiplexed fashion.▪
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C2c2 is an RNA-guided RNase that provides protection against RNA phage. CRISPR-C2c2 from L. shahii can be reconstituted in E. coli to
mediate RNA-guided interference of the RNA phageMS2. Biochemical characterization of C2c2 reveals crRNA-guided RNA cleavage facilitated by the
two HEPN nuclease domains. Binding of the target RNA by C2c2-crRNA also activates a nonspecific RNase activity, which may lead to promiscuous
cleavage of RNAs without complementarity to the crRNA guide sequence.
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CRISPR EVOLUTION

C2c2 is a single-component
programmable RNA-guided
RNA-targeting CRISPR effector
Omar O. Abudayyeh,1,2,3,4* Jonathan S. Gootenberg,2,3,4,5* Silvana Konermann,2,3,4*
Julia Joung,2,3,4 Ian M. Slaymaker,2,3,4 David B. T. Cox,1,2,3,4,6 Sergey Shmakov,7,8

Kira S. Makarova,8 Ekaterina Semenova,9 Leonid Minakhin,9 Konstantin Severinov,7,9,10

Aviv Regev,2,6 Eric S. Lander,2,5,6 Eugene V. Koonin,8† Feng Zhang1,2,3,4†

The clustered regularly interspaced short palindromic repeat (CRISPR)–CRISPR-associated
genes (Cas) adaptive immune system defends microbes against foreign genetic elements
via DNA or RNA-DNA interference. We characterize the class 2 type VI CRISPR-Cas effector
C2c2 and demonstrate its RNA-guided ribonuclease function. C2c2 from the bacterium
Leptotrichia shahii provides interference against RNA phage. In vitro biochemical analysis shows
that C2c2 is guided by a single CRISPR RNA and can be programmed to cleave single-stranded
RNA targets carrying complementary protospacers. In bacteria, C2c2 can be programmed to
knock down specific mRNAs. Cleavage is mediated by catalytic residues in the two conserved
Higher Eukaryotes and Prokaryotes Nucleotide-binding (HEPN) domains, mutations of which
generate catalytically inactive RNA-binding proteins.These results broaden our understanding of
CRISPR-Cas systems and suggest that C2c2 can be used to develop new RNA-targeting tools.

A
lmost all archaea and about half of bacteria
possess clustered regularly interspaced short
palindromic repeats (CRISPRs) and CRISPR-
associated genes (CRISPR-Cas)–adaptive im-
mune systems (1, 2), which protectmicrobes

from viruses and other invading DNA through
three steps: (i) adaptation—insertion of foreign
nucleic acid segments (spacers) into the CRISPR
array in between pairs of direct repeats (DRs);
(ii) transcription and processing of the CRISPR
array to producemature CRISPRRNAs (crRNAs);
and (iii) interference, by which Cas enzymes are
guided by the crRNAs to target and cleave cog-
nate sequences in the respective invader genomes
(3–5). All CRISPR-Cas systems characterized to
date follow these three steps, although themech-
anistic implementation and proteins involved in
these processes display extensive diversity.

The CRISPR-Cas systems are broadly divided
into two classes on the basis of the architecture
of the interference module: Class 1 systems rely
onmultisubunit protein complexes, whereas class
2 systems use single-effector proteins (1). Within
these two classes, types and subtypes are delineated
according to the presence of distinct signature
genes, protein sequence conservation, and orga-
nization of the respective genomic loci. Class
1 systems include type I, in which interference
is achieved through assembly of multiple Cas pro-
teins into the Cascade complex, and type III sys-
tems, which rely on either the Csm (type III-A/D)
or Cmr (Type III-B/C) effector complexes,which are
distantly related to the Cascade complex (1, 6–11).
Class 2 CRISPR systems comprise type II sys-

tems, characterized by the single-component ef-
fector protein Cas9 (12–17), which contains RuvC
andHNHnuclease domains, and type V systems,
which use single RuvC domain–containing ef-
fectors such as Cpf1 (18), C2c1, and C2c3 (19).
All functionally characterized systems, to date,
have been reported to target DNA, and only the
multicomponent type III-A and III-B systems
additionally target RNA (7, 20–25). However, the
putative class 2 type VI system is characterized
by the presence of the single-effector protein
C2c2, which lacks homology to any known DNA
nuclease domain but contains two Higher Eu-
karyotes and Prokaryotes Nucleotide-binding
(HEPN) domains (19). Given that all functionally
characterized HEPN domains are ribonucleases
(RNases) (26), there is a possibility that C2c2 func-
tions solely as an RNA-guided RNA-targeting
CRISPR effector.

HEPN domains are also found in other Cas
proteins. Csm6, a component of type III-A sys-
tems, and the homologous protein Csx1, in type
III-B systems, each contain a single HEPN domain
and have been biochemically characterized as
single-stranded RNA (ssRNA)–specific endoribo-
nucleases (endoRNases) (21, 27, 28). In addition,
type III systems contain complexes of other Cas
enzymes that bind and cleave ssRNA through
acidic residues associated with RNA-recognition
motif (RRM) domains. These complexes (Cas10-
Csm in type III-A andCmr in type III-B) carry out
RNA-guided cotranscriptional cleavage of mRNA
in concert with DNA target cleavage (22, 29, 30).
In contrast, the roles of Csm6 and Csx1, which
cleave their targets with little specificity, are
less clear, although in some cases, RNA cleavage
by Csm6 apparently serves as a second line of
defense when DNA-targeting fails (21). Addition-
ally, Csm6 and Csx1 have to dimerize to form a
composite active site (27, 28, 31), but C2c2 con-
tains two HEPN domains, which suggests that it
functions as a monomeric endoRNase.
As is common with class 2 systems, type VI

systems are simply organized. In particular, the
type VI locus in Leptotrichia shahii contains Cas1,
Cas2, C2c2, and a CRISPR array, which is ex-
pressed and processed into mature crRNAs (19).
In all CRISPR-Cas systems characterized to date,
Cas1 and Cas2 are exclusively involved in spacer
acquisition (32–37), which suggests that C2c2 is
the sole effector protein that uses a crRNA guide
to achieve interference, likely targeting RNA.

Reconstitution of the L. shahii C2c2
locus in Escherichia coli confers
RNA-guided immunity

We explored whether LshC2c2 could confer im-
munity to MS2 (25), a lytic ssRNA phage without
DNA intermediates in its life cycle that infects E.
coli. We constructed a low-copy plasmid carrying
the entire LshC2c2 locus (pLshC2c2) so as to al-
low for heterologous reconstitution inE. coli (fig.
S1A). Because expressed mature crRNAs from
the LshC2c2 locus have amaximum spacer length
of 28 nucleotides (nt) (fig. S1A) (19), we tiled all
possible 28-nt target sites in the MS2 phage
genome (Fig. 1A). This resulted in a library of
3473 spacer sequences (along with 588 non-
targeting guides designed to have a Levenshtein
distance of ≥8with respect to theMS2 and E. coli
genomes), which we inserted between pLshC2c2
DRs. After transformation in of this construct
into E. coli, we infected cells with varying dilu-
tions of MS2 (10−1, 10−3, and 10−5) and analyzed
surviving cells to determine the spacer sequences
carried by cells that survived the infection. Cells
carrying spacers that confer robust interference
againstMS2 are expected to proliferate faster than
those that lack such sequences. After growth for
16 hours, we identified a number of spacers that
were consistently enriched across three inde-
pendent infection replicas in both the 10−1 and
10−3 dilution conditions, suggesting that they
enabled interference against MS2. Specifically,
152 and 144 spacers showed >0.8 log2-fold en-
richment in all three replicates for the 10−1 and
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10−3 phage dilutions, respectively; of these two
groups of top enriched spacers, 75 are shared
(Fig. 1B; fig. S2, A to G; and table S1). Addition-
ally, no nontargeting guides were found to be
consistently enriched among the three 10−1, 10−3,
or 10−5 phage replicates (fig. S2, D and G). We
also analyzed the flanking regions of proto-
spacers on the MS2 genome corresponding to
the enriched spacers and found that spacers with
a G immediately flanking the 3′ end of the
protospacer were less fit relative to all other
nucleotides at this position (A, U, or C), sug-
gesting that the 3′ protospacer-flanking site (PFS)
affects the efficacy of C2c2-mediated targeting
(Fig. 1C and figs. S2, E and F, and S3). Although
the PFS is adjacent to the protospacer target, we
chose not to use the commonly used protospacer-
adjacent motif (PAM) nomenclature because it
has come to connote a sequence used in self ver-
sus nonself differentiation (38), which is irre-
levant in a RNA-targeting system. It is worth
noting that the avoidance of G by C2c2 echoes
the absence of PAMs observed for other RNA-
targeting CRISPR systems and effector proteins
(20, 22, 24, 25, 39, 40).
That only ~5% of crRNAs are enriched may

reflect other factors influencing interference
activity, such as accessibility of the target site
that might be affected by RNA-binding proteins
or secondary structure. In agreement with this
hypothesis, the enriched spacers tend to cluster
into regions of strong interference, where they
are closer to each other than onewould expect by
random chance (fig. S3, F and G).
To validate the interference activity of the en-

riched spacers, we individually cloned four top-
enriched spacers into pLshC2c2 CRISPR arrays
and observed a 3- to 4-log10 reduction in plaque
formation, which is consistent with the level of
enrichment observed in the screen (Fig. 1B and
fig. S4). We cloned 16 guides targeting distinct
regions of the MS2 mat gene (four guides per
possible single-nucleotide PFS). All 16 crRNAs
mediated MS2 interference, although higher
levels of resistance were observed for the C, A,
and U PFS-targeting guides (Fig. 1, D and E, and
fig. S5), indicating that C2c2 can be effectively
retargeted in a crRNA-dependent fashion to sites
within the MS2 genome.
To further validate the observed PFS prefer-

ence with an alternate approach, we designed a
protospacer site in the pUC19 plasmid at the 5′
end of the b-lactamase mRNA, which encodes
ampicillin resistance in E. coli, flanked by five
randomized nucleotides at the 3′ end. Significant
depletion and enrichment was observed for the
LshC2c2 locus (****P < 0.0001) as compared
with the pACYC184 controls (fig. S6A). Analysis
of the depleted PFS sequences confirmed the
presence of a PFS preference of H (fig. S6B).

C2c2 is a single-effector endoRNase
mediating ssRNA cleavage with a single
crRNA guide

We purified the LshC2c2 protein (fig. S7) and
assayed its ability to cleave an in vitro–transcribed
173-nt ssRNA target (Fig. 2A and fig. S8) containing

aaf5573-2 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 1. Heterologous expression of the L. shahii C2c2 locus mediates robust interference of RNA
phage in E. coli. (A) Schematic for the MS2 bacteriophage interference screen. A library consisting of
spacers targeting all possible sequences in the MS2 RNA genome was cloned into the LshC2c2 CRISPR
array. Cells transformed with the MS2-targeting spacer library were then treated with phage and plated,
and surviving cells were harvested.The frequency of spacers was compared with an untreated control
(no phage), and enriched spacers from the phage-treated condition were used for the generation of
PFS preference logos. (B) Box plot showing the distribution of normalized crRNA frequencies for the
phage-treated conditions and control screen (no phage) biological replicates (n = 3).The box extends
from the first to third quartile, with whiskers denoting 1.5 times the interquartile range. The mean is
indicated by the red horizontal bar. The 10−1 and 10−3 phage dilution distributions are significantly
different than each of the control replicates [****P < 0.0001 bymeans of analysis of variance (ANOVA)
with multiple hypothesis correction]. (C) Sequence logo generated from sequences flanking the 3′ end
of protospacers corresponding to enriched spacers in the 10−3 phage dilution condition, revealing the
presence of a 3′ H PFS (not G). (D) Plaque assay used to validate the functional importance of the H
PFS in MS2 interference. All protospacers flanked by non-G PFSs exhibited robust phage interference.
Spacer were designed to target the MS2 mat gene, and their sequences are shown above the plaque
images; the spacer used in the nontargeting control is not complementary to any sequence in either
the E. coli or MS2 genome. Phage spots were applied as series of half-log dilutions. (E) Quantitation of
MS2 plaque assay validating the H (non-G) PFS preference. Four MS2-targeting spacers were de-
signed for each PFS. Each point on the scatter plot represents the average of three biological replicates
and corresponds to a single spacer. Bars indicate the mean of four spacers for each PFS and standard
error (SEM).
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a C PFS (ssRNA target 1 with protospacer 14).
Mature LshC2c2 crRNAs contain a 28-nt DR and
a 28-nt spacer (fig. S1A) (19). We therefore gen-
erated an in vitro–transcribed crRNAwith a 28-nt
spacer complementary to protospacer 14 on ssRNA
target 1. LshC2c2 efficiently cleaved ssRNA in a
Mg2+- and crRNA-dependent manner (Fig. 2B
and fig. S9). We then annealed complementary
RNA oligos to regions flanking the crRNA target
site. This partially double-stranded RNA (dsRNA)
substrate was not cleaved by LshC2c2, which sug-
gests that it is specific for ssRNA (fig. S10, A and B).
We tested the sequence constraints of RNA

cleavage by LshC2c2 with additional crRNAs
complementary to ssRNA target 1 in which proto-
spacer 14 is preceded by each PFS variant. The
results of this experiment confirmed the prefer-
ence for C, A, and U PFSs, with little cleavage
activity detected for the G PFS target (Fig. 2C).
Additionally, we designed five crRNAs for each
possible PFS (20 total) across the ssRNA target
1 and evaluated cleavage activity for LshC2c2
pairedwith each of these crRNAs. As expected, we
observed less cleavage activity forGPFS–targeting
crRNAs as compared with other crRNAs tested
(Fig. 2D).
We then generated a dsDNA plasmid library

with protospacer 14 flanked by seven random
nucleotides so as to account for any PFS prefer-
ence. When incubated with LshC2c2 protein and
a crRNA complementary to protospacer 14, no
cleavage of the dsDNA plasmid library was ob-
served (fig. S10C). We also did not observe cleav-
age when targeting a ssDNA version of ssRNA
target 1 (fig. S10D). To rule out cotranscriptional
DNA cleavage, which has been observed in type
III CRISPR-Cas systems (22), we recapitulated
the E. coli RNA polymerase cotranscriptional
cleavage assay (fig. S11A) (22), expressing ssRNA
target 1 from a DNA substrate. This assay in-
volving purified LshC2c2 and crRNA targeting
ssRNA target 1 did not show any DNA cleavage
(fig. S11B). Together, these results indicate that
C2c2 cleaves specific ssRNA sites directed by the
target complementarity encoded in the crRNA,
with a H PFS preference.

C2c2 cleavage depends on local target
sequence and secondary structure

Given that C2c2 did not efficiently cleave dsRNA
substrates and that ssRNA can form complex
secondary structures, we reasoned that cleavage
by C2c2might be affected by secondary structure
of the ssRNA target. Indeed, after tiling ssRNA
target 1 with different crRNAs (Fig. 2D), we ob-
served the same cleavage pattern regardless of
the crRNA position along the target RNA. This
observation suggests that the crRNA-dependent
cleavage pattern was determined by features of
the target sequence rather than the distance
from the binding site. We hypothesized that the
LshC2c2-crRNA complex binds the target and
cleaves exposed regions of ssRNA within the sec-
ondary structure elements, with potential pref-
erence for certain nucleotides.
In agreement with this hypothesis, cleavage

of three ssRNA targets with different sequences

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 aaf5573-3
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Fig. 2. LshC2c2 and crRNA mediate RNA-guided ssRNA cleavage. (A) Schematic of the ssRNA sub-
strate being targeted by the crRNA.The protospacer region is highlighted in blue, and the PFS is indicated
by the magenta bar. (B) A denaturing gel demonstrating crRNA-mediated ssRNA cleavage by LshC2c2
after 1 hour of incubation. The ssRNA target is either 5′ labeled with IRDye 800 or 3′ labeled with Cy5.
Cleavage requires the presence of the crRNA and is abolished by addition of EDTA. Four cleavage sites are
observed. Reported band lengths arematched fromRNA sequencing. (C) A denaturing gel demonstrating
the requirement for an H PFS (not G) after 3 hours of incubation. Four ssRNA substrates that are identical
except for the PFS (indicated by the magenta “X” in the schematic) were used for the in vitro cleavage
reactions. ssRNA cleavage activity is dependent on the nucleotide immediately 3′ of the target site. Re-
ported band lengths are matched from RNA sequencing. (D) Schematic showing five protospacers for
each PFS on the ssRNA target (top). Denaturing gel showing crRNA-guided ssRNA cleavage activity after
1 hour of incubation. crRNAs correspond to protospacer numbering. Reported band lengths are matched
from RNA sequencing.
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flanking identical 28-nt protospacers resulted in
three distinct patterns of cleavage (Fig. 3A). RNA-
sequencing of the cleavage products for the three
targets revealed that cleavage sites mainly local-
ized to uracil-rich regions of ssRNA or ssRNA-
dsRNA junctions within the in silico–predicted
cofolds of the target sequence with the crRNA
(Fig. 3, B and C, and fig. S12, A to D). To test
whether the LshC2c2-crRNA complex prefers
cleavage at uracils, we analyzed the cleavage ef-
ficiencies of homopolymeric RNA targets (a 28-nt
protospacer extendedwith 120 As or Us regularly
interspaced by single bases of G or C to enable
oligo synthesis) and found that LshC2c2 prefer-
entially cleaved the uracil target compared with
adenine (fig. S12, E and F). We then tested cleav-
age of a modified version of ssRNA 4 that had its
main site of cleavage, a loop, replaced with each
of the four possible homopolymers and found
that cleavage only occurred at the uracil homo-
polymer loop (fig. S12G). To further test whether

cleavage was occurring at uracil residues, we
mutated single-uracil residues in ssRNA 1 that
showed cleavage in the RNA-sequencing (Fig. 3B)
to adenines. This experiment showed that by
mutating each uracil residue, we could modulate
the presence of a single cleavage band, which is
consistent with LshC2c2 cleaving at uracil resi-
dues in ssRNA regions (Fig. 3D).

The HEPN domains of C2c2 mediate
RNA-guided ssRNA-cleavage

Bioinformatic analysis of C2c2 has suggested
that the HEPN domains are likely to be respon-
sible for the observed catalytic activity (19). Each
of the two HEPN domains of C2c2 contains a
dyad of conserved arginine and histidine resi-
dues (Fig. 4A), which is in agreement with the
catalytic mechanism of the HEPN endoRNAse
(26–28). We mutated each of these putative cat-
alytic residues separately to alanine (R597A,
H602A, R1278A, H1283A) in the LshC2c2 locus

plasmids and assayed for MS2 interference. None
of the four mutant plasmids were able to protect
E. coli from phage infection (Fig. 4B and fig. S13).
(Single-letter abbreviations for the amino acid
residues are as follows: A, Ala; C, Cys; D, Asp; E,
Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;M,
Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr;
V, Val; W, Trp; and Y, Tyr. In the mutants, other
amino acids were substituted at certain locations;
for example, R597A indicates that arginine at po-
sition 597 was replaced by alanine.)
We purified the four single-point mutant pro-

teins and assayed their ability to cleave 5′ end–
labeled ssRNA target 1 (Fig. 4C). In agreement
with our in vivo results, all four mutations abol-
ished cleavage activity. The inability of either of
the two wild-type HEPN domains to compensate
for inactivation of the other implies cooperation
between the twodomains. These results agreewith
observations that several bacterial and eukaryotic
single-HEPNproteins function as dimers (27, 28, 41).
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Fig. 3. C2c2 cleavage sites are
determined by secondary structure
and sequence of the target RNA.
(A) Denaturing gel showing C2c2-
crRNA–mediated cleavage after 3 hours
of incubation of three nonhomopoly-
meric ssRNA targets (1, 4, 5; black, blue,
and green, respectively, in Fig. 3, B and
C, and fig. S12, A to D) that share the
same protospacer but are flanked by
different sequences. Despite identical
protospacers, different flanking se-
quences resulted in different cleavage
patterns. Reported band lengths are
matched fromRNA sequencing. (B) The
cleavage sites of nonhomopolymer
ssRNA target 1 were mapped with RNA-
sequencing of the cleavage products.
The frequency of cleavage at each base
is colored according to the z-score and
shown on the predicted crRNA-ssRNA
cofold secondary structure. Fragments
used to generate the frequency analysis
contained the complete 5′ end.The 5′
and 3′ end of the ssRNA target are
indicated by blue and red outlines, on
the ssRNA and secondary structure,
respectively.The 5′ and 3′ end of the
spacer (outlined in yellow) is indicated
by the blue and orange residues high-
lighted, respectively.The crRNA nucleo-
tides are highlighted in orange. (C) Plot
of the frequencies of cleavage sites for
each position of ssRNA target 1 for all
reads that begin at the 5′ end.The
protospacer is indicated by the blue
highlighted region. (D) Schematic of a
modified ssRNA 1 target showing sites
(red) of single U-to-A flips (left).
Denaturing gel showing C2c2-crRNA–
mediated cleavage of each of these single
nucleotide variants after 3 hours of incu-
bation (right). Reported band lengths
are matched from RNA sequencing.
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Catalytically inactive variants of Cas9 retain
target DNA binding, allowing for the creation
of programmable DNA-binding proteins (12, 13).
Electrophoretic mobility shift assays (EMSAs) on
both the wild-type (Fig. 4D) and R1278A mutant
LshC2c2 (Fig. 4E) in complex with crRNA showed
the wild-type LshC2c2 complex binding strongly
[dissociation constant (Kd) ~ 46 nM] (fig. S14A)
and specifically to 5′ end–labeled ssRNA target
10 but not to the 5′ end–labeled nontarget ssRNA
(the reverse complement of ssRNA target 10).
The R1278A mutant C2c2 complex showed even
stronger (Kd ~ 7 nM) (fig. S14B) specific binding,
indicating that this HEPN mutation results in a
catalytically inactive, RNA-programmable, RNA-
binding protein. The LshC2c2 protein or crRNA
alone showed reduced levels of target affinity, as
expected (fig. S14, C to E). Additionally, no spe-
cific binding of LshC2c2-crRNA complex to ssDNA
was observed (fig. S15).
These results demonstrate that C2c2 cleaves

RNA via a catalytic mechanism distinct from
other known CRISPR-associated RNases. In par-
ticular, the type III Csm and Cmr multiprotein
complexes rely on acidic residues of RRM do-
mains for catalysis, whereas C2c2 achieves RNA
cleavage through the conserved basic residues of
its two HEPN domains.

Sequence and structural requirements
of C2c2 crRNA

Similar to the type V-A (Cpf1) systems (18), the
LshC2c2 crRNA contains a single stem loop in
the DR, suggesting that the secondary struc-
ture of the crRNA could facilitate interaction
with LshC2c2. We thus investigated the length
requirements of the spacer sequence for ssRNA
cleavage and found that LshC2c2 requires spacers
of at least 22 nt length to efficiently cleave ssRNA
target 1 (fig. S16A). The stem-loop structure of
the crRNA is also critical for ssRNA cleavage
because DR truncations that disturbed the stem
loop abrogated target cleavage (fig. S16B). Thus,
a DR longer than 24 nt is required to maintain
the stem loop necessary for LshC2c2 to mediate
ssRNA cleavage.
Single-base-pair inversions in the stem that

preserved the stem structure did not affect the
activity of the LshC2c2 complex. In contrast,
inverting all four G-C pairs in the stem elimi-
nated the cleavage, despite maintaining the dup-
lex structure (fig. S17A). Other perturbations, such
as those that introduced kinks and reduced or
increased base-pairing in the stem, also elim-
inated or drastically suppressed cleavage. This
suggests that the crRNA stem length is impor-
tant for complex formation and activity (fig. S17A).
We also found that loop deletions eliminated
cleavage, whereas insertions and substitutions
mostlymaintained some level of cleavage activity
(fig. S17B). In contrast, nearly all substitutions or
deletions in the region 3′ to the DR prevented
cleavage by LshC2c2 (fig. S18). Together, these
results demonstrate that LshC2c2 recognizes
structural characteristics of its cognate crRNA
but is amenable to loop insertions andmost tested
base substitutions outside of the 3′ DR region.
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showing conserved residues in HEPN domains (dark blue). (B) Quantification of MS2 plaque assay
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assay (EMSA) evaluating affinity of the wild-type LshC2c2-crRNA complex against a targeted (left) and a
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These results have implications for the future
application of C2c2-based tools that require guide
engineering for recruitment of effectors or mod-
ulation of activity (42–44).

C2c2 cleavage is sensitive to double
mismatches in the crRNA-target duplex

We tested the sensitivity of the LshC2c2 system
to single mismatches between the crRNA guide
and target RNA by mutating single bases across
the spacer to the respective complementary bases
(for example, A to U). We then quantified plaque
formation with these mismatched spacers in the
MS2 infection assay and found that C2c2was fully
tolerant to single mismatches across the spacer
because suchmismatched spacers interfered with
phage propagation with similar efficiency as fully
matched spacers (figs. S19A and S20). However,

when we introduced consecutive double substi-
tutions in the spacer, we found a ~3-log10–fold
reduction in the protection for mismatches in
the center, but not at the 5′ or 3′ end, of the crRNA
(figs. S19B and S20). This observation suggests the
presence of a mismatch-sensitive “seed region” in
the center of the crRNA-target duplex.
We generated a set of in vitro–transcribed

crRNAs with mismatches similarly positioned
across the spacer region. When incubated with
LshC2c2 protein, all single mismatched crRNA
supported cleavage (fig. S19C), which is in agree-
ment with our in vivo findings.When testedwith
a set of consecutive and nonconsecutive double-
mutant crRNAs, LshC2c2 was unable to cleave
the target RNA if the mismatches were posi-
tioned in the center, but not at the 5′ or 3′ end of
the crRNA (figs. S19D and S21A), further sup-

porting the existence of a central seed region.
Additionally, no cleavage activity was observed
with crRNAs containing consecutive triple mis-
matches in the seed region (fig. S21B).

C2c2 can be reprogrammed to mediate
specific mRNA knockdown in vivo

Given the ability of C2c2 to cleave target ssRNA
in a crRNA sequence–specific manner, we tested
whether LshC2c2 could be reprogrammed to de-
grade selected nonphage ssRNA targets, and par-
ticularly mRNAs, in vivo. We cotransformed E.
coli with a plasmid encoding LshC2c2 and a
crRNA targeting the mRNA of red fluorescent
protein (RFP) as well as a compatible plasmid
expressing RFP (Fig. 5A). For optical density
(OD)–matched samples, we observed an ~20 to
92% decrease in RFP-positive cells for crRNAs
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Fig. 5. RFP mRNA knockdown by
retargeting LshC2c2. (A) Schematic
showing crRNA-guided knockdown
of RFP in E. coli heterologously
expressing the LshC2c2 locus. Three
RFP-targeting spacers were selected
for each non-G PFS, and each
protospacer on the RFP mRNA is
numbered. (B) RFP mRNA-targeting
spacers effected RFP knockdown,
whereas DNA-targeting spacers
(targeting the noncoding strand of
the RFP gene on the expression
plasmid, indicated as “rc” spacers) did
not affect RFP expression. (n = 3
biological replicates, ****P < 0.0001
compared with nontargeting guide by
means of ANOVA with multiple
hypothesis correction. Bars represent
mean ± SEM). (C) Quantification of
RFP knockdown in E. coli. Three
spacers each targeting C, U, or
A PFS-flanking protospacers [nine
spacers, numbered 5 to 13 as indi-
cated in (A)] in the RFP mRNA were
introduced, and RFP expression was
measured with flow cytometry. Each
point on the scatter plot represents
the average of three biological repli-
cates and corresponds to a single
spacer. Bars indicate the mean of
three spacers for each PFS, and
errors bars are shown as the SEM.
(D) Timeline of E. coli growth assay.
(E) Effect of RFP mRNA targeting on
the growth rate of E. coli transformed
with an inducible RFP expression
plasmid as well as the LshC2c2 locus
with nontargeting, RNA targeting
(spacer complementary to the RFP
mRNA or RFP gene coding strand),
and pACYC control plasmid at differ-
ent anhydrotetracycline (aTc)
concentrations.
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targeting protospacers flanked by C, A, or U PFSs
(Fig. 5, B and C). As a control, we tested crRNAs
containing reverse complements (targeting the
dsDNA plasmid) of the top performing RFP
mRNA-targeting spacers. As expected, we ob-
served no decrease in RFP fluorescence by these
crRNAs (Fig. 5B). We also confirmed that mu-
tation of the catalytic arginine residues in either
HEPN domain to alanine precluded RFP knock-
down (fig. S22). Thus, C2c2 is capable of gen-
eral retargeting to arbitrary ssRNA substrates,
governed exclusively by predictable nucleic-acid
interactions.
When we examined the growth of cells carry-

ing the RFP-targeting spacer with the greatest
level of RFP knockdown, we noted that the growth
rate of these bacteria was substantially reduced
(Fig. 5A, spacer 7). We investigated whether the
effect on growthwasmediated by theRFPmRNA–
targeting activity of LshC2c2 by introducing
an inducible-RFP plasmid and an RFP-targeting
LshC2c2 locus into E. coli. Upon induction of
RFP transcription, cells with RFP knockdown
showed substantial growth suppression not ob-
served in nontargeting controls (Fig. 5, D and
E). This growth restriction was dependent on
the level of the RFP mRNA, as controlled by the
concentration of the inducer anhydrotetracycline.
In contrast, in the absence of RFP transcription,
we did not observe any growth restriction, nor did
we observe any transcription-dependent DNA-
targeting in our biochemical experiment (fig.
S11). These results indicate that RNA-targeting
is likely the primary driver of this growth re-
striction phenotype. We therefore surmised that
in addition to the cleavage of the target RNA,

C2c2 CRISPR systems might prevent virus re-
production also via nonspecific cleavage of cel-
lular mRNAs, causing programmed cell death
(PCD) or dormancy (45, 46).

C2c2 cleaves collateral RNA in addition
to crRNA-targeted ssRNA

Cas9 and Cpf1 cleave DNA within the crRNA-
target heteroduplex at defined positions, re-
verting to an inactive state after cleavage. In
contrast, C2c2 cleaves the target RNA outside
of the crRNA binding site at varying distances
depending on the flanking sequence, presum-
ably within exposed ssRNA loop regions (Fig.
3, B and C, and fig. S12, A to D). This observed
flexibility with respect to the cleavage distance
led us to test whether cleavage of other, non-
target ssRNAs also occurs upon C2c2 target-
binding and activation. Under this model, the
C2c2-crRNA complex, once activated by binding
to its target RNA, cleaves the target RNA as well
as other RNAs nonspecifically. We carried out
in vitro cleavage reactions that included, in ad-
dition to LshC2c2 protein, crRNA and its target
RNA, one of four unrelated RNA molecules with-
out any complementarity to the crRNA guide
(Fig. 6A). These experiments showed that where-
as the LshC2c2-crRNA complex did not mediate
cleavage of any of the four collateral RNAs in the
absence of the target RNA, all four were effi-
ciently degraded in the presence of the target
RNA (Fig. 6B and fig. S23A). Furthermore, R597A
and R1278A HEPNmutants were unable to cleave
collateral RNA (fig. S23B).
To further investigate the collateral cleavage

and growth restriction in vivo, we hypothesized

that if a PFS preference screen for LshC2c2 was
performed in a transcribed region on the trans-
formed plasmid, thenwe should be able to detect
the PFS preference due to growth restriction
induced by RNA-targeting. We designed a pro-
tospacer site flanked by five randomized nucleo-
tides at the 3′ end in either a nontranscribed
region or in a region transcribed from the lac
promoter (fig. S24A). The analysis of the depleted
and enriched PFS sequences identified a H PFS
only in the assay with the transcribed sequence
but no discernable motif in the nontranscribed
sequence (fig. S24, B and C).
These results suggest aHEPN-dependentmech-

anism bywhich C2c2 in a complex with crRNA is
activated upon binding to target RNA and sub-
sequently cleaves nonspecifically other available
ssRNA targets. Such promiscuous RNA cleavage
could cause cellular toxicity, resulting in the ob-
served growth rate inhibition. These findings
imply that in addition to their likely role in direct
suppression of RNA viruses, type VI CRISPR-Cas
systems could function as mediators of a distinct
variety of PCD or dormancy induction that is
specifically triggered by cognate invader genomes
(Fig. 7). Under this scenario, dormancy would
slow the infection and supply additional time for
adaptive immunity. Such a mechanism agrees
with the previously proposed coupling of adapt-
ive immunity and PCD during the CRISPR-Cas
defensive response (47).

Conclusions

The class 2 type VI effector protein C2c2 is a
RNA-guided RNase that can be efficiently pro-
grammed to degrade any ssRNA by specifying
a 28-nt sequence on the crRNA (fig. S10). C2c2
cleaves RNA through conserved basic residues
within its two HEPN domains, in contrast to
the catalytic mechanisms of other known RNases
found in CRISPR-Cas systems (25, 48). Alanine
substitution of any of the four predicted HEPN
domain catalytic residues converted C2c2 into
an inactive programmable RNA-binding protein
(dC2c2, analogous to dCas9). Many different
spacer sequences work well in our assays, al-
though further screening will likely define prop-
erties and rules governing optimal function.
These results suggest a broad range of bio-

technology applications and research questions
(49–51). For example, the ability of dC2c2 to bind
to specified sequences could be used to (i) bring
effector modules to specific transcripts in order
to modulate their function or translation, which
could be used for large-scale screening, construc-
tion of synthetic regulatory circuits, and other
purposes; (ii) fluorescently tag specific RNAs in
order to visualize their trafficking and/or lo-
calization; (iii) alter RNA localization through
domains with affinity for specific subcellular
compartments; and (iv) capture specific tran-
scripts (through direct pull-down of dC2c2) in
order to enrich for proximal molecular part-
ners, including RNAs and proteins.
Active C2c2 also has many potential appli-

cations, such as targeting a specific transcript
for destruction, as performed here with RFP.
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Fig. 6. crRNA-guided ssRNA cleavage activates nonspecific RNase activity of LshC2c2. (A) Sche-
matic of the biochemical assay used to detect crRNA-binding–activated nonspecific RNase activity on
non-crRNA–targeted collateral RNA molecules. The reaction consists of C2c2 protein, unlabeled
crRNA, unlabeled target ssRNA, and a second ssRNAwith 3′ fluorescent labeling and is incubated for
3 hours. C2c2-crRNA mediates cleavage of the unlabeled target ssRNA as well as the 3′ end–labeled
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RNase activity against nontargeted ssRNA substrates in the presence of target RNA after 3 hours of
incubation. The nontargeted ssRNA substrate is not cleaved in the absence of the crRNA-targeted
ssRNA substrate.
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In addition, C2c2, once primed by the cognate
target, can cleave other (noncomplementary)
RNA molecules in vitro and inhibit cell growth
in vivo. Biologically, this promiscuous RNase
activity might reflect a PCD/dormancy–based
protection mechanism of the type VI CRISPR-
Cas systems (Fig. 7). Technologically, it might
be used to trigger PCD or dormancy in specific
cells, such as cancer cells expressing a particular
transcript, neurons of a given class, or cells
infected by a specific pathogen.

Further experimental study is required to
elucidate the mechanisms by which the C2c2
system acquires spacers and the classes of path-
ogens against which it protects bacteria. The
presence of the conserved CRISPR adaptation
module consisting of typical Cas1 and Cas2 pro-
teins in the LshC2c2 locus suggests that it is
capable of spacer acquisition. Although C2c2
systems lack reverse transcriptases, which medi-
ate acquisition of RNA spacers in some type III
systems (52), it is possible that additional host or

viral factors could support RNA spacer acquisi-
tion. Additionally or alternatively, type VI sys-
tems could acquire DNA spacers similar to other
CRISPR-Cas variants but then target transcripts
of the respective DNA genomes, eliciting PCD
and abortive infection (Fig. 7).
The CRISPR-C2c2 system represent a distinct

evolutionary path among class 2 CRISPR-Cas
systems. It is likely that other, broadly analogous
class 2 RNA-targeting immune systems exist, and
further characterization of the diverse members
of class 2 systems will provide a deeper under-
standing of bacterial immunity and provide a
rich starting point for the development of pro-
grammable molecular tools for in vivo RNA
manipulation.

Materials and methods

Expanded materials and methods, including
computational analysis, can be found in sup-
plementary materials and methods.

Bacterial phage interference

The C2c2 CRISPR locus was amplified fromDNA
from Leptotrichia shahii DSM 19757 (ATCC,
Manassas, VA) and cloned for heterologous ex-
pression in E. coli. For screens, a library of all
possible spacers targeting the MS2 genome
were cloned into the spacer array; for individ-
ual spacers, single specific spacers were cloned
into the array. Interference screens were per-
formed in liquid culture and plated; surviving
colonies were harvested for DNA and spacer
representationwas determined by next-generation
sequencing. Individual spacers were tested by
spotting on top agar.

b–lactamase and transcribed/
non-transcribed PFS preference screens

Sequences with randomized nucleotides adja-
cent to protospacer 1 were cloned into pUC19 in
corresponding regions. Libraries were screened
by co-transformation with LshC2c2 locus plas-
mid or pACYC184 plasmid control, harvesting of
the surviving colonies, and next-generation se-
quencing of the resulting regions.

RFP-targeting assay

Cells containing anRFP expressing plasmidwere
transformedwith an LshC2c2 locus plasmidwith
corresponding spacers, grown overnight, and
analyzed for RFP fluorescence by flow cytom-
etry. The growth effects of LshC2c2 activity were
quantified by titrating inducible RFP levels with
dilutions of anhydrotetracycline inducer and
then measuring OD600.

in vitro nuclease and electrophoretic
mobility shift assays

LshC2c2 protein and HEPN mutants were puri-
fied for use in in vitro reactions; RNA were syn-
thesized via in vitro transcription. For nuclease
assays, protein was co-incubated with crRNA and
either 3′ or 5′-labeled targets and analyzed via
denaturing gel electrophoresis and imaging or
by next-generation sequencing. For electropho-
retic mobility shift assays, protein and nucleic
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C2c2 Cas1 Cas2generalized
type VI locus 1 2 3 4

CRISPR array

PFS

C2c2

crRNA processing?

mature crRNA

spacer

DR

phage phage RNA

host mRNA

binding of target ssRNA activates
off-target cleavage of host RNAs

collateral effect/abortive infectioncleavage of ssRNA

?

cleavage of host RNAs induces
cell death/dormancy

Fig. 7. C2c2 as a putative RNA-targeting prokaryotic immune system. The C2c2-crRNA complex
recognizes target RNA via base pairing with the cognate protospacer and cleaves the target RNA. In
addition, binding of the target RNA by C2c2-crRNA activates a nonspecific RNase activity, which may
lead to promiscuous cleavage of RNAs without complementarity to the crRNA guide sequence. Through
this nonspecific RNase activity, C2c2 may also cause abortive infection via programmed cell death or
dormancy induction.
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acid were co-incubated and then resolved by gel
electrophoresis and imaging.
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Beyond Dirac and Weyl fermions:
Unconventional quasiparticles in
conventional crystals
Barry Bradlyn,* Jennifer Cano,* Zhijun Wang,* M. G. Vergniory, C. Felser,
R. J. Cava, B. Andrei Bernevig†

INTRODUCTION: Condensed-matter systems
have recently become a fertile ground for the
discovery of fermionic particles and pheno-
mena predicted in high-energy physics; exam-
ples includeMajorana fermions, aswell asDirac
and Weyl semimetals. However, fermions in
condensed-matter systems are not constrained
by Poincare symmetry. Instead, they must only
respect the crystal symmetry of one of the
230 space groups. Hence, there is the po-
tential to find and classify free fermionic
excitations in solid-state systems that
have no high-energy counterparts.

RATIONALE: The guiding principle of
our classification is to find irreducible
representations of the little group of lat-
tice symmetries at high-symmetry points
in the Brillouin zone (BZ) for each of the
230 space groups (SGs), the dimension of
whichcorresponds to thenumberofbands
that meet at the high-symmetry point. Be-
cause we are interested in systems with
spin-orbit coupling, we considered only
the double-valued representations, where
a 2p rotation gives a minus sign. Further-
more, we considered systems with time-
reversal symmetry that squares to –1. For
each unconventional representation, we
computed the low-energy k · p Hamil-
tonian near the band crossings by writ-
ing down all terms allowed by the crystal
symmetry. This allows us to further dif-
ferentiate the band crossings by the
degeneracy along lines and planes that
emanate from the high-symmetry point,
andalso to compute topological invariants.
For point degeneracies, we computed the
monopole charge of the band-crossing; for line
nodes, we computed the Berry phase of loops
encircling the nodes.

RESULTS: We found that three space groups
exhibit symmetry-protected three-band cross-
ings. In two cases, this results in a threefold
degenerate point node, whereas the third case
results in a line node away from the high-

symmetry point. These crossings are required
to have a nonzero Chern number and hence
display surface Fermi arcs. However, upon ap-
plying a magnetic field, they have an unusual
Landau level structure, which distinguishes
them from single and double Weyl points.
Under the action of spatial symmetries, these
fermions transform as spin-1 particles, as a

consequence of the interplay between nonsym-
morphic space group symmetries and spin.
Additionally, we found that six space groups
can host sixfold degeneracies. Two of these
consist of two threefold degeneracies with
opposite chirality, forced to be degenerate by
the combination of time reversal and inver-
sion symmetry, and can be described as “six-
fold Dirac points.” The other four are distinct.

Furthermore, seven space groups can host
eightfold degeneracies. In two cases, the eight-
fold degeneracies are required; all bands come
in groups of eight that cross at a particular
point in the BZ. These two cases also exhibit
fourfold degenerate line nodes, from which
other semimetals can be derived: By adding
strain or a magnetic field, these line nodes
split intoWeyl, Dirac, or line node semimetals.

For all the three-, six-, and
eight-band crossings, non-
symmorphic symmetries
play a crucial role in pro-
tecting the band crossing.
Last,we foundthat seven

space groups may host
fourfold degenerate “spin-3/2” fermions at
high symmetry points. Like their spin-1 coun-
terparts, these quasiparticles host Fermi sur-
faces with nonzero Chern number. Unlike the
other cases we considered, however, these fer-
mions can be stabilized by both symmorphic
and nonsymmorphic symmetries. Three space
groups that host these excitations also host un-
conventional fermions at other points in the BZ.

We propose nearly 40 candidate mate-
rials that realize each type of fermion
near the Fermi level, as verified with ab
initio calculations. Seventeen of these
have been previously synthesized in single-
crystal form, whereas others have been
reported in powder form.

CONCLUSION: We have analyzed all
types of fermions that can occur in spin-
orbit coupled crystals with time-reversal
symmetry and explored their topological
properties.We found that there are several
distinct types of such unconventional ex-
citations, which are differentiated by their
degeneracies at and along high-symmetry
points, lines, and surfaces. We found na-
tural generalizations ofWeyl points: three-
and four-band crossings described by a
simple k · S Hamiltonian, where Si is
the set of spin generators in either the
spin-1 or spin-3/2 representations. These
points carry a Chern number and, con-
sequently, can exhibit Fermi arc surface
states. We also found excitations with
six- and eightfold degeneracies. These
higher-band crossings create a tunable
platform to realize topological semimetals
by applying an external magnetic field or
strain to the fourfold degenerate line

nodes. Last, we propose realizations for each
species of fermion in known materials, many of
which are known to exist in single-crystal form.▪
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Fermi arcs from a threefold degeneracy. Shown is the
surface density of states as a function of momentum for a
crystal in SG 214 with bulk threefold degeneracies that
project to (0.25, 0.25) and (–0.25, –0.25). Two Fermi arcs
emanate from these points, indicating that their monopole
charge is 2. The arcs then merge with the surface projection
of bulk states near the origin.
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In quantum field theory, we learn that fermions come in three varieties: Majorana,Weyl, and Dirac.
Here, we show that in solid-state systems this classification is incomplete, and we find several
additional types of crystal symmetry–protected free fermionic excitations.We exhaustively
classify linear and quadratic three-, six-, and eight-band crossings stabilized by space group
symmetries in solid-state systems with spin-orbit coupling and time-reversal symmetry. Several
distinct types of fermions arise, differentiated by their degeneracies at and along high-symmetry
points, lines, and surfaces. Some notable consequences of these fermions are the presence of
Fermi arcs in non-Weyl systems and the existence of Dirac lines. Ab initio calculations identify a
number of materials that realize these exotic fermions close to the Fermi level.

C
ondensed-matter systems have recently be-
come a fertile ground for the discovery of
fermionic particles andphenomenapredicted
in high-energy physics. Starting with gra-
phene and its Dirac fermions (1), contin-

uing to Majorana fermions in superconducting
heterostructures (2–7), and most recently, with
the discovery of Weyl (8–16) and Dirac (17–22)
semimetals, solid-state physics has proven to
abound in analogs of relativistic free fermions.
There is, however, a fundamental difference be-
tween electrons in a solid and those at high
energy: For relativistic fermions, the constraints
imposed by Poincaré symmetry greatly limit the
types of particles thatmay occur. The situation in
condensed-matter physics is less constrained;
only certain subgroups of Poincaré symmetry—
the 230 space groups (SGs) that exist in three-
dimensional (3D) lattices—need be respected.
There is the potential, then, to find free fermionic
excitations in solid-state systems that have no
high-energy analogs.
Here, we theoretically identify and classify these

exotic fermions, propose experiments to demon-
strate their topological character, and point out a
large number of different classes of candidate ma-
terials in which these fermions appear close to
the Fermi level.We considermaterials with time-
reversal (TR) symmetry and spin-orbit coupling.

We found that three of the SGs host half-integer
angular momentum fermionic excitations with
threefold degeneracies, stabilized by nonsym-
morphic symmetries. The existence of threefold
(and higher) degeneracies has long been known
from a band theory perspective (23–27). Our pur-
pose is to elucidate their topological nature. Here,
we show that all of the threefold degeneracies
either carry a Chern number ±2 or sit at the cri-
tical point separating the two Chern numbers. In

two closely related SGs, the combination of TR and
inversion results in sixfold degeneracies that consist
of a threefold degeneracy and its time-reversed
partner, a “sixfoldDirac point.” There are two other
types of sixfold degeneracies, both of which are
distinct from free spin-5/2 particles.We also discuss
eightfold degeneracies, which were recently intro-
duced in (28).Here,weprove that there exists a finer
classification of the eightfold degenerate fermions.
Last, we show that for the threefold, as well as for
a class of fourfold degeneracies, the low-energyHam-
iltonian is of the form k · S, where S is the vector
of spin-1 or -3/2matrices. This provides a natural gen-
eralization of the recently discoveredWeyl fermion
Hamiltonian,k · s (26, 29, 43, 44, 53, 60, 63, 66, 67).
We enumerate all possible three-, six-, and eight-

fold degenerate fermions in the subsequent sec-
tions. We include a symmetry analysis for each
degeneracy type; anexhaustive searchof the230SGs
(23) guarantees that the list is complete. For each
type of fermion, we investigated the low-energy
k · pHamiltonian allowed by the SG symmetries
(23, 29–31). This determines which degeneracies
carry nontrivial Berry curvature or host exotic
symmetry-enforced degeneracies along high-
symmetry lines or planes in the Brillouin zone (BZ)
(32–34). We explore the role these features play in
transport and surface properties. Last, using ab
initio techniques, we predict existing material
realizations for each distinct type of fermion,
where they appear close to the Fermi level.

SGs with three-, six-, and
eight-band crossings

The guiding principle of our classification is to
find irreducible representations (irreps) of the (little)
groupof lattice symmetries at high-symmetrypoints
in the BZ for each of the 230 SGs; the dimension of
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Table 1. Summary of the fermion types identified in this paper in solid-state systems. La

indicates the type of lattice (cP, cubic primitive; cB, cubic body-centered; and tP, tetragonal

primitive), d indicates the maximum degeneracy at the relevant k point in the presence of TR

symmetry. Group generators are defined in (35).

SG La k d Generators

198 cP R 6 fC−
3;111j010g; C2xj 12

3
2 0

� �
; C2yj0 3

2
1
2

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

199 cB P 3 fC−
3;111j101g; C2xj12

1
2 0

n o
; C2yj0 1

2
1
2

n o
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

205 cP R 6 fC−
3;111j010g; C2xj 12

3
2 0

� �
; C2yj0 3

2
1
2

� �
; fIj000g

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

206 cB P 6 fC−
3;111j101g; C2xj12

1
2 0

n o
; C2yj0 1

2
1
2

n o
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

212 cP R 6 C2xj 12
1
2 0

� �
; C2yj0 1

2
1
2

� �
; fC−

3;111j000g; C2;11
�
0j 14

1
4
1
4

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

213 cP R 6 C2xj 12
1
2 0

� �
; C2yj0 1

2
1
2

� �
; fC−

3;111j000g; C2;11
�
0j 34

3
4
3
4

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

214 cB P 3 fC−
3;111j101g; C2xj12

1
2 0

n o
; C2yj0 1

2
1
2

n o
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

220 cB P 3 C3;1
�
1
�
1j0 1

2
1
2

� �
; C2yj0 1

2
1
2

� �
; C2xj 32

3
2 0

� �
; IC−

4xj 12 11
� �

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

230 cB P 6 C3;1
�
1
�
1j0 1

2
1
2

� �
; C2yj0 1

2
1
2

� �
; C2xj 32

3
2 0

� �
; IC−

4xj 12 11
� �

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

130 tP A 8 fC4zj000g; sx�yj00 1
2

� �
; Ij 12

1
2
1
2

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

135 tP A 8 C4zj 12
1
2
1
2

� �
; sx�yj00 1

2

� �
; fIj000g

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

218 cP R 8 fC2xj001g; fC2yj000g; fC−
3;111j001g sx�yj 12

1
2
1
2

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

220 cB H 8 C2xj 12
1
2 0

� �
; C2yj0 1

2
3
2

� �
; fC−

3;111j001g sx�yj 12
1
2
1
2

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

222 cP R 8 fC−
4zj000g; fC2xj000g; fC−

3;111j010g Ij 12
1
2
1
2

� �
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

223 cP R 8 C−
4zj 12

1
2
1
2

� �
; fC2xj000g; fC−

3;111j010gfIj000g. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

230 cB H 8 C4zj0 1
2 0

� �
; C2yj1 1

2
1
2

� �
; fC3;111j111gfIj000g

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .............................................................................................................................................................................................................................................
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these representations corresponds to the number
of bands thatmeet at the high-symmetry point and
is one of the characteristics of the fermion type.
Because we are interested in fermions with spin-
orbit coupling, we consider only the double-valued
representations; TR symmetry is an antiunitary
that squares to –1. The results of our search are
summarized in Table 1. All the SGs include non-
symmorphic generators, and all representations
are projective; these are in fact necessary ingre-
dients for the three-, six-, and eightfold degenerate
irreps (35).
We found that SGs 199, 214, and 220 may host

a 3D representation at the P point in the BZ
[the high-symmetry points are defined in (35)].
These SGs have a body-centered cubic Bravais
lattice, and the P point is a TR noninvariant point
at a corner of the BZ (that is, P ≠ –P). All three of
these systems host a complementary threefold
degeneracy at –P because of TR symmetry; Kramers’s
theorem requires this to be the case. SG 214 is
distinct in that the threefold degeneracy at –P
persists even if TR symmetry is broken, because
the P and –P points are related by a twofold
screw rotation in the full-symmetry group.
In the presence of TR symmetry, six SGs can

host sixfold degeneracies. In all cases, these arise
as threefold degeneracies that are doubled by the
presence of TR symmetry. Four of these—SGs
198, 205, 212, and 213—correspond to simple-cubic
Bravais lattice, and the sixfold degeneracy occurs at
the TR invariant R point at the corner of the BZ.
The other two sixfold degeneracies occur in SGs
206 and 230 at the P point. Although this point is
not TR invariant, these SGs are inversion sym-
metric, and hence all degeneracies are doubled.
Last, in agreement with previous work (28), we

found that seven SGs may host eightfold degen-
eracies. However, as shown below, the resulting
fermions fall into distinct classes. Two of these,
SGs 130 and 135, have a tetragonal Bravais lattice;
these are special in that they require eightfold
degeneracies at the TR invariant A point. In ad-
dition, SGs 222, 223, and 230 may host eightfold
degeneracies. SGs 222 and 223 are simple-cubic,
and an eightfold fermion can occur at theR point
in the BZ; for SG 230, it occurs at the TR invar-
iant H point.
There are two more SGs that can host eight-

fold degeneracies, SG 218 and SG 220. These dif-
fer from the others in that they lack inversion
symmetry. Energy bands away fromhigh-symmetry
points need no longer come in pairs. SG 218 has
a simple cubic Bravais lattice, and an eightfold
degeneracy may occur at the R point. In SG 220,
the degeneracy may occur at the H point.

Low-energy effective models

For each of the band crossings in Table 1, we
computed a low-energy expansion of the most
general Hamiltonian consistent with the sym-
metries of the little group near the degeneracy
point, k0, in terms of dk ≡ k – k0. Full details
of the constructions are in (35). Representative
plots of the band dispersion along high-symmetry
lines are shown in Figs. 1 to 3, where higher-order
terms have been included for the sake of clarity.

aaf5037-2 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 1. Energy dispersion near a threefold degeneracy at the P point. (A and B) Shown are threefold
degenerate points in (A) SGs 199 and 214 and (B) SG 220. In the latter case, pairs of bands remain
degenerate in energy along the high-symmetry lines jdkxj ¼ jdkyj ¼ jdkzj.

Fig. 3. Energy dispersion near an eightfold degeneracy. (A to C) Eightfold degenerate points in (A)
SGs 130 and 135; (B) SGs 222, 223, and 230; and (C) SGs 218 and 220. (A) and (B) show pairwise
degeneracy owing to inversion symmetry. In addition, in (A), two degenerate bands form fourfold
degenerate line nodes along the edges of the BZ. In (C), the eightfold degeneracy splits into four non-
degenerate and two doubly degenerate pairs of bands along the high-symmetry jdkxj ¼ jdkyj ¼ jdkzj lines.

Fig. 2. Energy dispersion near a sixfold degeneracy. (A to C) Six-band crossings in (A) SG 205; (B)
SG 206 and 230; and (C) SGs 198, 212, and 213. In SGs 198, 212, and 213, bands become degenerate in
pairs along the faces dki = 0 of the BZ. In SGs 205, 206, and 230, all bands are twofold degenerate owing
to inversion symmetry.

RESEARCH | RESEARCH ARTICLE
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We began by analyzing the threefold degen-
eracy points. The linearized k · p Hamiltonian
for SGs 199 and 214 takes the form

H199ðf; dkÞ ¼
0 eifdkx e−ifdky

e−ifdkx 0 eifdkz
eifdky e−ifdkz 0

0
@

1
A ð1Þ

where f is a real parameter; without loss of
generality,we set the zero of energy at zero through-
out and omit an overall energy scale. The bands
are nondegenerate away from dk = 0, unless
f ¼ np=3 for integer n, in which case bands be-
come degenerate along the lines jdkxj ¼ jdkyj ¼
jdkz j. Although the locations of these degener-
acies in ðdk; fÞ change in the presence of higher-
order terms, they identify two topologically distinct
phases. First, for p=3 < f < 2p=3, the dk ≠ 0
Hamiltonian is adiabatically connected to the one
with f ¼ p=2 for sufficiently small jdkj > 0. At
this value of f, the Hamiltonian takes the form

H199ðp=2; dkÞ ¼ dk ⋅ S ð2Þ

where the matrices Si are the generators of the
rotation group SO(3) in the spin-1 representation.
This shows that our threefold fermion is a ferm-
ionic spin-1 generalization of an ordinary Weyl
fermion. The translation phases of the nonsym-
morphic little-group symmetries have effectively
converted a half-integer spin representation into
an integer-spin representation. The three bands
y±, y0 of the Hamiltonian have energies eT ¼
Tjdkj; e0 ¼ 0. Furthermore, the Chern numbers
of each of these bands evaluated over any closed
surface enclosing the degeneracy point
are vT ¼ ∓2 and v0 = 0. These Berry
fluxes characterize the entire phase
p=3 < f < 2p=3.
At f ¼ np=3, the v = 0 band becomes

degenerate, with both y± bands at dif-
ferent points inmomentum space; these
degeneracies transport Berry curvature
between y+ and y–. The formation of
line nodes at the transition is an arti-
fact of linearization:When higher-order
terms are included in the Hamiltonian,
the line nodes break up into sets of four
single Weyl nodes, which carry Berry
curvature away from the degeneracy
point. The properties of all the phases
for the other values of f can be derived
from those for p=3 < f < 2p=3; all re-
gions feature bandswith Chern number
±2 (35). Thus, this three-band crossing
has the topological character of a double
Weyl point (36), but the dispersion of a
single Weyl point; this behavior is faci-
litated by the trivial (v = 0) band pas-
sing through the gapless point (Fig. 1A,
energy spectrum).
Having identified a fermion with a

spin-1 k · S Hamiltonian, it is natural
to ask whether there exist similar par-
ticles for higher values of angularmomen-
tum j. Our fermion classification rules
out the possibility of j ≥ 2 because these
would either have degeneracy greater

than eight, which we have ruled out via an ex-
haustive search, or would have appeared on our
list. In (35), we present a full classification of j =
3/2 fermions, which we found can be stabilized
by either symmorphic or nonsymmorphic sym-
metries; we found seven SGs that can host this
excitation. Three of these overlap with groups
mentioned earlier: SGs 212 and 213 can host spin-
3/2 fermions at the G point, and SG 214 can host a
spin-3/2 fermion at the G and H points.
The threefold degeneracy in SG 220 is distinct

from that in SGs 199 and 214. The linear-order
k · p Hamiltonian reads

H220ðdkÞ ¼ H199½0; ðdky; dkx;− dkzÞ� ð3Þ

This threefold degeneracy sits at a critical point
in the phase diagram for SG 199 described in the
previous paragraph. Consequently, pairs of two
bands are degenerate along the lines jdkxj ¼
jdkyj ¼ jdkz j (Fig. 1B). Mirror and threefold ro-
tation symmetry dictate that—unlike for SGs 199
and 214 discussed above—these line nodes persist
to all orders in the k · p expansion (35). The line
nodes are characterized by the holonomy of the
wavefunction (Berry phase), around any loop en-
circling the line, given by w = –1.
Next, we consider the sixfold band degener-

acies. We start with SGs 205, 206, and 230, in
which TR symmetry T times inversion I forces
all bands to be twofold degenerate (Fig. 2, A and
B). In SGs 206 and 230, the k · p Hamiltonian
can be written as

H206 ¼ H199⊕H*
199 ð4Þ

Thanks to T I , there is no abelianBerry curvature
(Chern number) associated with these degener-
acies. Instead, we can consider the non-Abelian
SU(2)-valued holonomy [Wilson loop (37, 38)] of
the wavefunction in each twofold degenerate pair
of bands. Evaluated along C2 symmetric loops, the
eigenvalues of the SU(2) holonomy matrix wind
twice—and in opposite directions—around the
unit circle as a function of position in the BZ (35).
As gauge-invariant quantities, these eigenvalues are
in-principle measurable (39, 40), hence their wind-
ing provides a meaninful topological classification.
Unlike the previous cases, SG 205 contains in-

version symmetry in the little group of the R
point. This forces the effective Hamiltonian to be
quadratic in dk. However, it is still related toH199 by

H205ðdkÞ ¼ H199ðdk ′Þ⊕H*
199ðdk′Þ

þ FðdkÞ⊕FðdkÞ

where F(dk) is a diagonal matrix whose entries
are E1dk2x þ E2dk2y þ E3dk2z and all cyclic permu-
tations of dki. Because of its quadratic coordinate
dependence,H205(dk) has only bands of zero net
Berry flux, andWilson loop eigenvalues donotwind.
We conclude our analysis of the three- and sixfold

fermionswithSGs 198, 212, and213.Unlike theother
six-band systems, these lack inversion symmetry,
and so host six bands with distinct energies. The
linearized k · p Hamiltonians may be written as

H198ðdkÞ ¼
H199ðf; dkÞ bH199ð0; dkÞ

b*H199ð0; dkÞ −H*
199ðf; dkÞ

� �
;

H212;213ðdkÞ¼
H199ðp=2; dkÞ bH199ð0; dkÞ
b*H199ð0; dkÞ −H*

199ðp=2; dkÞ

� �

ð5Þ

where dk′ = (dkz, dkx, –dky), and b is an
arbitrary parameter. The six eigenstates
of these Hamiltonians have distinct en-
ergies except along the faces of the BZ,
where the spectrum degenerates into
pairs related by the composition of a
nonsymmorphic C2 rotation and time
reversal; this degeneracy is shown in
Fig. 2C. Because this symmetry is anti-
unitary and squares to –1, these degen-
eracies are stable to higher-order terms
in k · p.
Next, we examine the eightfold fer-

mions. In SGs 130 and 135, T I symmetry
mandates doubly degeneratebands. Close
to the A point, the linearized k · pHam-
iltonian reads

H130 = H135 = dkz(as2s3s3 + bs2s3s2
+ cs2s3s1) + dkx(–ds1s3s0
+ es1s2s3 + fs1s2s2 + gs1s2s1)
+ dky(–ds3s3s0 + es3s2s3
+ fs3s2s2 + gs3s2s1) (6)

where a, b, ... g are real-valued param-
eters. This Hamiltonian has fourfold
degenerate line nodes along lines dki =
dkj= 0with i ≠ j; i; j ∈ fx; y; zg, which
follow the BZ edges (Fig. 3A). This is
seen by noting that the matrices multi-
plying any given dki are part of a Clifford

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 aaf5037-3

Fig. 4.Tight-binding surface states for SG 214. Shown is the surface
density of states for a surface in the 111 direction, calculated by using
the open-source PythTB package (70).The x axis gives the angle around
a circle dk(q) = 0.05[g2cos(q) + g3sin(q)] surrounding the surface pro-
jection of the P point, and the y axis is energy. Here, g2 = 2p(1, 0, 1) and
g3 = 2p(1, 1, 0) are the surface reciprocal lattice vectors.Two chiral Fermi
arcs can be clearly seen traversing the bulk gap. (Inset) The atoms in
nine unit cells with lines to indicate the nonzero hopping amplitudes.
Each unit cell consists of four atoms with three p orbitals per atom.
Only p orbitals with intersite spin-orbit coupling are included.
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algebra. These lines are generally protected by
composites of time reversal and nonsymmorphic
mirror symmetry. Thanks toT I symmetry, abelian
Berry phase of these line nodes vanishes. However,
they can be characterized by the two (–1) eigen-
values of the SU(2) Wilson loop encircling them.
Similarly, for SGs 222, 223, and 230, we have

H222¼H223¼dkzðas3s1s3 þ bs1s1s1 þ cs1s1s2Þ

− dkx
a

2
s1s1s3 þ

a
ffiffiffi
3

p

2
s1s2s0

�

þ bs3s1s1 þ cs3s1s2

�

þ dky
a

2
s2s1s0 þ

a
ffiffiffi
3

p

2
s2s2s3

�

þ bs0s1s2 þ cs0s1s1

�
ð7Þ

and a similar expression holds for H230 after a
permutation of every dk. Besides the T I double
degeneracy of all bands, there are no additional
degeneracies (Fig. 3B).
Last, we examine the eightfold degeneracy

in SGs 218 and 220. Because both of these cases
lack T I , they have eight nondegenerate bands
away from the high-symmetry point. However,
there is a degeneracy along high-symmetry lines
emanating from it. Along lines jdkxj ¼ jdkyj ¼
jdkz j, the eightfold degeneracy splits into four
singly degenerate bands and two pairs of doubly
degenerate bands. In addition, along lines where
two of the dki are zero, and along lines where dki =
dkj, dkk = 0, there are four pairs of doubly de-
generate bands. Unlike SGs 198, 212, and 213
above, however, there are no additional degen-
eracies along high-symmetry planes. The spec-
trum is shown in Fig. 3C. The k · p Hamiltonian
is given in (35).

Experimental signatures

We now consider how to experimentally detect
the topological character of the new fermions.
We start with the threefold degeneracy in SGs
199 and 214. Because the degeneracy at the P
point carries net Berry flux jvj ¼ 2, the surface
spectrum will host two Fermi arcs that emerge
from the surface projection of the P point (13),
similar to those that appear from double Weyl
points (36). In the presence of TR, an additional
threefold degeneracy exists at the –P point at the
same energy; its surface projection will be the
origin for two more Fermi arcs. Furthermore,
because the monopole charge is invariant under
the action of time reversal, materials in this sym-
metrygroupwill always exhibit Fermiarcs.Whether
these arcs are masked by other spurious Fermi
pockets depends on the details of the band struc-
ture; the arcs will nevertheless always exist. These
four Fermi arcs must terminate on the surface
projection of four Weyl points (or two double
Weyl points), which must exist elsewhere in the
BZ. These can be identified with the Weyl points
that drive the topological phase transition between
Chern number v = ±2: At the phase transition, two
Weyl fermions emerge from the threefold degen-
eracy to carry away the Fermi arcs of the v = +2
phase, whereas two other Weyl points emerge as

the endpoints of the Fermi arcs for the v = –2
phase. We have verified this with a toy tight-
binding model for SG 214. In the surface density
of states for a surface in the 111 direction in the

first surface BZ (Fig. 4), a pair of Fermi arcs is
visible, emanating from the surface projections
of the P point. Breaking TR symmetry with an
external Zeeman field will split each threefold
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Fig. 5. Landau level spectrum of the threefold degenerate fermion. The spectrum is shown as a
function of dkz with magnetic field along the z direction. The two chiral modes are distinguished by
being monotonic until they reach an avoided crossing (inset) with the family of bands near zero energy.

Because of the avoided crossing, both chiral modes have a spectral flow that goes through kz → ±∞.

Fig. 6. Materials exhibiting threefold fermions near the Fermi level. (A and B) The band structures of
(A) Ag3Se2Au (SG214),where the threefold band crossing is 0.5 eV below the Fermi level, and (B) Pd3Bi2S2

(SG 199), where the threefold crossing is almost exactly at the Fermi level.

Fig. 7. Compounds in SG 220 display three- and eightfold fermions near the Fermi level. (A and B)
The band structures of (A) Ba4Bi3 and (B) La4Bi3, both in SG 220. Both materials exhibit both a threefold
fermion at the P point and an eightfold fermion at the H point.The threefold crossings split into a doubly
degenerate line node and a single band along the cuts of the BZ shown in the figure; hence, the band
crossings appear to be only twofold degenerate. Similarly, the eightfold crossing splits into four doubly
degenerate line nodes and hence appears as a fourfold crossing.The band crossings are within 0.25 eVof
the Fermi level.
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degeneracy into a number of Weyl points (35);
generically, these will be a mix of type I and type
IIWeyl fermions (41). In SG 199, this will destroy
the exact degeneracy between theP and –Ppoints,
but the degeneracy will persist in SG 214 for
perturbations invariant under C2;11

�
0.

In addition to Fermi arc surface states, the three-
fold fermions will exhibit anomalous negative
magnetoresistance and a chiral anomaly distinct
from that of either a single or doubleWeyl point.
For weak magnetic fields, semiclassical consid-
erations (42) suggest that the magnetoresistance
in SGs 199 and 214 match that of a double Weyl
point (36), although the density of states corre-
sponds to a linear dispersion. At large magnetic
fields, the Landau level spectrum for the three-
fold fermions displays two chiral modes; unlike
the case of an ordinary (single or double) Weyl
point, the spectral flow of these chiral modes
does not pass through zero momentum but
instead flows to kz → ±1, assisted by the
presence of the nearly flat trivial band. We
show the numerically computed Landau level
spectrum in Fig. 5 and the analytical derivation
of the spectrum at the exactly solvable f ¼ p=2
point in (35).
Because the rest of the fermion types we iden-

tified here do not host net Berry curvature, there
is no guarantee of topologically protected surface
states in the strictest sense. However, the non-
trivial Berry phase associated with the line node
in SG 220 implies the presence of a “Fermi drum ”
surface state (33, 43), although this will not be
robust to breaking of the crystal symmetry in the
bulk. Also, despite the name, these states need not
be flat—or even nearly flat—in energy. Similarly,
the non-abelian Berry phase associated to the
Dirac lines in SG 130 and 135 suggests the ex-

istence of pairs of drumhead states. And in the
presence of an external magnetic field (or strain
perturbation), these Dirac lines may be split to
yield any of the usual gapless topological phases:
Weyl, Dirac, and line node semimetals. This opens
up the possibility of tuning topological Dirac semi-
metals in these materials with a Zeeman field,
similar to the recent progress made with field-
created Weyl semimetals in half-Heusler mate-
rials (8, 12). Last, all of the fermion types are also
detectable via angle-resolved photoemission spec-
troscopy (ARPES) [for example, similar experimen-
tal results in (44)] and through quantum oscillation
experiments.

Material realizations

We propose candidate materials (45, 46) that re-
alize each of the types of fermions identified here
near the Fermi level. In (35), we provide many
more examples that require doping to bring the
Fermi level to the band crossing but that, in the
cases in which the fermions are below the Fermi
level, are still observable in ARPES experiments.
We have computed the band structure of each
candidate (Figs. 6 to 9) to confirm that the de-
sired band crossings exist and are relatively close
to the Fermi level. We performed electronic struc-
ture calculations within density-functional theory
(DFT) as implemented in the Vienna ab initio sim-
ulation package (47) and used the core-electron
projector-augmented-wave basis in the generalized-
gradientmethod (48). Spin-orbital coupling (SOC)
is accounted for self-consistently. Unless other-
wise noted, thematerialswe propose to host these
fermions have been synthesized as single crystals.
We beginwith an exotic three-band fermion in

SG 199, in the material Pd3Bi2S2, which exists in
single-crystal form (49). The band crossing at the

P point is only 0.1 eV above the Fermi level, and
its position could be further tuned with doping
(Fig. 6B).
Next, we consider the exotic three-band fermion

in SG 214 in Ag3Se2Au, which can be grown as a
single crystal (50). As shown in Fig. 6A, although
the spin-1 Weyl point is located 0.5 eV below the
Fermi level, there are fourfold degeneracies at
the G and H points located only 0.02 eV below
the Fermi level, and there are no other bands in
the vicinity; this remarkable material exhibits a
k · S type spin-3/2 Hamiltonian close to the G
and H points.
SGs 220 and 230 can host these types of fer-

mions at both the P and H points. In SG 220, we
found threefold and eightfold fermions in Ba4Bi3
(51) and La4Bi3 (Fig. 7, A and B) (52) . In the latter
case, the band crossings are <0.1 eV from the Fermi
level. These materials are parts of the families of
compounds A4Pn3 and R4Pn3 [A, Ca, Sr, Ba, and
Eu; R, rare-earth element (La, Ce); Pn (pnictogen),
As, Sb, andBi], which are also potential candidates.
MgPt (53) is a near ideal example of a six-band

fermion in SG 198; As shown in Fig. 8A, the band
crossing is ~0.3 eV above the Fermi level and
isolated fromother bands.More examples can be
found in the families of PdAsS (54) and K3BiTe3
(Fig. 8, B and C) (55). These band crossings are
~0.7 eV below and 0.5 eV above the Fermi level,
respectively. Similar fermions can be found closer
to theFermi level in thecompoundsLi2Pd3B (SG212)
(56) and Mg3Ru2 (57), shown in Fig. 8, D and E.
The quadratic six-band fermions in SG 205 can

be found in PdSb2 (58), as shown in Fig. 8F, as
well as in the similar compounds FeS2 and PtP2.
The eight-band fermions required to exist in

SG 130 sit almost exactly at the Fermi level in
CuBi2O4 and are isolated from all other bands

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 aaf5037-5

Fig. 8. Sixfold fermions at the R point. (A to F) The band structures of the representative compounds (A) MgPt, (B) AsPdS, and (C) K3BiTe3 in SG 198
and (D) Li2Pd3B (SG 212), (E) Mg3Ru2 (SG 213), and (F) PdSb2 (SG 205). Because SG 205 contains inversion symmetry, all bands are doubly degenerate.
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(Fig. 9A). This material has a filling of 180 = 8*22
+ 4 electrons per unit cell, and hence it could be a
realizable example of a filling enforced semimetal
(59) above its Neèl temperature, if not for inter-
action effects, which appear tomake thematerial
insulating (60). Other bismuth oxides in this SG
may bemore promising candidates for eight-fold
fermions; PdBi2O4 (61), which exists in single-crystal
form, is shown in Fig. 9B, and two predicted com-
pounds are shown in (35)
Eight-band fermions are also required to exist

in SG 135. One example is shown in Fig. 9C in PdS,
sitting 0.25 eV above the Fermi level. Thismaterial
is naturally insulating but could be potentially
doped. It has been observed in polycrystalline
form (62).
The eight-band fermions predicted to occur in

SG 218 should exist in CsSn (63) and CsSi (64)
and,more generally, in the classAB for A =K, Rb,
Cs and B = Si, Ge, Sn; the band structure of CsSn
shows its distinct splitting into four twofold de-
generate bands in the kx = kz direction away
from the R point in Fig. 9D. There is a similar
eight-band fermion at the H point in SG 220,
which is shown in Fig. 7 for Ba4Bi3 (51) and
La4Bi3 (65).
The eight-band fermions predicted to occur in

SG 223 are exhibited in the candidates X3Y,
where X is either Nb or Ta and Y is any group A-IV
or A-V element in the b-tungsten structure A15,
as well as in the family MPd3S4, where M is any
rare-earth metal. The band structures for Ta3Sb
(powder) (66) and LaPd3S4 (67) show the eight-
band crossing within nearly 0.1 eV of Fermi level
(Fig. 9, E and F). Nb3Bi (powder) (68), which

has two eightfold fermions within 0.1 eV of the
Fermi level, is shown in Fig. 9G. It is possible
that other materials that host these types of
fermions near the Fermi level may be identified
through an exhaustive database search of filling-
enforced semimetals.

Outlook

Here, we have analyzed all possible exotic fermion
types that can occur in spin-orbit coupled crystals
with TR symmetry going beyond the Majorana-
Weyl-Dirac classification. By virtue of their band
topology, these fermions can play host to interesting
surface states, magnetotransport properties, and
ARPES signatures. Growth ofmany of thematerial
candidates mentioned above—including AsPdS,
La3PbI3, La4Bi3, LaPd3S4, and Ta3Sb—may be pos-
sible and, if successful, should yield fruitful results
in ARPES and magnetotransport experiments.
As we have emphasized throughout, nonsym-

morphic crystal symmetries were essential for
stabilizing these fermions; it is the presence of
half-lattice translations that allow spin-1/2 elec-
trons to transform under integer spin represen-
tations of the rotation group, yielding threefold
and sixfold degeneracies. The types of fermions
we identified here also provide an explicit real-
ization of the nonsymmorphic insulating filling
bounds derived recently in (59, 69), as follows.
Thanks to the presence of TR symmetry, we
know that our threefold fermions must occur in
connection with an additional nondegenerate
band, so that all bands have Kramers partners
at TR invariant momenta; this suggests that
the minimal band connectivity in these SGs is

four, which is consistent with the filling bounds.
Similarly, the sixfold fermions arise fromdoubling
a threefold degeneracy, each of which comes
along with an aforementioned additional non-
degenerate band. We thus expect—and indeed
confirm—that the minimal insulating filling is
eight in these cases. Last, as noted in (28), the
eightfold degenerate fermions saturate the filling
bound for those SGs.
Looking ahead, there are several open ques-

tions that deserve future attention. First, gapping
these degeneracies by breaking the symmetries
that protect them can lead to distinct symmetry-
protected topological phases, with new classes of
2D gapless surface modes. Furthermore, our sym-
metry analysis can be extended to crystals with
magnetic order, and hence with interactions. This
requires an investigation of representations of the
1191 remaining magnetic SGs.

Materials and methods

For all 230 space groups, we identified uncon-
ventional excitations by identifying the allowed
little-group representations at each high-symmetry
point in the Brillouin zone. Next, we used k · p
perturbation theory to derive the most general
symmetry-allowed low-energy Hamiltonian for
each fermion type; we computed topological in-
variants from eigenvectors obtained by diagonal-
izing these Hamiltonians. We did our ab initio
electronic structure within DFT as implemented
in the Vienna ab initio simulation package (37)
and used the core-electron projector-augmented-
wave basis in the generalized-gradient method
(49). SOC is accounted for self-consistently.
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Fig. 9. Eightfold fermions at the A and R points. Eightfold fermions are visible at the A point in (A) CuBi2O4 (SG 130), (B) PdBi2O4 (SG 130), and (C) PdS (SG
135) and at theR point in (D) CsSn (SG 218), (E) Ta3Sb (SG 223), (F) LaPd3S4 (SG 223), and (G) Nb3Bi (SG 223). Because (A) to (C) and (D) to (G) have inversion
symmetry (in addition to TR symmetry), all bands are doubly degenerate. In addition, in (A) to (C), the fourfold degenerate line nodes are visible along theA-M line,
as described in themain text. [(D), inset] The eight-band crossing splits into four doubly degenerate lines along R-X and into four nondegenerate and two pairs of
double degenerate bands along G-R.
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SHAPE-MEMORY ALLOYS

Grain-resolved analysis of localized
deformation in nickel-titanium wire
under tensile load
P. Sedmák,1,2 J. Pilch,1 L. Heller,1 J. Kopeček,1 J. Wright,3 P. Sedlák,4

M. Frost,4 P. Šittner1*

The stress-induced martensitic transformation in tensioned nickel-titanium shape-
memory alloys proceeds by propagation of macroscopic fronts of localized deformation.
We used three-dimensional synchrotron x-ray diffraction to image at micrometer-scale
resolution the grain-resolved elastic strains and stresses in austenite around one such
front in a prestrained nickel-titanium wire. We found that the local stresses in austenite
grains are modified ahead of the nose cone–shaped buried interface where the martensitic
transformation begins. Elevated shear stresses at the cone interface explain why the
martensitic transformation proceeds in a localized manner. We established the crossover
from stresses in individual grains to a continuum macroscopic internal stress field in the
wire and rationalized the experimentally observed internal stress field and the topology of
the macroscopic front by means of finite element simulations of the localized deformation.

N
iTi-based shape-memory alloys (SMAs) are
used in a wide variety of engineering ap-
plications (1), which exploit their distinc-
tive thermomechanical functional properties
related to the martensitic transformation

(2). Theoretically, a cubic-to-monoclinic marten-
sitic transformation in NiTi could deliver millions
of mechanical or thermomechanical loading cycles
at strains of several percent and stresses of hun-
dreds ofmegapascals (3). In practice, the structural

fatigue performance of NiTi (3–9) is reduced by
issues related to the crystallography of marten-
sitic transformation, specifically, the atomic-level
strain incompatibility at the habit plane (8), in-
clusions (4), surface oxides (5), and insufficient
resistance to dislocation slip (6). Recent work
on microstructure manipulation, precipitation
strengthening, and thin films (7–9) provides new
hope for making fatigue-resistant NiTi SMAs.
Despite progress, the tendency for superelastic

NiTi bars, wires, tubes, and sheets to deform in
a localized manner (10–27) implies macroscopic
strain compatibility issues, which reduces fatigue
performance under cyclic tensile loading. Because
we wanted to better understand the strain lo-
calization in order to eventually suppress it, we
used three-dimensional x-ray diffraction microscopy
(3D-XRD) and digital image correlation (DIC) to
analyze the martensite band front (MBF) prop-
agating in a NiTi wire loaded in tension, and we
simulated the localized deformationwith amacro-
scopic SMA model implemented in finite element
(FE) software.
The 3D-XRDmethods (28–34) were developed

over the past 15 years at synchrotron x-ray sources
for the purpose of in situ grain-resolved crystallo-
graphic analysis of polycrystalline materials, en-
abling measurement of grain sizes, shapes, defects,
phases, orientations, and internal stresses. Amajor
difference between 3D-XRD and other strain
tomography methods (35, 36) is that 3D-XRD
captures the full tensorial strains and stresses
on a grain-by-grain basis. We show that for mate-
rials with appropriate grain sizes, the pixelated
stress field determined by 3D-XRD can be homog-
enized to give the continuum stress field, so that
for eachmaterial point, wewere able to obtain the
local discontinuous stress state as well as the
macroscopic stress state.
Tensile deformation localized in propagating

macroscopic fronts is not unique to NiTi; it has
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Fig. 1. In situ 3D-XRD experiment. (A) Polycrys-
talline NiTi wire was mounted onto a load frame
installed on the beamline and (B) deformed to 4.5%
strain to create a MBF in its center (r, radius; φ,
azimuth; A, austenite; M, martensite). The pre-
strained wire was illuminated by a monochromatic
synchrotron x-ray beam, and the diffracted beams
originating from individual grains in the irradiated
volume were recorded by the 2D detector while the
wirewas rotated around the vertical z axis. Bymoving
the wire along the z direction and repeating the w
rotation, horizontal layers 1 to 50 in the probed
volume were scanned. (C) The spotty diffraction
patterns associated with each w angle and z posi-
tion were analyzed to obtain information about the
position, size, orientation, and strain of the austenite
crystal lattice with respect to the z axis for ~15,000
austenite grains in the probed volume. Elastic strain
and stress tensors in all austenite grains were cal-
culated from the grain-resolved diffraction data.
(D) Diffraction spots from all grains in each horizon-
tal layerwere integrated into a single 1D pattern (2Q,
diffraction angle). Rietveld fit analysis of the 1D patterns provided information about lattice parameters and phase fractions within each layer. (E) The spatial and/or
orientation dependence of selected strain or stress components in selected layers cut through the complete data set is presented using 2Ddiagrams in figs. S5 to S9
(29); an example is shown here (ezz, axial elastic strain).
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long been known to engineers study-
ing plastic flow in mild steels. In the
case of NiTi, it has been described as a
Lüders-like deformation and has been
thoroughly studied over the past 20 years
(10–26). Shaw (10) characterized the local-
ized deformation of NiTi sheets ex-
perimentally and modeled it assuming
a trilinear constitutive response with
softening. Šittner et al. (13) explained
why NiTi exhibits localized deformation
in tension but other SMA materials do
not, based on the crystallography of
the cubic-to-monoclinic transformation,
the anisotropy, and the texture of NiTi.
Iadicola and Shaw (14) described the
roles of strain rate and heat exchange
between the transforming sample and
the surrounding environment and sim-
ulated internal stresses associated with
the propagating MBF in a wire. In con-
trast to sheets or wires, MBFs in NiTi
tubes tend to form helical bands in ten-
sion but deform homogeneously in com-
bined tension-torsion (15, 16). Detailed
information on the macroscopic ap-
pearance and kinetics of the localized
deformation has been obtained from
in situ infrared camera observations of the latent
heat generated and absorbed by the phase trans-
formation within the propagating MBFs (14, 18, 22)
and, later, by digital image correlation (DIC) anal-
ysis of the surface strains (19–23). Last, the recent
implementation of the DIC method inside the
scanning electron microscope (SEM-DIC), com-
bined with electron back-scattered diffraction
(EBSD) (24, 25), has revealed details of the strain
localization on the level of individual grains. Be-
cause most of the experimental methods rely on
surface observations, in spite of a large number
of publications, uncertainties persist concerning
the topology of MBFs within the bulk of NiTi
wires. Looking at a wire surface, the MBF appears
to be broad and perpendicular to the wire axis
(20), whereas in sheets (10), the MBFs are ty-
pically planar, sharp, and inclined ~55° to the
loading axis. The inclination angle of 55° mini-
mizes the strain incompatibility at the macro-
scopic interface (17) between the elastically strained
austenite (~1%) and the already transformed
martensite band (~10%).
Our 3D-XRD experiment was performed on

electropulse-treated NiTi wire (FortWayneMetals
#1; Ti with 50.8 atomic % Ni; diameter, 0.1 mm).
Commercial superelastic NiTi wires have a nano-
grained partially recrystallized microstructure
that yields continuous Debye-Scherrer rings on
the 2D detector. To resolve diffraction spots from
individual grains and apply the 3D-XRDmethod
tomeasure strain tensors, we needed a wire with
fewer grains in the cross section (fig. S3) (29).
This was achieved with an electropulse-treated
wire (29) with an austenite grain size of 5.9 mm,
equiaxed grains, and a <111> drawing texture
(fig. S4A) (29). Although the tensile stress-strain
response of the electropulsed wire was differ-
ent from that of a straight annealed wire, it still

showed localized superelasticity through nuclea-
tion and propagation of MBFs (fig. S1B) (29). The
wire was prestrained in the load frame to create
the MBF, and the 3D-XRD experiment was per-
formed and analyzed as shown in Fig. 1. The key
experimental result is the data on the spatial
distribution of strains and stresses in ~15,000 aus-
tenite grains in a 200-mm-long segment of the
tensioned wire (Fig. 2 and figs. S5 to S11) (29).
The complete 3D-XRD data set gives for each
austenite grain in this segment its center-of-mass
position, size, austenite lattice orientation, and
six independent components of the elastic strain
tensor, from which we computed the stress ten-
sor (29). We observed a buried macroscopic inter-
face separating the pristine austenite from the
martensite band. The interface was not flat but
had the shape of a nose cone pointing toward the
martensite band (Fig. 2). The inclinationof the cone
surface to the z axis was ~55°, the same inclination
angle as observed for planar MBFs in tensioned
NiTi sheets (10, 17, 23) or tubes (15, 19, 22).
The elastic strains and stresses in individual

grains of the tensioned polycrystal varied from
grain to grain in real space, as well as in orient-
ation space, without correlations between grain
position, size, and orientation (fig. S4D) (29). Al-
though gradients of internal stress surely exist
within the grains, these were not resolved by our
experiment. The grain-resolved strains and stresses
were obtained by diffraction averaging of the
lattice spacings within the elastically strained
grains. Although the local stress states in grains
were multiaxial, statistical analysis (29) revealed
that a homogenized macroscopic internal stress
state far from the front was uniaxially tensile;
the mean axial stress component szz = 424 MPa
corresponded to the applied tensile stress of
420 MPa, and other stress components were

close to zero (fig. S5B) (29). We determined a
certainminimum constitutive volume (~3000 mm3

or ~45 grains for the microstructure of our wire)
for which the macroscopic stress tensor could be
meaningfully defined (29).
The internal stress states of grains changed

substantially within the MBF (Fig. 2 and figs.
S6 to S10) (29). Because the conditions for the
onset of martensitic transformation in grains
cannot be estimated from single stress compo-
nents, we calculated the principal strains and
stresses (fig. S9) (29) and then used the vonMises
equivalent stress seq (Fig. 2) or maximum shear
stress (fig. S10) (29) to estimate the level of shear
stress that triggered the martensitic transforma-
tion in grains. The tensile principal strain e1 re-
mained aligned with the wire axis in all grains,
except those on the cone interface, where de-
viations up to 25° from the loading direction
(figs. S9 and S10) (29) were observed. As the ten-
sile principal stress s1 decreased and the prin-
cipal stresses s2 and s3 became compressive
ahead of the cone, the hydrostatic stress changed
from tensile to compressive andmaximum shear
stresses increased in the grains within the MBF
(figs. S9 and S10) (29). The tensor imaging visual-
ization of stress states in austenite grains in fig.
S10 (29) offers compact information on the sharp
spatial variation of grain-resolved stress states
and maximum shear stresses. The density of
spheres (grains) at the cone interface is diluted
because the partially transformed grains at the
interface were not resolved. The persisting grains
that were just about to transform exhibited the
largest equivalent strains and equivalent stresses
of the whole data set (figs. S7 to S11) (29).
Using the lattice parameters of B2 austenite

(a = 3.015 Å) and B19′martensite (a = 2.883Å, b =
4.166 Å, c = 4.633 Å, g = 96.5°), the orientation of

560 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 2. Grain-resolved internal stresses in austenite, evaluated by the 3D-XRD method. The two central
panels show the axial stress component szz and the von Mises equivalent stress seq in grains in a 20-mm vertical
layer cut through the complete data set; detailed information is presented in figs. S6 to S11 (29). The histograms
show the results of the statistical analyses for the denoted horizontal layers (10-mm discs); means are noted in blue
and indicated with red dashed lines.

RESEARCH | REPORTS

 o
n 

A
ug

us
t 2

9,
 2

01
6

ht
tp

://
sc

ie
nc

e.
sc

ie
nc

em
ag

.o
rg

/
D

ow
nl

oa
de

d 
fr

om
 

http://science.sciencemag.org/


the parent austenite lattice, and the stress state
in each grain, we estimated themost energetically
favorable microstructure of martensite, which
starts to form in grains on the cone interface,
and calculated the resolved shear stress that
initiates its nucleation. Applying the nonlinear
theory of martensitic transformations specified
for the particular case of cubic (B2)–to–monoclinic
(B19′) martensitic transformation (29, 37–41), we
calculated all martensitic microstructures that
have a compatible habit plane with austenite
(the solutionwas 192martensitic laminates formed
of two lattice correspondence variants in a twin
configuration, so-called habit plane variants or
HPVs). We determined the maximum resolved
shear stresses over all possible HPVs in each
grain (fig. S11). The obtained distribution quali-
tatively agrees with that of the von Mises equiv-
alent stress seq (Fig. 2) andmaximum shear stress
(fig. S10) (29). Because the stress states in grains
on the cone interface are very different from
uniaxial tension (fig. S10) (29), the predicted
HPVs and transformation strains are different
from those that would be predicted for uniaxial
tensile stresses in grains. The martensite-variant
microstructures and strains in grains within the
martensitic band are thus likely to be different
fromwhat is commonly assumed in the literature
(13, 24, 25, 27).

The gradual change in stress states in austen-
ite grains as they enter the propagatingMBF (fig.
S10) (29) plays key role in the localized deforma-
tion. The applied stress of 420 MPa under which
theMBF propagated in the tensile test (Fig. 1B) is
far below the mean equivalent stress of 587 MPa
in grains at the cone interface (Fig. 2). The mar-
tensitic transformation is thus preferentially trig-
gered by the elevated shear stresses in grains on
the cone interface. It is only because of this grad-
ual change in stress states that the resolved shear
stresses in HPV transformation systems in all
grains on the cone interface (fig. S10) (29) si-
multaneously approached the critical resolved shear
stresses, regardless of grain orientation, and
thus that those grains transformed collectively at
constant applied force. This mesoscopic coordi-
nation is necessary for the macroscopic interface
to propagate through the grainmicrostructure of
thewire. The elevatedequivalent stress in transform-
ing grains also explains why dislocation slip
couples with the martensitic transformation at
applied stress levels that are much lower than
the yield stress for the dislocation slip in NiTi (6).
Because the redistribution of local stresses in

grains within the MBF has a macroscopic origin,
we need to understand the macroscopic internal
stress field in the wire. We homogenized and
interpolated the grain-resolved stresses (29) to

evaluate it experimentally (Fig. 3A). In addition,
we simulated the localized deformation of the
wire by using the continuum-based macroscopic
SMA model (42) implemented in FE software
(29). The constitutive strain-softening response
in tensionadopted in themodel (redcurve in fig. S12)
(29) is essential for capturing the strain localiza-
tion phenomenon in the FE simulation (14). As a
result of the softening, the material deformation
is not homogeneous, but a front of localized trans-
formation forms and moves along the wire at
constant tensile force, giving rise to the simu-
lated macroscopic force-elongation curve (blue
curve in fig. S12) (29), which is similar to the curve
that we measured experimentally (fig. S1B). The
FE simulation predicted heterogeneous internal
stress, axial elastic strain, and phase fraction fields
within the MBF (Fig. 3B), in reasonable agree-
mentwith the corresponding fields obtained from
the 3D-XRD experiment (Fig. 3A). We suspect
that similar internal stress gradients may exist
during propagation of true Lüders bands in ten-
sioned round bars of mild steel or even at the
onset of necking during tensile deformation of a
ductile wire, although dedicated experiments are
still needed to confirm this supposition.
The MBF in a wire is a complex object (Fig. 4)

consisting of a nose cone–shaped macroscopic in-
terface surrounded by gradients in stress, strain,
and phase fraction that move collectively toward
the pristine austenite under constant external
force during the tensile superelastic deformation.
The key feature is the macroscopic internal stress
field (seq in Fig. 4), which raised the shear stress in
all grains on the cone interface to critical values
(Fig. 2 and fig. S11) so that they started to trans-
form in a highly coordinated manner. Because
the 3D-XRD experiment only provided data for
the austenite and theDIC experiment only for the
total strain field on the surface (29), without the
FE simulation,wewouldnot knowhow the stresses,
strains, andphase fractions associatedwith theprop-
agatingMBFaredistributedbelow the cone toward
the martensite band (Figs. 3B and 4). The model
predictions for the martensite band (Fig. 3B)
remain to be verified by future experiments.
Based on the available experimental evidence

and the FE simulation, we conclude that there is
a phase fraction gradient below the cone inter-
face (Fig. 4) that is wider than the sharp inter-
faces observed in thinNiTi sheets (24). The sharp
interface inclined 55° to the load axis in sheets
can fulfill the strain compatibility condition with-
out any considerable additional elastic deforma-
tion. In other words, under the assumption of
volume conservation, the grains lying along a
55°-inclined macroscopic interface in a sheet may
deform to large tensile strains, with minimum
constraints exerted by the adjoining portion of
the elastically strained austenite. The situation is
different in bulk 3D objects such as wires and
square bars, where such a strain-compatible sharp
macroscopic interface cannot form because of the
macroscopic constraints. As a result, the cone in-
terface in a wire is also inclined ~55° to the
load axis, but wider gradients of phase fraction,
strain, and stress are necessary to maintain the

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 561

Fig. 3. Comparison of the experimentally determined and FE-simulated macroscopic internal stress
field and axial elastic strain in tensioned NiTi wire. (A) Experimental results and (B) simulation re-
sults, shown in cylindrical coordinates (axial stress, szz; radial stress, srr; hoop stress, sφφ; shear
stress, srz; axial elastic strain, ezz). Two plots are stitched in mirror symmetry to create a wire-like
image of the fields. The experimentally determined macroscopic elastic strain and stress fields were
obtained by homogenization and interpolation of grain-resolved stresses (29). The experimentally
determined macroscopic nose-cone-shaped interface (dashed line) was inserted into the plots of the
simulation results at the proper location to facilitate comparison.
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macroscopic strain compatibility at the cone
interface (29). On the basis of this and supple-
mentary experiments with cyclic deformation (fig.
S13) (29), we conclude that the strain localization
causes degradation of the tensile fatigue per-
formance of superelastic NiTi wires because it
promotes accumulation of the surface damage.
Our analysis of the localized deformation of

NiTi wire in tension through the combination
of 3D-XRD stress tomography, DIC evaluation
of total strains on the wire surface (29), and
FE simulation of internal stress gradients offers
new insights into the mechanics of localized de-
formation of NiTi, even though this subject has
been widely studied. This progress is mainly due
to the 3D-XRD results: In the context of con-
ventional strain tomography methods for map-
ping bulk internal stresses in polycrystals (35, 36),
we have shown that the application of the 3D-XRD
method in the configuration described here (a
large number of small grains) enables the eval-
uation of internal strain and stress tensor fields
(29) in bulk polycrystalline engineering mate-
rials, with exceptionally high resolution in po-
sition (~1 mm), strain (~1 × 10–4), and stress
(~20 MPa). Both conventional methods and 3D-
XRD evaluate the crystal lattice strain to calcu-
late stresses, but the macroscopic internal stress
field is derived differently. Conventional meth-
ods needmany grains in the gauge volume where
the stress state is being determined so that a
suitably oriented lattice diffracts in the right

direction (i.e., a subset of suitably oriented
grains in the volume). In contrast, with the 3D-
XRD method, full tensorial stress states are
determined for all grains, and these are post-
homogenized to evaluate the macroscopic inter-
nal stress field. The grains thus serve as oriented
voxels for the 3D-XRD stress tomography meth-
od, and the spatial resolution depends on the
grain size. In this way, the usual limitations for
conventional strain tomographywith high-energy
x-rays, in which poor spatial resolution along the
pencil beamdirection andartifacts at free surfaces
or buried interfaces complicate the evaluation of
internal stress fields, can be avoided. A key ad-
vantage of the 3D-XRDapproach is that the grain-
resolved stress states are directly calculated from
lattice strains by using well-defined anisotropic
elastic constants. In contrast, conventionalmeth-
ods need at least three different measurement
orientations for the same gauge volume (43),
which creates problems for sample rotations and
scanning; preserving the size and shape of the
gauge volume and selecting reflections and elas-
tic constants for an anisotropic textured poly-
crystalline aggregate is not straightforward either.
It is thus a challenging task (36, 43) to derive a
macroscopic internal stress tensor field that is
not in contradiction with continuum deforma-
tion.We have shown that these problems are over-
come by 3D-XRD if grains are large enough to
measure spotty 2D diffraction patterns but small
enough to achieve high spatial resolution. Thanks
to recent advances in 3D-XRD data analysis, the
method is now ready to tackle a wide range of
unsolved problems associated with sharp gra-
dients ofmicrostructure, phase composition, and/
or stress in engineering materials, for which only
theoretical predictions are available (e.g., internal
stresses in necking, welding, surface processing,
and layered structures).
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Fig. 4. The MBF propagates as a rigid macro-
scopic object in tensioned NiTi wire at constant
force. Key features include (i) strain gradients ob-
servable by DIC on the wire surface (29), (ii) the
buried nose cone–shaped interface, (iii) phase frac-
tiongradients, and (iv) the internal stress field revealed
by the 3D-XRD experiment and FE simulation with
the SMA model.
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CATALYSIS

Direct conversion of methane to
aromatics in a catalytic co-ionic
membrane reactor
S. H. Morejudo,1,2 R. Zanón,3 S. Escolástico,3 I. Yuste-Tirados,1 H. Malerød-Fjeld,1

P. K. Vestre,1 W. G. Coors,1 A. Martínez,3 T. Norby,2 J. M. Serra,3* C. Kjølseth1*

Nonoxidative methane dehydroaromatization (MDA: 6CH4 ↔ C6H6 + 9H2) using
shape-selective Mo/zeolite catalysts is a key technology for exploitation of stranded
natural gas reserves by direct conversion into transportable liquids. However, this reaction
faces two major issues: The one-pass conversion is limited by thermodynamics, and the
catalyst deactivates quickly through kinetically favored formation of coke. We show that
integration of an electrochemical BaZrO3-based membrane exhibiting both proton and
oxide ion conductivity into an MDA reactor gives rise to high aromatic yields and improved
catalyst stability. These effects originate from the simultaneous extraction of hydrogen
and distributed injection of oxide ions along the reactor length. Further, we demonstrate
that the electrochemical co-ionic membrane reactor enables high carbon efficiencies
(up to 80%) that improve the technoeconomic process viability.

N
atural gas constitutes a large and relatively
clean fraction of fossil hydrocarbon re-
sources, but the high capital cost of multi-
stage industrial conversion via synthesis
gas (i.e., syngas, a mixture of H2 and CO)

leavesmuch of it stranded.Nonoxidativemethane
(CH4) dehydroaromatization (MDA) is a promising
catalytic route that directly converts natural gas
into valued petrochemicals such as benzene. The
MDA reaction is conventionally run at ~700°C in
the presence of bifunctional catalysts comprising
carbidedmolybdenum nanoclusters dispersed in

acidic shape-selective zeolites such as ZSM-5 and
MCM-22 (1). The process suffers from two major
hurdles that challenge its further development
and industrial implementation: The per-pass con-
version is limited by thermodynamics, and the
catalyst activity rapidly dropswith time on stream
because of the accumulation of polyaromatic-type
coke on the external zeolite surface that impedes
the access to internal active sites (2, 3).
Attempts to overcome thermodynamic limita-

tions by selective removal of the coproduct H2

from the reactor using, for instance, Pd-type (4)

or ceramic (La5.5W0.6Mo0.4O11.25-d) (5) membranes
were limited by enhanced coke formation that
accelerated catalyst decay. Strategies based on
fine-tuning the zeolite acidity and porosity and
cofeeding small amounts of CO2, CO, H2, and
H2O with CH4 were applied to stabilize the
catalyst by restraining the production of coke,
but with limited success (2, 6, 7).
Recently, a direct nonoxidative CH4 conversion

path on single-iron sites embedded in a silica
matrix with negligible coke formation and high
stability has been reported (8). However, this re-
action requires very harsh conditions (950°C) and
produces ethylene (rather than liquids) as the
major product, with selectivity of ~55%.
Here we present an approach to circumvent

the current limitations of the MDA reaction by
integrating an ion-conductingmembrane into the
reactor. We report an innovative catalytic mem-
brane reactor (CMR) for intensification of the
MDA process that resulted in high and prolonged
aromatic yields. In addition, a high-purity H2

stream is produced during CMR operation. The
CMR is driven by a tailored co-ionic membrane
that enables fast and accurate simultaneous con-
trol of H2 extraction and injection of oxygen spe-
cies along the catalyst bed (Fig. 1A). The concerted
action of both functions leads to marked gains in
aromatics yield and catalyst stability and, conse-
quently, in the viability of MDA technology.
The electrolyte of the membrane is based on

acceptor-doped BaZrO3, which takes up protons
from steam and exhibits high proton (H+) and
minor oxide ion (O2–) conductivity at elevated
temperatures (9). Applications of protonic con-
ductivity have shown promising results (10–12),
but, as shown here, the co-ionic transport property
of the material—more specifically, the conduction

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 563

Fig. 1. Current-controlled co-ionic membrane
reactor. (A) CH4 is converted to benzene and hydro-
gen via a Mo/zeolite catalyst. H2 is transported as
protons to the sweep side. Oxide ions are trans-
ported to the reactionmedium to react with H2 and
form steam as an intermediate before reacting with
coke to form CO and H2. (B) Scanning electron mi-
croscopy imageof themembraneelectrode assembly
(focused ionbeamsection).Cathodeporosity formed
upon reduction of NiO can be observed beneath the
dense electrolyte. (C) Percentage of H2 extracted
and O2 injected versus current density at 700°C.
The anode is sweptwith a 10/90mixture of H2/CH4

and the cathodewith a 3/5/92mixture ofH2O/H2/Ar.
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ratio of protons and oxide ions—allowed the
successful implementation into the MDA proc-
ess. The tubular membrane consists of a dense
25-mm-thick BaZr0.7Ce0.2Y0.1O3–d (BZCY72) elec-
trolyte film on a porous BZCY72-Ni support,
which also acted as a cathode (11). The metallic
Ni had sufficient catalytic activity for H2 evolu-
tion and reduction of steam (Fig. 1B). A Cu-based
anode was applied on the electrolyte film facing
the catalyst; it activates the electrochemical ox-
idation of H2 into protons while preventing sec-
ondary conversion of hydrocarbons into coke, as
typically reported for Ni- or Pt-based electrodes
(13). As the current density was increased, both
hydrogen extraction and oxygen injection in-
creased proportionally, so that the amount of O2

injected was ~0.3% that of extracted H2 (Fig. 1C).
Figure 2 shows the results of MDA experiments,

comparing our CMR with a fixed-bed reactor
(FBR) under otherwise similar conditions using
6Mo/MCM-22 as a catalyst. The catalyst behavior
in the FBR is fully representative of the state of
the art at standard MDA conditions: The aro-
matics yield initially increased during the induc-
tion period, reached a maximum of ~10%, and
rapidly fell as the reaction progressed. In con-
trast, by applying an electrical current to the
CMR (“on”mode), the aromatics yield continued
to increase beyond the induction period and
attained a maximum of ~12%, after which the
catalyst activity started to decline (Fig. 2A). An
almost-instant catalytic response (for conversion,
see fig. S2) (14) to on-off switching, as well as to
changes in the intensity of the imposed electri-
cal current, allowed us to accurately tune the
catalytic performance of our CMR system. In-
terestingly, the yield enhancement observed
upon current application occurred while main-
taining the characteristic high selectivity to
aromatics [particularly to benzene, >85% on a
coke-free basis (Fig. 2B)] of the shape-selective
6Mo/MCM-22 catalyst. However, CMRoperation
produced some CO, albeit in relatively low se-
lectivity (see below). The most notable result in
Fig. 2A is the improved stability of the catalyst in
the CMR, with an average decay rate about one
order of magnitude lower than that observed
in the conventional FBR. Although the aromatics
yield decreased to ~1.5% in the FBR after 45 hours
of reaction, it remained as high as ~9% in the
CMR, translating into a twofold increase in
the cumulative yield (Fig. 2C). The high sta-
bility exhibited by the catalyst in the CMR arose
from a decreased tendency to form coke, which
became more evident at longer reaction times
(Fig. 2C).
Thermodynamic calculations predict that in

situ H2 extraction increases CH4 conversion and

shifts selectivity toward heavier aromatics (and,
ultimately, coke) at the cost of benzene and C2

hydrocarbons (fig. S3) (14), as experimentally
demonstrated with H2 permselective membranes
(15, 16). Although thermodynamics thus accounts

for the increase in CH4 conversion, the high
benzene selectivity and improved catalyst sta-
bility during the galvanic operation in our CMR
cannot be anticipated by considering merely
those effects related to H2 extraction.

564 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 3. Effect of co-ionic membrane reactor. (A) Aromatics and CO yield as a function of H2 extracted
and O2 injected at 700°C and 1 bar. (B) Deactivation rate constant, assuming first-order catalyst decay, as
a function of H2 extracted and O2 injected.

Fig. 2. FBR and co-ionic CMR performance in MDA using a 6Mo/MCM-22 catalyst. (A) Aromatics
yield versus time. Gray-shaded areas indicate when hydrogen is extracted. (B) CH4 conversion and selectivity
to main products after 5 hours (FBR) and 9 hours (CMR). (C) Coke deposition in 6Mo/MCM-22 and
cumulative aromaticsproduction in gramspergramofcatalyst. Reaction conditions: 710°C, 1500mlg–1 hour–1,
1 bar, and current density of 40 mA cm–2.
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The BZCY72 membrane enables the concom-
itant transport of oxide ions toward the reaction
medium, where they rapidly oxidize the produced
H2 to steam at the electrode (17). Thus, we in-
vestigated the isolated effect of steam on the per-
formance of the 6Mo/MCM-22 catalyst in the
FBR by cofeeding 0.25 to 0.9 mole % steam
together with CH4, corresponding to steam con-
centrations within the range achieved by the O2

injection in our CMR. Whereas the observed de-
crease in both conversion and aromatics selecti-
vity (fig. S4) (14) is thermodynamically consistent
(18), postreaction characterization of the spent
catalysts by thermogravimetry and temperature-
programmed oxidation analyses showed that the
improved stability achieved in the CMR could
be ascribed to the inhibition of coke formation
by the in situ–generated steam (fig. S5) (14). The
steam-promoted coke suppression during MDA
has alsobeen reported for oxygen-permeablemem-
brane reactors (19) and probably occurs by amech-
anism that involves scavenging of reactive carbon
from the catalyst surface via steam reforming (20),
which accounts for the observed formation of CO
(Fig. 2B). The superior stability achieved in our
CMR compared with the FBR experiment with
an equivalent steam concentration (0.25mole %)
indicates that the controlled and distributed ox-
ygen injection is more effective in improving
the catalyst stability than the external addition
of steam.
Additionally, the x-ray absorption near-edge

structure analysis at the Mo K-edge and x-ray

photoelectron spectroscopy Mo 3d spectral sig-
nals (fig. S5) (14) did not reveal appreciable
changes inMo speciation during CMRoperation,
with respect to the FBR fed with pure CH4. Con-
versely, a higher average Mo oxidation state is
inferred for the catalyst used in the FBR exper-
iment cofed with 0.9mole % steam, whichmight
imply a certain loss of activemolybdenum carbide
species by reoxidation (20). The crystalline struc-
ture of the zeolite host remained almost intact
upon contact with the in situ–generated steam
under MDA conditions (fig. S5) (14). Thus, the
distributed O2 injection allowed by the BZCY72
membrane effectively suppressed coke produc-
tion while preserving the structural integrity of
the zeolite and active Mo-carbide sites.
In situ extraction of H2 with the CMR should

shift the equilibrium of aromatics formation,
which would have major consequences for pro-
cess industrialization. In Fig. 3A, the experimen-
tally obtained yield of aromatics is plotted as a
function of the magnitude of both H2 extracted
and equivalent O2 injected. High H2 extraction
rates (>60%) with respect to the H2 produced in
the MDA reaction were achieved by using the elec-
trochemical cell reactor.By increasing themagnitude
of the imposed co-ionic current, the aromatic yield
rose and surpassed the theoretical equilibrium
yield (12.3%) at H2 extraction rates exceeding
50%. As expected from the coke-suppression
mechanism operating in the CMR, CO formation
was negligible when no current was imposed and
rose parallel to the aromatics yield with increas-

ing co-ionic currents (Fig. 3A). These results
show that the galvanic current drove the trans-
port of atomic oxide ions. This oxide ion sup-
plies reduced coke production and decreased
the catalyst degradation rate by a factor of 6 with
respect to the FBR, even at low extraction rates
(18%), and then continued to decrease smoothly
at higher currents (Fig. 3B).
To assess the practical implications of the de-

scribed CMR, we performed process simulations
using Aspen tools (21). Figure 4A schematizes a
complete gas-to-liquid process based on ourMDA
reactor architecture and includes recycling of the
reactant CH4 stream. In this process, the critical
parameter for maximizing the per-pass conver-
sion is the H2 concentration in the recycle loop.
By including amethanation stage, CO andH2 are
converted to CH4 and steam, generating a typical
H2 concentration of 5% at the reactor inlet (fig.
S7) (14). Experimental CMR results under recycle
operating conditions (5% H2 cofeed) resulted in
aromatics yields of about 6.5%, with near-zero
degradation rates (Fig. 4B). In Fig. 4C, the pro-
cess performance metrics for different extraction
rates (50 to 80%) are compared with (i) a plant
based on a conventional MDA reactor, imple-
menting downstream gas fractioning with poly-
meric membranes (FBR-PolyM) (22), and (ii) a
plant based on a CMRwith Pdmembranes (Pd-
CMR) (4). Carbon efficiency is superior for our
CMR system, improving steeply with increasing
extraction rates. At rates exceeding 80%, the
carbon efficiency is similar to that exhibited by
large and optimized Fischer-Tropsch (FT) plants
(23). The difference between both processes relies
on plant size and complexity. Although the tra-
ditional FT process requires multiple steps, in-
cluding syngas production, the MDA co-ionic
CMR produces aromatics directly. This feature
allows for modularity and flexibility to adapt to
the size of the natural gas field, in contrast to FT
plants that become uneconomic at small to medi-
um scales (1 to 10 metric tons hour–1).
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ANALYTICAL METHODS

Origin and hysteresis of lithium
compositional spatiodynamics within
battery primary particles
Jongwoo Lim,1,2* Yiyang Li,1* Daan Hein Alsem,3 Hongyun So,4 Sang Chul Lee,1

Peng Bai,5 Daniel A. Cogswell,5 Xuzhao Liu,1 Norman Jin,1 Young-sang Yu,6

Norman J. Salmon,3 David A. Shapiro,6 Martin Z. Bazant,1,5,7,8

Tolek Tyliszczak,6 William C. Chueh1,2†

The kinetics and uniformity of ion insertion reactions at the solid-liquid interface govern
the rate capability and lifetime, respectively, of electrochemical devices such as Li-ion
batteries. Using an operando x-ray microscopy platform that maps the dynamics of the
Li composition and insertion rate in LixFePO4, we found that nanoscale spatial variations
in rate and in composition control the lithiation pathway at the subparticle length scale.
Specifically, spatial variations in the insertion rate constant lead to the formation of nonuniform
domains, and the composition dependence of the rate constant amplifies nonuniformities
during delithiation but suppresses them during lithiation, and moreover stabilizes the solid
solution during lithiation.This coupling of lithium composition and surface reaction rates
controls the kinetics and uniformity during electrochemical ion insertion.

T
he insertion of a guest ion into the host
crystal is the fundamental reaction under-
pinning insertion electrochemistry and has
been applied to store energy (1), tune cata-
lysts (2), and switch optoelectronic proper-

ties (3). In Li-ion batteries, for example, Li ions
from the liquid electrolyte insert into solid host
particles in the electrode. Nanoscale intraparticle
electrochemical inhomogeneities in phase and in
composition are responsible for mechanical strain
and fracture, which decrease the reversibility of
the reaction (4). Moreover, these nonuniformities
make it difficult to correlate current-voltage mea-

surements to microscopic ion insertion mecha-
nisms. Simultaneously quantifying nonuniform
nanoscale reaction kinetics and the underlying
material composition at the solid-liquid interface
holds the key to improving device performance.
A model material for investigating ion inser-

tion reactions is LixFePO4 (0 < x < 1), which
separates into two phases at equilibrium (5).
Recent studies using in situ x-ray diffraction
revealed a continuous distribution of lattice con-
stants at high rates of (de)lithiation (6–9). This
finding supports the hypothesis that phase sep-
aration is suppressed during (de)lithiation and
is replaced by a solid-solution crystallographic
insertion pathway (10), consistent with theoret-
ical predictions (11, 12). Precise quantification of
the Li composition (x) is difficult because the
change in lattice constant convolves information
from both Li composition and mechanical strain
(8). Whereas heterogeneous current distributions
between particles have been studied (7, 13, 14),
there exists little understanding of how composi-
tional nonuniformities evolve within individual
particles. Diffuse interfaces have been proposed
from diffraction patterns (7), but it is unclear
where they occur or how they develop over time.
Even less understood is the effect of interfacial

reactivity on the single-particle lithiation pathway,
which has been explored using models (11, 15) but
has not been probed experimentally.
In LixFePO4, an insertion reaction changes

x as well as the valence of Fe (13). Thus, track-
ing the spatial and temporal evolution of the
Fe oxidation state reveals both the composition
and the nanoscale insertion rate. Scanning electro-
chemical microscopy provides quantitative current-
voltage measurement but is insensitive to the Li
composition (16). Redox-sensitive liquid micros-
copy techniques such as transmission hard x-ray
microscopy (17–19), fluorescence soft x-ray micros-
copy (20), and transmission electron microscopy
(TEM) (21) have been used to track Li transport
with single-particle sensitivity (7, 20, 21), or with-
in agglomerates (17, 19) in insertion electrodes.
However, tracking the spatial evolution of
lithiation within the same particles under mul-
tiple electrochemical conditions in liquid has
not been realized because of insufficient spatial
and temporal resolution, beam-induced damage,
and/or low absorption contrast. Additionally,
although three-dimensional x-ray microscopies
have revealed important insights on the mor-
phology, strain, and dislocation of single particles
(22–24), quantitative measurement of the local
insertion rate remains elusive.
We developed synchrotron-based liquid scan-

ning transmission x-ray microscopy (STXM) to
probe the spatiotemporal evolution of the Li
composition and insertion rate within primary
particles (Fig. 1A). Using a microfluidic electro-
chemical cell, we imaged the Li composition of
~30 single-crystalline, carbon-coated LixFePO4

particles (Fig. 1, B and C) as they delithiated
(charged) and lithiated (discharged) in an organic
liquid electrolyte. This platelet particle morphol-
ogy has been used in fundamental studies of
LixFePO4 (20, 25–27). The particles’ [010] crys-
tallographic axis, which is the fast Li diffusion
direction (28), lies parallel to the soft x-ray beam.
We used operando STXM to track the change in
the Fe oxidation state that accompanies lithiation
at the Advanced Light Source STXM beam line
11.0.2.2 and at 5.3.2.1 (29). By raster-scanning
LixFePO4 platelet particles (~1 mm wide and
150 nm thick, specific capacity ~150 mAh g−1;
figs. S1 to S3) with a 50-nm x-ray probe, we ac-
quired the nanoscale x-ray absorption spectra at
the Fe L3 edge (Fig. 1D), from which the local Li
composition (x) can be quantified (13). Spectral
analysis confirmed that the composition of solid-
solution and phase-separating LixFePO4 could
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be determined through a linear combination fit
of the end-member states (figs. S4 to S6), con-
sistent with previous work (13, 20, 30).
In our setup, the battery particles are housed

in a multimodal microfluidic electrochemical cell
(Hummingbird Scientific), also used for liquid
TEM (21, 31). The liquid electrochemical cell
consists of two sandwiched Si membrane chips,
with 75-nm-thick SiNxwindows and fluoropolymer
O-rings for imaging and sealing, respectively.
The electrolyte (1.0 M LiClO4 in tetraethylene
glycol dimethyl ether) flows from the liquid inlet
to the outlet, passing through the ~1-mm gap
between the chips (Fig. 1A). The thin spacing
minimizes attenuation of soft x-rays, and the
flow of electrolyte minimizes interaction between
the sample and the beam. The working electrode
consists of a single layer of LixFePO4 platelet
particles dispersed on a 1.2 mm × 1.7 mm Au
current collector (fig. S7), which was evaporated
on one of the SiNx membranes. By using a sin-
gle layer of particles with an electrode porosity
of >90%, we minimize tortuosity and transport
losses at the electrode level. Low active material
loading in this dilute electrode yields current
density on the order of 0.1 mA cm−2 when normal-
ized against the projected area of the current
collector. This is approximately three orders of
magnitude less than typical porous electrodes. Fi-
nite element analysis confirms that the electrolyte
salt concentration and potential do not deviate

from open-circuit values by more than 0.04 M
and 2 mV, respectively, in the chip during cy-
cling at 0.2C [where C indicates the rate to fully
(de)lithiate the particles in 1 hour] and do not
deviate by more than 0.2 M and 15 mV at 2C
(fig. S8). The microfluidic cell has negligible ca-
pacitance or stray reactions (fig. S9) and uses a
Li foil counter electrode (Fig. 1A). As a result,
we observed the expected voltage plateau at
~3.4 V (Fig. 1E) and stable capacity (fig. S10)
over multiple cycles, despite a low active mate-
rial loading. At low rates, the electrochemical
profile of the microfluidic cell was similar to
that of a LixFePO4 electrode cycled in a coin cell
(fig. S3). At high rates, the profile deviated some-
what from that of coin cells. We hypothesize that
these deviations arise from delamination of cer-
tain particles at higher rates; our analyses were
conducted on particles that are not delaminated.
Figure 2A shows operando spectroimaging

of a typical particle undergoing multiple de-
lithiation and lithiation cycles. The particles
successfully (de)lithiated electrochemically even
after repeated exposure to the x-ray beam, re-
flecting the low x-ray dose (fig. S11) and high
electrochemical fidelity. We tracked several par-
ticles (de)lithiating at 0.2C, 0.3C, 0.6C, and 2C
(Fig. 2, A to C). The Li composition averaged over
each particle (determined spectroscopically) cor-
responded to the mean composition of the elec-
trode (determined electrochemically) (fig. S12).

This implies that nearly all particles are active,
consistent with previous reports on this parti-
cle morphology (20). We computed the single-
particle C rate (Fig. 2, A to C) and confirmed
that increasing the global current increases the
rate of (de)lithiation of individual particles. When
lithiated at a high rate of 2C, the operando Li
composition maps (Fig. 2B and movie S1) show
that the particles intercalated uniformly. In other
words, there was little variation in composition
across each particle, and the composition changed
continuously over time from x = 0 to x = 1, as also
quantified using line cuts (Fig. 3A). We interpret
this as a solid-solution behavior. X-ray diffraction
of the (020) reflection reveals strong diffraction
intensity between the peaks for the Li-rich and
the Li-poor phases, which suggests that phase
separation along [010]—the direction parallel to
the x-ray beam—is unlikely to explain the spatial-
ly uniform Li composition (fig. S13). This finding
is consistent with the high elastic strain energy
penalty of phase separation in that direction for
our particle size (15, 32).
We also conducted an ex situ experiment by

mapping the Li composition in half-delithiated
particles cycled at 1C and subsequently relaxed
for ~12 hours (Fig. 2D). These particles displayed
sharp phase boundaries between Li-rich and Li-
poor regions. The phase boundaries follow the
facets of the particle, consistent with an elasti-
cally driven process. The line cuts of x within a

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 567

4.0

3.5

3.0

2.5

2.0

V
ol

ta
ge

 (
V

)

12840

Capacity (nA h)

Electrolyte

Li

LiXFePO4

Au
Zone plate 

Photodiode

SiNX

500 nm 3 nm

001

100

2C Delith
.

0.6C Delith
.

0.4C Lith.

2C Lith.

Monoch
romatic

 X-ra
y

A
bs

or
ba

nc
e 

(a
.u

.)

712708704

Photon energy (eV)

LiFe
2+

PO4 Fe
3+

PO4

Electrolyte flow

SiNX

Si

1µm

LiXFePO4Au

A

Fig. 1. Liquid STXM nanoimaging platform. (A) Schematic of the operando liquid imaging platform.The LixFePO4/Au working electrode is placed in the
sandwiched SiNx stack, and the Li foil counter/reference electrode is placed in a syringe outside of the chamber, connected ionically via the electrolyte
tube and electronically via a potentiostat. The inset shows a cross-sectional view of the cell. (B) Bright-field TEM and electron diffraction of a typical
LiFePO4 platelet particle. (C) High-resolution TEM of the carbon coating (outlined) of a LiFePO4 particle. (D) Typical x-ray absorption spectra of LiFePO4

and FePO4 particles in liquid. (E) Electrochemical cycling of LixFePO4 particles in the microfluidic liquid cell.

RESEARCH | REPORTS

 o
n 

A
ug

us
t 2

9,
 2

01
6

ht
tp

://
sc

ie
nc

e.
sc

ie
nc

em
ag

.o
rg

/
D

ow
nl

oa
de

d 
fr

om
 

http://science.sciencemag.org/


relaxed particle (Fig. 3B) clearly show that the Li
composition is binary, where x ≈ 0 or x ≈ 1 for
nearly every pixel. These observations, similar to
previous ex situ studies (25, 26) and theoretical
calculations (15, 27), confirm that phase separa-
tion under the influence of elastic strain domi-
nates the equilibrium Li distribution.
A surprising observation for intermediate C

rates (0.2C to 0.6C) during lithiation, and for
all rates during delithiation, is that regions of
fast Li ion (de)insertion and slow (de)insertion
are visible (Fig. 2, B and C, and movie S2). Fast
regions (de)lithiated preferentially while the re-
mainder of the particle lagged behind. We term
these regions “domains” because their Li com-
position is not binary, but rather varies contin-
uously during cycling, as evident in the line cuts

(Fig. 3A). This is a visualization of the composi-
tionally nonuniform solid-solution pathway, where
there exist many solid-solution domains in a
single particle. At rates of 0.6C and higher, the
electrochemical domains are largely circular
or ellipsoidal, without being oriented with respect
to the facets. At rates of 0.2C and 0.3C, the
domain shapes contain both faceted and ellip-
soidal features.
In contrast to standard phase-separation

models that incorporate moving phase bound-
aries (5), intercalation waves (33), or domino cas-
cades (34), we observed that the size of the fast
domains (35) did not grow substantially in size.
Rather, lithiationwas accompanied by continuous
change of the Li composition within each domain,
with two ormore concurrent solid-solution proc-

esses (Fig. 3C). Our results show that the presence
of Li-rich and Li-poor regions within a single
particle does not necessarily lead tomoving phase
boundaries. The slow growth of these domains
can be explained because gradient energies, as
modeledbyCahn-Hilliard–based reactionkinetics
(36), slightly favor the (de)insertion of Li at do-
main boundaries (11).
We quantified the local current density within

individual particles, calculated by evaluating the
pixelwise difference in x between sequential frames
(35). Because LixFePO4 is a one-dimensional Li
conductor (28), a change in x is attributed to
ion insertion at the solid-liquid interface perpen-
dicular to the ion conduction channels. Figure
3D maps the current density of several particles
and shows domains of higher current density
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Fig. 2. Representative operando frames of Li insertion and extraction.
(A) Operando Li composition frames of a single particle over multiple lithiation
and delithiation cycles. The hue represents the Li composition (green, x = 0;
red, x = 1). (B and C) Representative frames of different particles taken at
various lithiation and delithiation rates, respectively. (D) Ex situ frames of Li
composition for relaxed particles, showing the equilibrium distribution of Li

within particles. Because the particle loading on the electrode is low, each
acquired image typically contains a single particle, and this figure assembles
multiple images together. Numbers below each frame indicate the time in
minutes (white) and the C rate (yellow; see supplementary text for cal-
culation protocol). t = 0 is defined as the starting time of the (de)lithiation
cycle.
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relative to the rest of the particle. The same
domains are fast under both lithiation and
delithiation, thus confirming that the domain
structures do not arise from random nuclea-
tion sites or spinodal decomposition. We rule
out spatial variations in solid Li diffusion in
the [010] direction as the origin of domain
structures; the characteristic solid Li diffusion
time in LixFePO4 along the 150-nm-thick [010]
direction is ~1 ms for x = 0 and ~10 ms for x =
1 (28), which are both much faster than total
(de)lithiation times of 0.5 to 5 hours. We con-
clude that spatial variations in the insertion re-
action kinetics at the solid-liquid interface give
rise to these domain structures. The surfaces of
the fast domains are more reactive for all Li
compositions (fig. S16). We use “heterogeneity”
to describe spatial variations in reaction rates,
and “nonuniformity” to describe spatial variations
in composition. Possible origins for these reaction
heterogeneities include inhomogeneous strain
(24), variations in carbon coating, and surface
defects induced by cycling (18).
We quantified the degree of intraparticle com-

position uniformity by analyzing the standard
deviation of x in each particle at every recorded
frame (Fig. 3E and fig. S14). Our statistical anal-
ysis confirms that higher cycling rates reduce
the variations in composition within a particle,
resulting in more uniform intercalation (higher
uniformity coefficient). Moreover, delithiation
is substantially less uniform than lithiation. The
statistical analysis and direct imaging of the
same particle under different cycling rates show
that LixFePO4 exhibits (i) fully lithiated and de-
lithiated regions (i.e., phase separation) when
relaxed for an extended period of time, (ii) com-
positionally nonuniform solid solution (i.e., do-
mains) at intermediate rates, and (iii) domain-free,
compositionally uniform solid solution at high
rates (summarized in Fig. 3F). In other words,
the difference in the Li composition between Li-
rich and Li-poor domains diminishes at higher
rates of cycling, where the high applied over-
potential stabilizes the uniform compositions
for the same reasons that solid solution is stable
with faster cycling (6, 8, 9, 11, 15). Consistent with
this physical picture, restarting delithiation on a
relaxed, phase-separated particle brings the par-
ticle into a solid solution, and a solid-solution
particle phase separates over time when it is idle
(fig. S15).
To understand the intrinsic ion insertion rate

constant as a function of the Li composition, we
identified a set of actively (de)intercalating pixels
with approximately uniform composition in each
particle at low cycling rates, and then spectro-
scopically measured the current density for that
set of pixels. The chosen set of pixels lies within
a single domain and intercalates uniformly. Be-
cause there is a disagreement regarding the
quantitative relationship of current and over-
potential between Butler-Volmer and Marcus
kinetics (37), we limit our analysis to over-
potentials of <120 mV. In this regime, the re-
action models converge, and we used a linear
relationship between current and voltage to ex-

tract the exchange current density (j0) and quan-
tify the reaction kinetics (35) (figs. S16 to S18).
By measuring the nanoscale j0 at the sub-

particle level, our results show that the reaction
rate depends strongly on x, the local Li com-

position (Fig. 4A): j0 is low for Li-poor and Li-rich
end members, likely because of low concen-
trations of Li ions and vacancies, respectively
(36, 38, 39). We found that the magnitude of j0
varies nonmonotonically with Li composition
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and peaks at a composition of ~Li0.25FePO4.
For the particles measured, j0 peaks between
6 × 10−3 and 1 × 10−2 A m−2. This composition-
dependent j0 reflects the defect chemistry of
LixFePO4 (38), whereby x modulates not only
bulk thermodynamics and transport but also
the surface kinetics of ion insertion. The skewed
j0-x relationship is in contrast to Newman’s mod-
el (39), which is symmetric about x = 0.5. A
skewed j0-x curve was first proposed by Bazant
using a general phase-field theory of chemical ki-
netics based on nonequilibrium thermodynamics
(36). Following Bai, Cogswell, and Bazant (11, 15),
we conducted a linear stability analysis of the
model and confirmed that such a skewed j0-x
curve is a necessary condition to suppress phase
separation above a critical lithiation current (fig.
S19). In contrast, the theory predicts that the
solid-solution pathway is linearly unstable for
a j0 curve symmetric about x = 0.5 for all
lithiation rates, although diffuse interfaces or
quasi–solid solutions may still form.
The strong spatial and compositional depen-

dence of j0 within individual particles explains
why domains persist more during delithiation
than during lithiation. If the shape of the j0-x

curve is invariant between domains within a
particle (fig. S16), the fast domains must con-
sistently exhibit a higher j0 for any x (Fig. 4B).
During delithiation from x = 1, the rate accel-
erates from x = 1 to x ≈ 0.25 (Fig. 4B). This
positive feedback amplifies the difference in the
reaction rate between slow and fast domains:
The value of j0 for the fast domain (which has a
lower x) is much larger than for the slow domain
(Fig. 4C). On the other hand, during lithiation
from x = 0, the fast domain initially accelerates
from x = 0 to x ≈ 0.25 but decelerates once it
passes x ≈ 0.25, when j0 starts to decrease with
greater x. Because x is higher for the faster do-
main, this negative feedback diminishes the dif-
ference in reaction rate between the two domains
(Fig. 4D). The acceleration regime during delithia-
tion is larger than during lithiation by a factor of
~3 and quantitatively explains why delithiation is
less uniform than lithiation. Thus, whereas high
rates of lithiation yield nearly uniform com-
positions and current densities, similar rates
of delithiation are highly nonuniform (Fig. 2C
and Fig. 3, A and E). This skewed relationship
may also describe some of the observed asym-
metries in the voltage profile between charge

and discharge. Other factors, such as an asym-
metric charge transfer coefficient (13), may also
contribute to the observed hysteresis.
Our results show that spatial heterogeneities

in reaction rates account for the composition-
ally nonuniform solid-solution domains during
(de)lithiation of LixFePO4, and that the skewed
j0-x relationship amplifies reaction heterogene-
ities during delithiation but suppresses them
during lithiation, consistent with theoretical pre-
dictions (11, 15, 36). These results highlight the
crucial role of surface reaction rate in lithiation,
with implications for electrode engineering and
battery management. Higher rates of lithiation
suppress compositional nonuniformities within
particles and minimize mechanical stress, and
have been shown to improve cyclability (4). How-
ever, the same statement is not true for delithia-
tion, where reaction heterogeneities manifest as
compositional nonuniformities. Beyond batteries,
our work highlights the importance of compo-
sition in ion insertion kinetics, which affects a
broad class of electrochemical materials.
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Permanent excimer superstructures
by supramolecular networking of
metal quantum clusters
Beatriz Santiago-Gonzalez,1* Angelo Monguzzi,1*† Jon Mikel Azpiroz,2,3 Mirko Prato,4

Silvia Erratico,5 Marcello Campione,6 Roberto Lorenzi,1 Jacopo Pedrini,1

Carlo Santambrogio,7 Yvan Torrente,5 Filippo De Angelis,2,4

Francesco Meinardi,1† Sergio Brovelli1†

Excimers are evanescent quasi-particles that typically form during collisional
intermolecular interactions and exist exclusively for their excited-state lifetime. We
exploited the distinctive structure of metal quantum clusters to fabricate permanent
excimer-like colloidal superstructures made of ground-state noninteracting gold cores,
held together by a network of hydrogen bonds between their capping ligands. This
previously unknown aggregation state of matter, studied through spectroscopic
experiments and ab initio calculations, conveys the photophysics of excimers into stable
nanoparticles, which overcome the intrinsic limitation of excimers in single-particle
applications—that is, their nearly zero formation probability in ultra-diluted solutions. In
vitro experiments demonstrate the suitability of the superstructures as nonresonant
intracellular probes and further reveal their ability to scavenge reactive oxygen species,
which enhances their potential as anticytotoxic agents for biomedical applications.

M
etal quantum clusters are functional
nanoscale materials with potential for
use in sensing (1), bio imaging (2), opto-
electronics (3), and nanomedicine (4).
With “magic” sizes dictated by the va-

lence of the metal constituents (5) and dimen-
sions approaching the Fermi wavelength of the
electron, these few-atom structures bridge the
gap between atoms and colloidal nanoparticles.
As a result, metal quantum clusters combine a
molecule-like electronic structure with quantum
confinement effects that confer them with size-
and shape-tunable optical properties, ultralarge
surface-to-volume ratios, and unmatched flexibil-
ity for tailoring their physical properties through
surface functionalization. Specifically, ligand-to-
metal electron transfer (LM-ET) in metal quan-
tum clusters with electron-rich capping agents
(6–8) leads to strongly Stokes-shifted emission,
which is beneficial for photon management (9)
and bio imaging (1) applications. On the other
hand, suppression of LM-ET results in intrinsic
luminescence, with energy determined by the
quantummechanical combination of single-atom

electronic orbitals (10, 11). Fundamentally, the
key common feature of “intrinsic emitting”metal
quantum clusters is their capping with bulky
molecules (12–15) or their encapsulation in supra-
molecular vesicles (14, 16, 17), imposing large
distances between the metal cores. The use of
short ligands, even in the absence of LM-ET,
has led instead to a variety of optical behaviors
(18–21). This points to a role of intercluster in-
teractions in the photophysics of metal quantum
clusters and suggests a supramolecular strategy
for tuning their optical properties through con-
trolled formation of aggregate species, similarly
to what is achieved with organic chromophores.
In molecular physics, aggregate species are

typically divided into two main categories based
on the type of interaction that leads to their for-
mation: Molecular dimers arise from ground-
state interactions between individual moieties
(monomers) (22), whereas excimers are evanes-
cent quasi-particles existing exclusively in the
excited state and formed through the aggrega-
tion of an excited monomer and a ground-state
monomer. When excimers return to the ground

state, their constituent monomers dissociate (22).
As a result, dimers are capable of ground-state
absorption, whereas excimers exhibit the absorp-
tion spectrum of the monomers and long-lived
Stokes-shifted emission from lower-lying inter-
molecular states. Molecular excimers are typi-
cally formed through collisional interactions
between monomers in concentrated solutions,
and their formation probability drops to zero
upon dilution (23). The excimer motif is, there-
fore, intrinsically prevented from being used for
the fabrication of stable, self-standing emitters
for single-particle applications.
In this work, we overcame this limitation by

demonstrating a previously unknown aggrega-
tion state of matter that conveys the photophysics
of excimers into individual particles that can find
application as nonresonant emitters in cellular
imaging and integrated photonic nanotechno-
logies. Specifically, we used Aun (gold quantum
clusters consisting of n atoms) as building blocks
for fabricating permanent excimer-like colloidal
superstructures (Au-pXs) held together by a net-
work of hydrogen bonds between their capping
ligands. As a result of repulsive forces between
the metal cores, in the ground state, the net-
worked Aun behave as independent chromo-
phores, whereas on photoexcitation, they form
bimolecular excimers with largely Stokes-shifted
emission (~1 eV). In contrast, encapsulation of
Aun in bulky vesicles hinders the excimeric inter-
action, resulting in the photophysics of isolated
clusters. Last, we used Au-pXs for in vitro imaging
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of fibroblast cells. Our data reveal the high
biocompatibility of Au-pXs and their ability to
scavenge reactive oxygen species (ROS) respon-
sible for premature cellular death, thereby fur-
ther enhancing their potential for biomedical
applications.
Figure 1 depicts the synthetic routes for

obtaining isolated and networked clusters. Both
samples were produced by etching of gold nano-
particles (fig. S1) with 11-mercaptoundecanoic
acid (MUA) ligands that bond to the gold atoms
through their thiol end group while exposing
their carboxylic functionality (24). Critical to the
fabrication of isolated clusters is the suppression
of the H-bond capability of the ligands; this can
be achieved by adding tetraoctylammonium bro-
mide (TOABr), which leads to the formation of
Aun encapsulated in (MUA–)(TOA+) vesicles (here-
after referred to as encapsulated clusters) (11).
In the absence of the vesicles, the hydrogen bond-
ing between the carboxylic functionalities of
MUA– leads to the formation of Au-pXs. The size
of the synthesized clusters and the composition
of the ligand shell were investigated by means of
electrospray ionization mass spectrometry and
x-ray photoelectron spectroscopy, which indicated
that both routes produce Au8 clusters capped by
four MUA units (figs. S2 and S3 and tables S1
and S2).
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Fig. 1. Synthesis of encapsulated and networked gold quantum clusters.The diagram illustrates
the protocols for synthesizing encapsulated Au8 and networked superstructures (Au-pXs) by thiol-
induced etching of gold nanoparticles. Au-pXs are obtained by networking of MUA-capped clusters. Phase
transfer using TOABr in toluene leads instead to isolated clusters.THCP, tetrakis(hydroxymethyl)phosphonium
chloride; h, hours.

Fig. 2. Optical properties of encapsulated and networked gold quantum
clusters. (A) Absorption cross section (s, dashed red lines), PL (blue and green
lines for encapsulated Au and Au-pXs, respectively), and PLE (purple lines)
spectra recorded at the maximum of emission. The Stokes shift is indicated
by the black arrows. (B) Time-resolved PL measurements of encapsulated clus-
ters and (C) Au-pXs. The insets are photographs of the two systems under

ultraviolet illumination. (D) Normalized PL spectra and (E) PL decay profiles
of Au-pXs in water at increasing dilution (as indicated by the arrow): from dark
to light green, 740, 148, 74, 7.4, and 0.74 mM. (F) PL spectrum and (G) re-
spective decay curve of an individual Au-pX on glass. The inset is a confocal
fluorescence image of the same particle. All measurements were performed
using 3.25 eV excitation.
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The optical absorption, photoluminescence
(PL), and PL excitation (PLE) spectra of the syn-
thesized materials are shown in Fig. 2A, together
with the respective PL decay traces (Fig. 2, B and
C). Both samples show narrow spectral features
indicating monodispersity of the cluster size.
The optical absorption and PLE spectra peak
at 3.22 eV, corresponding to the ground-state
absorption energy predicted by the jelliummodel
for Au8 (25). The essentially identical absorption
profiles and cross sections for encapsulated and
networked clusters confirm that the size of the
gold cores is unaffected by the phase transfer
with TOABr and that, in both cases, the Au8 cores
are noninteracting in the ground state.
Despite such similarity, encapsulated clusters

and Au-pXs exhibit striking differences between
their PL spectra and decay dynamics. Encap-
sulated systems show blue PL at ~2.75 eV,
mirroring their absorption profile with distinct
vibronic replica with an energy separation of
~175 meV, due to coupling with the C-H vibra-
tions of the ligands. The PL quantum yield is
FPL = 12 ± 2%. The total PL lifetime of the en-
capsulated clusters is tenctot ¼ 1.6 ns, which yields
a radiative decay time tencrad ¼ tenctot =FPL =13.3 ns,
in good agreement with the radiative lifetime
obtained through the Strickler-Berg analysis
(12.0 ns) and with dendrimer-templated Au8
[18.0 ns; fig. S4 and (25)]. This confirms the en-

capsulation of individual clusters into (MUA–)
(TOA+) vesicles and the absence of LM-ET. In
contrast, the PL spectrum of Au-pXs is featureless
and peaks at ~2.36 eV (FPL = 4.5 ± 0.8%), result-
ing in a Stokes shift of ~0.93 eV. The decay dy-
namics extend to the microsecond time regime,
with average lifetime tAu�pX

tot ¼ 114 ns. In this
case, the radiative lifetime extracted from the
decay trace, tAu�pX

rad ¼ 2.5 ms, is over 200 times as
long as the radiative lifetime tAu�pX

rad ¼ 11.4 ns
obtained through the Strickler-Berg analysis.
This indicates that the long-lived emission of
Au-pXs does not arise from the absorbing state.
Both samples feature MUA ligands, which ex-
cludes LM-ET as a possible origin of the Stokes-
shifted PL of Au-pXs. The PL decay trace in Fig.
2C shows no measurable rise time, indicating
that such emission does not arise from a sub-
population of larger clusters excited through en-
ergy transfer from the dominant fraction of Au8
that is responsible for the absorption profile
(supplementary materials).
The photophysical phenomenology can be

comprehensively described by the behavior of
a molecular excimer (22). Our metal-cluster ex-
cimers present a fundamental difference with
respect to conventional excimers, that is, their
formation is independent of the monomer den-
sity. This is confirmed by data in Fig. 2, D and E,
showing that both the PL spectra and the decay

dynamics of water solutions of Au-pXs are un-
affected by increasing the dilution by over four
orders of magnitude. This behavior is unexpected
because, in contrast to ground-state aggregation,
whose reaction equilibrium can be shifted in
favor of dimerization regardless of the monomer
concentration, the formation of excimers is a col-
lisional bimolecular process that occurs exclusively
within the monomer excited-state lifetime. Exci-
mer formation is, therefore, strongly concentration-
dependent, with probability dropping to zero at
low monomer densities (22). As a result, with in-
creasing dilution, the emission profile and decay
dynamics of molecular excimers evolve toward
the behavior of the isolated monomers (22). The
invariance of the spectral and dynamical proper-
ties of Au-pXs with increasing dilution indicates
that the Au8 are in close proximity to each other
in concentration regimes where conventional chro-
mophores behave as isolated monomers. Despite
such a coalescence state, ground-state interaction
is hindered, and optical excitation is required for
the formation of a bound system in which the
excited-state wavefunction is delocalized over
two or more Au8 cores. To assess the persist-
ence of Au-pXs in “infinite” dilution conditions,
we performed spectroscopic measurements of
individual superstructures. Single-particle data
shown in Fig. 2, F and G, reveal identical PL
spectra and decay dynamics to those of the
aqueous solutions, which unambiguously confirms
that each Au-pX behaves as a permanent excimer
at the single-particle level.
Transmission electron microscopy images en-

abled us to visualize the Au-pXs (fig. S5), which
appear as isolated spheroid structures with a ra-
dius of ~4 to 5 nm, probably resulting from the
coalescence of several Au8 clusters. To investigate
the cohesive forces responsible for intercluster
networking, we conducted Fourier transform
infrared transmission (FT-IR) experiments on
encapsulated Au8 and Au-pXs. The data shown
in fig. S6 indicate that the carboxylic hydrogen
atoms are retained in Au-pXs, leading to the for-
mation of hydrogen bonds between the carbo-
xylic terminals of theMUA ligands. PL experiments
conductedwhile titrating the Au-pX solutionwith
NaOH or HCl (fig. S7) indicate that hydrogen net-
working between the ligands introduces strong
cohesive forces that preserve the supramolecular
architecture in harsh pH conditions.
To gain deeper insight into the physical mech-

anism underpinning the photophysics of Au-pXs,
we performed ground- and excited-state density
functional theory (DFT) and time-dependent
DFT (TD-DFT) calculations. Building on the ex-
perimental evidence and preliminary screening
calculations (figs. S8 to S10), we selected a star-
shaped [Au8(MUA)4]

4– cluster with C2 alkyl chains
as a starting model monomer (1 in Fig. 3A).
Ground-state geometry optimizations reveal a
strong propensity to form carboxylic acid dimers
(2.1), with a formation energy exceeding 1 eV
even after correcting for the translational and
rotational entropic losses. A secondary config-
uration is characterized by strong reconstruc-
tion of the two interacting Au8 cores (2.2). Given

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 573

Fig. 3. DFTand TD-DFTcalculations. (A) Optimized molecular structures of the [Au8(MUA)4]
4– model

monomer with C2 alkyl chains (1), of a dimer and tetramers linked by hydrogen bonds between their
carboxylic end groups (2.1, 4.1, and 4.2), and of a dimer interacting only through the Au8 cores (2.2). Au,
yellow; S, green; O, red; C, brown; H, white. For 2.2 and 4.2, yellow and orange are used for gold atoms
belonging to different starting monomers. (B) Energy diagrams for the ground state (blue), dark excited state
(black), and bright excited state (red) of themodeled species (listed on the x axis). An excimer formation from
2.1 to 4.2 is highlighted in the shaded area. (C) Absorption spectra of the various structures, calculated by TD-
DFT/CAM-B3LYP (a hybrid exchange–correlation functional). The vertical bars represent the experimental
absorption (purple) and emission (green) energies, corresponding to the colored arrows in (B). arb., arbitrary.
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its high stability, 2.1 is probably the species that
dominates the solution equilibrium (Fig. 3B).
The TD-DFT–calculated absorption profiles are
shown in Fig. 3C. Notably, 2.1 shows essentially
the same absorption maximum and spectral
shape as the monomer, in excellent agreement
with the measured absorption spectra and with
the jellium model. The energy stabilization of
2.1 (Fig. 3B) is thus due to the ligand interactions,
with negligible electronic perturbation of the
Au8 cores. A broader and red-shifted spectrum
calculated for 2.2, reflecting the perturbation of
the electronic structure caused by formation of
the reconstructed Au8+8 aggregate. Although
the high stability of 2.1 correlates with the lack
of free carboxylic groups observed by means of
FT-IR (fig. S6), it cannot explain the excimeric
behavior, which must relate to a species that is
stable exclusively in the excited state. Structure
2.2 cannot be such a species, because it shows
free carboxylic groups and its ground state is
lower in energy than that of structure 1 (Fig.
3A). Furthermore, when capped with C11 chains,
structure 2.2 is too high in energy to be favor-
ably formed in the excited state (fig. S10). We
have thus considered two interacting aggregates,
leading to larger structures involving four Au8
cores, 4.1 and 4.2 in Fig. 3A. 4.1 has two almost
intact staggered cores, whereas 4.2 shows a
reconstruction of the two interacting cores, sim-
ilar to 2.2. Structure 4.1 is considerably less
energetically stable than twice the energy of 2.1

(including entropic losses), whereas the forma-
tion of 4.2 is ∼0.5 eV disfavored in the ground
state but is favored by ∼0.2 eV in the bright ex-
cited state (Fig. 3B). Neglecting further excited-
state relaxation, we calculate that 4.2 should
emit at 2.3 eV (2.0 eV) in the bright (lowest) ex-
cited state, and both of these values are consistent
with the experimental data. A plausible excimer
structure seems therefore related to a recon-
structed Au8+8 metal core.
To validate the applicative potential of Au-pXs

for cellular imaging and to assess their stability
in biological media, we performed in vitro exper-
iments on 3T3 fibroblast cells. Shown in Fig. 4,
A and B, are bright-field and fluorescence images
of cells stained with Au-pXs and with DAPI (4′,6-
diamidino-2-phenylindole), and PKH-26 dyes, which
respectively mark the nucleus and the cellular mem-
brane. Because Au-pXs are not functionalized with
target-specific ligands, they disperse in the cyto-
plasm. Fluorescence microscopy of cells with un-
stained nuclei confirmed the internalization of
Au-pXs, producing excellent-quality images when
using the green and red detection channels for
Au-pXs and PKH-26, respectively (Fig. 4, C and D).
In the absence of Au-pXs, only the red emission
of PKH-26 was observed (Fig. 4, E and F).
To evaluate the cell viability and potential effects

of Au-pXs on cellular biology, we performed the
3-(4,5-dimethylthiazol-2-yl)-2,5-diphenyltetrazolium
bromide (MTT) assay and monitored the concen-
tration of ROS over time. ROS are typically formed

as byproducts of the oxygen metabolism. They
play important roles in cell signaling and ho-
meostasis (26), but they can become cytotoxic
at high concentrations, causing damage to cell
structures and possibly leading to cell death or
apoptosis (26, 27). Figure 4G shows the results
of the MTT assay on cells stained with increasing
concentrations of Au-pXs, showing that cell pro-
liferation is unaffected by Au-pXs, except at the
highest concentration. This staining level is or-
ders of magnitude higher than that of standard
biomarkers such as PKH-26 (~1 mM). The data
shown in Fig. 4H reveal the beneficial effect of
Au-pXs on the metabolisms of 3T3 cells, which,
regardless of the cluster content, show a mark-
edly lower ROS level relative to unstained cells.
Furthermore, Au-pXs behave as ROS scavengers,
reducing the ROS concentration by over a factor
of 4 in cells incubated for 72 hours with the 1:50-
diluted Au-pX solution. This effect was also ob-
served in control experiments using a saturated
aqueous solution of H2O2 (fig. S11). The ROS
scavenging behavior of Au-pXs could be linked
to the reported catalytic effect of Aun on chemical
and photochemical reactions involving oxygen (28, 29),
and it suggests potential applications for Au-pXs
as fluorescent probes with therapeutic capability.
By using the capping ligands to control inter-

molecular interactions between metal quantum
clusters, we have demonstrated a previously un-
known aggregation state ofmatter that conveys the
photophysics of excimers into stable self-standing

574 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 4. Cellular imaging and radical oxygen scavenging using Au-pXs. (A) Bright-field image of 3T3 stem cells on glass. (B) Fluorescence image of fixed cells
stained with DAPI (blue), Au-pXs (green), and PKH-26 (red). (C and D) Confocal fluorescence images of 3T3 cells stained with Au-pXs and PKH-26 and (E and F)
only PKH-26 for direct comparison (excitation at 3.25 eV for all images). (G) MTT test on 3T3 cells stained with Au-pXs at increasing concentrations (from 1:500
to 1:20 dilution of the 740-mMmother solution) at three time points during cell proliferation. CTR, control. (H) ROS test on 3T3 cells stained with Au-pXs at 1:500
and 1:100 dilution of the mother solution. Error bars are the standard deviation of the mean values calculated for five independent experiments.
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particles. This type of excited-state intermolecular
aggregation adds a degree of freedom for design-
ing colloidal metal nanostructures with electronic
properties that are controllable at the supra-
molecular level, a property which, up until now,
was exclusive to organic-based architectures. Bio
imaging experiments performed on living cells
highlight the biocompatibility of our structures
and their ability to scavenge cytotoxic agents. The
approach that we have demonstrated with Au
clusters is not size- or composition-specific and
could be applied to different metals or alloys,
allowing the realization of permanent excimeric
superstructures with predesigned optical and
electronic properties.
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GRAPHENE

Tuning the valley and chiral quantum
state of Dirac electrons in
van der Waals heterostructures
J. R. Wallbank,1,2 D. Ghazaryan,2 A. Misra,2 Y. Cao,3 J. S. Tu,3 B. A. Piot,4

M. Potemski,4 S. Pezzini,5 S. Wiedmann,5 U. Zeitler,5 T. L. M. Lane,1,2

S. V. Morozov,2,6,7 M. T. Greenaway,8 L. Eaves,2,8 A. K. Geim,3 V. I. Fal'ko,1,2*
K. S. Novoselov,1,2* A. Mishchenko1,2*

Chirality is a fundamental property of electrons with the relativistic spectrum found in
graphene and topological insulators. It plays a crucial role in relativistic phenomena, such
as Klein tunneling, but it is difficult to visualize directly. Here, we report the direct
observation and manipulation of chirality and pseudospin polarization in the tunneling of
electrons between two almost perfectly aligned graphene crystals. We use a strong
in-plane magnetic field as a tool to resolve the contributions of the chiral electronic states
that have a phase difference between the two components of their vector wave function.
Our experiments not only shed light on chirality, but also demonstrate a technique
for preparing graphene’s Dirac electrons in a particular quantum chiral state in a
selected valley.

T
he chiral properties of Dirac electrons in
monolayer graphene (1–3) (and the Berry
phase p associated with them) have been
used to explain Klein tunneling, the absence
of backscattering in graphene p-n junctions

(4–6), specific features in weak localization (7, 8),
a peculiar Landau-level spectrum (in which one
level is pinned exactly at the Dirac point, leading
to the “half-integer” quantum Hall effect) (1, 2),
and valley selection of the interband transitions
excitedbypolarized light (9). Chirality is determined
by the relative phase in the two-component wave
function of the Dirac quasi-particles, which arises
from the sublattice composition in graphene (3)
and from spin states in topological insulators
(10). Such a two-component wave function is typ-
ically described in terms of a specific vector—
the pseudospin—which, for chiral particles, is
locked to their direction of motion. However, it
has proved difficult to image directly the chirality
and the pseudospin polarization in electrical or
optical measurements. To date, the phase shift in
the sublattice composition of the electron states

in graphene has been detectable only by angle-
resolved photoemission spectroscopy (11–13).
Here, we report an alternative technique for

pseudospin and chirality detection that is based
on tunneling of electrons in van derWaals (vdW)
heterostructures (14, 15) in which graphene (Gr)
and hexagonal boron nitride (hBN) are stacked in
amultilayer structure (Fig. 1A). In these devices, it
has been shown that the exceptionally high qual-
ity of graphene, provided by its encapsulation,
allows the electrons to tunnel between graphene
electrodes with conservation of in-planemomen-
tum (16, 17), making one graphene electrode a
bias voltage (Vb)–tunable spectrometer for elec-
trons emitted by the other. However, the usual
tunneling formalism, which does not take into
account the interference between the two com-
ponents of the wave function of the tunneling
electrons, fails in the case of chiral quasi-particles.
Here, we show that the tunneling current-voltage
characteristics I(Vb,B), in the presence of an in-
planemagnetic fieldB (18), essentially depend on
the pseudospin orientation and enable detection
of the valley sublattice structure determined by
the relative phase between the two sublattice com-
ponents of the Dirac spinor vector wave function
of electrons in graphene.
A small misalignment angle between the crys-

talline lattices of the two graphene flakes (Fig.
1E) causes specific parts of I(Vb ,B) to arise from
the tunneling of electrons in specific regions of
momentum space. Furthermore, for the case of
chiral electrons, different states in momentum
space (and thus with specific pseudospin orien-
tation) have different tunneling probability—
depending on whether the interference between
the two components of electron wave function is
constructive (Fig. 1, B to D) or destructive (Fig. 1,
F to H) as electrons tunnel out of the emitting
graphene layer (19). Aparticular state canbe chosen
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Fig. 1. Device schematics, band structure, and chiral composition of the
wave function. (A) Schematic diagram of the Si/SiO2/Gr/hBN/Gr device
(dark blue hexagonal layers are graphene electrodes; light blue, hBN; purple,
Si/SiO2 back gate). The gate voltage Vg is applied between the bottom
graphene and Si substrate. (B) Two corners of the BZ [the full BZ is shown in
(E)] schematically demonstrating the Fermi surfaces for emitter (blue circles)
and collector (red circles). Yellow arrows mark the states in the emitter when
the components of the wave function on the two sublattices are in phase
[shown in (C)]. (C) Real-space distribution of the real part of the wave function
on the A and B sublattices. The two components of the wave function are in
phase. (D) Schematic representation of the interference of the two-component

wave function of graphene electron at the given distance above the graphene
layer when the electron is taken away from graphene. The original electron
state at z = 0 is as in (C). (E) Small-angle rotational misalignment between
the two graphene crystals leads to a small momentum mismatch between
the two band structures in the reciprocal space. (F) Same as (B). Yellow
arrows mark the states in the emitter when the components of the wave
function on the two sublattices are out of phase [shown in (G)]. (G) Real-
space distribution of the real part of the wave function on the A and B sub-
lattices.The two components of the wave function are out of phase. (H) Same
as in (D), but when the original electron state at z = 0 is as in (G). Color scales
for (C), (D), (G), and (H) are the same.

Fig. 2. Tunneling characteristics of our devices. (A and B) Relative position
of the bands and the Fermi levels in the two graphene electrodes rotated by a
small anglewith respect to eachother forconditionshighlightedbyyellow (A) and
red (B) dashed lines in (D). Red dashed lines in (D) are alsomarked by red arrows
forclarity. (CandD) Experimental (C) and simulated (D) tunnelingcharacteristics
for aGr/3hBN/Grdevicewith the graphene electrodesmisaligned by 1.8°.The red
cross in (C)marks the Vb and Vg used for the calculations of chirality polarization
in Fig.4,C to I.The blue dashed lines in (D) and (H)mark the conditionswhen the
Fermi level in oneof the electrodes passes through theDirac pointwhere theDOS
is zero, which leads to the suppression of tunneling conductance. (E and F)
Relative position of the bands and the Fermi levels in the Gr and BGr electrodes

rotated by a small angle with respect to each other for the resonant conditions
highlighted by red (E) and black (F) dashed lines in (H). In (E), the low-energy
subband in the valence band in bilayer graphene touches the graphene cone. In
(F), the higher-energy subband in the valence band in bilayer graphene touches
the graphene cone. (G and H) Experimental (G) and simulated (H) tunneling
characteristics for a Gr/5hBN/BGr device with the graphene electrodes mis-
aligned by 0.5° (a small part of the sample is misaligned by 3°, which explains
some of the weaker features).The yellow dashed linesmark the resonance when
the Fermi level in monolayer graphene touches the bottom (top) of the con-
duction (valence) band in the bilayer graphene.The red cross in (G)marks theVb

and Vg used for the calculations of chirality polarization in Fig. 4, M to R.
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with the help of amagnetic field, applied perpen-
dicular to the current. This provides the electrons
with a tunablemomentum boost as they traverse
the barrier [as shown previously in studies of
vertical transport in III-V semiconductor hetero-

structures (20, 21)]. For graphene, by rotating the
magnetic field in the plane of the Gr/hBN/Gr
device, we can resolve the contributions to the
measured differential conductance, G ¼ @I=@Vb,
arising from electrons with clearly identifiable

momenta in a given valley of graphene’s band
structure, and hence detect the features related
to the sublattice composition of the electronic
wave functions.
In the series of vdW heterostructures studied

here, a tunnel barrier of hBN separates a graphene
monolayer from either a monolayer or a bilayer
of graphene. During preparation, we ensure that
the crystallographic orientations of the two gra-
phene electrodes are closely aligned (Fig. 1A), by
aligning the edges of the flakes in the transfer
procedure [for details, see (19, 22)]. The devices
are placed on the oxidized surface of a doped
silicon substrate, which forms an insulated back
gate electrode, as in previously reported graphene
tunneling transistors (16, 17, 23). The two types of
multilayer stack are thus of the form Si/SiO2/
hBN/Gr/N-hBN/(B)Gr/hBN, where (B)Gr denotes
(bilayer) graphene andN-hBN denotesN layers of
hBN. The typical active areas of our devices are
between 10 and 100 mm2.
Typical plots of G versus Vb, and back gate

voltage, Vg, for the Gr/3hBN/Gr and Gr/5hBN/
BGr devices are presented in Fig. 2 [see examples
of other aligned devices in (19)]. In these aligned
devices, a number of resonant features in the tun-
neling I(Vb) characteristics are observed, such as
when the Fermi level in one layer coincides with
the lowest energy at which the band dispersion
curves of the two layers intersect (Fig. 2A). Schematic
representations of some of these resonant align-
ment conditions are shown in Fig. 2, with more
details given in (19). These resonances are absent
in the devices in which the graphene electrodes
are stronglymisaligned; for these devices,momen-
tum conservation is satisfied by elastic scattering
and/or phonon emission (19, 24–26).
There are qualitative differences in the tunnel-

ing conductance plots of the Gr/hBN/Gr and Gr/
hBN/BGr devices mainly due to (i) the difference
in the density of states (DOS) between graphene
(DOS is linear with energy) and bilayer graphene
(DOS is independent of energy) and (ii) the pres-
ence of the second subband in bilayer graphene.
Thus, the difference in DOS leads to most fea-
tures in the conductivity plot for Gr/hBN/Gr
having a square-root dependence in the Vb-Vg

plane, whereas some of these features are linear
for theGr/hBN/BGr devices (compare blue dashed
lines in Fig. 2, D andH). Also, the presence of the
second subband in the bilayer roughly doubles
the number of the observed resonances.
To gain further insight, we computed the tun-

nel conductance using a previously developed
model of the device electrostatics (16, 23) and a
chiral tunneling formalism (27). The only free
parameters in the model are the relative angle
between the crystallographic directions of the
graphene flakes and the energy broadening of
their plane wave states. By comparing the exper-
imental and calculated results in Fig. 2, we can
extract the relative orientation angle between
the two graphene flakes, which we find to cover
the range 0.5° to 3° for the group of devices that
we studied.
A strongmagnetic field, ~30 T, applied parallel

to the graphene layers gives rise to additional

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 577

Fig. 3. Magnetotunneling characteristics of studied devices. (A) Schematic representation of the BZ
for the emitter (blue) and collector (red) graphene electrodes rotated by a small angle with respect to each
other. Circles represent the Fermi surfaces in the two graphene layers. (B) As in (A) but with increased
Fermi level in the emitter, which induces resonant condition of the type presented in Fig. 2A for all six
corners of the BZ simultaneously. (C) Resonance in dI/dVb corresponding to (B). (D) As in (A) but with B
applied parallel to graphene layers. The Lorentz force leads to an additional momentum acquired by
electrons when tunneling from the emitter to the collector, which can be represented by a relative shift of
the two BZs by the vector Dp→ (gray, the BZ in B =0; blue, in finiteB).This can bring different corners of the
BZ into resonance, depending on a. (E) As in (D) but at different doping (increased Fermi level in the
emitter), which brings a different corner of the BZ into resonance. (F) The resonant peak in dI/dVb splits
into six peaks in finite magnetic field (red curve), each corresponding to a resonance that occurs in each
cornerof theBZ (green and blue curves for K andKʹ valleys, respectively). Examples for particular resonant
conditions for two corners of the BZ are shown in (D) and (E). (G) Conductance of the Gr/5hBN/BGr
device atVg = –45 V forB =0T (blue) and 30T for a increasing from0° in 5° steps (black to red). Note that
some minima (marked by short blue arrows) are split by the magnetic field (black arrows); see enlarged
inset. (H and I) dG/dVb versusVb and a for the Gr/3hBN/Grdevice withVg = 20 V. (K and L) dG/dVb versus
Vb and a for Gr/5hBN/BGrdevice withVg = 60 V. (H) and (K), experimental data; (I) and (L), theory.The six
black, gray, andwhite lines in (H) and (K) are guides to the eye andmark the position of the resonances for
the six corners of the BZ. (J andM) Calculated valley polarization of tunneling current for Gr/3hBN/Gr (J)
and Gr/5hBN/BGr (M) devices. Note different color scales for Vb < 0.5 Vand Vb > 0.5 V in (J).
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fine structure in G (Fig. 3G), which is strongly
dependent on the angle between B and the prin-
cipal axes of the graphene crystals. This is best
revealed in theG′ ≡ @G=@Vb plots (Fig. 3,HandK),
with further examples presented in (19). The angu-
lar dependence of these features corresponds to
six intertwined sinusoids.
The origin of this fine structure is explained in

Fig. 3, A to F. In zero magnetic field, all six cor-
ners of the Brillouin zone (BZ) experience reso-
nance conditions simultaneously, leading to a
single resonance peak (Fig. 3, A to C, where an
example is given for the resonant alignment, sim-
ilar to the “touch” depicted in Fig. 2A). In a finite
magnetic field, the tunneling electrons experi-
ence a Lorentz force and gain an in-plane mo-
mentum boost, given by

Dp→ ¼ edz

ˇ

� B
→

Here, z

ˇ

is a unit vector in the tunneling di-
rection, e is the electron charge, and d is the

thickness of the hBN tunneling barrier. In Fig.
3, D and E, this is represented as a relative shift
of the two BZs, additional to the rotation arising
from the small angular misalignment of the two
graphene layers. Hence, depending on the orien-
tation of magnetic field, the resonant conditions
for the six corners of the BZ are fulfilled at six
slightly different voltages, leading to the splitting
of the resonance peak into six individual peaks.
The Vb value required for resonance at each par-
ticular corner is a sinusoidal function of the angle
a between B and the “armchair” direction of the
graphene lattice: Vb(B,a, j) ≈ Vb(B = 0) + DV(B,a)
sin(a + jp/3), where j = 0,1…5 is the index of a
particular BZ corner (as shown by grayscale-
colored lines in Fig. 3, H and K). Our theoretical
model provides a very good fit to our experimental
results (Fig. 3, I and L).
The intensities of these resonances also depend

on a, so only half of the period of the sinusoid is
visible (Fig. 3, H, I, K, and L). This is particularly
obvious in Fig. 3, K and L, for the resonance be-

tween Vb = 0 and 0.25 V. This asymmetry arises
from the electronic chirality of graphene. The elec-
tron wave function is a vector with two compo-
nents, yA and yB, representing the probability of
finding the electron on the two sublattices,A and
B, of the honeycomb lattice. Chirality is the spe-
cific property of the relative phase φ between the
wave-function components, which is locked to
the direction of the electron’s momentum, p→ ¼
pðcosϑ; sinϑÞ; counted from the nearest BZ corner.
For a monolayer φ¼ ϑ; for gapless bilayer gra-
phene, it would be φ¼ 2ϑ forA/B′ sublattices sup-
porting low-energy bands.
Electron tunneling from one graphene layer to

another requires a correlation between the two
components of the wave function in both layers.
In effect, this projects the wave function in the
graphene emitter and collector onto evanescent
waves in the barrier space between two two-
dimensional (2D) crystals (in case of bilayer gra-
phene, we project only thewave functions located
on the layer closest to the hBN tunneling barrier).

578 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 4. Calculated tunneling of chirality-polarized electrons. (A) Schematic
representation of a resonant condition for tunneling between two graphene
electrodes in a magnetic field.The gradient coloring of the Fermi surface in the
collector represents a particular phase difference φ between the wave function
components (green:φ= π; red:φ=0). Similar coloring for the emitter is omitted
for simplicity. (B) As in (A) but for a different orientation of magnetic field.
States with different φ than in (A) are now in resonance. (C) Contribution of
different states in theKʹ valleyof the graphene emitter to the current for theGr/
3hBN/Gr device with Vb = 0.13 V, Vg = 20 Vand B = 0 T (marked by a red cross
in Fig. 2C) for the case of infinitely short elastic scattering time (inelastic
tunneling). States with all orientations of momentum contribute equally to
tunneling. The situation in the K valley is the same, and the color scale is
enhanced by ×10 compared to (H) and (I). (D) Relative position of the Fermi
energies in the two graphene electrodes forVb = 0.13 VandVg = 20 VatB=0 T.
(E and F) The contribution of different states in the K valley or Kʹ valley of the

graphene emitter to the current for the conditions presented in (D). No res-
onant conditions are achieved, so the small current observed in (E) and (F) is
a consequence of the energy broadening of states [color scale enhanced by
×10 compared to (H) and (I)]. (G to I) Similar to (D) to (F) exceptwithB = 30 T.
Resonant conditions are now achieved in the Kʹ valley only [depicted in (G)],
which is reflected by the current distribution in (I). (J to R) Similar to (A) to (I)
except for the Gr/5hBN/BGr device atVb = 0.045 VandVg = –30V (marked by
a red cross in Fig. 2G),with eitherB=0T [(J), (K), (M), (N), and (O)] orB=30T
[(L), (P), (Q), and (R)]. There is no enhancement of the color scale between
[(J), (M), and (N)] and [(P) and (Q)]. The resonant states in (O) and (R) are
highlightedwith dashedwhite lines.Only one of the two lines of resonant states
in (O) produces a visible contribution to the tunneling current [(M) and (N)].
This can be traced by using the phase information in (K): For the lower
intersection of the two Fermi lines, the interference between wave function
components is destructive (green).
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The projected states are composed of two sub-
lattice components in the emitter and collector.
As a result, momentum-dependent constructive
(φe(c) = 0) or destructive (φe(c) = p) interference
between sublattice components is governed by
jyA þ yBj

2º1þ cosφe(c), for the states both in
emitter (φe) and collector (φc) and manifests itself
in the tunneling characteristics I(Vb). Because the
magnetic field selects the pairs of particular plane
wave states probed by tunneling at a particular
gate or bias voltage (Fig. 4, A andB), themeasured
asymmetry provides a direct visualization of the
pseudospin polarization of the Dirac fermions.
In the presence of the magnetic field, each res-

onance peak represents tunneling from a par-
ticular corner of the BZ. This allows one to inject
electronswith a particular valley polarization, and
from a selected corner of the BZ. We use the ex-
perimental parameters to calculate the amount
of polarization achieved in our experiment (Fig.
3, J and M), and estimate that the valley polar-
ization, P ¼ ðIK −IK ′ Þ=ðIK þ IK ′ Þ [where IK (IK ′)
is the current injected into the K(K′) valley] can
beashighas 30%(40%) for theparticularGr/3hBN/
Gr (Gr/5hBN/BGr) devices. Themain limit to the
degree of polarization is the energy broadening of
states at the Fermi levels caused by inelastic tun-
neling processes. However, even for the current
level of disorder, with the resonances at around
Vb≈ 0V (e.g., resonancesmarked by yellowdashed
lines on Fig. 2D atVg > 50V), whichmaximizes the
number of states participating in tunneling and
sensitive tomagnetic field, a polarization close to
75% could be achieved (19). By using devices with
smallermisalignment between the graphene elec-
trodes [on the order of 0.2°, now within the reach
of the current technology (19)], valley polarization
close to 100% is possible (19).
The same mechanism can also be used to se-

lect electrons with a particular pseudospin polar-
ization. In Fig. 4, C to R, we present results of a
calculation of the contribution of different elec-
tronic states in k-space to the tunnel current for
the Gr/3hBN/Gr (Fig. 4, C to I) and Gr/5hBN/
BGr (Fig. 4, J to R) devices. We choose the posi-
tion of the Fermi levels in the emitter and col-
lector to be very close to a resonance at B = 0 T.
Then, for certain directions of B, the resonant
conditions are achieved only in one valley and
for only a very narrow distribution in k-space
(Fig. 4, G to I). Tunneling of the electrons from
other parts of k-space is prohibited either because
they are off-resonance or because of the pseudo-
spin selection rule. Alternatively, for the Gr/5hBN/
BGr device and exploiting the difference in cur-
vature of monolayer and bilayer electronic bands,
we can choose the overlap between the bands in
such a way that the magnetic field reduces the
overlap in one valley and increases it for the
other (Fig. 4, M to R). In this case, momentum
conservation at B = 0 T is fulfilled for the
states marked by white dashed lines (Fig. 4O).
However, only one of those lines contributes
to tunneling, owing to pseudospin interference
(Fig. 4, M and N).
Our technique, which enables tunneling of valley-

polarized electrons in monolayer and bilayer gra-

phene, also allows one to selectively inject carriers
propagating in the same direction and to probe
pseudospin-polarized quasi-particles. In principle,
the technique can be extended to tunneling de-
vices in which surface states of topological insu-
lators are used as electrodes; then, all-electrical
injection of spin-polarized current (28) with non-
invasive tunneling contacts could reveal a number
of exciting phenomena (29–31).
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ARCHAEOLOGY

Outburst flood at 1920 BCE supports
historicity of China’s Great Flood and
the Xia dynasty
Qinglong Wu,1,2,3*† Zhijun Zhao,2,13 Li Liu,4‡ Darryl E. Granger,5 Hui Wang,6

David J. Cohen,7‡ Xiaohong Wu,1 Maolin Ye,6 Ofer Bar-Yosef,8 Bin Lu,9 Jin Zhang,10

Peizhen Zhang,3,14§ Daoyang Yuan,11 Wuyun Qi,6 Linhai Cai,12 Shibiao Bai2,13

China’s historiographical traditions tell of the successful control of a Great Flood leading to
the establishment of the Xia dynasty and the beginning of civilization. However, the
historicity of the flood and Xia remain controversial. Here, we reconstruct an earthquake-
induced landslide dam outburst flood on the Yellow River about 1920 BCE that ranks as one
of the largest freshwater floods of the Holocene and could account for the Great Flood.
This would place the beginning of Xia at ~1900 BCE, several centuries later than
traditionally thought. This date coincides with the major transition from the Neolithic to
Bronze Age in the Yellow River valley and supports hypotheses that the primary state-level
society of the Erlitou culture is an archaeological manifestation of the Xia dynasty.

C
hina’s earliest historiographies, includ-
ing Shujing (Book of Documents) and
Shiji (Records of the Grand Historian,
by Sima Qian), tell of the Great Flood, a
lengthy, devastating flood of the Yellow

River. The culture hero Yu eventually tamed
this flood by dredging, earning him the divine
mandate to establish the Xia dynasty, the first in
Chinese history, and marking the beginning of
Chinese civilization. Because these accounts laid
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the ideological foundations for the Confucian
rulership system, they had been taken as truth
for more than 2500 years until challenged by the
“Doubting Antiquity School” in the 1920s. Within
a decade, archaeological excavations demon-
strated the historicity of the second dynasty,
Shang, and the search for similar evidence for
Xia began (1, 2). Archaeological fieldwork since
the 1950s on the Early Bronze Age Erlitou culture
(~1900 to 1500 BCE) has led many scholars to
associate it with theXia (1–6) because it overlaps
with the spatial and temporal framework of
the Xia dynasty. Traditionally, historians have
dated the start of Xia to ~2200 BCE, whereas
the government-sponsored Xia-Shang-Zhou Chro-
nology Project adopted the date as 2070 BCE
(5), leaving a chronological gap in associating
ErlitouwithXia (7–9). Other scholars see Xia pure-
ly as a myth fabricated to justify political succession
(10, 11).
Scholars also have long sought a scientific

explanation of the Great Flood (12–14), with
even Lyell mentioning it (15), yet no evidence
for it has been discovered. Here, we present
geological evidence for a catastrophic flood in
the early second millennium BCE and suggest
that it may be the basis of the Great Flood, there-
by lending support to the historicity of the Xia
dynasty. The evidence found in our investigations
along the Yellow River in Qinghai Province in-
cludes remains of a landslide dam, dammed lake
sediments (DLS) upstream, and outburst flood
sediments (OFS) downstream (Fig. 1 and figs. S1
to S5) that allow us to reconstruct the size of the
lake and flood (16).
Field observations (fig. S2B) show that the

ancient landslide dam deposits reach an ele-
vation of 240 m above present river level (arl)
and stretch for 1300 m (fig. S2A) along Jishi
Gorge (Figs. 1A and 3A). We estimate that the
saddle of the dam would have been 30 to 55 m
lower than the highest preserved remnants, so

the lake would have filled to an elevation of
185 to 210 arl [2000 to 2025 m above sea
level (asl)] (fig. S2B), impounding 12 to 17 km3

of water (16) (table S1). Based on typical river
discharge values, the dam would have com-
pletely blocked the Yellow River for 6 to 9 months
before overtopping (16). DLS distributed wide-
ly upstream of the dam are up to 30 m thick
and have a highest elevation of ~1890 m asl
(Fig. 1B and figs. S1 and S3A). We interpret
this as indicating that the catastrophic breach
dropped the water level 110 to 135 m (Fig. 1B),
releasing ~11.3 to 16 km3 of water (16) (table
S1), tens of times that estimated by a previous
study (17). After the breach, DLS infilled a resid-
ual lake behind the lowest part of the dam that
remained.
Outburst flood sediments are found down-

stream at elevations from 7 to 50 m arl in the
lower Jishi Gorge and in Guanting Basin (Fig.
1 and figs. S1 and S4). They are characterized by
high-concentration suspension deposition and
consist exclusively of angular clasts of green-
schist and purple-brown mudrock sourced from
Jishi Gorge (table S2). At the mouth of the gorge,
where the Yellow River enters Guanting Basin,
the sediments reach 20 m thickness and include
boulders up to 2 m in diameter (Fig. 1B and figs.
S1 and S4, C and D). We also identified the OFS at
the earthquake-destroyed prehistoric Lajia site (fig.

S5), a settlement of the Qijia culture (18, 19) known
for its early noodle remains (20), 25 km down-
stream from the dam. OFS at Lajia covered the
settlement’s last Qijia culture occupation and
filled in collapsed cave dwellings (fig. S5, A and
B), pottery vessels (fig. S5B), and earthquake fis-
sures (fig. S5C), mixing with pottery sherds (fig.
S5D) and other Qijia cultural materials, with
heights of up to 38 m arl.
Stratigraphic relationships of the OFS, rem-

nant dam, DLS, loess, and other deposits in
Jishi Gorge and neighboring basins, along with
destruction features at the Lajia site (fig. S1),
allow us to reconstruct and date a sequence of
events ending in the outburst flood. First, they
show that the damming and outburst flood event
occurred during the archaeological Qijia cul-
ture period (~2300 to 1500 BCE) after the
collapse of the Lajia cave-houses. Ground fis-
sures caused by the earthquake at the Lajia site
were entirely filled with OFS (fig. S5C) before
silts from surface runoff during the annual rains
could enter them, indicating that the outbreak
flood must have occurred less than 1 year after
the earthquake and collapse of the houses. It is
likely that the same earthquake that destroyed
Lajia also triggered the landslide that dammed
the river, along with widespread contempora-
neous rock avalanches whose deposits lay directly
beneath the DLS (fig. S3A).
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Fig. 1. Evidence of the exceptional outburst flood in the upper valley of the Yellow River. (A) Dis-
tributions ofOFS, DLS, and landslide dam. Light purple and dark green shaded areas indicate purple-brown
mudrock and greenschist, respectively. Line AB across the Lajia site shows the location of the recon-
structed cross section in fig. S6C. (B) The vertical distribution of the OFS, landslide dam, DLS, Lajia site
and reconstructed lake levels relative to the longitudinal profile of the present Yellow River. DLS are clas-
sified into lacustrine sediments (LS) and fan delta deposits (FD).
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To date the outburst flood, we collected car-
bon samples for accelerator mass spectrome-
try (AMS) 14C dating (16). Seventeen charcoal
samples from the OFS and the only charcoal
sample from a layer overlying the OFS (fig. S1)
indicate that the age for the flood is between
2129 and 1770 cal. BCE [95% confidence in-
terval (CI)] (Fig. 2A and table S5) (16). Char-
coal samples from DLS upstream of the dam
(fig. S1) yield calibrated 14C results (95% CI)
spanning 2020 to 1506 BCE (Fig. 2A and table
S5), demonstrating that the DLS is coeval with
or younger than the outburst flood and con-
firming that it is fill from the remnant lake.
The best dating for the flood comes from the
Lajia site (16), because it was destroyed within
1 year before the outburst flood. Radiocar-
bon determinations of bone samples from three
human victims, aged 6 to 13 years old, in col-
lapsed Lajia dwellings (Fig. 2B) agree to within
uncertainty (Fig. 2A and table S5), consistent
with that of two victims reported previously (21)
as well. Because the radiocarbon calibration curve
is linear in this region and the bones are the
same age, we use the inverse variance weighted
mean of the three measurements. This yields a
calibrated age with a median of 1922 ± 28 BCE
(1 SD) and a 95% CI of 1976 to 1882 BCE (Fig.
2C). To simplify this range, we use 1920 BCE to
indicate the approximate date of the flood.
We estimate the peak discharge of the flood

in two ways. Empirical formulas considering
the volume of the lake and the height of the
dam lead to estimates ranging from 0.08 to
0.51 × 106 m3s−1, with large uncertainties (16)

(table S3). We also reconstruct the flood channel
cross section from detailed surveys in Guanting
Basin and use Manning’s equation to estimate
a peak discharge of 0.36 to 0.48 × 106 m3s−1 (16)
(fig. S6 and table S4), consistent with the dam
break estimations (16) (table S3). The calculated
peak discharge of ~0.4 × 106 m3s−1 is more than
500 times the average discharge of the Yellow
River at Jishi Gorge. This ranks globally among
the largest freshwater floods of theHolocene (22).
We do not explicitly model the inundation

and effect of this outburst flood in the lower
reaches of the river, but analogous events dem-
onstrate that outburst floods from landslide
dams can propagate long distances. In 1967, an
outburst flood with a volume of just ~0.64 km3

propagated at least 1000 km along the Yalong-
Yangtze Rivers (23), so the Jishi prehistoric
outburst flood, with a volume of ~11 to 16 km3,
could have easily travelled more than 2000 km
downstream. The Jishi flood would have breached
the natural levees of the Yellow River, result-
ing in rare, extensive flooding. It is possible
that this outburst flood was also the cause of a
major avulsion of the lower Yellow River (Fig.
3A) inferred from archaeological data, with a
previously estimated date of ~2000 BCE (24, 25).
Widespread destruction of levees and depo-
sition of tributary mouth bars may have de-
stabilized the main river channel, leading to
repeated flooding until a new river channel
was established. Extensive flooding on the low-
er Yellow River plain would have had a great
effect on societies there. We argue that this
event and its aftermath likely would have sur-

vived in the collective memories of these so-
cieties for generations, eventually becoming
formalized in the received accounts of the
Great Flood in the first millennium BCE. In
fact, early texts such as the Shujing and Shiji
even record that a place called Jishi (the same
characters as the gorge where the outburst flood
began) was where Yu began his dredging of the
Yellow River; whether this is a coincidence will
require further historical geographical research.
The ~1920 BCE flood shares the main char-

acteristics of the Great Flood described in an-
cient texts. Apart from its huge peak discharge,
the secondary flooding on the lower plains may
have been long-lasting, just as the Great Flood
remained uncontrolled for 22 years until it
was managed by dredging (rather than by
blocking breaches in natural levees). There
is also the issue of whether the Great Flood
could have been caused by exceptional me-
teorological flooding, but a speleothem record
shows a generally weakened Asian summer mon-
soon from 8000 to 500 years before the present
(26), and proxies from lake and loess records also
indicate that a cool, dry climate regime begins
2000 BCE along the lower Yellow River (27), so
this would be unlikely. Furthermore, the early
textual records make no mention of frequent,
extreme storms related to the Great Flood.
The discovery and reconstruction here of

the massive outburst flood originating in Jishi
Gorge provide scientific support that the an-
cient Chinese textual accounts of the Great
Flood may well be rooted in a historic natural
event. They also shed light on the potential

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 581

Fig. 2. Radiocarbon chronology of the prehistoric outburst flood on the Yellow River. (A) Calibrated age probabilistic histograms of radiocarbon data.The
outliers of the ages inconsistent with stratigraphic sequences and indicating reworking are denoted with asterisks. Samples best constraining the age of the
outburst flood are boxed in red. See fig. S1 for sample locations. (B) The radiocarbon dated skeletons in cave dwelling F4 at the Lajia site. The skeletons were
identified by reference (30). (C) The calibration of the inverse variance weighted mean for three bone samples on calibration curve IntCal13 (31). All radiocarbon
dates were calibrated individually with IntCal13 (31) and OxCal 4.2 (32).
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historicity of the Xia dynasty itself, as Yu’s
founding of the dynasty is directly tied to his
achievements in controlling the Great Flood.
According to the Shiji, Yu’s father labored
unsuccessfully for 9 years to tame the flood
before Yu took over for 13 more years. Yu’s
success led to his mandate to become found-
ing king of the Xia 22 years after the flood
started. If the Jishi Gorge outburst flood of
~1920 BCE is the natural cataclysm that came
to be known as the Great Flood, then we can
propose a new beginning date for the Xia dy-
nasty, ~1900 BCE. This date, some 2 to 3 cen-
turies later than previous reckonings (1, 2, 5),
is compatible with the 1914 BCE date proposed
by Nivison based on astro-historiographical
evidence (28). This 1900 BCE date for the found-
ing of the Xia coincides with the beginning
of the Erlitou culture (6), so this finding also
supports the arguments that the Erlitou cul-
ture is the archaeological manifestation of
the Xia and that the Erlitou site was a Xia
dynastic capital (1–3). This outburst flood is

also coincident with the major sociopolitical
transition from Neolithic to Bronze Age in
the Yellow River valley (2, 6, 29) (Fig. 3, A and
B), suggesting that the concurrence of these
major natural and sociopolitical events known
through the geological, historiographical, and
archaeological records may not simply be co-
incidence but rather an illustration of a pro-
found and complicated cultural response to an
extreme natural disaster that connected many
groups living along the Yellow River.
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Fig. 3. Major transition of archaeological cultures in the Yellow River valley around 1900
BCE. C, culture; LS C, Longshan culture. (A) Distribution of the late Neolithic and early Bronze
Age cultures in the Yellow River valley. Blue dashed lines show avulsion of the lower Yellow River
channel ~2000 BCE (24). (B) Timeline showing ages of the archaeological cultures (6, 29) and the
proposed Great Flood of China.
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BIOENGINEERING

Metabolic engineering of microbial
competitive advantage for industrial
fermentation processes
A. Joe Shaw,1* Felix H. Lam,2 Maureen Hamilton,1 Andrew Consiglio,1 Kyle MacEwen,1

Elena E. Brevnova,1,3† Emily Greenhagen,1‡ W. Greg LaTouf,1 Colin R. South,1§
Hans van Dijken,1 Gregory Stephanopoulos1,2

Microbial contamination is an obstacle to widespread production of advanced biofuels
and chemicals. Current practices such as process sterilization or antibiotic dosage
carry excess costs or encourage the development of antibiotic resistance. We
engineered Escherichia coli to assimilate melamine, a xenobiotic compound containing
nitrogen. After adaptive laboratory evolution to improve pathway efficiency, the engineered
strain rapidly outcompeted a control strain when melamine was supplied as the nitrogen
source. We additionally engineered the yeasts Saccharomyces cerevisiae and Yarrowia
lipolytica to assimilate nitrogen from cyanamide and phosphorus from potassium
phosphite, and they outcompeted contaminating strains in several low-cost feedstocks.
Supplying essential growth nutrients through xenobiotic or ecologically rare chemicals
provides microbial competitive advantage with minimal external risks, given that
engineered biocatalysts only have improved fitness within the customized fermentation
environment.

M
icrobial bioconversion of plant biomass
is a promising route to sustainable liquid
fuels and chemicals (1, 2). For compati-
bility with society’s petroleum-based infra-
structure, researchers have used metabolic

engineering to produce “drop-in”molecules that
meet existing petrochemical standards (3–5).
However, despite many technical advances enabl-
ing the production of biofuels and biochemicals,
their large-scale production at competitive eco-
nomic cost is lagging. One of the major obstacles
for new bioprocesses is microbial contamination,
which negatively affects yield, productivity, and
operability. When scaling up new bioprocesses,
contamination can be a major barrier to success-
ful operation (6).
Conventional biofuel and biochemical fermen-

tations use naturally occurring organisms that are
highly competitive in their specific operating envi-
ronment. For example, Saccharomyces cerevisiae,
which is used to produce over 100 billion liters of
ethanol per year (7, 8), is well suited to exploit the
environment provided by modern fruit (9), where
it rapidly converts high concentrations of simple
sugars to ethanol. Ethanol inhibits many compet-
ing microbes and allows the more tolerant S.
cerevisiae to dominate the fermentation. By
co-opting this naturally evolved competitive ad-

vantage, bioethanol producers avoid the need
for feedstock refining and sterilization, enabling
cost-competitive biofuel production. However,
even with this natural competitive advantage,
ethanol producers often resort to antibiotic treat-
ment to halt the growth of contaminating bacte-

ria (10, 11), particularly Lactobacilli, that tolerate
high ethanol concentrations (12).
A consequence of manipulating their central

metabolism to produce advanced biofuels and bio-
chemicals is that engineered microorganisms often
have reduced growth rates or other competitive
impairments. We sought to address this challenge
by endowing biocatalysts with an engineered
competitive advantage. We did this by supply-
ing the macronutrients nitrogen and phospho-
rus (which are required by all microorganisms
for growth) through low-cost xenobiotic or eco-
logically rare compounds and metabolically
engineering their complementary assimilation
pathways (Fig. 1). This combination creates an
environment where the engineered biocatalyst
becomes the dominant microorganism without
solely relying on naturally evolved ecological fit-
ness. We have termed this strategy “robust op-
eration by utilization of substrate technology”
(ROBUST).
To test the ROBUST strategy, we engineered

Escherichia coli ATCC 10798 with a synthetic
six-step pathway for the conversion of melamine,
a xenobiotic compound containing 67% nitrogen
by weight, to ammonia and carbon dioxide. We
demonstrated the utilization of melamine’s six
nitrogen atoms (figs. S1 and S2) through expres-
sion of Acidovorax avenae, Pseudomonas sp.,
Rhodococcus sp., E. coli, and S. cerevisiae enzymes
that had previously been characterized for the
bioremediation of triazides (13–16). When trans-
formed with a low-copy plasmid carrying the
melamine utilization pathway, E. coli grew with
melamine at a maximum rate of 0.12 ± 0.02 hour−1
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Fig. 1.The ROBUSTstrategy. Macronutrients essential for microbial growth are supplied in the form
of xenobiotic or ecologically rare chemicals. Metabolic pathways enabling macronutrient assimilation
are engineered in the desired biocatalyst (blue cells), establishing them as the dominant micro-
organism over nonutilizing contaminants (brown and red cells) inside the industrial bioreactor en-
vironment. NAD+, oxidized nicotinamide adenine dinucleotide; NADH; reduced nicotinamide adenine
dinucleotide.
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(n = 3). We next performed adaptive laboratory
evolution spanning about 100 generations in
defined medium containing 0.5 mM melamine;
we subsequently isolated a colony, designated
strain NS163, with a threefold increase in growth
rate to 0.40 ± 0.04 hour−1 (n = 3).
Plasmid isolation from NS163 and reintro-

duction into wild-type E. coli resulted in an
immediate growth rate on melamine of 0.4 hour−1

(fig. S3). Sequencing of the parental and reisolated
plasmids identified a single point mutation in the
evolved plasmid, resulting in an arginine-to-serine
change at amino acid 352 of the E. coli gene
guaD, which encodes ammeline deaminase, the
second of six steps required for complete mela-
mine degradation. That E. coli guaD is a target
of evolutionary selection is perhaps not surprising,
given that guaD is a “housekeeping” enzyme with
primary activity for guanine deamination and is
thought to catalyze ammeline deamination as a
side activity (17).
To establish competitive advantage, the mela-

mine utilization pathway ideally operates at a
rate that makes ammonium available for rapid
growth, but not so fast that free ammonium is
excreted. With strain NS163, no free ammonium
was detected during growth onmelamine (fig. S4),
although the degradation intermediate cyanuric
acid did accumulate to about 13% of the total
melamine fed, suggesting that further pathway
optimization is possible. Growth on melamine
also acted to maintain plasmid stability (fig. S5).
In coculture experiments in defined medium

with melamine as the nitrogen source, E. coli
strain NS163 rapidly outcompeted a control E. coli
strain carrying the pACYC177 reference plasmid
(Fig. 2A). The utilization pathway additionally
conferred growth on melamine to the industrially
relevant E. coli B, MG1655, and Crooks strains
(fig. S6).

Next, we engineered S. cerevisiae to utilize
cyanamide, a nitrile-containing compound, and
we engineered both S. cerevisiae and the oleagi-
nous yeast Yarrowia lipolytica to utilize phos-
phite, a phosphorus-containing chemical-industry
intermediate. For the former, we expressed a
cyanamide hydratase (18) gene homolog from
Aspergillus niger to convert cyanamide to bio-
logically accessible urea. After adaptive evolu-
tion, this strain grew with cyanamide as the
sole nitrogen source. The process was repeated
for the conversion of phosphite to biologically
accessible phosphate by expression of bacterial
phosphite dehydrogenase (19) and adaptive evo-
lution (supplementary text and fig. S7). This
resulted in S. cerevisiae strain NS586, which
was able to simultaneously use cyanamide as
a nitrogen source and potassium phosphite as
a phosphorus source. We additionally expressed
phosphite dehydrogenase in Y. lipolytica wild-
type (strain NS324) and lipid-overproducing back-
grounds (strain NS392), which enabled phosphite
medium–based growth and lipid production at
rates comparable to those in phosphate medium
(fig. S8), without the need for adaptive evolution.
In competition with a control S. cerevisiae

strain, NS586 demonstrated superior fitness in

cyanamide-containing media (Fig. 2B), despite
baseline growth of the control strain. Likewise,
the Y. lipolytica phosphite-assimilating strain
NS324 outcompeted a control strain in phosphite-
containing media (Fig. 2C).

For the supply of nitrogen and phosphorus
through synthetic compounds to be econom-
ically viable, additional costs must be minimal
and more than offset by the use of lower-cost pro-
cessing methods and feedstocks. The compounds

584 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 2. Competition experiments in glucose medium. Each panel shows colony-forming unit
(CFU) counts during cofermentation of ROBUST and control strains inoculated at a 1:1 ratio in
defined glucose medium, with either standard or ROBUST chemicals supplying key macronutrients.
(A) E. coli strains NS102 (containing the reference plasmid pACYC177) and NS163 (containing the
melamine utilization plasmid pNC153), co-inoculated with ammonium chloride or melamine as the
nitrogen source. (B) S. cerevisiae reference strain NS891 and cyanamide hydratase–expressing
strain NS586, co-inoculated with urea or cyanamide as the nitrogen source. (C) Y. lipolytica re-
ference strain NS535 and phosphite dehydrogenase–expressing strain NS324, co-inoculated with
potassium phosphate or potassium phosphite as the phosphorus source. CFU counts are reported
as means ± SD (n = 4).
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in this study are derived from bulk industrial
chemical precursors and represent a cost that
is comparable to that of industrial antimicrobial
additives (table S1) and superior to that of sterile
fermentation (table S2). We sought next to apply
ROBUST to minimally refined, low-cost feedstocks.
We evaluated sugarcane juice and wheat

straw lignocellulosic hydrolysate, two broadly
available industrial feedstocks, for ROBUST
fermentation with S. cerevisiae strain NS586.
Sugarcane juice is composed primarily of simple
sugars, but also contains some free amino acid–
bound nitrogen and 0.1 to 0.6 g of phosphorus
per kilogram of dry matter, or 1.7 to 12.5% of
the phosphorus necessary for complete aerobic
conversion of the sugars to yeast biomass (table
S3). We tested batch fermentation of 2% w/v
sugarcane juice supplemented with media con-
taining 4 mM potassium phosphate or potassium
phosphite. To these media, strain NS586 and
Kluyveromycesmarxianus CBS 6556, a fast-growing

spoilage yeast (20), were co-inoculated at a 10:1
ratio. Despite the presence of a low level of
naturally occurring phosphate, in the phosphite-
supplemented medium, NS586 outcompeted
K. marxianus for sugar utilization (Fig. 3A). With
variability in raw feedstock supplies, ROBUST
may be more or less effective at different nat-
urally occuring phosphate concentrations. For
a given set of operating conditions (e.g., bio-
catalyst loading, growth rate, fermentation time),
a maximum natural phosphate concentration
may be established for reliable operation; blend-
ing raw sugarcane juice with refined sugar could
be used to keep phosphate below this level.
Wheat straw lignocellulosic hydrolysate is un-

der evaluation for the production of bioethanol
and biochemicals, and it requires nitrogen supple-
mentation for complete growth of S. cerevisiae
(fig. S9).We co-inoculated S. cerevisiaeNS586 and
K. marxianus CBS 6556 at a 10:1 initial ratio with
5 mM urea or cyanamide in 2% w/v glucan-

equivalent wheat straw hydrolysate. Although
the cyanamide condition has a 4- to 5-hour lag
relative to the urea condition, it enables S.
cerevisiae NS586 both to grow unhindered by
K. marxianus (Fig. 3B) and to achieve a higher
cellulosic ethanol titer (fig. S10). Other industrial
feedstocks such as sugarcane bagasse, sugar beet
molasses, and corn stover have comparable limiting
phosphorusandnitrogencontents (tableS3),making
them feasible for further ROBUST processing.
Corn has the highest annual yield (in metric

tons) of any cereal crop worldwide and produces
the most starch per acre of cultivated crops. In
general, there are two processes for producing
fermentable carbohydrate from corn. The first,
dry milling, is the lowest-cost route to a fermen-
table intermediate (7) but results in a heteroge-
neous, semi-solid mash that is challenging to
sterilize. The second process, wetmilling, produces
a highly refined pure glucose but requires substan-
tial capital and operating investment (7) (table S2).
We sought to apply ROBUST to dry-milled corn,
which could be complicated by the nitrogen and
phosphorus present in whole corn kernels. How-
ever, by using low-capital dry-mill fractionation
(21, 22), 90% of the phosphorus can be readily
separated from fermentable starch, with copro-
duction of protein and oil containing corn germ
(Fig. 4A). In simultaneous saccharification and
fermentation experiments co-inoculated with
Y. lipolytica NS392 [engineered for phosphite
utilization and lipid overproduction (23)] and
S. cerevisiae Ethanol Red (an industrial ethanol
production strain used in this study as a conta-
minant), the S. cerevisiae strain outcompeted
Y. lipolytica even at a 10:1 initial disadvantage
because of rapid ethanol accumulation, which
decreases Y. lipolytica viability (Fig. 4B). How-
ever, when phosphorus was supplied as potas-
sium phosphite, Y. lipolytica NS392 continued
to grow and produce lipids, and no ethanol ac-
cumulated during fermentation (Fig. 4, C and
D). Nearly identical Y. lipolytica performance was
observed when the yeast antibiotic hygromycin
was added to inhibit S. cerevisiae during phos-
phate fermentation (fig. S11). These results demon-
strate the capability of ROBUST to fundamentally
shift production toward a desired product in an
otherwise identically configured fermentation.
Naturally selected microorganisms may emerge

that are capable of assimilating almost any
xenobiotic chemical (table S4), but the ability
to synthesize new nitrogen- and phosphorus-
containing compounds and to engineer metabolic
assimilation pathways should enable the deploy-
ment of future ROBUST compound-pathway
iterations. This dynamic is similar to the arms
race currently underway with multidrug-resistant
bacterial strains (24). However, with ROBUST,
the competition between industrial biotechnol-
ogists and natural evolution can occur without
the risk of spreading antibiotic resistance genes
(25). Although engineered biocatalysts should
be able to consume ROBUST compounds to below
trace levels, we do anticipate that a full life-cycle
analysis will be required for the use of any new
compound in an industrial bioprocess.

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 585

Fig. 3. Improved biocatalyst fitness with industrial feedstocks. Shown are data from aerobic
fermentation with ROBUST S. cerevisiae NS586 and contaminant K. marxianus CBS 6556.
(A) Sugarcane juice with potassium phosphate or potassium phosphite as the phosphorus source.
(B) Wheat straw lignocellulosic hydrolysate with urea or cyanamide as the nitrogen source. CFU
counts are reported as means ± SD (n = 3).
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Fig. 4. ROBUST-enabled grain-to-lipid fermentation. (A) Dry-mill corn fractionation enables low-cost
separation of food- and animal feed–quality germ and fiber from fractionated corn mash. (B) Simul-
taneous saccharification and fermentation in fractionated mash co-inoculated with lipid-overproducing
Y. lipolytica NS392 (engineered for phosphite utilization) and contaminating S. cerevisiae strain Ethanol
Red at a 10:1 initial ratio, with potassium phosphate supplying phosphorus. (C) Fermentation under
identical conditions, except with potassium phosphite supplying phosphorus. In (B) and (C), CFU counts
are reported as means ± SD (n = 4). (D) Lipid accumulation, reported as fatty acid methyl ester (FAME), at
the end of fermentation.

RESEARCH | REPORTS

 o
n 

A
ug

us
t 2

9,
 2

01
6

ht
tp

://
sc

ie
nc

e.
sc

ie
nc

em
ag

.o
rg

/
D

ow
nl

oa
de

d 
fr

om
 

http://science.sciencemag.org/


PLANT SCIENCE

Circadian regulation of sunflower
heliotropism, floral orientation, and
pollinator visits
Hagop S. Atamian,1 Nicky M. Creux,1 Evan A. Brown,2 Austin G. Garner,2

Benjamin K. Blackman,2,3 Stacey L. Harmer1*

Young sunflower plants track the Sun from east to west during the day and then reorient
during the night to face east in anticipation of dawn. In contrast, mature plants cease
movement with their flower heads facing east. We show that circadian regulation of
directional growth pathways accounts for both phenomena and leads to increased
vegetative biomass and enhanced pollinator visits to flowers. Solar tracking movements are
driven by antiphasic patterns of elongation on the east and west sides of the stem. Genes
implicated in control of phototropic growth, but not clock genes, are differentially expressed
on the opposite sides of solar tracking stems. Thus, interactions between environmental
response pathways and the internal circadian oscillator coordinate physiological processes
with predictable changes in the environment to influence growth and reproduction.

M
ost plant species display daily rhythms
in organ expansion that are regulated
by complex interactions between light-
and temperature-sensing pathways and
the circadian clock (1). These rhythms

arise in part because the abundance of growth-
related factors such as light signaling compo-
nents and hormones (e.g., gibberellins and
auxins) are regulated by both the circadian clock
and light (2–4). A further layer of regulation is
afforded by circadian gating of plant responsive-
ness to these stimuli, with maximal sensitivity to
light during the day (5) and to gibberellin and
auxin at night (6, 7).
Because the direction and amount of solar

irradiation undergo predictable daily changes,
light capture might be optimized by links be-
tween the circadian clock and directional growth
pathways. One such growth pathway is photo-
tropism, in which plants align their photosynthetic
organs with the direction of incoming light. Pho-
totropism was first recognized by Charles Darwin
(8) and is mediated by the perception of blue
light by phototropin photoreceptors that then
trigger asymmetric growth via the auxin signal-
ing pathway (9). Heliotropism, or solar tracking,
is a more dynamic form of phototropism, with
aerial portions of the plant following the Sun’s
movement throughout the day. Some heliotropic
plants such as sunflowers also reorient during
the night so that their leaves and apices face east
before sunrise (10, 11). Here we show that he-
liotropism in the common sunflower, Helianthus
annuus, is generated by the coordinate action of
light-signaling pathways and the circadian clock

and enhances plant performance in the natural
environment.
Sunflower stems exhibit heliotropic movement

such that their shoot apices shift from facing east
at dawn to facing west at dusk as they track the
Sun’s relative position. Shoot apices then reorient
at night to face east in anticipation of dawn (Fig.
1A and movie S1) (12, 13). We disrupted this
process in two ways, either by rotating potted
plants every evening so that they faced east at
nightfall (and thus faced west each morning
after directional nighttime growth) or by tether-
ing plant stems to solid supports to limit their
tracking movements. In multiple trials, we de-
tected ~10% decreases in both dry biomass and
leaf area of the manipulated plants relative to
controls in both types of experiments (Fig. 1B
and fig. S1; significance assessed using linear
mixed-effect models with treatment as fixed effect,
trial and leaf number as random effects), demon-
strating that solar tracking promotes growth.
The nighttime reorientation of young sun-

flowers in the absence of any obvious environ-
mental signal suggests involvement of the
circadian system; however, an alternative expla-
nation would be an hourglass-like timing mech-
anism. To distinguish between these possibilities,
we examined the kinetics of nighttime reorienta-
tion near the summer solstice and the fall equi-
nox. The rate of apical movement at night was
higher at midsummer [16 hours light: 8 hours
dark (16L:8D)] than during the longer nights of
autumn (12L:12D), so that in each case plant
apices face fully east just before dawn (Fig. 1C).
We next investigated whether plants continue
rhythmic tracking movements in the absence of
directional light cues. Sunflower plants grown
in pots in the field in 14L:10D conditions were
heliotropic (Fig. 1D). When moved to a growth
chamber with constant, fixed overhead lighting,
these plants maintained their directional growth
rhythms for several days. Plants reoriented toward

the east during the subjective night and toward
the west during the subjective day, with times of
maximal inclination corresponding to subjective
dawn and dusk. As is true for many types of cir-
cadian outputs after withdrawal of environmen-
tal signals, rhythmic movements dampened over
time (Fig. 1D).
Another way to distinguish rhythms regulated

by the circadian clock from those directly in-
duced by environmental cues is to maintain
organisms in light-dark cycles with total period
lengths (T-cycles) that differ from 24 hours (14). We
examined heliotropism in a growth chamber with
four directional blue LED (light-emitting diode)
lights sequentially turned on and off to mimic the
Sun’s daily path. After several days in a 24-hour
T-cycle (16L:8D), plants bent toward the light
source during the day so that “westward” move-
ment culminated at dusk. Anticipatory “eastward”
movement then occurred throughout the dark
period (Fig. 1E and fig. S2). Upon transfer to a
30-hour T-cycle (20L:10D), maximal “westward”
inclination no longer occurred at the light-dark
transition, and directionality of nighttime move-
ment was erratic. The return to a 24-hour T-cycle
reestablished anticipatory nighttime movement
that began when lights were turned off (Fig. 1E
and fig. S2). The complex patterns in 30-hour
T-cycles suggest uncoordinated growth controlled
by both environmental response pathways and
the circadian clock. Thus, the circadian clock
guides solar tracking in sunflowers.
Because sunflowers lack pulvini, the special-

ized motor organs that mediate solar tracking
in some species (15), we hypothesized that reg-
ulated stem elongation might drive solar track-
ing. We observed a gradual reduction in the
amplitude of heliotropic movements as plants
reached maturity, correlating with cessation of
stem elongation (Fig. 2, A and B, and Fig. 3A).
To further investigate the involvement of stem
elongation in heliotropism, we examined solar
tracking and stem growth rates in dwarf2 (dw2)
sunflowers, which are deficient in the produc-
tion of gibberellin growth hormones (16). In the
absence of exogenous gibberellin, dw2 plants
have very short stems and no perceptible heliotro-
pism (movie S2). Treatment with exogenous
gibberellin transiently restored normal elonga-
tion (Fig. 2A) and heliotropism (Fig. 2B) in the
mutant. Between days 7 and 14 after the last
gibberellin application, stem elongation and the
amplitude of solar tracking rhythms coordinately
diminished by ~35% (Fig. 2, A and B). Thus,
stem elongation is essential for heliotropism.
Many plant species show daily rhythms in

nondirectional stem and leaf growth (1). We
hypothesized that heliotropism results from dif-
ferential elongation on opposite sides of stems.
Indeed, the growth pattern on the east side of
solar tracking sunflower stems was different
from that on the west side (Fig. 2C). Growth
rates on the east side were high during the day
and very low at night, whereas growth rates on
the west side were low during the day and higher
at night. The higher growth rate on the east
versus west side of the stem during the day
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enables the shoot apex to move gradually from
east to west. At night, the higher growth rate
on the west side culminates in the apex facing
east at dawn. We postulated that one of these

growth patterns might be similar to the overall
growth rhythms of sunflower plants not man-
ifesting heliotropism. We therefore monitored
plants maintained in 16L:8D cycles in a growth

chamber with overhead lighting. Consistent with
reports in pea and zinnia (17, 18), stem elongation
growth rates were higher at night than during
the day under these controlled conditions (Fig.
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onset of “eastward” movement in a growth chamber equipped with four
directional lights is consistently phased with lights being turned off in 24-hour
T-cycles (left and right) but is erratic in 30-hour T-cycles (center). Time zero
indicates dawn [(C) and (D)] or the beginning of the first T-cycle (E). Angles
<90° and >90° represent inclination toward east and west, respectively.White
areas, day; gray, night.
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west sides of solar tracking stems assessed by quantitative reverse transcription
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2D), resembling the growth pattern of the west
side of solar tracking stems. These data suggest
that heliotropism is mediated by both the default
pattern of growth on the west sides of stems and
an environmentally imposed growth pattern on
the east sides.
Because our data implicate the circadian clock

in solar tracking movements, we examined the ex-
pression of sunflowerhomologs of central clock genes
on the east and west sides of solar tracking stems.
Although a LATE ELONGATED HYPOCOTYL–
like gene and a TIMINGOF CAB EXPRESSION1–
like genedisplayed the expected rhythmic patterns
of daily expression, these genes were not differen-
tially expressed on the opposite sides of stems (Fig.
2, E and F). However, expression of two homologs
of genes implicated in phototropism (19, 20)

differed on the opposite sides of solar tracking
sunflower stems, with an INDOLE-3-ACETIC
ACID19–like gene more highly expressed on
the west side at night (Fig. 2G) and a SMALL
AUXIN-UPREGULATED50 (SAUR50)–like gene
more highly expressed on the east side during
the day (Fig. 2H). Homologs of these genes are
induced by auxin inmany species (21), and SAUR
proteins promote cell elongation (22). Directional
growth toward a light source is thought to be
instigated by the phototropin-triggered redistrib-
ution of auxin across plant stems (9), whereas the
circadian clock regulates both auxin levels and
plant responsiveness to exogenous auxin (4, 7). It
is plausible that solar tracking rhythms are gen-
erated by coordinate regulation of auxin signaling
by blue-light photoreceptors and the circadian

clock on the opposite sides of a radially sym-
metrical organ, the sunflower stem.
In nature, only young sunflower plants ex-

hibit heliotropic movements. At the final stage
of floral development, or anthesis, sunflower
apices stop tracking the Sun and acquire a per-
manent eastward orientation (12). Close exam-
ination of the growth dynamics over this period
revealed that as stem elongation slows, likely
accounting for the overall reduction in move-
ment, the apices move less and less to the west
each day, although they return to face east by
morning (Fig. 3A and movie S3). This gradual
cessation of westward movement might be
explained by circadian gating of plant respon-
siveness to light, with plants responding more
strongly to activation of the phototropin blue-
light photoreceptors in the morning than at
other times of day. We tested this possibility by
entraining young plants in 16L:8D cycles and
measuring their bending response after expo-
sure to unidirectional blue light at different
times of the day or night. Plants exposed to
light during the first part of the day showed a
stronger tropic response than those stimulated
late in the day or at night (Fig. 3B), consistent
with studies in potato (23). These data suggest
that lower competence of plants to respond to
directional light in the afternoons and evenings
(Fig. 3B), combined with progressively reduced
elongation rates as plants approach maturity,
likely accounts for the progressive loss of daily
stem movements toward the west and can ex-
plain the eastward orientation of sunflower
disks at anthesis.
We next investigated whether this eastward

orientation provides any ecological advantage.
Because floral orientations that elevate floral
temperature enhance pollinator visitation in
alpine plants (24, 25), we hypothesized that an
eastward orientation may promote sunflower
attractiveness to pollinators through increased
morning interception of solar radiation, coincident
with the daily timing of anther and stigma ex-
sertion. Sunflowers were grown in pots in the
field; just before the appearance of ray petals,
half of these plants were rotated to face west.
Hourly recording of disk temperature by forward-
looking infrared (FLIR) imaging and more con-
tinuous monitoring with thermocouples revealed
that east-facing heads warmed up more quickly
in the morning than west-facing heads (Fig. 3C
and fig. S3). In these early morning hours, pol-
linators visited east-facing heads fivefold more
often than west-facing heads (Fig. 3D and movie
S4). This differential was observed only when east-
facing flowers were warmer than west-facing
flowers. With the exception of one trial where
plants flowered during a period of inclement
weather, these observations were consistent across
trials, years, and field sites (fig. S3). Notably,
west-facing flowers warmed with portable heat-
ers so that their morning surface temperatures
matched east-facing flowers received signif-
icantly more pollinator visits than nonheated
west-facing flowers (Fig. 3, E and F, and fig. S3,
F and G), albeit fewer than east-facing flowers.
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Fig. 3. Eastward orientation of sunflower heads after anthesis is due to gating of light responses by
the circadian clock and enhances pollinator visits. (A) Amplitude of solar tracking and changes
in stem growth of mature plants nearing floral anthesis. Petals were first observed during day 5
(mean ± SEM, n = 2 plants). (B) Stem curvature of juvenile plants entrained in 16L:8D cycles and then
exposed to unidirectional blue light for 4 hours at the indicated times (mean ± SEM, n = 11 plants).
Different letters indicate significantly different curvature values in pairwise comparisons (P < 0.05,
Student’s t test). (C) FLIR images of east-facing (E) and west-facing (W) floral disks at hourly intervals.
(D) Pollinator visits to east- and west-facing plants (mean ± SEM, n = 4 days, eight plants per treatment)
during 45-min intervals at three times of day. (E) Temperature (mean ± SEM, n = 6 plants per condition)
of sunflower disks with east or west (with or without supplemental heat) orientations. (F) Pollinator
visits in the morning to the inflorescences with temperatures reported in (E). In (D) to (F), *P < 0.05,
t test with unequal variances; comparisons are for: (D) E versus W, (E) W versus W + heat, and (F) all
three values. Time zero indicates dawn [(A) and (C) to (E)] or lights on (B).
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Thus, temperature directly contributes to, but
does not solely determine, the differential attract-
iveness of east- and west-facing flowers to polli-
nators. In the future, we will investigate how
temperature affects floral physiology and inter-
actions with pollinators.
Circadian oscillators enhance fitness by co-

ordinating physiological processes with predict-
able changes in the environment (26, 27). Our
findings demonstrate that such effects accrue
in part through the coordinate regulation of
directional growth by environmental response
pathways and the circadian oscillator. Such co-
ordination generates the heliotropic movement
of young sunflowers, enhancing plant growth,
and also leads to the eastward orientation of
blooming sunflower disks, promoting a key com-
ponent of reproductive performance.
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BIOMINERALIZATION

Macromolecular recognition directs
calcium ions to coccolith
mineralization sites
Assaf Gal,1,2 Richard Wirth,3 Joachim Kopka,2 Peter Fratzl,1

Damien Faivre,1 André Scheffel2*

Many organisms form elaborate mineralized structures, constituted of highly
organized arrangements of crystals and organic macromolecules. The
localization of crystals within these structures is presumably determined
by the interaction of nucleating macromolecules with the mineral phase. Here
we show that, preceding nucleation, a specific interaction between soluble
organic molecules and an organic backbone structure directs mineral components
to specific sites. This strategy underlies the formation of coccoliths, which
are highly ordered arrangements of calcite crystals produced by marine
microalgae. On combining the insoluble organic coccolith scaffold with
coccolith-associated soluble macromolecules in vitro, we found a massive
accretion of calcium ions at the sites where the crystals form in vivo. The
in vitro process exhibits profound similarities to the initial stages of coccolith
biogenesis in vivo.

M
ineralized structures formed by orga-
nisms are hybrid materials, charac-
terized by the intimate association of
organic macromolecules within and/or
around the inorganic phase (1–3). The

hierarchical assembly of the organic and in-
organic components is accountable for the su-
perior materials properties that biominerals
exhibit (4). Soluble organic macromolecules
control mineralization by interacting with the
developing mineral. Such interactions can af-
fect the morphology of the growing crystal,
stabilize a transient amorphous precursor phase,
or inhibit precipitation in solution (5–7). The
insoluble organic components of biominerals,
usually forming scaffold structures, also have
been shown to influence crystal nucleation and
growth (8–10). These observations have led
to the general view that the localization of crys-
tallization is determined by direct interactions
between nucleating macromolecules and the
developing mineral.
One of the prominent examples demonstrat-

ing high degree of control over crystallization are
the calcitic scales produced by coccolithophores
(11, 12). These ubiquitous marine microalgae,
which are the main calcifying phytoplankton,
produce complex arrays of calcite crystals, termed
coccoliths (13). Each coccolith is formed inside
a specialized vesicle and upon completion, it
is extruded to the cell surface to form an extra-
cellular shell (Fig. 1, A and B) (11). Coccolith

biogenesis starts with formation of an organic
scale, called the base plate, inside the cocco-
lith vesicle (14, 15). Calcite crystals nucleate on
the periphery of the base plate with their crys-
tallographic orientation being precisely con-
trolled (13). Ultrastructural studies on coccoliths
have led to the hypothesis that crystal nucleation
is mediated by specific chemical moieties at the
base-plate periphery (13, 16). The initial simple
crystals grow and develop genus-specific, com-
plex morphologies (15, 17). Acidic polysaccha-
rides, which become tightly associated with
the mineral phase during its formation, further
affect crystal nucleation and growth (7, 18–20)
(supplementary text).
We tested the proposed functions of the or-

ganic building blocks of coccoliths individu-
ally and in a holistic context in vitro. For this,
we isolated coccoliths from live Pleurochrysis
carterae cells using a mild harvesting procedure,
preserving the coccolith-associated organic ma-
terial as close as possible to its native state.
P. carterae coccoliths consist of two types of
morphologically distinct calcite crystals that
are placed in an alternating order along the
base-plate periphery. Previous characterization
of the organic constituents of Pleurochrysis coc-
coliths have shown that the organic base plate
is composed of cellulosic fibers and proteins,
and that the soluble fraction is dominated by
acidic polysaccharides (7, 17, 21–25) (supple-
mentary text).
Atomic force microscopy (AFM) of isolated

and dried base plates on a negatively charged
mica surface showed a radial array of fibers,
characteristic for the bottom side of the base
plate (Fig. 1, C and D) (15, 17). When the mica
surface was functionalized with positively charged
polylysine, however, the base plates adsorbed
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Fig. 1. Coccolith-associated organic components. (A) Scanning electron
microscopy (SEM) image of a P. carterae coccolith shell. (B and C) SEM images
of isolated coccoliths consisting of calcite crystals and a base plate (*). In (C),
the coccolith is oriented upside down, displaying its bottom side.The base plate
covers only one crystal type [inner circle of crystals indicated with white arrow-
heads, also known as “V-type” crystals (13, 16)], whereas the second type of
crystals are only in contact with the base-plate circumference (outer circle of

crystals indicated with black arrowheads, also known as “R-type” crystals). The
inset shows an AFM phase-contrast image of a similar sample with the base-
plate fibers covering only the “V-type” crystals. (D) AFM phase-contrast image of
the fibrous bottom side of a demineralized base plate on polylysine-functionalized
mica. (E) AFM height-image showing the topography of the top side of a de-
mineralized base plate. (F) AFM height-image of the top side of a demineralized
base plate imaged in solution. Some swelling of the inner area is observed.

Fig. 2. Calcium-mediated formation of particle aggregates at the base-
plate periphery. (A) SEM image of a calcite crystal growing in the absence
of organic components. (B) SEM image showing the outcome of a mineral-
ization experiment with purified base plates as organic additive.The inset shows
base plates lying on top of each other. (C) SEM image of a base plate after a
mineralization experiment, including also the soluble coccolith-associated mac-
romolecules. Inset shows lower magnification. (D) AFM height-image of the
aggregated particles on the base-plate periphery. Arrowheads indicate the bound-

ary between the narrow outer layer and inner ring. (E) SEM image of two base
plates after a mineralization experiment. The base plate in the upper part of the
image is facing up, whereas the one in the lower part is facing down. Owing
to the upside down orientation, the inner part of the aggregate ring is shaded by
the base plate, whereas the uncovered outer ring (arrowheads) produces bright
contrast. (F) A scheme showing the specific locations on the base plate where
the particle aggregates (red balls) form during a mineralization experiment in
the presence of the soluble macromolecules (black knots).
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preferentially with their mineral-associated
side facing up (Fig. 1E). This observation sug-
gests distinct surface-charge properties of the
two sides of the base plate. The most prominent
feature of the mineral-associated side (top side)
is a thickening at the periphery of the base
plate, raising 2 to 3 nm above the ~10-nm-thick
inner area. This topological feature, previously
recognized as a potential crystal nucleation
site (16), was also prominent when the base
plates were imaged in solution (Fig. 1F). Amino
acid and monosaccharide analyses of isolated
base plates showed them to be composed of a
glucose-rich polymer, which could be cellulose,
additional polysaccharides, and yet unidentified
proteins (table S1 and fig. S1), as previously re-
ported (22, 23). The soluble organic fraction of
the coccoliths contained the three known acidic
polysaccharides (21) as well as unidentified pro-
teins (figs. S1 and S2).
We tested the ability of the isolated base

plates to nucleate calcite in vitro using the am-
monium carbonate diffusion method (26). A
CaCl2 solution, with or without the base plates,
was placed in a closed desiccator. CO2 and am-
monia diffused into the solution via evapora-
tion of the solid ammonium carbonate salt,
thus slowly raising the saturation degree of
the solution relative to calcium carbonate. In
the absence as well as in the presence of base
plates, rhombohedral calcite crystals grew (Fig.
2, A and B). Several experimental modifica-
tions, such as varying calcium and/or base-plate
concentrations, varying diffusion rates, and
adding inorganic additives, yielded similar re-
sults (see supplementary text). However, the
addition of the coccolith-associated soluble
macromolecules changed the mineralization
products entirely. When the soluble macro-
molecules were mixed with the base plates (or
if the crude organic extract was used without
separating the insoluble and soluble compo-
nents), no calcite precipitation was observed.
Instead, each base plate was decorated by a
prominent ring of aggregated particles (Fig. 2,
C and D). These ~20-nm particles attach ex-
clusively to the periphery of the base plate. Ag-
gregation of the nanoparticles is restricted to
the edge of the top side of the base plate (i.e.,
the side that nucleates the crystals in vivo),
with a layer of particles projecting inward and
a second, narrower layer projecting outward
(Figs. 2, D to F, and 3A). The aggregated nano-
particles were observed at calcium concentra-
tions >0.1 mM, while at calcium concentrations
>10 mM, unspecific precipitation of particles
dominated (fig. S3). Aggregate formation was
pH dependent, with acidic conditions (pH <4)
inhibiting the reaction (fig. S4). We tested the
elemental specificity of the aggregation behav-
ior using other cations—Sr, Mg, and Na. Only
Sr ions yielded particle aggregates at the base-
plate periphery but always accompanied by
unspecific precipitation in the surrounding of
the base plate. Mg ions showed only unspecific
precipitation, and Na ions caused no precipi-
tation (fig. S5).

High-angle annular dark-field scanning–
transmission electron microscopy (HAADF-
STEM) images showed that the electron-dense
particles are assembled into two rings separated
by a ~5-nm gap (Fig. 3A). Electron energy-loss
spectroscopy (EELS) mapping showed that
the aggregate particles are indeed calcium-
rich (Fig. 3, B and C). When we analyzed the
EELS spectrum of the aggregates at the car-
bon K-edge, expecting features characteristic
for carbonate, the spectrum was identical to
that of organic carbon from the base plate and
the supporting film (Fig. 3D). We acquired at-
tenuated total reflectance Fourier-transformed
infrared (ATR-FTIR) spectra of bulk precipitates
from a mineralization experiment and again
found no evidence for carbonate (Fig. 3E). The
lack of involvement of carbonate ions in the
precipitation of the calcium-rich aggregates on
the base-plate periphery was corroborated by
observing identical aggregates that formed in the
absence of ammonium carbonate vapor (fig. S6).
To follow the reaction in situ, we took advantage

of carboxylic residues in the soluble macromol-
ecules (21) and conjugated a hydroxylamine-
functionalized fluorophore to a fraction of
them. The fluorescently labeled macromole-
cules showed a uniform fluorescence pattern
when mixed with base plates or with calcium
(Fig. 4, A and B). However, when base plates,
fluorescently labeled macromolecules, and cal-
cium were mixed, oval-shaped fluorescent rings
with dimensions similar to those of the base

plates were observed (time from mixing to im-
age acquisition was 3 min) (Fig. 4C). After 30 min,
the background fluorescence from unbound
macromolecules diminished whereas the ring
fluorescence did not change in intensity, sug-
gesting the aggregation process to be completed
within 3 min (Fig. 4, D to F). Colocalization of
fluorescence signals from the soluble macro-
molecules and calcium ions was observed when
calcein, a fluorescent chelator of calcium ions,
was added to the reaction (fig S7). These obser-
vations show that the aggregation reaction is
almost instantaneous when calcium is present
and that the soluble macromolecules are a sub-
stantial component of the aggregates.
Our results suggest that templating the nu-

cleation of calcite from a supersaturated solu-
tion is not an intrinsic feature of the P. carterae
base plate. However, the calcium-mediated recog-
nition between soluble macromolecules and
the base-plate periphery is a highly specific
process that drives large amounts of complexed
calcium ions to the site where crystals ulti-
mately nucleate. Such an additional step to the
biomineralization process—i.e., localizing con-
centrated calcium pools by ion-binding before
crystal nucleation—can provide an additional
level of control over crystal nucleation. On the
base plates, this process generates a geometric
segregation of the concentrated calcium pool
into two distinct rings. Such partitioning could
facilitate the nucleation of two distinct crystal
orientations, as occurs in vivo.

592 5 AUGUST 2016 • VOL 353 ISSUE 6299 sciencemag.org SCIENCE

Fig. 3. Compositional analysis of the aggregates on the base-plate periphery. (A) HAADF-STEM
image of base plates recovered from a mineralization experiment. Inset shows a higher-magnification
image of the base-plate periphery with two separate rings of particle aggregates. (B) Bright-field TEM image
of base plates from the same mineralization experiment, and (C) the corresponding EELS map showing
calcium-rich locations with bright pixels. (D) Carbon K-edge EELS spectra of three different locations in the
sample. (E) ATR-FTIR spectra of base plates and soluble macromolecule (SM) mixtures before (blue)
and after (red) a mineralization experiment. The differences between the spectra are due to residual
ammonium vibrations (~1400 cm−1) and possibly altered conformations of the macromolecules.
None of the characteristics carbonate peaks, as shown in a spectrum of amorphous calcium
carbonate (ACC), are detected.
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The in vitro observations presented here
exhibit similarities to coccolith biogenesis as
observed inside of cells. First, the base plate
and the soluble macromolecules were shown
to colocalize inside the coccolith vesicle, where
the macromolecules are associated with a con-
centrated, as yet unidentified, calcium phase
in the form of ~20-nm particles (16, 17). Sec-
ond, these calcium-bearing nanoparticles have
been shown to aggregate on the base-plate
periphery before the onset of crystallization (16).
Third, calcium has a longer residence time in
the cell relative to carbon (27), supporting a
distinct calcium accumulation process, which
is followed by carbonate incorporation, pre-
sumably by active transport into the coccolith
vesicle.
Dynamic light scattering showed that in the

presence of calcium, the soluble macromole-
cules undergo a concentration-dependent aggre-
gation process (fig. S8). The calcium concentration
needed to saturate the aggregation potential
of the macromolecules was higher (>1 mM)
than the concentration needed to induce the
aggregation on the base plate (<1 mM). This
suggests that the higher calcium-binding af-
finity of the base-plate periphery facilitates
the dominance of the specific aggregation pat-
tern over nonspecific precipitation. When the
polysaccharide alginate, which is rich in car-
boxylic acid residues, was tested as a substitute
for the soluble macromolecules, no particle ag-
gregates formed on the base-plate periphery

(fig. S9). In addition, enzymatic degradation
of the soluble proteins did not hinder the ag-
gregation reaction (table S2 and fig S2). These
observations suggest that neither the presence
of carboxylate residues alone nor the pres-
ence of the soluble proteins can account for the
macromolecular recognition reaction. On the
base-plate side, we can rule out simple geomet-
ric affinity to the edges of the scale, because the
very similar cellular structures called “body
scales” (15) do not calcify in vivo and also do
not show affinity for the calcium-loaded macro-
molecules in vitro (fig. S10). Supporting the no-
tion of site-specific chemical interactions, AFM
phase-contrast images in solution demonstrated
that the surface of the base-plate periphery is
chemically distinct from that of the base-plate
interior (fig. S11).
The cooperative role of the organic tem-

plate and soluble macromolecules in directing
a calcium reservoir to the site of mineraliza-
tion represents a sophisticated strategy for
biological control over crystallization. It ex-
tends the role of biomolecules, which not only
establish a controlled chemical environment
for mineralization, but are also involved in
specifying the localization of the process via
specific macromolecular interactions. The par-
adigm of mineralization control through macro-
molecular recognition may be of relevance to
many other biominerals, where organic templates
and soluble macromolecules are well studied but
the interactions between them are unclear.
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Fig. 4. In situ monitoring of the aggregation reaction with fluorescently labeled soluble
macromolecules. (A and D) Fluorescence images of a mixture containing the base plates and the
labeled soluble macromolecules (SM), 3 and 30 min after mixing. (B and E) Images of a mixture
containing the soluble macromolecules and calcium ions. After 30 min, scattered, weakly labeled
aggregates emerge, corresponding to unspecific aggregation. (C and F) Images of a mixture with all
three components.The inset shows a higher magnification of a single base plate. Acquisition time was
identical for all images.
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STRUCTURAL BIOLOGY

The inhibition mechanism of human
20S proteasomes enables
next-generation inhibitor design
Jil Schrader,1* Fabian Henneberg,1* Ricardo A. Mata,2 Kai Tittmann,3

Thomas R. Schneider,4 Holger Stark,1 Gleb Bourenkov,4† Ashwin Chari1†

The proteasome is a validated target for anticancer therapy, and proteasome inhibition is
employed in the clinic for the treatment of tumors and hematological malignancies.
Here, we describe crystal structures of the native human 20S proteasome and its
complexes with inhibitors, which either are drugs approved for cancer treatment or are in
clinical trials. The structure of the native human 20S proteasome was determined at an
unprecedented resolution of 1.8 angstroms. Additionally, six inhibitor-proteasome complex
structures were elucidated at resolutions between 1.9 and 2.1 angstroms. Collectively,
the high-resolution structures provide new insights into the catalytic mechanisms of
inhibition and necessitate a revised description of the proteasome active site.
Knowledge about inhibition mechanisms provides insights into peptide hydrolysis
and can guide strategies for the development of next-generation proteasome-based
cancer therapeutics.

P
roteasomes play a major role in cytosolic
and nuclear proteolysis and are central to
cellular physiology and growth (1–4). The
inhibition of proteasomes is proposed as
an efficient strategy for restricting cancer

growth. However, the development of new protea-
some inhibitors is hampered by a lack of struc-
tural knowledge of ligand binding sites and by a
lack of understanding of the biochemical mech-
anisms underlying proteasome inhibition. The
proteasome is a large macromolecular complex
(750 kD), with an overall architecture that is de-
fined by four coaxially stacked heteroheptameric
rings, the outer two consisting of a subunits
(a1 to a7) and the inner two formed by b sub-
units (b1 to b7) (Fig. 1A) (1, 2, 5). The b1, b2, and
b5 subunits contain the proteolytic active sites
with caspase-like, tryptic-like, and chymotryp-
tic-like specificities, respectively (1, 2, 5). Most
of the current structural knowledge about the
proteasome and its binding sites for inhibi-
tors comes from studies of the yeast protea-
some (1, 2).
High-resolution structures of human 20S

proteasomes are required to understand the
chemical nature of proteasome inhibition at the
atomic level. Although recently the first structures

of the human 20S proteasome in complex with
inhibitors were determined by x-ray crystal-
lography and electron cryomicroscopy at 2.9
and 3.5 Å (6, 7), respectively, direct observa-
tion of the atomic details of inhibition was not
possible.
To obtain structural information at higher

resolution, we established an optimized and ro-
bust pipeline for the production, purification,
and crystallization of human 20S proteasomes
that generates large quantities of protein and
allows hundreds of crystals to be grown that rou-
tinely diffract to high resolution. A series of tech-
nical improvements were essential to establish
this pipeline, which we summarize as follows:
(i) A chromatography-free purification procedure
at constant ionic strength, employing polyethylene
glycol (PEG) fractionation of HeLa lysates and
density gradients [see the supplementary mate-
rials (SM)]. Gradient fractions are then precipi-
tated and concentrated by PEG addition, yielding
the finally purified protein preparation. (ii) Buf-
fer conditions were optimized by Proteoplex that
we recently developed (8) and is identical to the
crystallization buffer. We thus obtained highly
soluble and stable complexes with specific activ-
ity higher by a factor of 10 (fig. S1) than that
reported for previous human 20S proteasome
preparations (9). (iii) Crystals belong to space
group P212121 and grow to typical dimensions
of 150 × 150 × 200 mm3 in size within 20 hours
of incubation at 18°C (Fig. 1C). (iv) Postcrystal-
lization treatments (see SM) yield complete,
isotropic diffraction data sets to better than
2.0 Å resolution (Fig. 1D) using “top-hat” beam
profiles defined by a compound refractive lens
(CRL) transfocator system on beamline P14 at the
PETRA III storage ring (see SM).
Employing this pipeline, we first determined

the native crystal structure of the complete hu-

man 20S proteasome at 1.8 Å resolution. Second,
crystal structures of four previously uncharac-
terized inhibitor complexes of the human 20S
proteasome with clinically relevant inhibitors
were elucidated in the resolution range of 1.9
to 2.1 Å (table S2), giving rise to a revised view
of the inhibition chemistry.
For the native structure, final crystallographic

maps revealed exceptionally clear electron den-
sities for the entire particle and several ligands
(Fig. 2A). The identity of many ions was vali-
dated by anomalous difference Fourier maps,
partially in native crystals or in crystals, where
the ligands in question were exchanged against
anomalous scatterers (see SM). We were able
to unambiguously assign 58 chloride, 15 magne-
sium, and 6 potassium ions, as well as several
PEG molecules and more than 3500 localized
water molecules. Given that the quality of elec-
tron density maps in previous studies of 20S
proteasome crystals was severely affected by
anisotropy in the diffraction of the respective
crystals (5, 6, 9–11), we attribute the high quality
of the electron density maps presented here
to a large extent to far more isotropic diffraction.
At 1.8 Å resolution, a number of functionally

important differences with respect to the pre-
viously published 20S proteasome structures
become visible. Notably, a solvent molecule,
previously assigned as catalytic water (NUK)
(5, 6, 9, 10), was identified as a chloride ion in
all active sites (Figs. 2, B, C, and D). Soaking
crystals grown in MgCl2 with Mg(OAc)2 leads
to the replacement of chloride with water in
the NUK position, which suggests that this
solvent molecule acts as a vehicle for a proton
shuttle rather than a nucleophile (see below).
Three additional, localized water molecules (H2O-
1, -2, and -3), which were not seen in earlier
structures, are visualized in the proteasome ac-
tive site. All inhibitors analyzed in this manu-
script are described to have specificity for the b5
subunit; we will therefore restrict the discussion
to this active site.
The most prominent differences with respect

to previously determined structures were observed
in the b5 active site of the 1.9 Å proteasome-
Oprozomib cocrystal structure. Oprozomib is an
orally bioavailable epoxyketone inhibitor (12)
that is in clinical trials for the treatment of ad-
vanced refractory or recurrent solid tumors (13).
Epoxyketone inhibitors are characterized by a
short peptide core and a terminal a,b-epoxyketone
dual electrophilic reactive warhead, which is the
basis of their efficacy. Based on several cocrystal
structures of epoxyketone inhibitors with yeast,
mouse, and human 20S proteasomes (6, 9–11, 14),
it has been concluded that the g-OH of the pro-
teasome active site Thr1 reacts with the ketone
moiety, whereas the N-terminal amino group
of Thr1 reacts irreversibly with the carbon atom
in the a position of the epoxide (6, 9–11, 14) (fig.
S2), allegedly resulting in a 1,4-morpholine (six-
membered) ring product.
After refinement of the Oprozomib-human

20S proteasome structure at 1.9 Å resolution
(Fig. 3A), we were unable to confirm the formation
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Fig. 1. A high-
throughput pipeline
for the structure-
based discovery of
human 20S protea-
some inhibitors.
(A) Space-filling
representation of
the human 20S
proteasome. The
four coaxially
stacked heterohep-
tameric rings, the
outer two consisting
of a subunits (a1 to
a7) and the inner
two formed by b
subunits (b1 to b7),
are indicated in indi-
vidual colors. Red
dots denote the
spatial positions of
the b1 (caspase-
like), blue dots the
b2 (tryptic-like), and
green dots the b5
(chymotryptic-like)
active sites, respec-
tively. (B) Sche-
matic representation
of the purification
procedure for
human 20S protea-
somes (see SM for
details). (C) SDS–polyacrylamide gel electrophoresis analysis of the purifica-
tion procedure. Samples of S30 (lane 2) and S100 (lane 3) extracts, the
resuspended PEG cut (lane 4), the pool of the first and second sucrose gra-
dients (lanes 5 and 6), the final purified protein preparation (lane 7), and a
molecular weight marker (lane 1) are depicted. The asterisk denotes a con-
tamination, which is less than 10% in final protein preparation. (D) Time-lapse
experiment of human 20S crystallogenesis at 0, 2, 4, 6, 8, and 24 hours.

Crystals nucleate at 4 hours and grow to full size within 20 hours. Scale bars,
0.3 mm. (E) Diffraction pattern of stabilized and dehydrated human 20S
proteasome crystals measured with CRLs at beamline P14-PETRA III, EMBL
Hamburg.The beam size matched the crystal size (150 × 200 mm2), exposure
time is 40 ms, and the oscillation range is 0.05°. The right panel shows a
zoom-in to better show the high-resolution diffraction. The diffraction limit of
this crystal is 1.8 Å.

Fig. 2. Details of the high-resolution human 20S pro-
teasome structures. (A) Electron density maps exemplify-
ing the quality obtained in the high-resolution structures
determined in this work. Shown is a potassium (magenta)–
magnesium (green) double ion site, which stabilizes the
interface between the b2 and b6 subunits. A sA-weighted
electron density map (24) is shown contoured at 1.5s. The
protein main chain and side chains are labeled in the
figure. (B) Close-up view of the caspase (b1) active site;
shown are Thr1, Thr2, and Ile3, along with four H2O
molecules. The NUK solvent molecule was identified to be
a chloride (green sphere). The 2mFo-DFc electron density
map is shown contoured at 1.5s. (C) Depicted is the same
as in (B), close-up of the tryptic (b2) active site along with
two H2O molecules, as well as the NUK chloride, and (D)
for the chymotryptic (b5) active site along with three H2O
molecules and the NUK chloride. Single-letter abbrevia-
tions for the amino acid residues are as follows: A, Ala; C,
Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His; I, Ile; K, Lys; L, Leu;
M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T,Thr; V,Val;W,
Trp; and Y,Tyr.
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of the predicted 1,4-morpholine ring structure.
Instead, electron density maps clearly revealed a
larger ring-shaped electron density for the inhibitor-
Thr1 conjugate, providing space for an additional
methylene group within the ring. The cyclic moi-
ety visible in the inhibited state could be modeled
as a 1,4-oxazepane (seven-membered) ring struc-
ture with the C6-methyl group oriented toward
the inner, solvent-inaccessible side of the ring. The
C6-OHmoiety is on the solvent-exposed side over-
laying the position, where the methanolic group
of the 1,4-morpholine ring had been modeled pre-
viously (6, 9–11, 14). Waters 1 to 3 are displaced by
the bound inhibitor and, instead, an epoxyketone-
specific water molecule (EK-H2O; EK designates
epoxyketone) is hydrogen-bonded to the C6-OH
moiety and to Thr21 g-OH.
This structure suggests that the inhibition

reaction yielding a seven-ring product proceeds
via nucleophilic attack by the N-terminal amine
of the epoxide b carbon (Fig. 3A) and not the
epoxide a carbon (fig. S2), as previously reported
(6, 9–11, 14). This would have consequences not
only for the mode of inhibition but also for the

general reactivity of the proteasome active site.
We therefore carried out a series of additional
control experiments: (i) By soaking crystals with
Mg(OAc)2 before soaking with Oprozomib, we
were able to ensure that the presence of a chloride
ion in the NUK site is not responsible for seven-
ring formation (fig. S3). (ii) A dose-series exper-
iment performed with Oprozomib revealed that
seven-ring formation was not caused by radio-
chemistry during x-ray data collection (fig. S4).
(iii) Cocrystal structures of the natural product
epoxyketone Epoxomicin showed electron den-
sities perfectly matching the seven-ring model
(fig. S5), albeit at a lower resolution of 2.4 Å. (iv).
We determined the structure of the 20S protea-
some in complex with another natural product
epoxyketone, Dihydroeponemycin, at 2.0 Å reso-
lution. Dihydroeponemycin differs from Oprozo-
mib and Epoxomicin by a substitution of the
epoxide a carbon methyl group by a methanolic
group (Fig. 3B). If the N-terminal amino group
of Thr1 reacted with the epoxide a carbon, the
reaction would yield a six-ring structure with a
nonchiral center containing two methanolic

groups (fig. S6). Instead, the electron density
clearly shows a seven-ring structure similar to
Oprozomib/Epoxomicin but with the C6-methanolic
group on the inner side of the ring (Fig. 3B),
thus confirming the reaction of the Thr1 N-terminal
amine with the epoxide b carbon. The C6-methanol
oxygen atom forms hydrogen bonds to Thr21 g-OH
and to Tyr169 carbonyl, whereas the EK-H2O re-
mains hydrogen-bonded to the C6-OH. (v) Com-
petitive refinement by enforcing a six-ring linkage
poorly fit the electron density and led to a model
with severely distorted molecular geometry (fig.
S7). These findings suggest that the efficacy of
epoxyketone inhibitors lies in their ability to form
1,4-oxazepane (seven-membered) ring structures
with the active site Thr1.
To explore the structural implications of a

six-ring linkage, we determined the structure
of the human 20S proteasome inhibited by Z-
LLY-Ketoaldehyde (15) at 2.1 Å resolution (Fig.
3C). Here, the ring formation can proceed only
via a carbon atom in the a position of the ketone.
In these case, the electron density in the active
site can indeed be unambiguously interpreted
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Fig. 3. High-resolution human 20S proteasome in complex with inhibi-
tors reveals prominent differences to earlier structures. (A) Oprozomib,
(B) Dihydroeponemycin, and (C) Z-LLY-Ketoaldehyde inhibitors. In all cases,
the left panel illustrates the inhibited b5 active site, along with an omit map
contoured at 4s for the inhibitor, the cyclic linkage, and b5Thr2. The main
chain segments of b5 residues 2, 19 to 21, 33, 45 to 50, 129 to 131, 169, and
170 and b6 residues 125 and 126 are indicated along with the b5 side
chains of Thr2, Thr23, Lys33, and Ser130 and the side chains of b6 Asp125 and

Pro126 as sticks (green carbon). The respective inhibitors covalently attached to
Thr1 are depicted in ball-and-stick representation (yellow carbon, red
oxygen, blue nitrogen, and green sulfur). The NUK chloride is shown as a
green dot. Dashed lines signify hydrogen bonds (≤3.2 Å distance). In the
respective middle panels, close-up views of the inhibitor-Thr1 linkages are shown,
along with an omit map contoured at 6s (green carbon, red oxygen, and
blue nitrogen). The right panel indicates the respective proposed inhi-
bition mechanism.
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by a six-membered ring and reveals clear density
for a hydroxyl group at the C5 position of the
linkage (Fig. 3C). We therefore conclude that inhi-
bition by Z-LLY-Ketoaldehyde results in the
formation of a 1,4-morpholine (six-membered)
ring and not a 5,6-dihydro-2H-1,4-oxazine ring as
reported previously (16). Coordination of the 1,4-
morpholine ring in the active site diverges sub-
stantially from that of a seven-ring (Fig. 3C). The
NUK chloride ion is absent, and awater molecule
appears 1.2 Å away from the NUK site, where it
hydrogen bonds to the Ser130-amine and g-OH,
as well as to N4 and C6-OH of the 1,4-morpholine
ring. The C5-OH moiety is stabilized through a
dense hydrogen-bond network involving Arg19-
carbonyl, Tyr169-carbonyl, Lys33-Ne, and the ac-
tive site H2O-3. These findings hint that H2O-3
might play a critical, yet undefined, role both in
proteasomal catalysis of peptide cleavage and in
the cyclization step of the inhibition reaction.

To address the putative role of H2O-3 in the
inhibition mechanism, we determined the high-
resolution structures of human 20S proteasomes
with boronic acid inhibitors, which mimic the
first tetrahedral intermediate in protein cleavage
(Fig. 4, A to C). Boronic inhibitors constitute a
particularly important class since Bortezomib
was the first proteasome inhibitor approved in
2004 for the treatment of multiple myeloma (17).
Ixazomib was approved as an orally bioavailable
inhibitor to treat the same disease in 2015 (18),
and Delanzomib is presently in clinical trials for
this purpose and to treat autoimmune disease
(19). Specifically, we determined the 2.1 Å reso-
lution structure of the Bortezomib-20S protea-
some complex (Fig. 4A), the 2.0 Å structure of
the Ixazomib(MLN9708)-20S proteasome com-
plex (Fig. 4B), and the 2.0 Å structure of the
Delanzomib(CEP-18770)-20S proteasome com-
plex (Fig. 4C). In all these cocrystal structures,

the NUK chloride is exchanged against water,
and H2O-1 and H2O-2 are displaced from the
active site upon inhibitor binding. H2O-3, how-
ever, remains prominently hydrogen-bonded to
the hydroxyl group of the boronic acid moiety,
suggesting that it stabilizes the tetrahedral in-
termediate (Figs. 4, A, B, and C). Given these ob-
servations, two conclusions can be drawn: (i) the
NUK solvent molecule resides on the opposite
stereoface of the inhibitor and thus cannot sup-
port the cyclization step in the inhibition mech-
anism for epoxyketones and ketoaldehydes, and
(ii) H2O-3 appears well positioned to play a role
in this second step.
To better understand the proteasome inhi-

bition mechanism, we performed cluster quan-
tum chemical calculations on the basis of the
crystal structures. Our results indicate that res-
idues Asp17 and Lys33 cooperate to activate the
Thr1-gOH nucleophile, whereas the NUK solvent
molecule stabilizes the resulting tetrahedral oxy-
anion (figs. S8 and S9 and supplementary text).
Second, we obtained full reaction pathways for
both six- and seven-ring formation through a
similar epoxide ring opening event (fig. S10 and
SM). The reaction bottleneck is this cyclization
step of the inhibition mechanism, where we
find that the seven-ring pathway is kinetically
favored (by ~18 kJ/mol) (Fig. 4D). Thermody-
namically, the six-ring product is more stable
(by ~30 kJ/mol) (Fig. 4D), but the strain of the
transition state results in a preferential seven-
ring formation (movies S1 and S2). We have
found no evidence that the NUK solvent mole-
cule could participate in this cyclization step
due to its location at the opposite stereoface
relative to the amine nucleophile. Instead, from
the computed pathways and the boronic inhibitor
cocrystal structures, H2O-3 likely serves as a pro-
ton shuttle in this step. We propose to refer to
H2O-3 as CAT (for a catalytic water), given its
likely role in the second step of the inhibition
mechanism and the implicated role in peptide
hydrolysis. Our kinetic measurements provide
further evidence of the kinetic preference toward
the seven-ring formation. The first-order inhibition
rate constant for the ketoaldehyde is smaller
by a factor of ~20 than for Oprozomib and Di-
hydroeponemycin (Fig. 4E). A residual rate of 3%
of the maximum catalytic activity was only found
in the case of seven-ring–forming epoxyketones,
confirming that this product is thermodynam-
ically less stable than the six-ring–forming keto-
aldehyde. This is in agreement with our computed
free energy differences.
The high-resolution structures of the human

20S proteasome described here were obtained
as a result of numerous technical improvements
in sample purification, crystal handling, and
crystallographic data collection. Based on electron
density maps at resolutions between 1.8 and 2.1 Å,
we redefined the native and inhibited proteasome
active site in terms of solvent molecules and co-
valent linkages with inhibitors. These findings
were corroborated by cluster quantum chem-
ical calculations and kinetic assays and are rel-
evant for understanding the catalytic details of

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 597

Fig. 4. Elucidation of the inhibition mechanism of epoxyketone inhibitors. (A) Bortezomib,
(B) Ixazomib, and (C) Delanzomib. In all cases, the left panel illustrates the inhibited b5 active site, along
with an omit map contoured at 4s for the inhibitor, covalent linkage, and b5Thr2. The main chain seg-
ments of b5 residues 2, 19 to 21, 33, 45 to 50, 129 to 131, 169, and 170 and b6 residues 125 and 126 are
indicated along with the b5 side chains of Thr2, Thr23, Lys33, and Ser130 and the side chains of b6 Asp125

and Pro126 as sticks (green carbon). The respective inhibitors attached to Thr1 are depicted by ball-
and-sticks (yellow carbon, red oxygen, blue nitrogen, and green sulfur). The NUK chloride is exchanged
by water in all three cases. Dashed lines signify hydrogen bonds (≤3.2 Å distance). The CAT (H2O-3)
molecule is ideally positioned to support the cyclization step of inhibition. (D) Computed reaction
pathways in the Dihydroeponemycin model, including a schematic overlay of the starting state structure
(red) and the stationary points. The seven-ring reaction pathway proceeds from 0 through 1* to 1,
whereas the six-ring reaction pathway proceeds from 0 through 2* to 2. (E) Kinetic analyses of the first-
order inactivation rate constants for the six-ring–forming Ketoaldehyde and for the seven-ring–forming
Dihydroeponemycin and Oprozomib indicate that seven-ring formation occurs kinetically faster (fits shown
in red).The residual rate of 3% of the maximum activity detected for epoxyketone inhibitors suggests that
the seven-ring product is thermodynamically less stable, resulting in a reversible inhibition, which is in full
agreement with the computed free reaction energy differences for the six and seven rings in (D).
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proteasome activity and its inhibition chemistry.
The insights into the atomic details of the catalytic
center of the human 20S proteasome—an actual
target of cancer therapeutics—provide important
clues for the design of a new class of proteasome
inhibitors. In particular, our results suggest that
dual-electrophile inhibitors, where both electro-
philes are in a b position to each other, would
exhibit kinetically enhanced inhibition rates.
Generally, with the tools described here, large
numbers of such potential cancer therapeutics
can be structurally analyzed at high resolution
(several hundred per week could be feasible in
an industrial setting), allowing for systematic
exploration of ligand binding space toward
improved efficacy and specificity.
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MOLECULAR IMAGING

Spatial organization of chromatin
domains and compartments in
single chromosomes
Siyuan Wang,1 Jun-Han Su,1 Brian J. Beliveau,2* Bogdan Bintu,1 Jeffrey R. Moffitt,1

Chao-ting Wu,2† Xiaowei Zhuang1†

The spatial organization of chromatin critically affects genome function.
Recent chromosome-conformation-capture studies have revealed topologically
associating domains (TADs) as a conserved feature of chromatin organization,
but how TADs are spatially organized in individual chromosomes remains unknown.
Here, we developed an imaging method for mapping the spatial positions of
numerous genomic regions along individual chromosomes and traced the positions
of TADs in human interphase autosomes and X chromosomes.We observed that
chromosome folding deviates from the ideal fractal-globule model at large length
scales and that TADs are largely organized into two compartments spatially arranged
in a polarized manner in individual chromosomes. Active and inactive X chromosomes
adopt different folding and compartmentalization configurations. These results
suggest that the spatial organization of chromatin domains can change in
response to regulation.

T
he spatial organization of chromatin, such
as chromatin domains, chromatin loops,
associations of chromatin with nuclear
structures, and chromosome territories,
plays an important role in essential genome

functions (1–6). However, many gaps remain
in our understanding of the three-dimensional
(3D) folding of individual chromosomes in the
nucleus. Recently, chromosome-conformation-
capture methods such as Hi-C (4, 7) have re-
vealed a wealth of structural insights for inter-
phase chromosomes. For example, chromatin
is organized into topologically associating do-
mains (TADs) or contact domains that are
hundreds of kilobases (kb) in size (8–11). These
domains tend to spatially segregate from each
other (9, 12, 13) and, in Drosophila, correspond
to the banding patterns of polytene chromo-
somes (14, 15). At length scales from several
hundred kilobases to several megabases, the
power-law scaling of Hi-C contact frequency is
consistent with a fractal-globule polymer mod-
el (7, 16), whereas, within TADs, Hi-C contact
maps are better described by a loop-extrusion
model (17, 18). Superresolution imaging shows
that chromatin domains in different epigenetic
states adopt distinct folding configurations
with different power-law scaling properties
(13). Whether the ideal fractal-globule model
can describe chromatin at length scales be-

yond several megabases remains an open ques-
tion (19, 20). Hi-C analyses have also revealed
two multi-TAD compartments, compartments
A and B, that are enriched with active and
inactive chromatin, respectively (7, 21). How-
ever, because the contact maps used to identify
these compartments were derived from en-
semble averaging of many chromosomes, it is
unclear whether the A and B compartments
are structures that exist in individual chromo-
somes inside single cells and, if so, how the two
compartments are spatially arranged with
respect to each other. To answer questions
regarding the spatial organization of individual
chromosomes requires methods that directly
visualize the conformation of single chromo-
somes in single cells.
Fluorescence in situ hybridization (FISH)

provides a powerful means to directly image
the spatial organization of chromosomes, es-
pecially when used to simultaneously target
two or more genomic loci (e.g., 19, 20, 22–24).
In one effort, a three-color barcoding approach
has been used to simultaneously label mul-
tiple chromatin loci to trace the conformation
of a chromosome arm in Drosophila blastoderm
embryos (24). Nonetheless, routine tracing of
the complex 3D folding path of chromosomes
has remained challenging because of the diffi-
culties associated with simultaneously imaging
and unambiguously identifying many genomic
regions on interphase chromosomes. Here, we
report a multiplexed FISH method that enables
sequential imaging of many genomic regions
for 3D tracing of individual chromosomes in the
nucleus and the use of this method to study the
spatial arrangements of TADs and compartments
in chromosomes 20, 21, 22, and X of human
diploid (XX) IMR90 cells.
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To map the 3D spatial positions of TADs,
delineated here as genomic domains based on
ensemble-average Hi-C maps (8), along an en-
tire chromosome, we labeled the central 100-kb
regions of TADs using a dual-oligonucleotide
version of Oligopaints (25, 26), wherein each
TAD was targeted with 1000 distinct “primary”
oligonucleotide probes and a companion “sec-
ondary” probe (Fig. 1A and fig. S1). Each of the
1000 primary probes consisted of a unique
targeting sequence complementary to a given
sequence within the TAD and a nongenomic
region, called Mainstreet, that contained a read-
out sequence shared by all 1000 probes but
unique for each TAD. The secondary probe con-
tained a sequence complementary to the readout
sequence on Mainstreet. We used the genomic
coordinates of TADs derived from Hi-C (8) to
design the targeting sequences of primary probes
and produced these probes with a high-yield
enzymatic amplification method (27). We ex-
ploited a similar hybridization and imaging pro-
tocol as we previously described in multiplexed
error-robust fluorescence in situ hybridization
(MERFISH) (27) but with some modifications.
First, we hybridized all primary probes to the
chromosome of interest (fig. S1, Hyb 0), imaged
the sample, and located the chromosome in
the nucleus. We then photobleached the sample
and performed a series of secondary hybridiza-
tions, separated by photobleaching, to sequen-
tially label and image individual TADs (Fig. 1A
and fig. S1, Hyb 1, Hyb 2, and so on). Each round

of secondary hybridization employed two dif-
ferent secondary probes, respectively labeled
with two spectrally distinct dyes, enabling us to
visualize two TADs simultaneously using two-
color, 3D fluorescence imaging with z-stepping.
The centroid positions of the 3D images of in-
dividual TADs were used to approximate their
positions in x, y, and z.
We first used this method to image chromo-

some 21 (Chr21) in interphase IMR90 cells.
The Hyb 0 image showed that, when imaged
together, the fluorescent signals from all 34
TADs of Chr21 coalesced into a continuous
patch (Fig. 1B). The 17 rounds of secondary hy-
bridization then allowed us to image each of
the 34 TADs separately (Fig. 1C), determine
the 3D position of each TAD, and trace the 3D
path of this chromosome at the TAD level (Fig.
1, D and E). To characterize the organization
of Chr21, we traced 120 copies of Chr21 in many
cells, calculated the mean spatial distance be-
tween each pair of TADs (averaged over all
120 chromosomes), and constructed a pair-wise
mean spatial distance matrix for the 34 TADs
(Fig. 1F).
To compare our measurements with pre-

vious Hi-C data (8), we correlated the mean
spatial distance matrix with the correspond-
ing Hi-C contact frequency matrix of Chr21
(fig. S2). Notably, the mean spatial distance
showed high correlation with the inverse con-
tact frequency between TADs, with a Pearson
correlation coefficient of 0.91 across nearly

three orders of magnitude in contact frequen-
cy (Fig. 1G). Such a strong correlation between
the results from two different methods pro-
vided a cross validation for both methods at
the TAD-to-chromosome length scales probed
in this work. The relationship between the
spatial distance and contact frequency also
provides a valuable measure for exploring chro-
mosome organization. A mean-field approxi-
mation predicts that the contact frequency
should be inversely proportional to the third
power of the mean spatial distance, whereas
the power for real chromatin is expected to
be bigger than 3 (19). Our data showed that
the Hi-C contact frequency was inversely pro-
portional to the fourth power of the mean
spatial distance [Fig. 1G, scaling exponent k =
4.1 ± 0.1, 95% confidence interval (CI), N = 120
chromosomes]. We also analyzed the distri-
butions of the spatial distances between pairs
of TADs (fig. S3) and found that the Hi-C con-
tact frequency scaled linearly with the proba-
bility of two TADs coming into spatial proximity
(fig. S4). These results suggest a calibration func-
tion to convert Hi-C contact frequencies into
mean spatial distances at TAD-to-chromosome
length scales, although it remains to be deter-
mined whether this calibration extends to sub-
TAD scales where the correlation between the
Hi-C contact frequency and spatial proximity
may be weaker (28).
In addition, our data showed that the mean

spatial distance between TADs scaled with
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Fig. 1. Mapping the spatial organization of the
central 100-kb regions of all 34 TADs in chro-
mosome 21 (Chr21) of IMR90 cells. (A) A sim-
plified scheme of the imaging approach. All primary
probes are first hybridized to the targeted chromo-
some, after which secondary probes targeting each
TAD are sequentially hybridized to the readout se-
quences on the primary probes, imaged, and then
bleached. In each round of secondary hybridization,
two different secondary probes tagged with dyes of
different colors allowed simultaneous visualization
of two TADs. More details are depicted in fig. S1.
(B) Image of an IMR90 cell after the primary hybrid-
ization (Hyb 0) with primary probes targeting all
TADs in Chr21.The two bright patches, one marked
by a yellow box, correspond to the two copies of
Chr21 in this diploid cell. (C) Images of the yellow-
boxed region in (B) after each round of secondary
hybridization (Hyb 1 to 17). (D) Positions of the 34
TADs of the chromosome were plotted as red dots
overlaid on theHyb 0 image. Scale bars in (B) to (D),
2 mm. (E) TAD positions plotted in 3D. (F) Mean
spatial distance matrix for the 34 TADs, with each
element of the matrix corresponding to the mean
spatial distance between a pair of TADs. (G) Inverse
Hi-C contact frequency between each pair of TADs
versus their mean spatial distance. The correlation
coefficient (R) and the slope of a fitted line (k) are
shown. Contact frequency is calculated as the total Hi-C counts between two TADs normalized to their genomic lengths (8). (H) Mean spatial distance versus
genomic distance for all pairs of TADs. The lines are power-law function fits with either a predefined scaling exponent (S = 1/3, green) or with S as a fitting
parameter (red). Data from 120 individual chromosomes were used to generate (F) to (H).
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their genomic distance to about one-fifth power
(Fig. 1H, scaling exponent S = 0.21 ± 0.01, 95%
CI, N = 120 chromosomes). This value devi-
ated from the one-third power expected from
the ideal fractal-globule polymer model (19).
The deviation was most pronounced for large
genomic distances, whereas data points with
genomic distances less than 7 Mb showed a
scaling exponent close to one-third (fig. S5),
consistent with previous results (7, 19). Inter-
estingly, a previous simulation of confined,
unknotted, finite-sized polymers showed a
deviation of the scaling exponent from one-
third at large length scales (29), suggesting a
possible physical model to explain our exper-
imental observation.
Next, we determined whether the spatial po-

sitions of TADs are partitioned into distinct
compartments by implementing a normaliza-
tion analysis similar to that performed for the
Hi-C data (7). First, we normalized the mean
spatial distance matrix to the expected spa-
tial distance at each genomic distance as pre-
dicted by the power-law scaling shown in Fig.
1H. The normalized spatial distance matrix
showed a pattern with alternating regions of
large and small values (Fig. 2A), suggesting
the existence of two subgroups of TADs. Next,
we calculated the Pearson correlation coef-
ficient between each pair of columns in the
normalized distance matrix, defined this co-
efficient as the correlation between the two
corresponding TADs, and constructed a Pearson
correlation matrix for all TAD pairs (Fig. 2B).
This Pearson correlation matrix showed a
plaid pattern, consistent with the existence of
two compartments with TADs from the same
compartment being positively correlated. For
comparison, we used a similar approach (7)

to analyze the Hi-C data (8) and obtained a
nearly identical Pearson correlation matrix
(Fig. 2C), suggesting that the two compart-
ments observed in our imaging data correspond
to the A and B compartments identified by
Hi-C analysis (7, 21). To assign each TAD to a
compartment, we performed a principal com-
ponents analysis on the Pearson correlation
matrix derived from the normalized spatial
distances and assigned TADs with positive
and negative values along the first principal
component to compartments A and B, respec-
tively (Fig. 2D). Nearly identical assignment
was obtained by applying the principal com-
ponents analysis directly to the normalized
spatial distance matrix (fig. S6). We further
observed that histone modifications for ac-
tive chromatin (30, 31) and inactive chroma-
tin (32) were enriched in compartments A
and B, respectively (fig. S7), consistent with
previous Hi-C analysis (7). We then analyzed
the scaling relationship between inverse Hi-C
contact frequency and mean spatial dis-
tance for pairs of TADs that are either within
the same compartment or cross-compartment
and found that cross-compartment TAD pairs
gave a moderately higher scaling exponent
(fig. S8).
The above population-averaged analyses can-

not reveal whether the higher correlation ob-
served between TADs in the same compartment
represents transient proximity between these
TADs or whether the two compartments are
physical structures that exist in individual chro-
mosomes, nor can they reveal how compart-
ments are spatially arranged—e.g., whether
one compartment wraps around the other
to form a radial organization within a sin-
gle chromosome or whether the two compart-

ments are arranged in a side-by-side, polarized
manner. To address these questions, we ex-
amined the spatial positions of the central
regions of TADs in single chromosomes. Nota-
bly, most individual chromosomes in single
cells showed a spatially polarized arrangement
of compartment-A and compartment-B TADs
(Fig. 2E). To quantify the polarized separa-
tion of the compartments in individual chro-
mosomes, we defined a polarization index asffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffið1−VS=VAÞð1−VS=VBÞ
p

, where VA and VB are
the convex hull volumes of the two compart-
ments and VS is their shared volume. If the
two compartments perfectly overlap with each
other, or if one compartment wraps around
the other, the polarization index should equal
zero; on the other hand, if the two compart-
ments are completely separated in space in a
polarized manner, the polarization index should
equal 1 (fig. S9). The measured polarization
index values of Chr21 were indeed close to 1,
with a median value of 0.86, substantially larger
than the values derived from a randomization
control (Fig. 2F).
To investigate whether the above findings

were chromosome-specific, we traced the po-
sitions of the central 100-kb regions of TADs
in Chr22 and Chr20 by imaging all 27 TADs
in Chr22 and 30 of the 60 TADs (every other
one) in Chr20 and found conclusions similar
to those described for Chr21. First, the Hi-C
contact frequency was inversely proportional
to the fourth power of the mean spatial dis-
tance between TADs (figs. S10A and S11A).
Second, the mean spatial distance between
TADs scaled with genomic distance to a sim-
ilar, albeit slightly smaller, power than in
Chr21 (Fig. 3, A and B), substantially deviating
from the one-third power predicted by the
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Fig. 2. Spatial organization of compartments
in individual chromosomes of Chr21. (A) Normal-
ized spatial distance matrix for the 34 TADs, normal-
ized over the expected spatial distances determined
by the power-law function fit in Fig. 1H (red line).
(B) Pearson correlationmatrix of the 34TADs, deter-
mined from the normalized spatial distancematrix in
(A). (C) Pearson correlation matrix of the 34 TADs
calculated frompreviousHi-Cdata (8). (D)Assignment
of TADs to compartment A (red bars) or compartment
B (bluebars)basedonaprincipal componentsanalysis
of thePearsoncorrelationmatrix shown in (B). (E) (Left
panels) Spatial positionmaps of compartment-ATADs
(red) and compartment-BTADs (blue) in two individual
chromosomes. For better visualization, the chromo-
somes were rotated so that the polarization axis
connecting the centroids of compartments A and B
is aligned along the z axis. (Right panels) Correspond-
ing 3D convex hull plots. (F) Polarization index values
measured for individual chromosomes (observed) in
comparison with those derived from a randomization
control where the compartment assignments were randomized while maintaining the total number of TADs in each compartment.The nonzero control values arose
from fluctuations associated with the finite number of TADs per chromosome, which provides a baseline for comparison. Each dot corresponds to the polarization
index of a single chromosome, the red lines represent themedian values, and the blue boxes represent the 25% to 75% quantiles. **P < 0.001 (Wilcoxon test). Data
from 120 individual chromosomes were used to generate (A), (B), (D), and (F).
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ideal fractal-globule model. Third, analysis based
on spatial distances showed that TADs in Chr22
and Chr20 were partitioned into two spatial
compartments (Fig. 3, C and D, and figs. S10,
B to E, and S11, B to E), with assignments
nearly identical to those obtained from our anal-
ysis on Hi-C data. These two compartments were
again spatially organized in a polarized, side-by-
side manner in individual chromosomes (Fig. 3, E
to H), although the degree of polarized separation
is moderately smaller in Chr20. Whether these
findings extend to all other autosomes remains to
be determined.
Finally, we traced the positions of the cen-

tral 100-kb regions of TADs in the X chromo-

some (ChrX). We imaged 40 TADs (out of 86
total) spanning the whole chromosome at rela-
tively uniform intervals. It is known that one
of the two copies of ChrX in female mamma-
lian cells undergoes X-inactivation (33, 34).
We used TAD coordinates obtained from the
combined Hi-C data (8) of both active and in-
active copies of ChrX (Xa and Xi) to determine
labeling sites but note that the TAD structures
are attenuated or absent on Xi (9, 35). We dis-
tinguished Xa and Xi by immunostaining of
macroH2A.1 (fig. S12), a histone variant en-
riched in Xi (35). The mean spatial distance
matrices of Xi and Xa were strikingly dif-
ferent, with the Xi matrix elements being

substantially more homogeneous and mostly
having smaller values than the Xa matrix
elements (fig. S13, A and B). Indeed, fitting a
power-law function to the spatial versus ge-
nomic distance plot yielded a very small scal-
ing exponent of S = 0.074 ± 0.003 (95% CI, N =
95 chromosomes) for Xi (Fig. 4A), whereas the
scaling exponent for Xa (S = 0.22 ± 0.01, 95%
CI, N = 95 chromosomes) remained similar to
those of Chr20, Chr21, and Chr22 (Fig. 4B).
These observations suggest that Xi not only
was more compact (36) but also adopted a spa-
tially more intermixed chromatin arrangement
with more homogeneous interloci distances,
reminiscent of the chromatin organization
observed for Polycomb-repressed domains using
superresolution imaging (13). Given the en-
richment of Polycomb group proteins on Xi
(33, 34), these observations suggest a potential-
ly general mechanism to induce such a com-
pact and highly intermixed chromatin folding
configuration.
Notably, ChrX also formed two compart-

ments, but the compartmentalization schemes
were different for Xi and Xa. Consistent with
previous allele-specific Hi-C analyses (21, 35, 37),
Xi was largely partitioned into two contiguous
compartments (also called superdomains or
megadomains) separated on the genomic map
by the DXZ4 macrosatellite (Fig. 4C and fig.
S13, C, E, and G). Such a scheme might result
from the ability of the DXZ4 element to re-
cruit the chromatin insulator CTCF to Xi but
not to Xa (38). The Xa TADs were also parti-
tioned into two spatial compartments, but the
two compartments corresponded instead to
the p and q arms of the chromosome (Fig. 4D
and fig. S13, D, F, and H). Interestingly, the
two compartments in both Xa and Xi were
again spatially organized in a polarized, side-
by-side manner in individual chromosomes
(Fig. 4, E to H). However, the degree of po-
larized segregation was notably smaller for
Xi (Fig. 4G), consistent with our observation
of more intermixed chromatin in Xi. It is
worth noting that within the individual arms
of Xa, TADs were further partitioned into two
subcompartments (fig. S14, A to C), one of
which appeared to be relatively enriched with
histone modifications for active chromatin
(fig. S14D), implying that these subcompart-
ments potentially correspond to the A and B
compartments.
Our observation that compartments A and

B are organized in a spatially polarized man-
ner in single chromosomes in most cells sug-
gests that these are relatively stable physical
structures that are present most of the time
in individual cells. The fact that we observed
this spatial organization for all three exam-
ined autosomes (Chr20, 21, and 22) also sup-
ports the possibility that these structures are
functionally important and maintained by spe-
cific mechanisms (2, 4). Because compartments
A and B consist mainly of active and inactive
chromatin, respectively (7, 21), their presence
may serve to locally enrich for transcription
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Fig. 3. Spatial organization of the central 100-kb regions of TADs in chromosome 22 (Chr22)
and chromosome 20 (Chr20). (A and B) Mean spatial distance versus genomic distance for
Chr22 (A) and Chr20 (B). Power-law function fits are shown as red lines, and the scaling exponents
(S) are shown. (C and D) Compartment assignments of TADs based on principal components
analyses of the Pearson correlation matrix for Chr22 (fig. S10D) and Chr20 (fig. S11D). Blue bars,
compartment B. Red bars, compartment A. (E and F) Spatial position maps of compartment-A
TADs (red) and compartment-B TADs (blue) in single chromosomes for Chr22 (E) and Chr20 (F),
plotted without (left) or with (right) 3D convex hulls. (G and H) Polarization index values mea-
sured for individual chromosomes for Chr22 (G) and Chr20 (H) (observed) in comparison with
those of the randomization control (control). The dots, red lines, and blue boxes are defined as in
Fig. 2F. **P < 0.001 (Wilcoxon test). Data from ~150 individual chromosomes were used to gen-
erate (A), (C), and (G), and data from ~110 individual chromosomes were used to generate (B),
(D), and (H).
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machinery and/or epigenetic regulators and
thus enhance the efficient use of these mole-
cular resources. The interactions that main-
tain these compartments could be direct and/
or indirect—i.e., some chromatin binding fac-
tors may directly cross-link TADs belonging to
the same compartment or some factors may
recruit TADs to predefined nuclear areas to
form compartments. The large-scale extension
of chromatin upon activation (39, 40) may also
contribute to the separation of inactive and
active chromatin. Finally, we observed distinct
compartmentalization schemes for inactive and
active X chromosomes, with Xi being partitioned
into two contiguous compartments separated by

the DXZ4 element (21, 35, 37) and Xa being par-
titioned according to the p and q arms, although
individual arms of Xa may be further partitioned
into A and B compartments. Together, these
results suggest that the spatial organization of
chromatin domains may play an important role
in gene regulation and that this organization
could be altered to facilitate different chromo-
somal functions.
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Fig. 4. Spatial organization of the central 100-kb regions of TADs in inactive and active X (Xi
and Xa) chromosomes. The TAD structures are attenuated or absent on Xi (9, 35) and hence, for
Xi, the term “TAD” simply represents imaged genomic loci. (A and B) Mean spatial distance versus
genomic distance for Xi (A) and Xa (B). Power-law function fits are shown as red lines, and the
scaling exponents (S) are shown. (C and D) Compartment assignments for Xi (C) and Xa (D), based
on principal components analyses of the Pearson correlation matrix for Xi (fig. S13C) and Xa (fig.
S13D). Positions of the DXZ4 macrosatellite in Xi and the p and q arms in Xa are indicated. (E and F)
Spatial position maps of TADs in single Xi (E) and Xa (F) chromosomes, without (left) or with (right)
3D convex hulls. (G and H) Polarization index measured for Xi (G) and Xa (H) (observed) in
comparison with those of the randomization control (control). The dots, red lines, and blue boxes are
defined as in Fig. 2F. **P < 0.001 (Wilcoxon test). Data from 95 individual chromosomes were used
to generate (A) to (D), (G), and (H).
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AXONAL DEGENERATION

RIPK1 mediates axonal degeneration
by promoting inflammation and
necroptosis in ALS
Yasushi Ito,1 Dimitry Ofengeim,1 Ayaz Najafov,1 Sudeshna Das,2 Shahram Saberi,3,4

Ying Li,1,5 Junichi Hitomi,1 Hong Zhu,1 Hongbo Chen,1 Lior Mayo,6 Jiefei Geng,1

Palak Amin,1 Judy Park DeWitt,1 Adnan Kasim Mookhtiar,1 Marcus Florez,1

Amanda Tomie Ouchida,1 Jian-bing Fan,7 Manolis Pasparakis,8 Michelle A. Kelliher,9

John Ravits,3,4 Junying Yuan1,5*

Mutations in the optineurin (OPTN) gene have been implicated in both familial and
sporadic amyotrophic lateral sclerosis (ALS). However, the role of this protein in the
central nervous system (CNS) and how it may contribute to ALS pathology are unclear.
Here, we found that optineurin actively suppressed receptor-interacting kinase 1
(RIPK1)–dependent signaling by regulating its turnover. Loss of OPTN led to progressive
dysmyelination and axonal degeneration through engagement of necroptotic machinery
in the CNS, including RIPK1, RIPK3, and mixed lineage kinase domain–like protein
(MLKL). Furthermore, RIPK1- and RIPK3-mediated axonal pathology was commonly
observed in SOD1G93A transgenic mice and pathological samples from human ALS
patients. Thus, RIPK1 and RIPK3 play a critical role in mediating progressive axonal
degeneration. Furthermore, inhibiting RIPK1 kinase may provide an axonal protective
strategy for the treatment of ALS and other human degenerative diseases characterized
by axonal degeneration.

L
oss-of-function mutations in the optineurin
(OPTN) gene have been implicated in both
familial and sporadic cases of amyotrophic
lateral sclerosis (ALS), a devastating degen-
erative motor neuron disease (1–3). The

Optn gene encodes a ubiquitin-binding protein
involved in tumor necrosis factor–a (TNFa)
signaling but is dispensable for nuclear factor
kB (NF-kB) activation (4, 5). It is still unclear
how the loss of function of OPTN leads to hu-
man ALS.
Receptor-interacting kinase 1 (RIPK1) is a crit-

ical regulator of cell death and inflammation (6).
RIPK1 regulates necroptosis, a form of regulated
necrotic cell death, by promoting the sequential
activation of two downstream targets, RIPK3
and mixed lineage kinase domain–like protein
(MLKL) (7–9). Application of necrostatin-1 (7-Cl-
O-Nec-1) (Nec-1s), a highly specific inhibitor of
RIPK1 kinase activity, blocks necroptosis and

inflammation in vitro and in vivo (10, 11). How-
ever, the pathophysiological significance of RIPK1
and necroptosis in the genetic context of human
diseases remains to be established.
ALS belongs to axonal “dying back” neuro-

degenerative diseases, as the onset begins with
axonal pathology. Axonal degeneration makes a
substantial contribution to neurological disability
in these patients (12). Axonal degeneration induced
by direct nerve injury—known as Wallerian degen-
eration—is mediated through a mechanism distinct
from apoptosis of neuronal cell bodies (13, 14).
Axonal degeneration in patients with neuro-
degenerative diseases such as ALS may also ex-
hibit features similar to those of Wallerian
degeneration and is referred to as “Wallerian-like”
degeneration. The mechanism of Wallerian or
Wallerian-like degeneration is still unclear.
To understand the mechanism by which the

loss of OPTN could lead to ALS, we developed
Optn–/– mice (fig. S1, A and B). We examined the
impact of Optn loss in the spinal cord of Optn–/–

mice. The number and morphology of spinal cord
motor neurons in Optn–/– mice were indistin-
guishable from wild-type (WT) mice (fig. S1, C
and D). However, from the age of 3 weeks to
2 years, we observed a marked reduction in the
number of motor axons and abnormal myeli-
nation in the ventrolateral spinal cord white
matter in the Optn–/– mice (Fig. 1, A to D, and
fig. S1E). The axonal pathology presented as a
decompaction of myelin sheaths with a decreased
g-ratio (axon diameter/axon-plus-myelin diame-
ter), an increased number of large-diameter
axons, and a decreased axonal number in the
ventrolateral white matter (Fig. 1, B to D), which

suggested degeneration and swelling of motor
neuron axons in Optn–/– mice. This finding is
similar to the axonal pathology observed in the
spinal cords of ALS patients in the early stages
of the disease (15). The pathology was progressive—
a reduction in axonal numbers was observed at
12 weeks or older but not at 3 weeks (fig. S1F).
Similar pathology was observed in the ventral
roots of motor axons in Optn–/– mice (fig. S1, G
to J). In addition, denervation of neuromuscular
junctions in the tibialis anterior muscle was ob-
served in Optn–/– mice (fig. S1, K and L). Thus,
OPTN deficiency leads to axonal pathology with-
out affecting motor neuron cell bodies. Consistent
with this notion, we observed a significant increase
in the number of cells positive for terminal deoxy-
nucleotidyl transferase–mediated deoxyuridine
triphosphate nick end labeling (TUNEL+ cells)
in the ventrolateral white matter of spinal cords
of Optn–/– mice (Fig. 1E). Thus, Optn deficiency
sensitizes cells to cell death in the spinal cord
white matter of Optn–/– mice.
To determine the cell types involved in

mediating Optn deficiency–induced axonal degen-
eration, we generated lineage-specific deletion of
Optn using Cnp-cre, Lyz2-cre, Gfap-cre, andMnx1-
cre mice (16–18) (fig. S2). Loss of Optn from
oligodendrocytes and myeloid cells, but not
from astrocytes or motor neurons, was sufficient
to reproduce axonal myelination pathology (Fig. 1,
F to I). Furthermore, we induced Optn loss from
the microglial lineage by dosing OptnF/F;Cx3cr1Cre

mice (19) with tamoxifen for 1 month (fig. S3A)
and also found axonal pathology like that in
Optn–/– mice (fig. S3, B to E).
We found that knockdown of Optn sensitized

cells to necroptosis in our genome-wide small in-
terfering RNA screen (20, 21) (Z-score = –2.07)
(table S1). We further confirmed that knockdown
of Optn sensitized L929 cells to necroptosis in-
duced by TNFa or zVAD.fmk (fig. S4, A and B).
zVAD-induced necrosis is known to involve
autocrine TNFa activity (22). Thus, Optn deficiency
sensitized cells to necroptosis (fig. S4C). The bio-
chemical hallmarks of necroptosis—including
the upshifts of Ripk1, Ripk3, and phospho-
MLKL (p-MLKL), as well as the levels of complex
IIb—were significantly higher in Optn–/– mouse
embryo fibroblasts (MEFs) than in Optn+/+ MEFs
stimulated by TNFa, zVAD, or cycloheximide
(fig. S4D). Note that Optn–/– oligodendrocytes
were sensitized to die by TNFa-induced necrop-
tosis but were protected by Nec-1s and inOptn–/–;
Ripk1D138N/D138N and Optn–/–;Ripk3–/– double mu-
tants (23, 24) (Fig. 2A). Thus, Optn deficiency can
promote necroptosis of oligodendrocytes.
The expression levels of Ripk1, Ripk3, and

MLKL—the key mediators of necroptosis—were
all increased in the spinal cords of Optn–/– mice
(Fig. 2B). Furthermore, we detected the interac-
tion of Optn and Ripk1 in spinal cords from WT
mice (Fig. 2C). Compared with WT mice, RIPK1
lysine 48 (K48) ubiquitination levels were de-
creased, whereas Ripk1 mRNA was unchanged
in the spinal cords of Optn–/– mice (Fig. 2, D
and E). Furthermore, Ripk1 was degraded more
slowly in Optn–/– MEFs than that in WT cells

SCIENCE sciencemag.org 5 AUGUST 2016 • VOL 353 ISSUE 6299 603

1Department of Cell Biology, Harvard Medical School, 240
Longwood Avenue, Boston, MA 02115, USA. 2MassGeneral
Institute for Neurodegenerative Disease, Massachusetts
General Hospital, Cambridge, MA 02139, USA. 3Department
of Neurology, Harvard Medical School, Boston, MA 02115,
USA. 4ALS Translational Research Program, Department of
Neurosciences, University of California, San Diego, La Jolla,
CA 92093, USA. 5Interdisciplinary Research Center on
Biology and Chemistry, Shanghai Institute of Organic
Chemistry, Chinese Academy of Sciences, 26 QiuYue Road,
PuDong District, Shanghai, 201210, China. 6Ann Romney
Center for Neurologic Diseases, Brigham and Women’s
Hospital, Harvard Medical School, Boston, MA 02115, USA.
7Illumina, Inc., San Diego, CA 92122, USA. 8Institute for
Genetics, University of Cologne, 50674 Cologne, Germany.
9Department of Cancer Biology, University of Massachusetts
Medical School, Worcester, MA 01605, USA.
*Corresponding author. Email: jyuan@hms.harvard.edu

RESEARCH | REPORTS

 o
n 

A
ug

us
t 2

9,
 2

01
6

ht
tp

://
sc

ie
nc

e.
sc

ie
nc

em
ag

.o
rg

/
D

ow
nl

oa
de

d 
fr

om
 

http://science.sciencemag.org/


(Fig. 2F). Thus, OPTN might control sensitivity
to necroptosis by regulating proteasomal turn-
over of RIPK1.
Phospho-Ser14/15, a marker of Ripk1 activa-

tion, was increased in Optn–/– microglia relative
to WT microglia, which were inhibited by Nec-1s
and Ripk1D138N/D138N mutation (Fig. 2G). Because
microglia express little MLKL, we hypothesize
that Ripk1 activation in microglia promotes in-

flammatory signaling not necroptosis. Consistent
with this notion, we detected an increased pro-
duction of multiple proinflammatory cytokines—
including interleukins IL-1a, IL-1b, IL-2, and IL-12;
interferon-g (IFN-g); and TNFa in the spinal cords
of Optn–/– mice—which were markedly reduced
in the Optn–/–;Ripk1D138N/D138N mice (Fig. 2H).
In addition, Optn–/– microglia had elevated TNFa,
which was inhibited by Nec-1s (fig. S5A). As pre-

dicted, the levels of TNFa were also increased in
the spinal cords ofOptnF/F;Lyz2-cremice (fig. S5B).
To explore the effect of Optn deficiency on

transcriptions, we performed RNA sequencing
on WT, Optn–/–, and Optn–/–;Ripk1D138N/D138N

primary microglia. Coexpression analysis (25)
identified a module with ~1300 genes (ME1) dif-
ferentially expressed between WT and Optn–/–

microglia and suppressed by Ripk1D138N/D138N.
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Fig. 1. Optn deficiency in oligodendrocyte and myeloid lineages promotes
axonal loss and dysmyelination in the spinal cords of Optn–/– mice.
(A) (Top) Toluidine blue–stained sections from the ventrolateral lumbar spinal
cords of WT and Optn–/– mice. The boxes show axons in the ventrolateral
lumbar spinal cord white matter and the motor neurons in the ventral lumbar
spinal cord gray matter, respectively. (Bottom) Electron microscopic analysis
of motor axonal myelination in the ventrolateral lumbar spinal cords from WT

and Optn–/– mice. (B to D and F to I) The mean axonal numbers, mean g-ratios,
and mean axonal diameters; individual g-ratio distribution; and distributions
of axonal diameters in the ventrolateral lumbar spinal cord white matter (L1 to
L4) of WT, Optn–/– mice, OptnF/F mice, OptnF/F;Cnp-cre mice, OptnF/F;Lyz2-cre
mice, OptnF/F;Gfap-cre mice, and OptnF/F;Mnx1-cre mice, as indicated. (E) The
number of TUNEL+ cells in the lumbar spinal cords (L1 to L4, one section
each) of indicated genotype (five mice for each genotype).
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Fig. 2. Optn deficiency sensitizes to necroptosis. (A) Murine
primary oligodendrocytes of indicated genotypes were treated with
mouse TNFa (10 ng/ml) ± Nec-1s (10 mM) for 24 hours and cell
death was assessed by using Toxilight assay (Lonza). Data are rep-
resented as the normalized means ± SEM, n = 5 to 9 replicates per
group. (B) The spinal cords of WTand Optn–/– mice were extracted
with 6M urea buffer and analyzed by immunoblotting using indicated
antibodies. (C) The spinal cord lysates extracted with radioimmu-
noprecipitation assay buffer were immunoprecipitated (IP) by using
antibody against Optn (anti-Optn) or anti-RIPK1, and the immuno-
complexes were analyzed by immunoblotting using indicated
antibodies. (D) The spinal cords from mice of indicated genotypes
were lysed in 6M urea and immunoprecipitated using anti-K48
ubiquitin chain antibodies. The isolated immunocomplexes and
input were analyzed by Western blotting with anti-RIPK1. (E) The
mRNA levels of Ripk1 in the spinal cords with indicated genotypes
were measured by quantitative reverse transcriptase polymerase
chain reaction. (F) WT and Optn–/– MEFs were treated with cyclo-
heximide (2 mg/ml) for indicated periods of time, and the lysates
were analyzed by immunoblotting with the indicated antibodies. (G) Microglia from newborns of indicated
genotypes were extracted in TX114 buffer, and the immunoblots were probed with anti-RIPK1 p-Ser14/15

phosphorylation and anti-RIPK1. DMSO, dimethyl sulfoxide was the vertical control. (H) The cytokine
profiles in the spinal cords were measured using a cytokine array by enzyme-linked immunosorbent assay
(ELISA). (I) Heat map of the top 71 genes in the module ME1 differentially expressed in microglia of
indicated genotypes. Low expression is shown in blue and high expression, in red.
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Fig. 3. Ripk1 and Ripk3 mediate axonal pathology in the spinal cords of
Optn–/– mice. (A) Dysmyelination in the spinal cords of Optn–/– mice was
blocked by genetically inhibiting Ripk1 in Optn–/–;Ripk1D138N/D138N mice, phar-
macologically inhibiting Ripk1 by Nec-1s (oral dosing of Nec-1s for 1 month
starting from 8 weeks of age), and by loss of Ripk3 in Optn–/–;Ripk3–/– mice.
(B to D) Mean axonal numbers, g-ratios, and axonal diameters (B); indi-
vidual g-ratio distributions (C); and axonal diameter distributions (D). (E) The
number of TUNEL+ cells in the lumbar spinal cords (L1 to L4, one section
each) of indicated genotypes at 3 months of age (five mice per genotype).

(F to H) Mice of indicated genotypes were tested in open-field test for spon-
taneous motor activity. The mice were at 3 months of age and 28 to 32 g of
body weight (no statistically significant difference in body weight between
different groups). The total distance traveled in 1 hour showed no difference
between different groups (F). Optn–/– mice showed a significant deficit on the
vertical rearing activity (frequency with which the mice stood on their hind
legs). This deficit was blocked after dosing with Nec-1s for 1 month starting
from 8 weeks old and in Optn–/–;Ripk1D138N/D138N double-mutant mice and
reduced in Optn–/–;Ripk3–/– double-mutant mice (G and H).
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The top 71 genes in this module include CD14
and CD86, biomarkers for the proinflammatory
M1-like state (26) (Fig. 2I and table S2). Elevated
CD14 and CD86 in Optn–/– microglia were sup-
pressed by Nec-1s and Ripk1D138N/D138N (fig. S5C).
Thus, Optn deficiency promotes an M1-like in-
flammatory microglia.
We analyzed the genes differentially expressed

in Optn–/– microglia using MSigDB (Molecular
Signatures Database) (27) to identify transcription
factors with targets that were overrepresented.
We found a significant overrepresentation of
the predicted Sp1 transcription factor targets
in the ME1 module (table S3) with a network
(28) of 225 Sp1 targets regulated by RIPK1 (fig.
S6A). Increased production of TNFa and the
death of L929 cells were blocked by knockdown

of Sp1 and by Nec-1s (fig. S6, B and C). Thus, loss
of Optn in the spinal cord may increase RIPK1-
dependent inflammation.
We examined the involvement of necroptosis

in Optn–/– mice in vivo. The increase in TUNEL+

cells and the axonal pathology of Optn–/– mice
were all rescued in the Optn–/–;Ripk1D138N/D138N

double-mutant and the Optn–/–;Ripk3–/– double-
mutant mice and by Nec-1s (Fig. 3, A to E).
Behaviorally, Optn–/– mice showed no difference
in total locomotor activity, whereas the vertical
rearing activity was significantly reduced com-
pared with that of WT mice (Fig. 3, F to H). Thus,
Optn deficiency leads to hindlimb weakness.
Furthermore, the vertical rearing deficit in Optn–/–

mice was rescued pharmacologically by Nec-1s
and genetically in the Optn–/–;Ripk1D138N/D138N

mice and Optn–/–;Ripk3–/– mice. Thus, Optn
deficiency leads to the activation of necroptotic
machinery to promote axonal pathology.
To explore the involvement of RIPK1-mediated

axonal pathology in ALS in general, we used
SOD1G93A transgenic mice. Oligodendrocytes in
SOD1G93A mice degenerate early, but the mech-
anism is unclear (29). We found that the expres-
sion of Ripk1, Ripk3, and MLKL in the spinal
cords of SOD1G93A transgenic mice was elevated
(Fig. 4A). In addition, we observed a similar
axonal pathology as that of Optn–/– mice in
SOD1G93A mice before the onset of motor dys-
function (Fig. 4, B and C). Furthermore, these
axonal myelination defects were blocked and
motor dysfunction onset was delayed geneti-
cally by Ripk3 knockout or by oral administration
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Fig. 4. RIPK1- and RIPK3-mediated axonal pathology is a common mech-
anism in ALS. (A) Urea buffer lysates of spinal cords from WTand SOD1G93A

transgenic mice (12 weeks of age) were analyzed by immunoblotting using
indicated antibodies. (B and C) The myelination morphology (top), mean
axonal numbers (bottom), mean g-ratios (bottom), mean axonal diameters
(bottom) of the ventrolateral lumbar spinal cord white matter of SOD1G93A mice,
SOD1G93A;Ripk3–/– mice (12 weeks of age), and SOD1G93A mice dosed with ve-
hicle or Nec-1s for 1 month starting from 8 weeks of age. (D and E) Ripk3 de-

ficiency (D) and inhibition of Ripk1 by Nec-1s starting from 8 weeks of age
(E) delayed the onset of motor dysfunction in SOD1G93A mice. (F) Sections
of pathological spinal cords from a human control and an ALS patient were
stained with Luxol fast blue for myelin to show reduced myelination in the
lateral column of lower spinal cords of ALS patients. (G) Immunoblotting
analysis of human control and ALS spinal cord samples using indicated
antibodies (top) and the quantification of RIPK1, RIPK3, and MLKL levels
from 10 controls and 13 ALS patients (bottom).
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of Nec-1s (Fig. 4, D and E). Thus, although we
cannot rule out the contribution of Ripk1 or
other proapoptotic factors to the degeneration of
motor neuron cell bodies (30, 31), the activation
of necroptosis contributes to axonal pathology and
motor dysfunction in the SOD1G93A transgenic
mice.
We next characterized the role of RIPK1 and

necroptosis in human ALS. We found evidence
of demyelination in the lateral column white
matter of lower spinal cord pathological samples
from ALS patients as reported (Fig. 4F). In hu-
man ALS pathological samples, we also detected
multiple biochemical hallmarks of necroptosis,
including increased levels of RIPK1, RIPK3, and
MLKL and increased RIPK1 p-Ser14/15 and p-MLKL
in both microglia and oligodendrocytes (Fig. 4G,
fig. S7, and table S4). Note that p-MLKL was
primarily localized in the white matter, where
demyelination was found.
Taken together, our results provide a direct

connection between Wallerian-like degeneration
induced by OPTN deficiency and RIPK1-regulated
necroptosis and inflammation. By promoting
both inflammation and cell death, RIPK1 may
be a common mediator of axonal pathology in
ALS (fig. S8). Because RIPK1 is recruited specif-
ically to the TNF receptor TNFR1 to mediate the
deleterious effect of TNFa (32), blocking RIPK1
may provide a therapeutic option for the treat-
ment of ALS without affecting TNFR2. Finally,
given the recruitment of OPTN to intracellular
protein aggregates found in pathological samples
from patients with Alzheimer’s disease, Parkinson’s
disease, Creutzfeldt-Jakob disease, multiple sys-
tem atrophy, and Pick’s disease (33, 34), a possible
role of RIPK1 in mediating the wide presence of

axonal degeneration in different neurodegen-
erative diseases should be considered.
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The next day, I was taken aback 

when a white male faculty mem-

ber in the department where I 

work as a postdoc went out of his 

way to stop me in the hall to thank 

me for sharing my thoughts and to 

of er his support. Later, my boss—

another white male—checked on 

me. All day, I felt support from my 

colleagues that was only possible 

because I was out as gay at work. 

I’ve been out for more than a de-

cade, having fi rst come out as a soph-

omore in high school—a liberating 

but grim experience, which brought 

death threats from students and 

had my parents worrying that I’d 

be killed in a dark alley or contract 

HIV. But professionally, I came out 

much later. As an undergrad biology 

major, I was hesitant to come out to 

people in positions of authority, es-

pecially white male faculty members. And there seemed to be 

good reason to worry. Early on, for example, a faculty mem-

ber implied that female scientists’ work was less important 

than that done by men. In my head, I extended this judgment 

to LGBTQ individuals, including myself, and I thought that 

other scientists would not take me or my work seriously if 

they knew that I was gay. “Am I good enough?” I frequently 

asked myself. I also avoided seeking out professors when I 

needed help, which made it harder to do well in my classes 

and hindered my development of networking skills. 

Graduate school was the fi rst time that I felt I could come 

out professionally, but it still wasn’t easy. I knew that my 

adviser would be supportive—I had chosen to work with 

her partly because I felt that I would be safe under her 

supervision—but every time I had an opportunity to tell 

her, I couldn’t fi nd the words. My heart would leap into 

my throat, my face would fl ush, and I’d panic. It took a 

few years before I succeeded. And 

I never of  cially came out to any 

other faculty members while I was 

a student, mostly because of nag-

ging fears that it would negatively 

af ect their views of my research.

Coming out as a postdoc was eas-

ier because I had already met my 

current boss and become friends 

with him via social media, where 

I’m open about my sexual orienta-

tion. These days, I’m out to most of 

my professional colleagues, which 

has greatly improved my men-

tal health and helped me develop 

strong professional relationships. 

For instance, I’m out to many mem-

bers of an incredibly inclusive pro-

fessional botanical organization. 

They have helped me understand 

that my research stands on its own, 

independent of my sexuality. 

But now, at a pivotal point in my career when I’m search-

ing for a permanent position as a tenure-track faculty mem-

ber, I fi nd myself again worrying about how and when to 

come out. What should I do if, during the interview process, 

I’m asked whether I have a wife? Will being gay hurt my 

chances of getting the job? How will I settle in with new 

colleagues as an openly gay scientist?

Despite my concerns, after the tragedy in Orlando I re-

solved to stop this unhealthy worrying. Life is too precious 

for that. I feel no reason to hide or be ashamed of being gay 

while doing science. I’m still thinking about how to manage 

coming out as I move forward in my career, but I am confi -

dent that my science speaks for itself. ■

Jason Cantley is a postdoc at Bucknell University in 

Lewisburg, Pennsylvania. Send your career story to

SciCareerEditor@aaas.org.

“I feel no reason to hide
or be ashamed of being gay 

while doing science.”

Working my way out

L
ess than 24 hours after the mass murders that took place at a gay nightclub in Orlando, Florida, in 

June, I posted an emotionally raw message on social media. I usually avoid posting about poten-

tially divisive issues, but I made an exception because, as a gay man, I wanted to reach out to the 

LGBTQ community to provide comfort, and to encourage us to come together in this time of pain. 

I was acutely aware that all of my “friends” would be able to see my post, including a few new co-

workers whose positions on LGBTQ issues I was not certain about. But, after years of being hesitant 

to tell other scientists that I was gay, I no longer cared. Something changed for me that day. I decided that 

it was no longer useful for me to worry about how others judge me based on my sexual orientation. 

By Jason Cantley
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ThereÕs only one

BIOMOLECULAR NMR

SPECTROSCOPIST

Florida StateUniversityDepartment ofChemistry
& Biochemistry and the National HighMagnetic
Field Laboratory are searching for a mid-career
faculty member with research interests in

biochemistry and solution NMR spectroscopy.

Preference will be given to candidates whose
research represents strong arguments for
spectroscopy at high magnetic felds including,
but not limited to, work in intrinsically disordered
proteins or macromolecular dynamics. The
successful candidatewill be expected to maintain
an extramurally funded research program, teach
both graduate and undergraduate classes, and to
actively participate in theMagnet Lab’s efforts to
take solution NMR spectroscopy to much higher
magnetic felds and to help drive the development
of high frequency probes for NMR science.

Persons interested in the position can contact
Professor Timothy A . Cross for more
information. Applicants should email all
application materials, including cover letter, CV,
statement of research plans and teaching interests,
and the names and contact information for three
professional references to nmr_search@chem.
fsu.edu. Review of applications will begin on
October 1, 2016, and continue until the position
is .lled.

FSU is an Equal Opportunity/Access/Affrmative
Action/Pro Disabled & Veteran Employer. FSU’s
Equal Opportunity Statement can be viewed
at: http://www.hr.fsu.edu/PDF/Publications/

diversity/EEO_Statement.pdf

We seek highly motivated candidates for
two Postdoctoral Associate positions
to study the molecular mechanisms of
action of novel anti-cancer agents working
predominantly through redox-sensitive
pathways. Work will include efficacy studies
in tumor animal models and correlation of
in vitro and in vivo data.

Our lab has expertise in drug metabolism, PK/
PD studies, drug formulation in nanocarriers,
advanced molecular methods; morphological
and imaging studies; high-throughput in vivo
methods; and various tumor animal models
including patient-derived xenografts (of
which we have our own annotated tissue
bank from various human cancers).

For details regarding the required and
preferred qualifications, a description of
job duties, instructions for submitting an
application, and to learn more about Stony
Brook University, please visit http://www.
stonybrook.edu/jobs and view Postdoctoral
Associate position numbers: 1503792 and
1503794. The application deadline for these
jobs is 08/31/2016, but you’ll find other
opportunities for well-qualified postdoctoral
candidates at stonybrookedu/jobs..

Visit the Division of Cancer Prevention at:
https://medicine.stonybrookmedicine.edu/
medicine/cancer_prevention

Equal Opportunity Employer, females,
minorities, disabled, veterans

Postdoc Positions

Rigas Lab

Division of Cancer
Prevention

Bring your job search in
for a smooth landing.

Target your job search using relevant

resources on ScienceCareers.org.

ScienceCareers.org



Karolinska Institutet

seeks a new

Vice-Chancellor

Karolinska Institutet (KI) is a medical university with the
mission to conduct research and education of the highest
quality. KI’s vision is to make a significant contribution to
the improvement of human health. Achieving this vision will
require groundbreaking research, the translation of medical
advances into societal applications, and the successful
provision of highly-skilled professionals to the workforce.

Last day of application is 15th of August 2016.

For more information and expressions of interest, please visit

ki.se/newvicechancellor
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Senior Executive Service (SES) Career Opportunity – Tier 3

ES-1301: $123,175 to $185,100 per annum*

*Actual salary may vary depending on the scope and complexity of the position and the qualifcations and
current compensation of the selectee.

Become a member of an elite research and development community involved in basic and applied scientifc

research and advanced technological development for tomorrow’s Navy and for the Nation

Te Director of Research (DOR) for the U.S. Naval Research Laboratory (NRL), the Navy’s corporate labora-
tory (an Echelon 2 command), is an internationally recognized authority who exercises executive direction
and technical leadership to all enterprises of NRL. Te DOR conceives, plans, and formulates NRL’s programs
so that they advance the frontiers of scientifc knowledge in ways that serve the defense of the United States
by the naval services and the Department of Defense. Te DOR speaks and acts for NRL in all scientifc and
technical matters and in many cases for the Department of the Navy (DON) as well. To do so, the DOR must
represent the DON’s position on highly complex matters of strategic policy to leaders in government, industry,
and academia. Te DOR’s technical recommendations ofen determine decisions pertaining to the initiation,
coordination, and cessation of important programs and requirements. Te DOR’s decisions on scientifc and
managerial issues have a major impact on the nation’s defense capabilities. Te scope and extent of NRL’s pro-
grams infuence not only the technological readiness of the Navy and Marine Corps for both the present and
future, but also the progress and direction of many scientifc felds vital to national interest. Te DOR directly
manages program budgets of $1.3 billion and substantially infuences an additional $2.2 billion annually. Total
number of positions directly reporting to the DOR is 5 Senior Executives and 8 positions equivalent to GS-15.
Tere are approximately 2,500 civilian positions within NRL; including 22 Senior Executives and 17 Senior
Professional positions within his/her direct line of authority.

For qualifcation requirements and specifc instructions on how to apply, go to www.usajobs.gov beginning
1 August 2016 and enter the following announcement number: NW61301-00-1743269K9427541S.

Please contact Ginger Kisamore at ginger.kisamore@nrl.navy.mil for more information. E-mailed resumes

cannot be accepted.

NRL is an Equal Opportunity Employer

4555 Overlook Ave., SW,Washington, DC 20375

Director of Research
www.nrl.navy.mil

BIOLOGICAL SCIENCES SCHOLARS PROGRAM

For Junior, Tenure Track Faculty

TheUniversity ofMichiganMedical School announces recruitment for the
Biological Sciences Scholars Program (BSSP) to enhance the institutionÕs
strengths in the biological and biomedical research areas.

Now entering its 18th year, the BSSP has led recruitment of outstanding
scientists pursuing research in genetics, microbiology, immunology,
virology, structural biology, biochemistry, molecular pharmacology,
stem cell biology, cancer biology, physiology, cell and developmental
biology, bioinformatics, and the neurosciences. The Program seeks
individuals with PhD, MD, or MD/PhD degrees, at least two years of
postdoctoral research experience, and who have not previously held a
tenure-track faculty position.Candidateswill show evidence of superlative
scientifc accomplishment and scholarly promise. Successful candidates
will be expected to establish a vigorous, externally-funded research
program, and to become leaders in departmental and program activities,
including teaching at the medical, graduate, and/or undergraduate levels.
Primary departmental affliation(s) will be determined by the applicant’s
qualifcations and by relevance of the applicant’s research program to
departmental initiatives and themes. All faculty recruited via the BSSP
will be appointed at theAssistant Professor level.

APPLICATION INSTRUCTIONS: Please apply to the Scholars
Program through the BSSP website at: http://bssp.med.umich.edu. A
curriculum vitae (including bibliography), a three page research plan, an
NIH biosketch, and three original letters of support should all be submitted
through theBSSPwebsite.More information about the Scholars Program,
instructions for applicants and those submitting letters of recommendation,
and how to contact us is located on the BSSPweb site: http://bssp.med.
umich.edu.The deadline for applications isFriday, September 30, 2016.

The University of Michigan is an
Affrmative Action/Equal Opportunity Employer.
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Looking to fill your postdoc positions?

Scientists will be eager to learn about non-faculty career options
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Pediatric Hematologist, University of Pennsylvania
Perelman School of Medicine
Department of Pediatrics

Associate/Full Professor - Bone Marrow Failure

The Children’s Hospital of Philadelphia and the Division of Hematology
in the Department of Pediatrics at the Perelman School of Medicine at
the University of Pennsylvania seek candidates for an Associate or Full
Professor position in either the tenure track or the non-tenure clinician-
educator track. Applicants must have an M.D. or Ph.D. or M.D./Ph.D.
degree. M.D. or M.D./Ph.D. candidates must have board certifcation
in pediatric hematology/oncology (preferred) or medical hematology.

Applicants must have demonstrated excellence in education, research, and
(for physicians) clinical care.

The CHOP Bone Marrow Failure Center provides comprehensive care for
patients with acquired or inherited non-malignant bone marrow failure
syndromes and basic, translational and clinical research into these disorders.

The successful applicant will have a national reputation in research
involving patients with aplastic anemia or related bone marrow failure
syndromes, program administration skills, and commitment to direct and
grow a clinical program, including interactionwith patient advocacy groups.
Signifcant research and clinical resources, space for the research and clinical
programs and protected time will be provided to the successful candidate.

We seek candidates who embrace and refect diversity in the broadest sense.

TheUniversity ofPennsylvania and TheChildren’sHospital ofPhiladelphia
areEOEs.Minorities/Women/Individualswith disabilities/ProtectedVeterans
are encouraged to apply.

Apply for this position online at:

https://www.med.upenn.edu/apps/faculty_ad/index.php/g331/d4377

Department of Pharmacology
Faculty Position in
Neuroscience

The Department of Pharmacology seeks exceptional applicants at the
Assistant, Associate or Professor level to conduct innovative state-of-
the-art research in Neuroscience.Applicants should have an outstanding
record of innovative research and academic excellence and demonstrated
expertise in any area of neuroscience including systems, molecular/
cellular, behavioral, neurodegenerative disorders, and pain, employing
cutting edgemethodologies.The candidatewill join a strong and growing
community of neuroscientists in the Carver College of Medicine which
has designated neuroscience as a strategic priority for growth and
investment.Newly remodeled research spacewith state-of-the-art shared
instrumentation is available.

This position includes a 12-month salary, benefts and a highly competitive
start up package. All applicants must have a relevant doctoral degree
and a record of accomplishment commensurate with appointment as
Assistant Professor in theTenureTrack,Associate ProfessorwithTenure,
or Professor with Tenure. The successful candidate will maintain a
vigorous, independent, extramurally funded research program, have
a desire to train students and postdoctoral fellows, and participate in
departmental teaching.

To apply for this position, visit The University of Iowa website at:
http://jobs.uiowa.edu, requisition #69412.

The University of Iowa is an Equal Opportunity/Affrmative Action
Employer. All qualifed applicants are encouraged to apply and will
receive consideration for employment free from discrimination on
the basis of race, creed, color, national origin, age, sex, pregnancy,
sexual orientation, gender identity, genetic information, religion,
associational preference, status as a qualifed individual with a

disability, or status as a protected veteran.
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Senior Faculty Leadership Position in
Global Oncology at Fred Hutchinson Cancer

Research Center

Fred Hutchinson Cancer Research Center seeks exceptional applicants
for a full-time senior faculty leadership position in theGlobalOncology
Program at the Full Member level (comparable to Professor). The
primary responsibility of this position will be to lead the development
and execution of Fred Hutch’s global oncology research agenda,
encompassing basic and translational research, innovative prevention
and treatment, and implementation science. The leaderwill be expected
to conduct groundbreaking scientifc research with global impact and to
foster scientifc collaborations involving multiple investigators across
FredHutch and external, international partners.The ideal candidatewill
have awell-established and funded research portfoliowith international
recognition for scientifc excellence and have a demonstrated record
in mentoring faculty and partners to pursue an international research
portfolio.

The Fred Hutch has established a broad international footprint to
enable the conduct of innovative basic and clinical research in cancer,
and particularly in infectious disease-related cancers. In May 2015,
the Fred Hutch and the Uganda Cancer Institute (UCI) opened the
world-class UCI-Fred Hutch Cancer Centre in Kampala, Uganda.
This 25,000 square-foot facility supports research, outpatient care and
training, as well as clinical laboratory and specialized laboratories for
molecular diagnostics, biorepository, histopathology and immunology.
This frst comprehensive cancer center holds promise for accelerating
groundbreaking scientifc cancer and infectious research. Additional
opportunities for global oncology pathogen-associated research are
afforded with in-country partners at our state-of-the-art 10,000 square-
foot freestanding immunology laboratory in Cape Town, South Africa.
Through our long-term China collaborative research initiative, the FH
has joint research and training partnerships for clinical and epidemiologic
studies linked to pathogen-associated and environmentally-linked cancer
development.

The Global Oncology Leader will guide the collaboration with the
Uganda Cancer Institute, lead the Global Oncology program staff and
will oversee Fred Hutch’s international operations. Applicants must
have anMD and/or PhD (or foreign equivalent) and board eligibility in
clinical oncology is preferred.Expertise in cancer biology and pathogen-
mediated cancers are also desirable characteristics. Selection criteria
include excellence in clinical care, scholarship, creativity in research,
success in developing and advancing collaborations, and demonstrated
leadership in the profession. Ideal candidates will have experience
working in international settings.

The Global Oncology leader will be based in Seattle, Washington, at
Fred Hutch in theVaccine and Infectious Disease Division (VIDD) and
have opportunities for cross-divisional appointments based on research
expertise. Fred Hutch offers a vibrant intellectual environment within a
beautiful, lakeside campus in Seattle’s South Lake Union biotech hub.
VIDD occupies a new building that is connected by walking trails to
Seattle Cancer CareAlliance and the other four FredHutchDivisions and
by trolley tomajor partners such as theUniversity ofWashington School
ofMedicine, SeattleChildren’sResearch Institute,Center for Infectious
Disease Research, and the Infectious Disease Research Institute.
Salary DOE + excellent bene.ts.

Interested candidates should submit a CV, a concise statement of their
research interests, and the names and contact information for three (3)
references to fredhutch.org/job/7959. Speci.c inquiries can be directed
to Dr. JulieMcElrath at 206-667-1858.

Applications should be received by September 1, 2016 to assure
consideration and will be evaluated as received.

The Fred Hutchinson Cancer Research Center is an Affrmative
Action, Equal Opportunity Employer. All qualifed applicants will
receive consideration for employment without regard to, among

other things, race, religion, color, national origin, sex, age, status as
protected veterans, or status as qualifed individuals with disabilities.

We strongly encourage applications from women, minorities,
individuals with disabilities and covered veterans.
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The International Center for Young Scientists (ICYS) of the

National Institute for Materials Science (NIMS) is now seeking a

few researchers. Successful applicants are expected to pursue

innovative research on broad aspects of materials science using

most advanced facilities in NIMS

(http://www.nims.go.jp/eng/index.html).

In the ICYS, we offer a special environment that enables young

scientists to work independently based on their own idea and

initiatives. All management and scientiCc discussions will be

conducted in English.An annual salary approximately 5.35million

yen (level of 2015) will be offered depending on qualiCcation and

experience. Additional research grant of 2 million yen per year

will be supplied to each ICYS researcher. The initial contract term

is two years and may be extended by one more year depending

on the person’s performance.

All applicants must have obtained a PhD degree within the

last ten years. Applicants should submit an application form

including a research proposal to be conducted during the ICYS

tenure, CV Header, CV with list of publications and patents (Be

sure to attach the header), list of DOI of journal publications

following our instruction, reprints of three signiCcant publications

to ICYS Recruitment Desk by SEPTEMBER 29, 2016 JST. The

application form and CV header can be downloaded from our

website. Please visit our website for more details.

ICYS Recruitment Desk,

National Institute for Materials Science

http://www.nims.go.jp/icys/recruitment/index.html

Research Position at ICYS, NIMS, Japan

Behavioral Ecology - Assistant Professor
School of Biological Sciences, College of Arts and Sciences

The School of Biological Sciences at Washington State University, Pullman,
Washington, invites applications for a full-time, permanent, tenure-track faculty
position in behavioral ecology. This position is to be flled at the Assistant
Professor level and will begin in August of 2017.

Required qualifcations: (1) Earned doctorate in an appropriate biological
discipline at the time of application. (2) Record of research accomplishment in
behavioral ecology. (3) Evidence of commitment to teaching excellence and
potential for outstanding teaching. (4) Effective communication skills.

Preferred qualifcations:

Expertise in genomic, molecular, neurobiological, physiological, and/or use of
quantitative approaches to study behavior. Research areas of interest include
proximate mechanisms of behavior, behavioral responses to the environment,
complex social systems, communication, or ultimate causes of behavior. Ability
to complement our faculty’s strengths in organismal and evolutionary biology,
population, genetics, ecology, and animal physiology.

Job Duties:The successful candidate will be expected to develop andmaintain
an internationally recognized, extramurally funded research program in
behavioral ecology, train graduate and undergraduate students, participate in
graduate and undergraduate teaching, participate in service needs, and advance
the university’s commitment to diversity and multiculturalism.

To apply visitwww.wsujobs.com and upload applicationmaterials.Applications
must include a letter of application addressing quali2cations, a curriculum vitae,
separate teaching and research statements, and up to three selected reprints of
published or in press papers. Three letters of recommendation that address the
applicant’s history of and potential for research, teaching and communication
excellence are required. The reference letters will be automatically requested
and obtained from the reference provider through our online application system.
Review of applications with reference letters begins September 30, 2016. For
information on the position or the status of your application, candidates may
contact Dr. Hubert Schwabl (huschwabl@wsu.edu). Full notice of vacancy can
be viewed at https://www.wsujobs.com

EEO/AA/AD

Assistant Professor

of Food Microbiology
The Department of Food Science at The Pennsylvania State University is seeking

an Assistant Professor to work in the area of food microbiology. The Department,

housed in the Food Science Building completed in 2006, boasts state-of-the art

research and teaching labs, three specialized and dedicated pilot plants, and the

Berkey Creamery. The successful candidate will join a dynamic, productive and

collaborative faculty in a vibrant and growing Department. For more information

on the department, visit http://foodscience.psu.edu. The successful candidate

will be expected to establish a strong, externally-funded research program in an

area of food microbiology with an emphasis on food safety. This position will be

responsible for developing and teaching undergraduate- and graduate-level food

microbiology lecture and/or laboratory courses, as well as a course in their area of

study/interest and contribute to other courses as needed; advise undergraduate

students; and supervise graduate students in thesis research projects. The

candidate is also expected to participate in the outreach activities and programs

of the department, college and university, as appropriate. Requires a Ph.D. in

food science or a closely related feld, with experience in food microbiology, and

a strong record of publication. Postdoctoral or industrial experience is highly

desirable. The ability to work professionally with faculty, staff, and students from

diverse populations required. Visit http://apptrkr.com/840722 for details and

to apply. Review of applications will begin on October 1, 2016 and will continue

until a suitable candidate is found. Anticipated start date is January 2017 or

as negotiated.

CAMPUS SECURITY CRIME STATISTICS: For more about safety at Penn State,

and to review the Annual Security Report which contains information about crime

statistics and other safety and security matters, please go to http://www.police.

psu.edu/clery/, which will also provide you with detail on how to request a hard

copy of the Annual Security Report.

Penn State is an equal opportunity, affrmative action employer, and is committed

to providing employment opportunities to all qualifed applicants without regard

to race, color, religion, age, sex, sexual orientation, gender identity, national

origin, disability or protected veteran status.
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Jefferson Science
Fellowship

The National Academies of Science, Engineering, and Medicine is
pleased to announce a call for nominations and applications for
the 2017 Jefferson Science Fellowship (JSF) program. Initiated
by the Secretary of State in 2003, this fellowship program engag-
es the American academic science, technology, engineering and
medical communities in the design and implementation of U.S.
foreign policy and international development objectives.

Fellows spend one year at the U.S. Department of State or the
U.S. Agency for International Development (USAID) for an on-site
assignment in Washington, D.C. As part of their assignments,
Fellows may also have the opportunity to travel to U.S. embassies
and missions overseas.

The fellowship is open to tenured, or similarly ranked, academic
scientists, engineers, and physicians from U.S. institutions of
higher learning. Nominees/applicants must hold U.S. citizenship
and will be required to obtain a security clearance.

The deadline for 2017-2018 program year applications/
nominations is October 31, 2016. To learn more about the
Jefferson Science Fellowship and to apply, visit the website at:

www.national-academies.org/jsf

Jefferson Science Fellowship

www.national-academies.org/jsf


