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O
n 23 July, exactly 1 month after Britain’s mo-

mentous decision to leave the European Union, 

around 4500 scientists and friends of science 

will assemble in Manchester, UK, for the open-

ing of the EuroScience Open Forum (ESOF), 

Europe’s largest interdisciplinary research con-

ference. The vote for Britain’s exit (“Brexit”)—

with worrying repercussions for European science and 

wider society—and questions 

about the plans of the new 

UK Prime Minister Theresa 

May, will inevitably cast a 

shadow over proceedings. 

But as Jerzy Langer, chair of 

ESOF’s program committee, 

argues, the meeting has now 

acquired a sharper purpose: 

to demonstrate at a time of 

acute uncertainty that “we, 

the scientists, are one big 

family, whose rules and val-

ues extend beyond political 

and geographic borders.”

Concern about the impli-

cations of Brexit for science 

has focused primarily on the 

obstacles it may pose to con-

tinued collaboration and free 

movement of researchers 

across Europe. However, the 

dense web of connections 

between British and Euro-

pean science extends into 

many other areas, including 

science policy and the provi-

sion of evidence and expert advice to decision-makers.

One example is the European Commission’s Scientific 

Advice Mechanism (SAM), announced last year by Car-

los Moedas, the Commissioner for Research, Science and 

Innovation. After an open nomination process, a high-

level group of seven advisers was appointed and began 

its work in January 2016. Supported by a Brussels secre-

tariat, the SAM will also procure advice from networks of 

national academies and learned societies across Europe.

The SAM’s first two projects—on CO2 emissions from 

light-duty vehicles; and digital identities and cybersecu-

rity—are well advanced, and on target to release findings 

before the end of 2016. It also recently published an ex-

planatory note on the safety and risks of the herbicide 

glyphosate, which remains a vexed issue in Europe.

Henrik Wegener, inaugural chair of the SAM’s high-

level group, has emphasized the need for it to work in an 

independent, transparent, and consultative way. In sup-

port of this goal, its next meeting will take place at ESOF, 

providing a first opportunity for the wider research 

community to engage with the SAM’s work. A summit 

meeting this September of the International Network for 

Government Science Advice will be hosted in Brussels by 

the European Commission, at which the SAM will play a 

prominent role.

These are still early days 

for the SAM. It has met just 

twice, and its initial priori-

ties were proposed by Brus-

sels policy-makers. It is 

envisaged that the SAM will 

soon begin to work in both 

reactive and proactive ways, 

and the high-level group 

has developed a long list of 

potential topics and ques-

tions where it could make 

a meaningful contribution 

to European Union (EU) 

decision-making. How it 

strikes a balance between 

independence and policy 

relevance, and how far it 

gets drawn into the more 

contested terrain between 

evidence, policy, and politics, 

remain to be seen.

Even before Brexit, the 

ESOF meeting intended a 

strong focus on science pol-

icy. In the present climate, 

this is more important than ever. The vocal dismissal of 

evidence and expertise during what some described as 

the UK’s “post-fact” referendum on the EU raises the pos-

sibility of a reversal of progress toward more evidence-

informed decision-making. There is a risk that such 

a trend will spread to other fields and become more 

prominent in European political discourse, and that the 

research community will adopt overly defensive or dis-

missive positions.

Argument and analysis of events over the past month 

will be prominent at ESOF, but answers are likely to re-

quire a more searching period of reflection. Hopefully, 

the SAM can provide one arena through which these 

debates move forward within Britain, across Europe, 

and beyond.

–James Wilsdon 

Science advice for Europe

James Wilsdon 

is professor of 

research policy 

at the University 

of Sheffield, UK, 

and vice-chair of 

the International 

Network for 

Government 

Science Advice. 

Email: j.wilsdon@

sheffield.ac.uk
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“… a strong focus on 
science policy… is more 
important than ever.”
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A 
panel under the United Nations Convention on the 

Law of the Sea last week eviscerated China’s claim 

to about 90% of the South China Sea, handing a 

major victory to the Philippines, which had asked 

for the arbitration. The tribunal also declared that 

China’s attempts to turn reefs in the disputed wa-

ters into islands through reclamation had “caused severe 

harm to the coral reef environment” and failed to pro-

tect “the habitat of depleted, threatened, or endangered 

species” as required by the convention. China refused to 

participate in the arbitration, and its foreign ministry says 

the country “neither accepts nor recognizes” the ruling. 

Marine scientists note that the South China Sea’s trou-

bles go beyond island building. At a 12 July symposium 

at the Center for Strategic and International Studies in 

Washington, D.C., researchers described an impending 

fishery collapse due to overfishing, which threatens the 

100 million people who depend on the sea for food and 

livelihoods. They urged South China Sea nations to make 

the sea a protected area under joint management. 

 U.N. sea ruling flags habitat loss

NEWS
I N  B R I E F

AROUND THE WORLD

Whales win court victory 
SAN FRANCISCO, CALIFORNIA |  The U.S. 

Navy has not adequately protected whales 

and other marine mammals from being hurt 

by low-frequency sonar, a federal appeals 

court ruled last week. In 2012, the National 

Marine Fisheries Service (NMFS) issued 

a 5-year permit that allowed the Navy to 

incidentally harm up to 31 whales and 

25 pinnipeds each year with the sonar, used 

to detect ships and submarines. The Natural 

Resources Defense Council and other groups 

sued, charging that NMFS had not followed 

the Marine Mammal Protection Act. On 

15 July, a three-judge panel of the Ninth 

U.S. Circuit Court of Appeals agreed, noting 

that NMFS had not analyzed whether its 

mitigation plans—in particular designating 

quiet areas—would lead to the smallest 

practical amount of harm. The district court 

will now determine how the Navy should 

better protect marine mammals.

“
My list of excuses for not getting more articles out this 
summer was just blown to pieces #ObamaJAMA

”University of Georgia, Athens, education anthropologist @RolfStraubhaar, tweeting 

about U.S. President Barack Obama’s recently published paper on health care reform in 

The Journal of the American Medical Association.

Fiery Cross Reef in the South China 

Sea is part of China’s contentious 

island-building efforts.
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Canadian peer-review reversal
OTTAWA  |  Canada’s scientific community 

last week forced the Canadian Institutes 

of Health Research (CIHR) into a partial 

retreat from a controversial introduction of 

online peer review. CIHR President Alain 

Beaudet’s move to do away with face-to-face 

meetings of peer-review panels prompted 

an open letter of protest to federal Health 

Minister Jane Philpott last month, which 

more than 1300 scientists signed. At a 

13 July meeting convened at Philpott’s 

request, Beaudet met with roughly 

50 practicing scientists and agreed to a 

“hybrid” peer-review system: An online 

review process will cull roughly 60% of 

grants from consideration, but the surviving 

40% of proposals will be subject to face-

to-face peer review to determine actual 

competition winners. In the next few weeks, 

a working group will be convened to iron 

out details, including the size and 

membership of the face-to-face expert 

panels. http://scim.ag/Canadareview

 DNA sequencer bound for space
CAPE CANAVERAL, FLORIDA  |  Among 

the more than 2000 kilograms of supplies 

sent barreling toward the International 

Space Station (ISS) this week was an 

unprecedented bit of cargo: a thumb drive–

sized DNA sequencer. SpaceX’s Dragon 

cargo craft delivered the device, produced 

by Oxford Nanopore Technologies, to NASA 

researchers hoping to perform the first 

attempts at genetic testing in orbit. Until 

now, DNA samples collected aboard the ISS 

had to be returned to Earth for analysis. 

The scientists plan to use the sequencer to 

identify microbes aboard the spacecraft, 

more quickly diagnose diseases in 

astronauts, and explore whether spaceflight 

introduces permanent genetic changes in 

humans and other organisms. They also see 

the project as a preliminary test of how such 

a device might work when affixed to a future 

Mars rover.

Ancient papyrus revealed
CAIRO  |  Six of the oldest known papyri 

in Egypt are now on public display. Last 

week, Cairo’s Egyptian Museum unveiled an 

exhibition of the 4500-year-old documents, 

part of a larger collection of 30 papyri 

that were found in 2013 inside caves in 

the ancient Red Sea port of Wadi al-Jarf. 

They were written in the fourth dynasty of 

King Khufu, for whom the Great Pyramid of 

Giza was built as a tomb. The papyri contain 

information in neat hieroglyphs about the 

lives of pyramid workers, the transportation 

of building materials along the Nile River, 

and inventories of food and supplies 

like sheep.  

NEWSMAKERS

U.K. science minister stays
The research community in the United 

Kingdom is relieved that science and 

universities minister Jo Johnson has 

kept his job during a massive shakeup 

of the government cabinet. Theresa May 

became prime minister after last month’s 

referendum to leave the European Union, 

which has created great uncertainty about 

Pokémon invade iconic science centers

T
he viral sensation Pokémon GO, a free-to-play mobile game from the Pokémon 

Company, has sent millions of players out scouring their neighborhoods for rare 

Pokémon—digital monsters the franchise has been creating since 1996. The app 

uses a phone’s camera to overlay Pokémon with the real world, and turns certain 

locations into supply outposts (Pokéstops) and competition grounds (Gyms). 

Those sites have included a few scientific landmarks. “The Mathias Lab is overrun,” 

tweeted researchers at the Smithsonian Environmental Research Center in Edgewater, 

Maryland, after a Pokémon invasion last week. Staff at the Arizona Science Center in 

Phoenix identified a Caterpie—a large, caterpillarlike Pokémon—near an exhibition on 

giant insects. And a physicist working at the Large Hadron Collider (LHC) at CERN, 

the European particle physics laboratory near Geneva, Switzerland, found that the A 

Toroidal LHC Apparatus detector, used to identify and study new particles, is actually 

a Pokéstop. However, a solemn tweet from the International Space Station noted that 

there are no Pokémon to be captured in space. http://scim.ag/Pokemonspots

Pokémon GO sends 

players hunting for 

a cast of 151 digital 

monsters.

A papyrus from the collection of King Khufu, 

on display for the first time in Cairo.
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the future of research in the United 

Kingdom. The tumult continued last week 

as a raft of senior ministers were fired 

and hired. As part of the reshuffling, May 

separated science and higher education 

into two departments. Johnson, who has 

been in the job for a year, will now report 

to both. His split brief makes the best of the 

shakeup, says Sarah Main of the Campaign 

for Science and Engineering in London, 

because Johnson will be able to advocate for 

keeping the research and university sectors 

closely connected. http://scim.ag/UKsciminister

FINDINGS

Women deterred by calculus
A first encounter with college calculus is 

more likely to discourage women than 

men from pursuing a major in a science, 

technology, engineering, and mathematics 

(STEM) field, according to a study last 

week in PLOS ONE. Researchers surveyed 

2266 students at 129 2- and 4-year U.S. 

undergraduate colleges and universities 

taking Calculus I courses in the fall of 

2010. Women were, on average, 1.5 times 

more likely to say they’d forgo Calculus II—

required for most STEM majors—compared 

with male students with the same 

background and course experience. Women 

also expressed less confidence than men in 

their math abilities and were more likely to 

cite a poor understanding of the material as 

their reason for stopping.

Memory from single atoms
In a feat of data storage, researchers have 

used a scanning tunneling microscope 

(STM) to store information at the atomic 

scale. The work, published this week in 

Nature Nanotechnology, uses chlorine 

atoms evaporated atop a copper surface, 

which assemble themselves into a gridlike 

pattern. Researchers used the STM to 

move individual atoms around, encoding 

a series of 0s and 1s into a 12x12 array of 

rectangular blocks. By precisely controlling 

the spots missing a chlorine atom, they 

encoded various writings, including 

physicist Richard Feynman’s prescient 1959 

lecture on a new age of nanotechnology. 

Reading and writing data this way is still 

painfully slow, but the research shows it’s 

possible to store as much as 62.5 terabytes 

of data per 6.5 square centimeters—

500 times better than today’s hard 

disk technology.

BY THE NUMBERS

104
New exoplanets discovered 

by NASA’s Kepler satellite and 

unveiled this week—3 years after 

the craft was deemed broken 

beyond repair. 

11,676
Number of Amazonian tree species 

in a new inventory compiled from 

collections dating back to 1707 

(Scientific Reports).

91%
 Drop in dengue cases in the last 

year reported by the U.K. firm 

Oxitec in parts of Piracicaba, 

Brazil, where its genetically modi-

fied mosquitoes were released, 

versus 52% in areas using con-

ventional mosquito control.

A survey suggests low confidence disproportionately 

drives women to abandon calculus.

A spattering of galaxies

S
cientists from the Sloan Digital Sky 

Survey III have created the largest 3D 

map of the universe to date, pinpoint-

ing 1.2 million galaxies in a wedge 

of space 6 billion light-years wide, 

4.5 billion light-years tall, and 500 million 

light-years deep. The map helps probe the 

mysterious dark energy that’s speeding 

up the expansion of the universe. Both the 

distribution of the galaxies and ripples in 

the afterglow of the big bang—the cosmic 

microwave background—carry the imprint 

of soundwaves called baryon acoustic 

oscillations that zipped through the soup 

of subatomic particles that filled the infant 

universe. So comparing the two helps trace 

the universe’s expansion history.  Papers 

describing the results have been submit-

ted to the Monthly Notices of the Royal 

Astronomical Society. 

A slice through a 3D map of 1.2 million galaxies, 

depicted as specks color-coded by distance from Earth.

Published by AAAS
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By Jon Cohen, in Durban, South Africa

T
he makeup of a woman’s vaginal micro-

biome strongly influences her suscep-

tibility to HIV infection, suggest stud-

ies presented at the 21st International 

AIDS Conference here this week. The 

microbiome may also explain why pre-

exposure prophylaxis (PrEP)—giving anti-

HIV drugs to prevent infection—works better 

in men than in women. These findings have 

particular relevance here in South Africa’s 

KwaZulu-Natal province, which has perplex-

ingly high levels of HIV infection in teenage 

girls and young women. 

“It’s a really important insight into why 

young women in Africa are getting infected 

at such high rates,” says Douglas Kwon, an 

immunologist at Massachusetts General Hos-

pital in Boston, who has studied the vaginal 

microbiome and HIV.

The new findings come from follow-up 

studies of women in a PrEP trial of a vaginal 

gel containing the anti-HIV drug tenofovir. 

Conducted by the Centre for the AIDS Pro-

gramme of Research in South Africa (CA-

PRISA) based here, the trial took place in a 

region where 66% of 30-year-old women are 

infected. The CAPRISA team made headlines 

in 2010 by showing that the gel reduced a 

woman’s risk of infection by 44%. But many 

wondered why the gel wasn’t more effective—

and indeed it failed in a later trial.

The more provocative of the two new 

studies compared the vaginal microflora in 

49 women who became infected during 

the trial with that of 70 who remained HIV 

negative. A previous study of women in this 

trial had shown that those with increased 

genital tract inflammation were more likely 

to become infected. Vaginal biopsies sug-

gest a reason: Inflammation brings more of 

HIV’s favorite target, CD4 white blood cells, 

to the mucosal surface. And in a separate 

study of women in KwaZulu-Natal, Kwon 

and colleagues reported last year that in-

flammation in the vagina is linked to a de-

crease in Lactobacillus, which creates an 

acidic environment inhospitable to many 

pathogens. As the researchers noted but 

could not explain, Lactobacillus dominated 

in the vaginas of only 37% of the women, 

compared with 90% of U.S. white women.

Until now, however, no one had clearly 

linked  specific vaginal microbiomes to an 

increased risk of HIV infection. “Now we 

have actual data,” says CAPRISA’s director, 

epidemiologist Salim Abdool Karim.

The data come from a massive effort to 

identify bacterial species on vaginal swabs 

from the women in the CAPRISA tenofovir 

gel study. By extracting thousands of bacte-

rial ribosomal RNAs from each swab, Ian 

Lipkin’s lab at Columbia University identified 

a total of 1368 species.

One relatively rare species, Prevotella bivia, 

stood out. Women whose vaginal microbiome 

included more than 1% of P. bivia had the 

highest levels of genital inflammation and 

the highest likelihood of becoming infected. 

These women had markedly reduced levels 

of Lactobacilli, and the researchers showed 

that P. bivia itself releases an inflammation-

promoting compound called lipopoly-

saccharide. Women with more than 1% 

P. bivia were nearly 13 times more likely to 

become infected by HIV than those with less. 

In the second study, of vaginal washings 

from 688 women in the CAPRISA trial, Adam 

Burgener from the Public Health Agency of 

Canada in Winnipeg and Nichole Klatt of the 

University of Washington, Seattle, showed 

that the vaginal microbiome can directly in-

terfere with PrEP. The tenofovir gel protected 

only 18% of the women whose microbiome 

contained less than 50% Lactobacilli. The ef-

ficacy jumped to 61% when the Lactobacillus 

proportion was above 50%. In the lab, the 

researchers found that drug levels drop by 

half in the presence of Gardnerella, a genus 

that flourishes when Lactobacilli are scarce. 

“Gardnerella gobbles it up,” Karim says.

Anthony Fauci, head of the U.S. National 

Institute of Allergy and Infectious Diseases 

in Bethesda, Maryland, says these findings 

open the possibility of manipulating the vagi-

nal microbiome with antibiotics or beneficial 

microbes. “If this pans out, it seems like a 

relatively low-tech way to make an impact on 

whether you get infected or not,” Fauci says.

Kwon cautions that efforts to manipulate 

the microbiome to treat inflammatory dis-

eases of the gut have had limited success. But 

Fauci is more optimistic. The vaginal vault 

has far less susceptible tissue than the gut, 

he points out. “You’re talking inches rather 

than feet,” he says. “This is an interesting is-

sue that needs to be pursued.” j

INFECTIOUS DISEASE

Vaginal microbiome affects HIV risk
Unusual bacteria in vagina help explain high infection rates in South African women

I N  D E P T H

In April, Bongekile Sokhela 

was hospitalized with AIDS in 

KwaZulu-Natal province 

in South Africa.
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A
s the International AIDS Confer-

ence kicked of  here this week, two 

of South Africa’s most prominent 

biomedical research institutions 

announced that they will marry 

and merge resources to attack the 

raging coepidemic of tuberculosis (TB) 

and HIV in the region. The new Africa 

Health Research Institute, backed by 

the deep-pocketed U.K.-based Wellcome 

Trust and the equally fl ush U.S.-based 

Howard Hughes Medical Institute (HHMI), 

will connect basic research to population-

level studies and clinical trials. “This is 

something very strong,” says Bruce Walker, 

an immunologist and HHMI investigator at 

Massachusetts General Hospital in Boston.

Many fundamental questions remain 

about why HIV spreads so fiercely in South 

Africa, which has more infected people 

than any other country in the world. South 

Africa also has a huge burden of TB, caused 

by a mycobacterium that thrives in an HIV-

compromised immune system, and badly 

needs both better diagnostics and more 

effective treatments to combat widespread 

multidrug-resistant TB strains. The new 

institute promises to attack these over-

lapping problems—both at their worst in 

the province of KwaZulu-Natal, where the 

institute resides—with a unique combina-

tion of high-powered basic research and 

biological samples, such as blood and lung 

tissue, from tens of thousands of people 

who have carefully documented health his-

tories. “We’ve got significant funding and 

significant expertise and it really has a huge 

potential,” says virologist Deenan Pillay, 

who will head the new institute. 

It will also provide a solid home for two in-

stitutions that have faced uncertain futures. 

One partner in the merger is the KwaZulu-

Natal Research Institute for Tuberculosis and 

HIV (K-RITH), which HHMI created in 2008 

at the suggestion of Walker. The idea was to 

create a strong basic research institution at the 

heart of the HIV/TB coepidemic that would 

bring in world-class researchers and train a 

new generation of African scientists. HHMI 

spent $40 million building a state-of-the-art 

biomedical facility, including a biosafety level 

3 lab that can handle dangerous pathogens. 

“In terms of facilities, I don’t think there’s any 

place that comes close in sub-Saharan Africa,” 

Walker says. 

But K-RITH ran into trouble soon after 

it opened its doors in 2012. Its first direc-

tor, William Bishai, a TB investigator from 

Johns Hopkins School of Medicine in Balti-

more, Maryland, ended up resigning a year 

later after HHMI, which emphasizes “fun-

damental research,” told him not to pursue 

clinical trials. HHMI feared that trials would 

divert from its mission and also could make 

the philanthropy vulnerable to lawsuits, says 

developmental geneticist Dennis McKearin, 

an HHMI administrator based here, who ran 

K-RITH after Bishai left.  

Several others familiar with the episode 

told Science that HHMI also had concerns 

that Bishai inappropriately used its funds to 

pursue clinically related projects. Bishai con-

firms that there were tensions but says he did 

nothing wrong and is “very proud” of how 

he ran K-RITH. “Why put in $100 million to 

study TB and HIV and put the right hand in a 

sling and prevent it from reaching out to the 

patients?” he asks.

The other partner in this new union, the 

Africa Centre for Population Health, has 

gone through upheavals as well. Established 

by the Wellcome Trust in 1996 in Somkhele, 

about 235 kilometers north of Durban, it has 

focused on observational studies that track 

HIV’s spread through communities, creating 

elegant spatial epidemiological maps. It has 

also led clinical studies of mother-to-child 

transmission of HIV and the impact of anti-

retroviral treatment on AIDS prevention. 

But in 2013, the Wellcome Trust brought 

in Pillay, a clinical virologist from Univer-

sity College London, to head the center, a 

leadership change that signaled a desire to 

conduct more research that directly helped 

the local community. “One of the reasons I 

became director of the Africa Centre in 2013 

was the wish of the Wellcome Trust as the 

main funder to see a very different scientific 

agenda,” Pillay says. “There’s been increasing 

pressure and need for the Africa Centre not 

just to observe the epidemic, but to do some-

thing about it. How long can you be produc-

ing bloody maps?”

Barry Bloom, a TB researcher at Harvard 

T.H. Chan School of Public Health in Bos-

ton, says Pillay effectively rescued the Af-

rica Centre. “The sense I got from Deenan 

and others is that if he didn’t take the job, 

Wellcome would have shut the place down,” 

he says. Bloom, a former HHMI investiga-

tor who has chaired the scientific advisory 

board for K-RITH, is optimistic Pillay will 

also be successful at the combined insitute. 

“Deenan has the insight and the enthusi-

asm to pull together the basic research and 

the clinical studies.” 

The Wellcome Trust, which, unlike HHMI, 

strongly supports clinical trials, has promised 

the new institution $50 million over the next 

5 years in a renewable grant. HHMI, for its 

part, plans to give it a total of $80 million 

(in addition to the building) by 2018, after 

which it plans to cut back its contribution, 

McKearin says. 

This is the first time the two organizations 

have collaborated on a global health insti-

tution. “Bringing together HHMI and the 

Wellcome Trust into funding this unified 

institution is a great match,” McKearin says. 

“It would be very difficult to even imagine a 

better outcome.” j
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African HIV/tuberculosis 
institutes merge
Major charities back creation of Africa Health Research 
Institute to tackle South African epidemics

PUBLIC HEALTH

The Africa Centre for Population Health will merge 

with another powerhouse research institution.

By Jon Cohen, in Durban, South Africa
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By Warren Cornwall

T
he Little Smoky caribou herd of west-

ern Alberta province is among the 

most imperiled in Canada, its few 

dozen animals threatened by oil and 

gas development, logging, and hun-

gry wolves. Soon, the herd could also 

become a high-profile test case for a contro-

versial plan to save some of Canada’s wood-

land caribou from extinction: herding them 

into pens enclosing 

100 square kilometers 

or more and ringed 

with electric fences, 

and killing or removing 

every predator inside.

The massive, preda-

tor-free pen proposed 

for the Little Smoky 

animals last month 

by Alberta’s govern-

ment is “a Noah’s Ark 

strategy, and it’s des-

perate. But these are 

desperate times,” says 

Mark Hebblewhite, 

a wildlife biologist 

at the University of 

Montana, Missoula.

But some caribou 

advocates are skepti-

cal that the expensive 

pens will work. They 

also fear that the strat-

egy, which the energy 

industry has helped fund, will undermine 

efforts to curb habitat destruction, the 

main cause of caribou decline. The think-

ing is that “if industry is willing to invest in 

these sorts of activities, then you give them 

license to trash the rest of the boreal forest,” 

says biologist Chris Johnson of the Univer-

sity of Northern British Columbia, Prince 

George, in Canada.

The woodland caribou (Rangifer taran-

dus) inhabits a vast swath of northern 

Canada, from the Yukon to Newfoundland 

and Labrador. But the modern era hasn’t 

been kind to the gentle, reclusive creatures, 

which sport distinctive upsweeping antlers. 

The leveling of old growth forests through 

logging, road building, and seismic map-

ping of oil and gas deposits has created 

habitat more suitable to moose and deer. 

Those animals compete with caribou and 

have attracted wolves that also hunt cari-

bou when the chance arises. Of 51 herds of 

boreal caribou, a type of woodland caribou 

that includes the Little Smoky, just 14 are 

self-sustaining, according to a 2012 federal 

report. The Little Smoky herd’s roughly 

80 animals is well below historic levels; one 

study estimated the herd shrank by 35% 

just from 2000 to 2006.

To protect caribou populations, officials 

in Alberta and elsewhere have launched 

wolf killing operations, which have drawn 

public opposition. In the Little Smoky 

range, hunters killed 841 wolves between 

2005 and 2012, reducing the winter popula-

tion by nearly half each year. The caribou 

population stabilized, but a 2014 study 

found that there was no evidence the wolf 

hunt was helping the herd increase. 

Alberta’s new plan for reviving the Little 

Smoky herd, released in early June, calls for 

a range of actions, including new restric-

tions on logging and drilling, as well as a 

push to reforest thousands of kilometers of 

old seismic lines by 2022. It also includes an 

unprecedented government endorsement of 

the penning strategy, which has been tested 

on much smaller scales in neighboring Brit-

ish Columbia, with mixed results. 

For Stan Boutin, an ecologist at the Uni-

versity of Alberta, Edmonton, the plan of-

fers a chance to try an idea he has been 

pursuing for 5 years. He envisions building 

a fence 2.5 to 3 meters high, laced with elec-

trified wires, and then killing or removing 

any wolves, bears, and other predators in-

side. The enclave would hold 20 or more fe-

male caribou, along with a handful of males. 

As the fenced population grows, biologists 

would release surplus animals, supplement-

ing the herd outside. One estimate puts the 

cost at $15 million over 10 years.

“The fence in some ways is a necessary 

evil,” Boutin says. But it could be more po-

litically palatable than 

the wolf kills, he says, 

“and I guess I’m opt-

ing to say that this is 

less evil than a full-

fledged, ongoing wolf-

control program.” It’s 

not clear, however, 

that the enclosure 

would lead the govern-

ment to lay down its 

guns, others note. Al-

berta’s plan calls for 

continued wolf killing. 

Alberta officials 

are accepting com-

ments on their plan 

through 5 August, and 

critics are urging the 

government to drop 

the penning proj-

ect and shield more 

land from develop-

ment. “Our concern is 

that the government is 

allocating money to this flashy experiment 

at the [expense] of actual protection,” says 

Alison Ronson, executive director of the 

Northern Alberta chapter of the Canadian 

Parks and Wilderness Society in Edmonton. 

But if fencing moves forward and is suc-

cessful, promoters say the approach could 

be used elsewhere—including in the oil 

sands region of northern Alberta, the heart 

of Canada’s oil industry. “There certainly 

are opportunities other than Little Smoky,” 

says Scott Grindal, a senior environmental 

coordinator with ConocoPhillips Canada in 

Calgary, which is part of an industry group 

that has funded fencing research. 

Alberta’s government says it wants to is-

sue recovery plans for all its caribou herds 

by the end of 2017. If fencing becomes wide-

spread, caribou biologist Johnson says, it 

would mark a “transformational change in 

how we see the conservation of caribou.” j
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Caribou cows and calves were released from an experimental pen in British Columbia in Canada on 15 July.

To save caribou, Alberta wants to fence them in
Controversial proposal envisions the construction of a massive, predator-free pen

CONSERVATION
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T
wo billion years ago, an early cell swal-

lowed an energy-producing microbe, 

giving birth to the mitochondria that 

are the hallmarks of all eukaryotes, 

from protists to people. Evolutionary 

biologists now think that was just the 

start of the influence that the cell’s “power-

houses” have on the tree of life. Mito-

chondria, which typically exist by the scores 

in a eukaryotic cell, have their own set of 

genes, which can replicate and mutate 

faster than the cell’s better known comple-

ment in the nucleus. Yet both genomes code 

for proteins and other molecules that have 

to work together in the mitochondria. Re-

searchers are now finding hints that con-

flicts between nuclear and mitochondrial 

genes could play a major role in evolution.

At the Evolution 2016 meeting in Austin 

last month, biologists suggested that out-of-

sync nuclear and mitochondrial genomes 

may explain many biological puzzles—from 

why some female birds prefer the reddest 

mates to the evolution of new species in 

both plants and animals. “These interact-

ing genomes are really underappreciated 

as mechanisms that drive evolutionary pro-

cesses,” says Geoff Hill of Auburn University 

in Alabama. 

Mitochondria are crowded with interact-

ing proteins that churn out energy-packed 

adenosine triphosphate (ATP) molecules, 

which provide 90% of the fuel for a eukary-

otic cell. Over time, many genes coding for 

the proteins in the ATP pathway, as well 

as other genes essential for mitochondrial 

function, shifted into the cell’s nucleus, 

leaving just 13 protein-coding genes in 

animals’ mitochondria. (Plants have much 

bigger mitochondrial genomes, containing 

two to three times as many protein-coding 

genes.) To keep the ATP pathway working 

properly, the genes in the nucleus and mi-

tochondria have to produce proteins that 

remain compatible.

And that’s not easy, because each mito-

chondrion replicates many times over be-

fore the cell completes a single division. 

As a result, mutations naturally accumu-

late faster in mitochondrial DNA (mtDNA) 

than they do in the nuclear genome. “It’s 

like what happens when one dance partner 

starts going at a different beat,” explains 

Daniel Sloan, an evolutionary biologist at 

Colorado State University, Fort Collins.

Some researchers had assumed that 

any mismatches that result from the dis-

parate mutation rates are simply weeded 

out through a process called purifying se-

lection. But others suspect there’s more to 

the story, pointing to evidence that natu-

ral selection boosts mutation rates in the 

nucleus, apparently to keep up with mito-

chondrial evolution.

Sloan and his postdoc Justin Havird, 

for example, assessed mutation rates in 

Silene, a group of flowering plants in 

which some species have slow-evolving 

mitochondrial genomes—a feature of most 

plants—whereas others have mitochondrial 

genomes that evolve two orders of magni-

tude faster, as in many animals. The plants 

with rapid mtDNA mutations also had 

a fast evolutionary rate in their nucleus, 

Sloan and Havird reported—and the speed-

up was seen only in nuclear genes that code 

for mitochondrial proteins. How the plants 

selectively speed up mutation remains a 

mystery, Havird notes.

Felipe Barreto saw a similar speed-up in 

small crustaceans called copepods, which 

he studied as a postdoc with Ron Burton, 

an evolutionary biologist at the Scripps 

Institution of Oceanography in San Diego, 

California. Barreto found that as in the Si-

lene plants, the mutation rates of certain 

nucleus-encoded proteins are faster than 

others, although in the copepods the speed-

up was not limited to proteins involved in 

mitochondrial energy production. He also 

found signs of fast evolution in nuclear 

genes for proteins that become part of the 

mitochondrial ribosome or interact with 

mtDNA or RNA, he said at the meeting. 

“Across multiple different functional path-

ways, you can find evidence of coevolution,” 

Do genomic conflicts 
drive evolution?
Clashes between the cell’s two genomes—mitochondrial 
and nuclear—could shape the tree of life

EVOLUTIONARY BIOLOGY

Genes in the nucleus (red) must evolve with genes 

in the mitochondria (gold) for a cell to stay healthy. 

Vivid colors drive sexual selection in birds—

and may signal mitochondrial fitness.

By Elizabeth Pennisi
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By Elizabeth Pennisi

O
f all the relationships between peo-

ple and wild animals, few are more 

heartwarming than that of African 

honey hunters and a starling-sized 

bird called the greater honeyguide. 

Flitting and calling, the bird leads the 

way to a bee nest and feasts on the wax left 

after the hunters have raided it. A study on

p. 387 now shows that this mutualistic rela-

tionship is even tighter than it seemed, with 

the bird recognizing and responding to spe-

cific calls from its hu-

man partners. 

The work, by evo-

lutionary biologist 

Claire Spottiswoode 

and her collabora-

tors, “is the first to 

provide clear and 

direct evidence that 

honeyguides respond 

to specialized human 

signals … and that the 

birds associate those 

signals with potential 

benefits,” says John 

Thompson, an evo-

lutionary biologist at 

the University of Cali-

fornia, Santa Cruz. 

“The honeyguide liter-

ally understands what 

the human is saying,” adds Stuart West, an 

evolutionary biologist at the University of 

Oxford in the United Kingdom. “It suggests 

that the honeyguide and human behavior 

have coevolved in response to each other.”  

Spottiswoode, who is at the University of 

Cambridge in the United Kingdom and the 

University of Cape Town in South Africa, first 

became fascinated with honeyguides at age 

11. She had heard a talk by Kenyan ornitho-

logist Hussein Isack, who had followed honey 

hunters and found that the birds really do 

lead people to honey. In the new work, she 

teamed up with Keith and Colleen Begg, con-

servation biologists who work at the Niassa 

National Reserve in Mozambique. They be-

gan by quantifying Isack’s discovery, show-

ing that when guided by the bird, Yao honey 

hunters in Mozambique find nests 75% of 

the time. 

The trio went on to study how the honey-

guide responds to people. The Yao summon 

the bird with a “trill-grunt” call—one that is 

reserved for attracting honeyguides, accord-

ing to 20 hunters Spottiswoode interviewed. 

In 72 trials, the team played back one of 

three sounds—the hunter’s usual trill-grunt, 

a ring-necked dove’s song, or an unrelated 

Yao call—and tracked the birds’ responses. 

They were “elegantly simple controlled ex-

periments,” West says.  

In response to the proper call, the birds 

guided 66% of the time, and 81% of those 

forays led to a nest. 

Guiding occurred half 

as often or less in re-

sponse to other calls, 

and nest finding was 

much less likely, the 

team reports. The pat-

tern makes evolution-

ary sense: By saving 

their efforts for calls 

that indicate a will-

ing human partner, 

the birds run a bet-

ter chance of ending 

up with a bonanza of 

tasty beeswax.

Brian Wood, an an-

thropologist at Yale 

University who has 

studied honey hunt-

ers, says the Hadza, a 

hunter-gatherer group in Tanzania, summon 

honeyguides with a different signal, a melo-

dious whistle. He expects that the Tanzanian 

birds, too, discriminate the call from other 

sounds and respond specifically to it. 

It’s unclear how young birds learn to rec-

ognize the hunters’ calls, given another pecu-

liarity of honeyguide behavior: Like cuckoos, 

they lay their eggs in the nests of other spe-

cies, which means that young honeyguides 

don’t have an opportunity to learn from their 

biological parents. There may be little time 

left to solve this and other puzzles, as age-

old lifestyles like honey hunting vanish. “The 

historical connections between humans 

and wild animals are becoming altered at 

unprecedented rates,” Thompson says, and 

“the possibility of studying these kinds of 

relationships in any historically meaningful 

way are decreasing quickly.” j

Wild bird comes when honey 
hunters call for help
Honeyguides understand specific human signal

ANIMAL BEHAVIOR

A Yao honey hunter with a feathered friend.

says Barreto, who is now at Oregon State 

University, Corvallis.

Some researchers speculate that the im-

pact of mitochondria on evolution goes 

well beyond spurring faster mutation in the 

nucleus. Burton, for example, thinks that 

mismatches between nuclear and mtDNA 

can help isolate populations, possibly set-

ting them on a path toward diverging into 

two different species. When he mated co-

pepods from separate tidepools, whose mi-

tochondrial and nuclear genomes had been 

coevolving along different trajectories, he 

found that the offspring of the mismatched 

parents were less viable, a first step in re-

productive isolation.

Auburn’s Hill suggests that some species 

may even alert prospective mates to the 

health of their mitochondria, driving sexual 

selection. In 2013, he proposed that varia-

tions in the redness of male finches, a trait 

well known to be under sexual selection, 

may reflect differences in mitochondrial 

function due to genomic incompatibility. 

At the meeting, he reported circumstantial 

evidence: In the finches, the enzyme that 

makes red pigment may concentrate in the 

mitochondria, possibly to produce the pig-

ment inside the organelle. He thinks that 

the redness of the feathers is a signal of 

mitochondrial fitness and hence the com-

patibility of the birds’ mitochondrial and 

nuclear genomes. 

Testing the idea by gauging genomic 

compatibility in male finches of different 

rednesses is difficult. But working with 

Burton, Hill has found that in copepods, 

which also produce a red pigment, color 

and compatibility do vary together. 

A possible connection between mito-

chondria and sexual selection “is a pro-

vocative and exciting idea,” Sloan says. But 

David Rand, an evolutionary biologist at 

Brown University, is skeptical that the inter-

play between mitochondrial and nuclear 

DNA has as broad an influence on evolution 

as others suggest. The evidence “is not in 

line with the enthusiasm out there,” he says.

The enthusiasts, however, are going fur-

ther. In the September 2015 issue of Bio-

essays, Havird and Damian Dowling and 

Matthew Hall from Monash University, 

Clayton, in Australia, proposed the biggest 

role yet for genomic incompatibility: spur-

ring the evolution of sex. The trio argued 

that the mixing and matching of genomes 

that takes place during sexual reproduction 

might help nuclear genes keep pace with 

the rapidly accumulating changes in an 

mtDNA. For all these reasons, Sloan says, 

how eukaryotes deal with the genomic mis-

match at the heart of the cell is “one of the 

coolest and most important biological ques-

tions out there.” j

Published by AAAS

 o
n 

Ju
ly

 2
1,

 2
01

6
ht

tp
://

sc
ie

nc
e.

sc
ie

nc
em

ag
.o

rg
/

D
ow

nl
oa

de
d 

fr
om

 

http://science.sciencemag.org/


336    22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org  SCIENCE

P
H

O
T

O
: 

J
. 

M
. 

K
E

N
O

Y
E

R
, 

C
O

U
R

T
E

S
Y

 O
F

 T
H

E
 D

IR
E

C
T

O
R

A
T

E
 O

F
 A

R
C

H
A

E
O

L
O

G
Y

A
t first, archaeologists excavating at 

the sprawling Buddhist complex of 

Bhamala Stupa, north of Islamabad, 

thought they were digging up yet an-

other stone wall. But when excavation 

director Abdul Samad examined the 

feature closely in January 2015, he realized 

that he was instead looking at the shattered 

remains of a massive statue—a monumental 

reclining Buddha that stretched more than 

15 meters, the length of a shipping container. 

That was surprise enough. But Samad, 

director general of the re-

gional archaeology office of 

Khyber Pakhtunkhwa prov-

ince in Pakistan, got another 

surprise when radiocarbon 

dates on wood from the col-

lapsed ceiling and the sup-

ports within nearby statues 

came back at 240 C.E. to 

390 C.E. That’s several cen-

turies before Buddhists 

were thought to have cre-

ated the massive sculptures 

common in temples across 

Asia. The date startled art 

historians meeting here ear-

lier this month at the Euro-

pean Association for South 

Asian Archaeology and Art. 

“If the chronology is right, 

then this would be the earli-

est evidence of a monumen-

tal Buddhist sculpture,” said 

Anna Filigenzi, an art historian at the Uni-

versity of Naples Federico II in Italy. 

Big statues have big implications, because 

they require wealthy patrons and rulers to 

fund their creation. Much of the power and 

wealth in that era came from international 

trade on what is now called the Silk Road. 

“Why do statues and buildings suddenly be-

come monumental?” asked Marion Frenger, 

a University of Bonn in Germany art histo-

rian. “This shows a change in the relation-

ship between Buddhism and political power.” 

The reclining Buddha represents the 

sage—thought to have lived around the fifth 

century B.C.E.—in a fatal illness as he pre-

pared to enter nirvana. The statue extended 

across nearly the entire length of a building 

that once had numerous other terra cotta 

statues attached to its walls. The figures 

were largely destroyed in antiquity by trea-

sure hunters, says Jonathan Mark Kenoyer, 

an archaeologist at the University of Wiscon-

sin, Madison, who has worked with Samad; 

only the outline and a foot of the reclining 

Buddha remain intact. But some of the hun-

dreds of pieces uncovered in the dig (funded 

in part by the U.S. Department of State to 

encourage Pakistan-India scientific collabo-

ration) are still flecked with white paint and 

gold leaf, hinting at their former grandeur. 

Other giant Buddhas, such as those in 

India and the Bamiyan Buddhas in nearby 

Afghanistan, which were destroyed by the 

Taliban in 2001 (Science, 8 November 2002, 

p. 1204), were generally built starting in the 

sixth century C.E. Giant reclining statues 

only became common around the seventh 

century C.E. in what is now northern Paki-

stan and eastern Afghanistan. The statues at 

Bhamala Stupa could be 4 centuries older.

Just when Buddhism in this region began 

to expand from a religious tradition into an 

economic and political powerhouse capable 

of producing such a monumental sculpture 

has been controversial, in part because texts 

from the early centuries C.E. are scarce. It is 

known that the era began with the Kushan 

Empire, a cosmopolitan society in which 

the central Asian elite drank from Egyptian 

glasses and wore Chinese silks, used Greek 

as the standard language for administering 

their vast realm, and adopted Buddhism. 

But by the middle of the third century, 

the empire began to disintegrate. The White 

Huns, a nomadic people from the east who 

favored Zoroastrianism and a branch of Hin-

duism, overwhelmed the nascent Buddhist 

culture by the fifth century and laid waste 

to hundreds of monasteries around Bha-

mala Stupa, according to texts and scattered 

archaeological remains. Historians long 

thought that this invasion halted the spread 

of Buddhism. But the dates of the giant Bud-

dha suggest that the White Huns instead 

supported Buddhism, Filigenzi says. 

“This is about a ruler showing off his 

power and prestige,” Frenger says, though 

no one can be sure just which ruler. Monu-

mental sculptures served 

to draw pilgrims from afar, 

she adds, and therefore pro-

duced revenues as well as 

veneration. “These were im-

ages of worship, not just for 

decoration,” she says.

Recent excavations at 

sites like Mes Aynak in 

nearby Afghanistan indicate 

that monasteries were also 

critical centers for activity 

from agriculture to mining, 

as well as places for pilgrims 

and merchants to pray and 

rest (Science, 14 September 

2012, p. 1279). The monas-

teries “functioned not just 

as providers of hospital-

ity, but produced food, and 

functioned in some way as 

banks,” Frenger says.

Some researchers aren’t 

convinced that all this began as early as 

Samad suggests. “It’s an extremely important 

find,” said the University of Vienna’s Deborah 

Klimburg-Salter. “But we don’t know yet if 

these radiocarbon dates are accurate. It could 

be old wood,” from trees that captured radio-

carbon long before they were felled. Kenoyer, 

however, says the sampled timbers came 

from relatively small, young trees. 

Samad stands by the dates, and says that 

he expects even earlier dates to emerge be-

cause the first samples were taken from the 

most recent levels in the building. In the 

meantime, he intends to continue excava-

tions. Given the scant funds for archaeo-

logy in Pakistan, Samad hopes to attract 

tourists to admire the impressive ruins. If 

he succeeds, then after almost 2 millennia 

Bhamala Stupa may again draw pilgrims 

and spur prosperity. j

Huge statue suggests early rise for Buddhism

Archaeologists laid out blocks from the outsized Buddha statue, which was smashed long ago.

ARCHAEOLOGY

Reclining sage in Pakistan may be world’s oldest monumental Buddha

By Andrew Lawler, in Cardiff, U.K.
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L
ichen isn’t much to look at—often just 

a gray, yellow-green, or garish orange 

crust on rock or bark. Yet lichens cover 

up to 6% of Earth’s surface, by one esti-

mate, and play a major role in breaking 

down rock into soil. Now, modern ge-

nomics is revealing these humble organisms 

to be startlingly complex.

For some 140 years, scientists have under-

stood lichens to be a symbiosis between a 

fungus, which provides a physical structure 

and supplies moisture, and a photosynthe-

sizing alga or cyanobacterium, which pro-

duces nutrients. But this week a research 

team reports online in Science that many 

are instead a threesome, with two fungi in 

the mix. 

The role of the second fungus, a yeast, 

is uncertain, and some lichen aficionados 

aren’t convinced it is a true symbiotic part-

ner. But others say it’s time to “throw the 

textbook understanding out of the window,” 

as Toby Kiers, an evolutionary biologist at 

Vrije University Amsterdam, puts it. Bio-

logists are only just beginning to understand 

how the twosome might work; “A third part-

ner just complicates things even more,” says 

Pierre-Luc Chagnon, an ecologist at the Uni-

versity of Alberta, Edmonton, in Canada.

Slow-growing and tightly bound to their 

substrates, lichens have been hard to culti-

vate in the lab, making it difficult to extract 

and analyze their DNA. To tackle this chal-

lenge, Toby Spribille, now at the University 

of Graz in Austria, collaborated with John 

McCutcheon, a genomicist at the Univer-

sity of Montana, Missoula, who specializes 

in insect-microbial partnerships. He con-

vinced McCutcheon to apply his genomics 

techniques to two local lichens that grow 

as thick, hairy masses from tree branches, 

hoping their DNA would be easier to purify 

than that of soil-based lichens.  

Spribille, McCutcheon, and their col-

leagues gathered 15 samples and initially 

analyzed just part of their genetic mate-

rial, looking for differences in gene activ-

ity that might distinguish the two types of 

lichens. They found none, so Spribille ana-

lyzed the full array of genetic material iso-

lated from the lichens. The results showed 

a lot of active genes from what turned out 

to be a second fungus, a yeast belonging to 

a group called Basidiomycota. One of the 

two lichens—a yellow, toxic variety called 

Bryoria tortuosa—had much higher yeast-

gene activity than the other, brown variety, 

B. fremontii, suggesting to the team that the 

yeast might explain the differences. 

Spribille checked with Swedish colleagues 

working on a chartreuse lichen from their 

nation, and a genomic analysis showed 

that it, too, had a yeast partner—as did 

52 lichen genera from six continents, he and 

his colleagues found in follow-up DNA stud-

ies. “This is not a single oddity,” Kiers says. 

“We’re looking at a global phenomenon.” 

One reason mycologists overlooked it for 

so long is that the yeast cells are hard to 

see, unlike the two known lichen partners. 

But Spribille and his colleagues developed 

a way to label yeast with fluorescent tags 

and eventually spotted the cells embedded 

in a starch layer coating the lichen’s wall-

like microstructure. Lichens often contain 

unusual compounds, which have mystified 

scientists—the yellow Bryoria, for example, 

is packed with crystals of a toxin called vul-

pinic acid. Spribille and his colleagues think 

the third, previously silent yeast partner is 

responsible for the mystery chemicals, ei-

ther directly making them or stimulating 

the other fungus to do so. “Lichen has been 

studied quite extensively, but every time we 

start looking more in depth we find other 

layers of complexity,” says François Lutzoni, 

a lichenologist at Duke University in Dur-

ham, North Carolina. 

Still, the mere presence of the yeast 

doesn’t prove it is an essential participant 

in the lichen symbiosis; some lichens were 

already known to comprise more than 

two organisms, after all. Certain varieties 

contain both a green alga and a cyanobac-

terium as well as the fungus, and many li-

chens host species of bacteria. By the same 

token, “Whether these yeasts play any role 

in the lichen symbiosis remains to be seen,” 

says Thorsten Lumbsch, a mycologist at 

the Field Museum of Natural History in 

Chicago, Illinois. Lumbsch says scientists 

must establish that the yeast exchanges 

nutrients or interacts in some other way 

with the other fungus and the alga. 

Spribille and his colleagues agree, but to 

date they have been stymied by the chal-

lenge of isolating and growing the yeast 

in the lab, nevermind reconstituting the 

lichen as well. So instead, they are se-

quencing the entire genomes of all three 

partners and will look for evidence of gene 

transfer among the trio and of metabolic 

pathways that require proteins from mul-

tiple partners. “Until the function of the 

yeast is fully understood, there will be de-

bate as to whether this is a true symbiont 

or not,” Kiers concludes. But regardless, 

“this paper is a game-changer not only for 

lichen research but also for the field of sym-

biosis more generally.” j

SYMBIOSIS

A lichen ménage à trois
Genomic and imaging studies of lichen add a third 
symbiotic partner to the textbook pair

By Elizabeth Pennisi

A newly disovered yeast partner may explain the 

unusual compounds found in many lichens.
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avid Baker appreciates nature’s 

masterpieces. “This is my favor-

ite spot,” says the Seattle native, 

admiring the views from a ter-

race at the University of Wash-

ington (UW) here. To the south 

rises Mount Rainier, a 4400-

meter glacier-draped volcano; to 

the west, the white-capped Olympic 

Mountain range.

But head inside to his lab and it’s quickly 

apparent that the computational bio-

chemist is far from satisfied with what na-

ture offers, at least when it comes to mol-

ecules. On a low-slung coffee table lie eight 

toy-sized, 3D-printed replicas of proteins. 

Some resemble rings and balls, others tubes 

and cages—and none existed before Baker 

and his colleagues designed and built them. 

Over the last several years, with a big assist 

from the genomics and computer revolu-

tions, Baker’s team has all but solved one 

of the biggest challenges in modern science: 

figuring out how long strings of amino ac-

ids fold up into the 3D proteins that form 

the working machinery of life. Now, he 

and colleagues have taken this ability and 

turned it around to design and then synthe-

size unnatural proteins intended to act as 

everything from medicines to materials. 

Already, this virtuoso proteinmaking 

has yielded an experimental HIV vac-

cine, novel proteins that aim to combat 

all strains of the influenza viruses simul-

taneously, carrier molecules that can ferry 

reprogrammed DNA into cells, and new 

By deciphering the rules of protein structure, David Baker has learned 
how to one-up nature and design new medicines and materials

By Robert F. Service, in Seattle, Washington

RULES OF THE GAME

FEATURES
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enzymes that help microbes suck carbon 

dioxide out of the atmosphere and con-

vert it into useful chemicals. On p. 389, 

Baker’s team and collaborators report mak-

ing cages that assemble themselves from 

as many as 120 designer proteins, which 

could open the door to a new generation of 

molecular machines. 

If the ability to read and write DNA 

spawned the revolution of molecular bio-

logy, the ability to design novel proteins 

could transform just about everything else. 

“Nobody knows the implications,” because 

it has the potential to impact dozens of 

different disciplines, says John Moult, a 

protein-folding expert at the University of 

Maryland, College Park. “It’s going to be 

totally revolutionary.”

Baker is by no means alone in this pur-

suit. Efforts to predict how proteins fold, 

and use that information to fashion novel 

versions, date back decades. But today he 

leads the charge. “David has really inspired 

the field,” says Guy Montelione, a protein 

structure expert at Rutgers University, New 

Brunswick, in New Jersey. “That’s what a 

great scientist does.” 

BAKER, 53, DIDN’T START OUT with any such 

vision. Though both his parents were pro-

fessors at UW—in physics and atmospheric 

sciences—Baker says he wasn’t drawn to 

science growing up. As an undergraduate 

at Harvard University, Baker tried studying 

philosophy and social studies. That was “a to-

tal waste of time,” he says now. “It was a lot of 

talk that didn’t necessarily add content.” Bio-

logy, where new insights can be tested and 

verified or discarded, drew him instead, and 

he pursued a Ph.D. in biochemistry. During 

a postdoc at the University of California, San 

Francisco, when he was studying how pro-

teins move inside cells, Baker found himself 

captivated instead by the puzzle of how they 

fold. “I liked it because it’s getting at some-

thing fundamental.” 

In the early 1960s, biochemists at the 

U.S. National Institutes of Health (NIH) re-

cognized that each protein folds itself into an 

intrinsic shape. Heat a protein in a solution 

and its 3D structure will generally unravel. 

But the NIH group noticed that the pro-

teins they tested refold themselves as soon 

as they cool, implying that their structure 

stems from the interactions between differ-

ent amino acids, rather than from some in-

dependent molecular folding machine in-

side cells. If researchers could determine the 

strength of all those interactions, they might 

be able to calculate how any amino acid se-

quence would assume its final shape. The 

protein-folding problem was born. 

One way around the problem is to de-

termine protein structures experimentally, 

through methods such as x-ray crystallogra-

phy and nuclear magnetic resonance (NMR) 

spectroscopy. But that’s slow and expensive. 

Even today, the Protein Data Bank, an inter-

national repository, holds the structures of 

only roughly 110,000 proteins out of the hun-

dreds of millions or more thought to exist.

Knowing the 3D structures of those other 

proteins would offer biochemists vital in-

sights into each molecule’s function, such as 

whether it serves to ferry ions across a cell 

membrane or catalyze a chemical reaction. It 

would also give chemists valuable clues to de-

signing new medicines. So, instead of waiting 

for the experimentalists, computer modelers 

such as Baker have tackled the folding prob-

lem with computer models. 

They’ve come up with two broad kinds of 

folding models. So-called homology models 

compare the amino acid sequence of a tar-

get protein with that of a template—a protein 

with a similar sequence and a known 3D 

structure. The models adjust their predic-

tion for the target’s shape based on the dif-

ferences between its amino acid sequence 

and that of the template. But there’s a major 

drawback: Today’s experimental structures 

can only serve as templates for about half of 

all proteins—despite costly efforts to perform 

industrial-scale x-ray crystallography and 

NMR spectroscopy. 

Templates were even scarcer more than 

2 decades ago, when Baker accepted his first 

faculty position at UW. That prompted him 

to pursue a second path, known as ab initio 

modeling, which calculates the push and pull 

between neighboring amino acids to predict 

a structure. Baker also set up a biochemistry 

lab to study amino acid interactions, in order 

to improve his models. 

Early on, Baker and Kim Simons, one of 

his first students, created an ab initio fold-

ing program called Rosetta, which broke 

new ground by scanning a target protein 

for short amino acid stretches that typically 

fold in known patterns and using that in-

formation to help pin down the molecule’s 

overall 3D configuration. Rosetta required 

such extensive computations that Baker’s 

team quickly found themselves outgrowing 

their computer resources at UW. 

Seeking more computing power, they 

created a crowdsourcing extension called 

Rosetta@home, which allows people to 

contribute idle computer time to crunch-

ing the calculations needed to survey all 

the likely protein folds. Later, they added a 

video game extension called Foldit, allow-

ing remote users to apply their instinctive 

protein-folding insights to guide Rosetta’s 

search. The approach has spawned an 

international community of more than 

1 million users and nearly two dozen related 

software packages that do everything from 

designing novel proteins to predicting the 

way proteins interact with DNA.

“The most brilliant thing David has done is 

build a community,” says Neil King, a former 

Baker postdoc, now an investigator at UW’s 

Institute for Protein Design (IPD). Some 

400 active scientists continually update and 

improve the Rosetta software. The program 

is free for academics and nonprofit users, but 

there’s a $40,000 fee for large companies. 

Proceeds are plowed back into research and 

an annual party called RosettaCon in Leav-

enworth, Washington, where attendees mix 

mountain hikes and scientific talks.

Despite this success, Rosetta was limited. 

The software was often accurate at predict-

ing structures for small proteins, fewer than 

100 amino acids in length. Yet, like other ab 

initio programs, it struggled with larger pro-

teins. Several years ago, Baker began to doubt 

that he or anyone else would ever manage to 

solve most protein structures. “I wasn’t sure 

whether I would get there.”  

Now, he says, “I don’t feel that way 

anymore.” 

WHAT CHANGED HIS OUTLOOK was a tech-

nique first proposed in the 1990s by com-

David Baker shows off models of 

some of the unnatural proteins his 

team has designed and made. 
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putational biologist Chris Sander, then with 

the European Molecular Biology Laboratory 

in Heidelberg, Germany, and now with Har-

vard. Those were the early days of whole 

genome sequencing, when biologists were 

beginning to decipher the entire DNA se-

quences of microbes and other organisms. 

Sander and others wondered whether gene 

sequences could help identify pairs of amino 

acids that, although distant from each other 

on the unfolded proteins, have to wind up 

next to each other after the protein folds 

into its 3D structure. 

Sander reasoned that the juxtaposition of 

those amino acids must be crucial to a pro-

tein’s function. If a mutation occurs, chang-

ing one of the amino acids so that it no longer 

interacts with its partner, 

the protein might no lon-

ger work, and the organ-

ism could suffer or die. But 

if both neighboring amino 

acids are mutated at the 

same time, they might 

continue to interact, and 

the protein might work as 

well or even better. 

The upshot, Sander 

proposed, was that certain 

pairs of amino acids nec-

essary to a protein’s struc-

ture would likely evolve 

together. And researchers 

would be able to read out 

that history by compar-

ing the DNA sequences 

of genes from closely re-

lated proteins in differ-

ent organisms. Whenever 

such DNA revealed pairs 

of amino acids that ap-

peared to evolve in lock-

step, it would suggest that 

they were close neighbors 

in the folded protein. Put enough of those 

constraints on amino acid positions into an 

ab initio computer model, and the program 

might be able to work out a protein’s full 

3D structure.

Unfortunately, Sander says, his idea 

“was a little ahead of its time.” In the 

1990s, there weren’t enough high-

quality DNA sequence data from enough 

similar proteins to track coevolving 

amino acids. 

By the early part of this decade, how-

ever, DNA sequences were flooding in 

thanks to new gene-sequencing techno-

logy. Sander had also teamed up with 

Debora Marks at Harvard Medical School 

in Boston to devise a statistical algorithm 

capable of teasing out real coevolving pairs 

from the false positives that plagued early ef-

forts. In a 2011 article in PLOS ONE, Sander, 

Marks, and colleagues reported that the co-

evolution technique could constrain the 

position of dozens of pairs of amino acids 

in 15 proteins—each from a different struc-

tural family—and work out their 3D shapes. 

Since then, Sander and Marks have shown 

that they can decipher the structure of a 

wide variety of proteins for which there are 

no homology templates. “It has changed the 

protein-folding game,” Sander says. 

IT CERTAINLY DID SO FOR BAKER. When he and 

colleagues realized that scanning genomes 

offered new constraints for Rosetta’s ab ini-

tio calculations, they seized the opportunity. 

They were already incorporating constraints 

from NMR and other techniques. So they 

rushed to write a new 

software program, called 

Gremlin, to automatically 

compare gene sequences 

and come up with all the 

likely coevolving amino 

acid pairs. “It was natural 

for us to put them into 

Rosetta,” Baker says.  

The results have been 

powerful. Rosetta was 

already widely consid-

ered the best ab initio 

model. Two years ago, 

Baker and colleagues used 

their combined approach 

for the first time in an 

international protein-

folding competition, the 

11th Critical Assessment 

of protein Structure Pre-

diction (CASP). The con-

test asks modelers to 

compute the structures 

of a suite of proteins 

for which experimental 

structures are just be-

ing worked out by x-ray crystallo-

graphy or NMR. After modelers submit their 

predictions, CASP’s organizers reveal the ac-

tual experimental structures. One submis-

sion from Baker’s team, on a large protein 

known as T0806, came back nearly identical 

to the experimental structure. Moult, who 

heads CASP, says the judge who reviewed 

the predicted structure immediately fired 

off an email to him saying “either some-

one solved the protein-folding problem, 

or cheated.”

“We didn’t [cheat],” Sergey Ovchinnikov, 

a grad student in Baker’s lab, says with 

a chuckle. 

The implications are profound. Five years 

ago, ab initio models had determined struc-

tures for just 56 proteins of the estimated 

8000 protein families for which there are no 

templates. Since then, Baker’s team alone 

has added 900 and counting, and Marks 

believes the approach will already work 

for 4700 families. With genome sequence 

data now pouring into scientific databases, 

it will likely only be a couple years before 

protein-folding models have enough co-

evolution data to solve structures for nearly 

any protein, Baker and Sander predict. 

Moult agrees. “I have been waiting 10 years 

for a breakthrough,” he says. “This seems to 

me a breakthrough.”

For Baker, it’s only the beginning. With 

Rosetta’s steadily improving algorithms 

and ever-greater computing power, his 

team has in essence mastered the rules 

for folding—and they’ve begun to use that 

understanding to try to one-up nature’s cre-

ations. “Almost everything in biomedicine 

could be impacted by  an ability to build 

better proteins,” says Harvard synthetic bio-

logist George Church.

Baker notes that for decades researchers 

pursued a strategy he refers to as “Nean-

dertal protein design,” tweaking the genes 

for existing proteins to get them to do new 

things. “We were limited by what existed 

in nature. … We can now short-cut evolu-

tion and design proteins to solve modern-

day problems.” 

TAKE MEDICINES, such as drugs to combat 

the influenza virus. Flu viruses come in 

many strains that mutate rapidly, which 

makes it difficult to find molecules that 

can knock them all out. But every strain 

contains a protein called hemagglutinin 

that helps it invade host cells, and a por-

tion of the molecule, known as the stem, 

remains similar across many strains. Ear-

lier this year, Baker teamed up with re-

searchers at the Scripps Research Institute 

in San Diego, California, and elsewhere to 

develop a novel protein that would bind to 

the hemagglutinin stem and thereby pre-

vent the virus from invading cells. 

The effort required 80 rounds of de-

signing the protein, engineering mi-

crobes to make it, testing it in the lab, 

and reworking the structure. But in the 

4 February issue of PLOS ONE, the re-

searchers reported that when they ad-

ministered their final creation to mice 

and then injected them with a normally 

lethal dose of flu virus, the rodents 

were protected. “It’s more effective than 

10 times the dose of Tamiflu,” an anti-

viral drug currently on the market, says 

Aaron Chevalier, a former Baker Ph.D. 

student who now works at a Seattle bio-

tech company called Virvio that is trying 

to commercialize the protein as a universal 

antiflu drug.

Another potential addition to the medi-

cine cabinet: a designer protein that chops 

In a protein-folding competition, 

Baker’s team stunned judges by almost 

matching the actual structure.

Experimentally solved 
crystal structure
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up gluten, the infamous substance in 

wheat and other grains that people with 

Celiac disease or gluten sensitivity have 

trouble digesting. Ingrid Swanson Pultz 

began crafting the gluten-breaker even be-

fore joining Baker’s lab as a postdoc and is 

now testing it in animals and working with 

IPD to commercialize the research. And 

those self-assembling cages that debut this 

week could one day be filled with drugs or 

therapeutic snippets of DNA or RNA that 

can be delivered to disease sites through-

out the body.

The potential of these unnatural proteins 

isn’t limited to medicines. Baker, King, and 

their colleagues have also attached up to 

120 copies of a molecule called green fluo-

rescent protein to the new cages, creating 

nanolanterns that could aid research by 

lighting up as they move through tissues. 

Church says he believes that designer 

proteins might soon rewrite the biology in-

side cells. In a paper last year in eLife, he, 

Baker, and colleagues designed proteins 

to bind to either a hormone or a heart 

disease drug inside cells, and then regu-

late the activity of a DNA-cutting enzyme, 

Cas9, that is part of the popular CRISPR 

genome-editing system. “The ability to de-

sign sensors [inside cells] is going to be 

big,” Church says. The strategy could al-

low researchers or physicians to target the 

powerful gene-editing system to a specific 

set of cells—those that are responding to 

a hormone or drug. Biosensors could also 

make it possible to switch on the expres-

sion of specific genes as needed to break 

down toxins or alert the immune cells to 

invaders or cancer. 

Baker’s lab is abuzz with other projects. 

Last year, his group and collaborators re-

ported engineering into bacteria a com-

pletely new metabolic pathway, complete 

with a designer protein that enabled the 

microbes to convert atmospheric carbon 

dioxide into fuels and chemicals. Two years 

ago, they unveiled in Science proteins that 

spontaneously arrange themselves in a flat 

layer, like interlocking tiles on a bathroom 

floor. Such surfaces may lead to novel types 

of solar cells and electronic devices. 

In perhaps the most thought-provoking 

project, Baker’s team has designed proteins 

to carry information, imitating the way 

DNA’s four nucleic acid letters bind and en-

twine in the genetic molecule’s famed dou-

ble helix (Science, 6 May, p. 680). For now, 

these protein helixes can’t convey genetic 

information that cells can read. But they 

symbolize something profound: Protein de-

signers have shed nature’s constraints and 

are now only limited by their imagination. 

“We can now build a whole new world of 

functional proteins,” Baker says.        jC
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Cracking the folding problem
Each protein is made up of a long chain of amino 
acids that folds into a precise 3D structure, which 
determines the protein’s function. It has been 
difficult to experimentally determine many 
such structures, so scientists have tried 
to predict them from the amino acid 
sequence. To do so, they must pin down 
the rules that govern how an amino acid 
chain will naturally fold.

A scarcity of structures   

X-ray crystallography and other techniques 
have determined the structures of only a 
fraction of proteins, though these can be 
used to model others.

Clues from genome sequences

Comparing the DNA of similar proteins from different organisms shows that certain 
pairs of amino acids evolve in tandem—when one changes, so does the other. This 
suggests they are neighbors in the folded protein, a clue for predicting structure. 

Amino acid sequences

Folded protein

Conserved
position

Coevolved
positions

Variable
position

Interactions 
between 
amino acids 
(red and blue) 
stabilize the 
3D structure.

Amino acids change in 

sync, revealing tight link.

Amino acid pair is 

essential to function.

A protein for every purpose

The ability to predict how an amino acid sequence will fold—and hence how the protein will function—opens the way 
to designing novel proteins that can catalyze specific chemical reactions or act as medicines or materials. Genes for 
these proteins can be synthesized and inserted into microbes, which build the proteins.

2D arrays can be used as 

nanomaterials in various 

applications.

Antagonists bind 

to a target protein, 

blocking its activation.

Cages can contain 

medicinal cargo or carry it 

on their surfaces.

Information can be 

coded into protein 

sequences, like DNA.

Channels through 

membranes act as 

gateways.

Sensors travel through-

out the body to detect 

various signals.
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C
hina’s military launches unnerve 

its rivals, and its human space 

flights impress the world. But a 

launch planned for next month has 

riveted an unusual audience: quan-

tum physicists. The Quantum Ex-

periments at Space Scale (QUESS) 

aims to test a bedrock principle of 

quantum mechanics by generating 

pairs of photons in a state called entangle-

ment, in which measuring the polarity of one 

photon instantly determines the outcome of 

a measurement on the other, no matter how 

far away—what Einstein famously called 

“spooky action at a distance.” Entanglement 

is well established at close range. But to push 

the limits, QUESS will transmit one photon 

in each entangled pair to a receiver in Del-

ingha, in western China, and the other to Li-

jiang, 1200 kilometers to the southeast.

The experiment is not only a milestone 

test of quantum mechanics, but a symbol of 

China’s ambitions in space science. Led by 

Pan Jian-Wei, a physicist at the University 

of Science and Technology of China in He-

fei, QUESS is “very significant,” says Nicolas 

Gisin, a quantum physicist at the University 

of Geneva in Switzerland. Not only because 

it is expected to extend the distance record 

for entanglement, Gisin says, but because the 

techniques that Pan’s team has developed to 

generate, capture, and identify single pho-

tons “open new possibilities both for funda-

mental experiments and for applications.” 

China’s space science launches are now 

coming thick and fast. Three missions bracket 

QUESS, including two that promise valuable 

x-ray observations: the Dark Matter Particle 

Explorer (DAMPE), launched last Decem-

ber to look for signs of dark matter par-

ticles annihilating in the distant universe, 

and the Hard X-ray Modulation Telescope 

(HXMT), slated for launch this December 

or January. HXMT will survey the cosmos 

for black holes and other high-energy ob-

jects. Another cluster of four missions is 

slated for launch starting in 2020. And Chi-

na’s lunar exploration program, although 

closely bound up with its ambitions for 

human spaceflight, is also yielding path-

breaking science. 

Wu Ji, director of the Chinese Academy 

of Sciences’s (CAS’s) National Space Science 

Center (NSSC) here, would prefer a more 

measured pace. Four missions within a year 

“is too much,” he says, but the fusillade re-

flects the flow of funding. China’s space sci-

entists were poor cousins of colleagues in 

the manned space program until CAS won 

governmental support in 2011 for a 10-year 

Strategic Priority Program on Space Science. 

The initiative provided $450 million over the 

first 5 years, leaving the newly formed NSSC 

scrambling to plan, design, and launch four 

missions at once. A roughly equal dollop is 

promised for the second 5 years, just getting 

underway—leaving NSSC with the task, once 

again, of developing multiple missions in 

parallel before the money runs dry. “This is 

A fusillade of missions has thrust 
China into the upper echelon of space science

By Dennis Normile, in Beijing

RED STAR RISING
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not a sustainable way to have a science pro-

gram,” Wu says. 

Yet China deserves high marks for doing 

a lot in space with little, observers say. Chi-

na’s overall spending on space is “a smallish 

fraction” of NASA’s $19.3 billion budget, says 

John Logsdon, an expert on China’s space 

program at The George Washington Univer-

sity in Washington, D.C. Despite the limited 

resources, says Chris Carr, a space plasma 

physicist at Imperial College London, “China 

is certainly stepping out on its own with its 

own ideas of what it wants to do and confi-

dence in its scientific capabilities.” 

China only got into the space science race 

15 years ago, with a mission to study the 

magnetosphere—the plasma bubble that 

shields Earth from the solar wind. Double 

Star was designed to complement the Euro-

pean Space Agency’s (ESA’s) Cluster mission: 

four satellites orbiting in close formation 

launched in 2000 to get a fine-grained, 3D 

picture of the magnetosphere. The 

two Double Star satellites, launched 

in 2003 and 2004, with one in a po-

lar orbit and the other circling above 

the equator, added big picture con-

text to Cluster’s localized view, says 

Carr, who collaborated with China 

on the mission. The coordinated 

measurements led to insights into 

the interaction between the solar 

wind and the magnetosphere, in-

cluding how the disturbances that 

generate the aurora begin, and how 

solar flares can drastically compress 

the magnetosphere, sometimes ex-

posing satellites to damaging ra-

diation. Even though Double Star officially 

ended in 2007, when one of the spacecraft 

re-entered Earth’s atmosphere and burned 

up, researchers are still mining the data, 

with more than 2300 peer-reviewed papers 

and counting, Carr says.

Meanwhile, science has become increas-

ingly important for China’s lunar explora-

tion program, which is run by the China 

National Space Administration (CNSA) in 

Beijing. The Chinese Lunar Exploration Pro-

gram, or Chang’e, missions, named after a 

Chinese moon goddess, started with a lunar 

orbiter in 2007. The latest, Chang’e-3, com-

prised a lander and rover that touched down 

in December 2013—the first lunar landing 

since a Soviet sample return mission in 

1976. Chang’e-3 carried an instrument suite 

to probe the moon’s geology and soil and an 

ultraviolet telescope to test the feasibility 

of making astronomical observations from 

the moon.

An apparent electrical circuit failure left 

the rover, named Yutu, immobile 6 weeks 

into its 3-month mission after it traveled 

114 meters. Nevertheless, Chang’e-3 fulfilled 

its mission and is now “working overtime,” 

gathering scientific data while engineers as-

sess component durability, says Wu Weiren, 

Chang’e program chief designer for CNSA.

Chang’e-3 scientists were out to “comple-

ment and deepen humankind’s scientific 

understanding of the moon,” says Li Chunlai, 

deputy director-general of CAS’s National 

Astronomical Observatories in Beijing, 

which advised on the mission’s science. 

One example is the rover’s ground-pen-

etrating radar, which mapped layers of 

regolith, or lunar “soil,” and subsurface 

lava flows. The mapping revealed  a “more 

complex geological history than we had 

thought,” Long Xiao of the China 

University of Geosciences, Wu-

han, and colleagues wrote in 

Science (13 March 2015, p. 1226). 

David Kring, a geologist at the Center 

for Lunar Science and Exploration 

in Houston, Texas, calls the radar’s 

performance “spectacular.”

Kring and others are even more 

excited about upcoming Chang’e 

missions. In the second half of next 

year, Chang’e-5 is slated to land on 

the moon, collect surface rocks and 

drill 2 meters into the regolith for 

samples, and then return to Earth. 

The lunar landing will probably be 

At a mission control center in Beijing, space science chief Wu Ji gives an 

update on the Dark Matter Particle Explorer after its launch last December.

Panorama of the Chang’e-3 landing site after the Yutu 

rover rolled out onto the moon’s surface in late 2013.
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somewhere on the Ocean of Storms, a vast 

basaltic plain on the moon’s western near 

side. The CNSA team is looking for a landing 

site that will produce “maximum scientific 

results,” Wu says.   

Then, in 2018, Chang’e-4 will attempt 

the first landing on the far side of the 

moon. Kring predicts the probe will yield 

a bonanza of findings on the moon’s early 

days that could shed light on how planets 

throughout the solar system accreted ma-

terial and formed crusts. Chang’e-4 will 

also investigate the promise of the moon’s 

far side—sheltered from Earth’s glare and 

radio emissions—as a base for astronomi-

cal observations. Russian, Swedish, and 

Dutch groups are contributing to the pay-

loads, and a team from Luxembourg is de-

veloping a small lander that will separate 

from Chang’e-4 and touch down on the 

moon’s near side. 

Then it will be on to Mars, with a 2020 

mission comprising an orbiter, lander, and 

rover, says Tian Yulong, CNSA’s secretary 

general. The scientific objectives will cover 

topography, geology, and environment, 

Tian says. The data will aid planning for 

a crewed mission to Mars, but are likely to 

advance basic science as well.

CNSA has had the luxury of steady 

funding. Until recently, space science 

missions had to scrape by, except for 

Double Star, which got one-off funding 

through CNSA. Pan, for instance, used 

money leftover from other projects to ini-

tiate QUESS. When CAS launched the 

10-year space science program, NSSC took 

over missions already in the works, includ-

ing QUESS, DAMPE, and HXMT.

For the next set of missions, NSSC picked 

three winners based on scientific impact, 

or “how many papers it will generate,” 

and influence, judged by how many re-

searchers want the promised data, Wu Ji 

says. A joint NSSC-ESA program chose the 

fourth mission.

All four missions are now planned for 

2020. One satellite will look down at Earth 

to capture simultaneous measurements of 

soil moisture, ocean salinity, water in snow 

packs, atmospheric water vapor, and precip-

itation. Called the Water Cycle Observation 

Mission, it is China’s maiden contribution 

to global Earth observation efforts. “We’re 

2003 2004 2005 2006 2007 2008 2009 2010 2011

Double Star

Two satellites worked 

in tandem with 

Europe’s Cluster 

mission to study the 

magnetosphere.

Chang’e-1

This lunar orbiter 

mapped the surface 

and surveyed 

elemental 

abundance.

Chang’e-2

Second orbiter 

mapped potential 

landing sites on the 

moon and few by 

an asteroid.

Yinghuo-1

Mars probe tagging 

along with a Russian 

sample return 

mission was doomed 

by launch failure.

Double Star
Loftier ambitions

China set out on its space science journey in 2004 with Double Star, a joint mission with Europe. Now, it is carrying 
out four missions in a little more than a year starting last December, including a highly anticipated quantum spacecraft 
set to launch next month. Another clutch of science missions is planned for 2020. China’s lunar program, meanwhile, 
is evolving from technology demonstration to exploration.
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Spectators cheer last month’s maiden launch of 

China’s Long March-7 rocket, which promises enhanced 

capability for the space science program.
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all eager to see it succeed,” says Jeff Dozier, 

a hydrologist at the University of Califor-

nia, Santa Barbara. Current satellites can’t 

capture data on water in its multiple forms, 

which makes hydrological modeling dif-

ficult, says lead scientist Shi Jiancheng of 

CAS’s Institute of Remote Sensing and Digi-

tal Earth in Beijing.

The mission with ESA, to study x-rays gen-

erated when the solar wind slams into neu-

tral particles above the magnetosphere, is 

taking “a jump forward into unknown terri-

tory, rather than doing something just a little 

bit better,” says David Sibeck, a space physi-

cist at NASA’s Goddard Space Flight Center 

in Greenbelt, Maryland, who will help ana-

lyze the data. The mission, the Solar wind 

Magnetosphere Ionosphere Link Explorer 

(SMILE), could lead to strategies to mitigate 

the impact of space weather on communica-

tions infrastructure. Sibeck says that many 

teams, including his Goddard group, wanted 

to probe the x-ray phenomenon, but SMILE 

will get first crack.

Wu Ji worries that such ambitions will be 

difficult to sustain after funding runs out in 

2020. Although annual funding would be 

a step in the right direction, a longer term 

hope is to unite China’s space efforts under 

a civilian agency similar to NASA and ESA. 

As a possible step in that direction, CNSA’s 

Tian says his agency is developing a 10-year 

road map for scientific missions, draw-

ing input from CAS, the science ministry, 

and universities.

In the meantime, space scientists in other 

countries are applauding China’s rise—and 

in some cases envying it. As Sibeck says 

of SMILE, “We would like to have done 

it ourselves.”        j

A
s China’s ambitions in space sci-

ence soar, other space powers are 

eager to join forces with it. But 

one country has been absent from 

the burgeoning science coopera-

tion: the United States.

Every year since 2011, powerful 

Republican members of the U.S. House 

of Representatives, concerned about 

China’s human rights record and fear-

ing industrial espionage, have inserted 

language into NASA’s appropriations leg-

islation that bars the agency from using 

the funding for any bilateral activities 

“with China or any Chinese-owned 

company” (Science, 29 April 2011, p. 521). 

NASA officials can meet Chinese coun-

terparts only under certain conditions.

“The calculation comes down to 

whether the benefits of civil cooperation 

are great enough to outweigh the risks 

of helping China’s military capabili-

ties,” says John Logsdon, an expert on 

China’s space program at The George 

Washington University in Washington, 

D.C. The answer so far has been a 

resounding no. 

Other countries see cooperation with 

China in a different light. European and 

Russian researchers are contributing to 

China’s lunar program and virtually all 

the space science missions. Last year, 

the European Space Agency (ESA) offi-

cially designated China as a key partner, 

along with the United States and Russia, 

says Karl Bergquist, an ESA inter-

national relations administrator in Paris.

U.S. scientists can sidestep the ban 

by finding non-NASA funding or by 

concentrating on data analysis. But the 

restriction on closer cooperation “is 

frustrating to the community,” says Jeff 

Dozier, a hydrologist and remote sensing 

specialist at the University of California, 

Santa Barbara. NASA administrator 

Charles Bolden in Washington, D.C., has 

also urged that it be relaxed. 

But there is dogged opposition 

to any easing of the restrictions. 

Representative John Culberson (R–TX), 

chairman of the House committee 

that crafts the annual appropriations 

bill, told Science that he believes the 

existing language should be toughened 

because NASA “must keep the Chinese 

out of the U.S. space program.” 

“Do we still need American techno-

logies? The answer is clearly no,” scoffs 

China National Space Administration 

Secretary General Tian Yulong in 

Beijing. “The purpose of any co-

operation with the U.S.,” he says, 

“would be to realize joint objectives for 

the benefit of human society.” 
       
j 

Who’s missing from this picture?

2014 2015 2016 2017 2018 2019 2020 2021 2022

Chang’e-5

Probe will drill 

into lunar crust 

to collect samples  

and return them 

to Earth.

Chang’e-4
First mission to 

moon's far side will 

feature a lander 

and rover and will 

carry a telescope.

Solar wind Magnetosphere 
Ionosphere Link Explorer 

Satellite’s key instrument will try a new 

technique to image the magnetosphere.

Magnetosphere, Ionosphere 
and Thermosphere 
Four satellites will study the fow of charged 

particles through near-Earth space.

Einstein Probe 
(Wide-Leld X-ray Telescope)

Orbiting telescope will survey for gamma 

ray bursts and gravitational wave sources.

Water Cycle Observation Mission 
Spacecraft's remote sensors will track 

key components of Earth's water cycle.

Shijian-10

Capsule carried 

microgravity 

and life science 

experiments into 

orbit and back 

to Earth.

Chang’e-3

Lander and rover 

are studying lunar 

geology and 

conducting 

astronomical 

observations.

Mars mission
Orbiter will release 

a lander with a 

rover to study 

martian geology 

and environment.

Dark Matter 

Particle Explorer

Probe's scintillators are 

watching for gamma 

rays spawned by dark 

matter annihilation.

Quantum Experiments 
at Space Scale 

Satellite will test quantum 

entanglement and do experiments 

in quantum cryptography and 

communications.

Hard X-ray 
Modulation Telescope

Broadband all-sky 

survey for high-

energy objects such 

as massive black holes.
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By Rodrigo P. P. Almeida

O
n 21 October 2013, the Italian phy-

tosanitary service notified the Euro-

pean Commission (EC) that the plant 

pathogen Xylella fastidiosa had been 

detected in olive trees near Gallipoli, 

a tourist destination in Italy’s south-

ern region of Apulia (1). This xylem-limited 

bacterium is spread by insect vectors and 

causes disease in crops such as grapevines, 

citrus, coffee, and almond; various ornamen-

tals; and trees such as oaks, elms, and syca-

mores. Because of the risks of X. fastidiosa 

being introduced, established, and spread 

throughout Europe, this species is a regu-

lated quarantine pest. Yet, X. fastidiosa has 

been left unchecked and has marched north-

ward, leaving destruction in its wake (see the 

photo) (2).  The establishment of X. fastidi-

osa in Italy has been an agricultural, environ-

mental, political, and cultural disaster.

The threat of X. fastidiosa to European 

and Mediterranean agriculture, forests, and 

ecosystems goes beyond specific crops such 

as grapevines or citrus. The current host 

range of this bacterium includes more than 

300 plant species (3). Most of these species 

support some degree of pathogen multiplica-

tion without expressing symptoms. Suscep-

tible hosts infected with X. fastidiosa often 

show disease symptoms only after months 

or years, although epidemics can spread fast 

and be devastating. 

A phylogenetic study has shown that the 

genotype in Italy was likely introduced via 

contaminated plant material from Costa 

Rica (3). Several X. fastidiosa–infected coffee 

plants from Costa Rica have been intercepted 

at European ports since 2014, supporting this 

hypothesis (4). As a response, the EC in Feb-

ruary 2014 approved European Union (EU) 

emergency measures aimed at preventing 

the introduction and spread of X. fastidiosa. 

Since May 2015, the import of coffee plants 

from Costa Rica and Honduras into the EU 

has been forbidden. Limiting the introduc-

ECOLOGY

Can Apulia’s olive trees be saved?
An introduced plant pathogen proves difficult to contain in southern Italy

Department of Environmental Science, Policy and 
Management, University of California, Berkeley, Berkeley, CA 
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tion of insect vectors is considered an easier 

task, but this is not possible for X. fastidiosa 

because any xylem-sap–sucking insect spe-

cies can be a potential vector. Europe has few 

sharpshooter leafhopper species, the most 

important group of vectors in the Americas. 

However, various endemic spittlebug species 

(froghoppers) are also potential vectors of 

X. fastidiosa (3). 

Trade is an important pathway in the in-

troduction of plant pests and pathogens (5), 

and X. fastidiosa–infected plant material has 

likely been introduced via European ports 

on a regular basis. Given that biological and 

environmental conditions in Europe support 

X. fastidiosa infection, the question arises 

why the pathogen has not been reported 

previously. One possible explanation is that 

limited surveillance efforts missed previous 

introductions. Monitoring was one compo-

nent of the EU emergency measures. After 

the French authorities started a systematic 

monitoring program for X. fastidiosa in 

2014, they found 250 distinct infected areas 

in Corsica and several in the French Riv-

iera. However, no disease epidemic has yet 

been noted in France, and the genotype of X. 

fastidiosa differs from that found in Italy.

Control efforts of X. fastidiosa diseases 

in Brazil and the United States, where most 

economic losses due to this pathogen occur, 

rely on a combination of insect population 

suppression and removal of infected plant 

material. Initial management efforts in Italy 

and France were expected to follow legally 

binding EC decisions. These include elimina-

tion of infected plant material and other sus-

ceptible hosts within 100 meters, the use of 

treatments to suppress vector populations, 

and surveillance of a larger area surround-

ing each location where infected material 

has been found. France is following these 

regulations, but they have not been imple-

mented in Italy.

Eradication of X. fastidiosa requires early 

diagnosis and a small infected area, and is 

no longer feasible in Apulia. The role of 

olive trees in pathogen spread remains to 

be quantified, but they serve as a source 

of inoculum to spittlebug vectors (see the 

figure). Information required to manage 

the epidemic in Italy is being generated, 

such as new evidence of olive varietal tol-

erance to X. fastidiosa (6). But it remains 

unclear how long it takes for plants to de-

velop symptoms after infection. A March 

2016 report by the European Food Safety 

Authority indicates that it takes 12 to 14 

months for small olive plants to show dis-

ease symptoms after artificial infection 

with X. fastidiosa in greenhouses (7). This 

is relevant because vectors may acquire 

X. fastidiosa from an infected host prior 

to developing symptoms. Eliminating dis-

eased trees may thus have limited impact 

on containing the pathogen. Instead, re-

moving infected yet asymptomatic plants 

surrounding sick trees may be key to con-

trolling disease spread. It is likely that the 

epidemic is more prevalent than suggested 

by symptomatic trees, and the pathogen 

may already be present north of the current 

containment line.

Local environmentalists and politicians 

have challenged EC decisions and have 

used lawsuits to block attempts to manage 

the epidemic (2). Their efforts to protect 

olive trees by blocking containment strat-

egies have, however, only exacerbated the 

problem. Public distrust of science and sci-

entists has led to conspiracy theories that 

have permeated local society, further ham-

pering control efforts. In retrospect, social 

turmoil should have been expected given 

the prominent role of olive trees in Apulian 

culture. Olive trees are tightly linked to its 

people; it is their heritage, an indivisible 

part of who they are. In addition, ubiqui-

tous olive trees are a key attraction of an 

economically important tourism industry, 

provide income to rural communities, and 

are a keystone species in the ecosystem. The 

EC aims to address the threats of X. fastidi-

osa as a plant pathogen, demanding man-

agement and containment measures. But 

the reality to Apulians is different: Cutting 

down their olive trees means destroying 

the physical embodiment of their families 

and history. Here, the disease is killing irre-

placeable trees, including those planted to 

mark the births of family members for gen-

erations. The harm to Apulian culture and 

society is perhaps beyond quantification. 

Reconciling technical and political differ-

ences will be key to limiting the impact of 

X. fastidiosa to Apulia and Europe at large. 

Irreplaceable trees. In this aerial view of an olive 

grove in the Salento peninsula, X. fastidiosa–

infected trees show intermediate disease symptoms. 

Efforts to contain the pathogen’s spread by cutting down 

infected trees have been hampered by local opposition. 
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It remains to be seen whether a 9 June 2016 

ruling of the European Court of Justice, de-

termining that EC-mandated control mea-

sures were legal, will be accepted locally. 

Implementation of the ruling would sug-

gest that there is hope in limiting patho-

gen spread, but time is running out for the 

olive trees in Apulia. The reluctance of po-

litical leaders to quickly take required but 

unpopular decisions, in addition to a judi-

cial system slow in responding to an emer-

gency, are likely responsible for the current 

lack of substantial action in controlling the 

epidemic. There has also been limited lo-

cal political support for scientists, who are 

unable to freely seek answers to important 

epidemiological questions because of re-

strictions on field experimentation; even 

disease monitoring has been blocked (8). 

The introduction of plant pathogens and 

pests is a growing risk to ecosystems and 

societies (9), but not a new one. The po-

tato famine in Ireland, blight of American 

chestnut in the USA, and grapevine phyl-

loxera in France are examples of diseases 

and pests that have reshaped landscapes 

and cultures. Swift management strategies 

can lead to eradication or effective contain-

ment and long-term sustainable solutions. 

Global strategies to manage emerging dis-

ease and pest problems may be required, as 

have been proposed for planted forests (10). 

International trade regulations represent 

an opportunity to limit the introduction of 

novel pests, but the relationship between 

trade and biological invasions may need to 

be better explored (11), and control of the 

pathogen at the source rather than destina-

tion may be more effective. 

An important lesson from the X. fastidi-

osa epidemic is that strategies to manage 

diseases of socially important plants must 

go beyond technical solutions and incorpo-

rate social, economic, political, and cultural 

components. In the case of X. fastidiosa in 

Italy, implementation has been the bottle-

neck as these diverse stakeholders did not 

cooperate. Models for such cooperative 

structures have been proposed (12). Rapid 

reaction time is key to success in manag-

ing outbreaks, unfortunately building 

trust among stakeholders to solve environ-

mental problems often requires years. j
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with damaged 

xylem

Adult

˜5.5–6.5 mm

Nymph

Spittlebug vectors

thrive in weeds

during spring

Dry weeds drive vectors
up infected trees during 
summer/fall

Spittlebug vectors transmit 

the pathogen from infected 

to healthy treesX. fastidiosa

Studies on the effects of a 
widely used antimicrobial
reach conflicting results

By Alyson L. Yee1,2,3 and Jack A. Gilbert2

A
ntibacterial soaps were originally 

used only in hospitals, but since the 

1990s, their use has expanded into 

households. Antimicrobial chemi-

cals are now found in many soaps, 

wipes, hand gels, cutting boards, 

detergents, cosmetics, and toothpastes, 

as well as toys and plastics. One of the 

most common antibacterials, triclosan 

[5-chloro-2-(2,4-dichlorophenoxy)phenol], 

is found in ~75% of antibacterial soaps (1). 

In 2008, it was detected in ~75% of urine 

samples in the United States (2). There are 

concerns that triclosan use contributes to 

the development of antibiotic resistance 

and may adversely affect human health. 

Partial bans exist in the European Union 

and the U.S. state of Minnesota (3, 4). How-

ever, recent studies exploring triclosan’s 

effect on the microbiome have given con-

flicting results.

Triclosan works by inhibiting the final 

step of the bacterial fatty acid synthesis 

pathway. At low concentrations it stops 

microbial growth, but at high concentra-

tions it is bactericidal. Bacterial resistance 

to triclosan is readily obtained in the labo-

ratory, but it is not clear that resistance 

is widespread in the environment. A 10-

year study of triclosan exposure found no 

change in the antibiotic tolerance of meth-

icillin-resistant Staphylococcus aureus or 

Pseudomonas aeruginosa (5). However, in 

a recent report, prolonged treatment with 

triclosan produced clinical resistance to 

ampicillin and/or ciprofloxacin in S. au-

reus and Escherichia coli (6).

To explore the effectiveness of triclosan, 

Kim et al. (7) recently compared the bac-

tericidal effects of plain and triclosan-con-

taining soaps under conditions that mimic 

Pathogen spread. The epidemiology of X. fastidiosa infecting olive trees in Apulia is still poorly understood. The 

prevailing hypothesis proposes that olive trees are the main pathogen inoculum source, and that tree-to-tree 

X. fastidiosa spread occurs once insect vectors move to trees from drying ground vegetation. 

1Committee on Microbiology, University of Chicago, Chicago, 
IL 60637, USA. 2Department of Surgery, University of Chicago, 
Chicago, IL 60637, USA. 3Medical Scientist Training Program, 
University of Chicago, Chicago, IL 60637, USA. Email: gilbert-
jack@uchicago.edu

MICROBIOME

Is triclosan
harming your 
microbiome?
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handwashing. They found no differ-

ences in the soaps’ ability to reduce 

bacterial abundance during a brief 

(20 s) exposure. The exposure time 

may have been too short to see an 

effect, or soap surfactants may have 

reduced triclosan’s activity. Triclo-

san is bactericidal in water-based 

solution with 24 hours of exposure. 

Exposure to antimicrobial com-

pounds can disrupt the community 

of microorganisms that colonize 

the human body. Perturbations in 

the microbiota have been linked to 

a wide array of diseases and meta-

bolic disorders, including obesity, 

inflammatory bowel disease (IBD), 

irritable bowel syndrome (IBS), 

and behavioral and metabolic dis-

orders. However, it remains unclear 

whether triclosan can disrupt the 

microbiome to such an extent that it 

influences health and well-being (8). 

To elucidate the effect of triclosan 

on the microbiome, Gaulke et al. ex-

posed adult zebrafish to high oral 

doses of triclosan over the course 

of 7 days (9). This acute exposure 

resulted in changes in community 

structure, interaction networks, and 

an increase in triclosan resistance. 

However, the microbiome of fish ex-

posed for only 4 days with 3 days of 

no exposure was no different from 

that of the control fish. This observation 

suggests either resilience to temporary dis-

turbance or that changes are reversible.

Narrowe et al. studied the effects of 

triclosan exposure on the microbiome of 

fathead minnows (10). They used envi-

ronmentally relevant doses of triclosan in 

the fishes’ habitat, which led to substan-

tial shifts in the microbiome, which again 

recovered after triclosan was removed. 

However, in a study of riverine biofilms, 

Lawrence et al. found that even after the 

removal of triclosan, the microbiome re-

mained disrupted (11). 

To explore the effects of triclosan on 

human microbiota, Poole et al. gave seven 

volunteers personal products (tooth-

paste, hard and liquid soap, and dish 

soap) containing triclosan to use at will 

for 4 months; the same volunteers then 

switched to 4 months of products with-

out triclosan. A second group started with 

non-triclosan products and then switched 

to the triclosan products (12). Urinary con-

centrations of triclosan were higher in all vol-

unteers during the triclosan period, but the 

composition of the stool, molar, or inci-

sor microbiomes did not change, nor were 

there changes in serum endocrine markers. 

There are a few possible explanations 

for the disparities among these studies. 

In both the zebrafish and minnow stud-

ies, the fish were exposed to triclosan for 

much longer durations than those gener-

ally experienced by humans. The fish con-

sumed triclosan in food or were immersed 

in triclosan, whereas humans typically en-

counter the compound in products such 

as soap and toothpaste that are rinsed off 

immediately. It is also possible that triclo-

san exposure is so ubiquitous, starting as 

early as prenatal exposure, that the hu-

man microbiota has already adapted. Even 

in the human trial with periods of no 

triclosan, the compound was still detect-

able in urine, although at lower concentra-

tions (12). 

Future research should explore the role 

of dose, timing, and route of triclosan ex-

posure. Humans are exposed to triclosan 

transiently and in small doses, but the 

presence of triclosan in surface, ground, 

and drinking water indicates its potential 

to persist and accumulate in the environ-

ment (5). Triclosan is readily absorbed 

through the skin and gastrointestinal 

tract, but in humans, it tends to be ap-

plied topically and is thus not subject to 

metabolic alteration in the gastrointestinal 

tract, whereas this may have been the case 

in the fish studies. Therefore, it is 

important to determine whether  

the metabolic by-products of tri-

closan also affect the structure of 

the microbiota. 

It is also possible that prenatal, 

perinatal, and postnatal triclosan 

exposure is more detrimental than 

adult exposure. Cox et al. have sug-

gested that there are key devel-

opmental windows during which 

microbiome perturbations can leave 

lasting impacts on neurological and 

immune development (13). Hu et al. 

recently showed that the adolescent 

rat microbiota are more vulnerable 

to chemical perturbation than that 

of adult rats (14). They administered 

oral doses of triclosan sufficient to 

recapitulate observed human uri-

nary levels and found substantial 

differences between the microbiota 

of triclosan-exposed and control 

adolescent rats. These changes were 

attenuated in adult rats, implying 

that low-dose postnatal exposure to 

triclosan may modulate microbiota 

composition but that the microbiota 

may recover.

Triclosan and disinfectants con-

taining other antimicrobials are 

used even more frequently and in 

higher concentrations in hospi-

tals than in the home. Given that 

more than 98% of infants are delivered 

in hospitals and that infants are particu-

larly naïve to microbes, their microbiota 

is vulnerable at this developmental stage. 

Thus, triclosan should be investigated 

for its potential to perturb microbial 

community assembly and succession. j
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Uncertain effects. The antimicrobial compound triclosan, found in many 

soaps and other household products, can change the gut microbiota of fish 

and rats. It remains unclear whether such effects occur in humans and, if 

so, what the health effects are. 
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By Julia A. Segre1 and Nick Salafsky2

M
utualistic symbiotic relationships 

are those in which both species 

benefit; for example, the vivid col-

ors of coral reefs come from symbi-

otic algae that provide their living 

coral hosts with nutrients and oxy-

gen through photosynthesis in exchange for 

protection. A similar mutualistic relation-

ship exists between gut-dwelling bacteria 

and their animal hosts (1). It remains un-

clear, however, to what degree symbiosis 

has shaped host-microbial interactions 

and coevolution. On page 380 of this issue, 

Moeller et al. show that gut bacterial strains 

cospeciated with hominids (apes and hu-

mans) over the past 15 million years (2). 

These findings set the stage for exploring 

the evolutionary processes that underlie the 

symbiotic relationship between hominids 

and their gut-dwelling microbes. 

Moeller et al. obtained fecal sam-

ples from wild chimpanzees (Pan 

troglodytes) from Tanzania, wild 

bonobos (P. paniscus) from the 

Democratic Republic of the Congo, 

wild gorillas (Gorilla gorilla) from 

Cameroon, and humans (Homo sa-

piens) from the United States. They 

use DNA gyrase, subunit B (gyrB)—a 

single-copy, protein-coding gene in 

bacterial genomes that evolves at a 

moderate rate (3)—as a marker to 

assess strain diversity of Bifidobac-

teriaceae, Bacteroidaceae, and Lach-

nospiraceae in the gut of humans, 

chimpanzees, bonobos, and gorillas. 

This relatively constant gyrB mo-

lecular clock data allows them to 

compare the timing of speciation of 

gut bacterial communities with the 

known speciation patterns of their 

hominid hosts.

For different species of Bacteroi-

daceae, Moeller et al. explore the 

phylogenetic relatedness of closely 

related strains from the feces of the 

hominids. Taking the most commonly 

related gyrB sequence from each 

hominid, the authors calculate the most 

recent common ancestor and show that 

bonobo- and chimpanzee-associated strains 

are most closely related to each other and 

together form a sister clade to the gorilla 

and human clades. 

This phylogenetic relationship among 

hominid-associated Bacteroidaceae strains 

mirrors the host evolutionary topology. For 

most genera of Bacteroidaceae, the domi-

nant pattern of diversification is hominid-

microbial parallel cospeciation, but the 

authors also report small anomalies. For 

example, some Bacteroidaceae lineages 

are absent from either humans or gorillas, 

representing lost microbial diversity. Bifi-

dobacteriaceae strain phylogeny more or 

less mirrors that seen for Bacteroidaceae 

lineages, but Lachnospiraceae strains show 

evidence for transfer between host species, 

perhaps because Lachnospiraceae can sur-

vive as spores and can thus more readily 

disperse and transfer among host species. 

Thus, different evolutionary pressures and 

forces may shape both host and microbial 

community members. 

To corroborate their findings, the au-

thors also reanalyzed ribosomal sequence 

data from chimpanzees and gorillas that 

live together in regions of Cameroon. They 

found no sequences that were 100% iden-

tical, again suggesting that distinct strains 

coevolved with their hosts. Conversely, to 

explore if geographic separation might fos-

ter diversification within a species, they 

show that bacterial lineages differ between 

humans in Malawi and the United States.

Based solely on the sequence divergence 

of gut bacteria, the authors date the split 

between humans and chimpanzees at 5.3 

million years ago (Ma), in agreement with 

estimates based on host mitochondrial 

genomes but slightly later than estimates 

based on nuclear genomes. They calculate 

the human-gorilla split at 15.6 Ma, older 

than estimates based on mitochondrial ge-

nomes but within the range of estimates 

based on nuclear genomes (see the figure).

In addition to corroborating patterns of 

hominid speciation, the findings of this re-

search potentially lay the groundwork for 

exploring the genetic basis of symbiotic 

cospeciation. Regions of the bac-

terial genomes that are evolving 

faster than the gyrB baseline clock 

presumably encode genes under 

positive selection pressure, similar 

to regions in the human nuclear 

genome under positive selection be-

cause they are involved in language 

or tool usage (4).  

A possible caveat to these micro-

bial evolutionary findings is that se-

lective forces may have changed more 

dramatically in the past century. For 

example, recent loss of habitat and 

ensuing geographic isolation of Afri-

can wild apes may have affected their 

gut microbe diversity dramatically, 

much as antibiotic usage may affect 

human microbial communities (5). 

Close proximity to human commu-

nities, researchers, and tourists may 

also have affected ape microbiomes, 

either directly or indirectly by intro-

ducing disease agents.

Given Moeller et al.’s evidence 

that ancient microbial symbionts 

cospeciated with hominids, an 

outstanding functional question is 

the genetic basis of both the host 

and microbial side of this symbio-

sis. At what level does this genetic 

evolution occur? One could eas-

ily imagine a scenario in which an 

individual ape has a heritable trait 

EVOLUTION

Hominid superorganisms
Ancient microbial symbionts cospeciated with hominids

1Microbial Genomics Section, Translational and 
Functional Genomics Branch, National Human 
Genome Research Institute, Bethesda, MD 20892, 
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Bact. sp

Bif. sp

HumanBonoboGorilla

Host

10 Ma

Microbe

15.6 Ma

Host

8 Ma

Microbe

5.3 Ma

Microbe

2.2 Ma

Host

1.5 Ma

Chimpanzee

Evidence for cospeciation
Moeller et al. (2) demonstrate that Bacteroidaceae (Bact.) and 
Bifidobacteriaceae (Biff.) strains, shown as hues of the same color, 
cospeciated with their hosts. This suggests that symbiosis may be an 
evolutionary force. Speciation dates based on (2, 10).
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that provides modest positive selection for 

a gut-dwelling strain with the capacity to 

extract slightly greater energy from a key 

food source. 

It is also possible, however, that the se-

lection pressure could in some cases oper-

ate at higher levels (6). An individual host’s 

microbiome is not automatically inherited 

by its offspring. Although gut microbial 

communities are assembled anew in each 

individual, preliminary studies suggest 

that some strains are inherited from par-

ents or siblings and then maintained for 

years or decades (7). Stochastic forces must 

also shape these microbial communities on 

an individual level, given that even mono-

zygotic twins share only a limited set of 

microbial taxa (8). However, in the context 

of microbial sharing through some form 

of grooming or ingestion of small quanti-

ties of feces, the benefit could extend more 

widely. In a clinical setting, molecular 

analysis of fecal microbiota transplants be-

tween humans has shown that conspecific 

donor strains are more likely to durably 

colonize (9). Thus, a symbiotic advantage 

conferred by a microbial strain to an indi-

vidual might extend to a larger subgroup of 

the population. 

Similarly, across time, if a group of 

animals are forced to move to a new area 

and/or eat alternative foods during peri-

odic times of hardship, there may be a sel-

ective advantage to retaining “bet-hedging” 

microbial community diversity across the 

animal population. Thus, although sym-

biosis is often experimentally considered 

as a single microbial strain conferring a 

singular benefit to a host, with this base-

line data, one could also begin to explore 

evolutionary signatures of symbioses that 

extend from microbial strains to communi-

ties and from individual animals to animal 

populations. 

Moeller et al.’s study once again un-

derscores that hominids are multispecies 

superorganisms. It opens the door to in-

vestigations of the genetic features upon 

which fundamental host-microbiome sym-

biotic relationships are based.        j
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GENETICS

Demystifying the demise of 
paternal mitochondrial DNA
A process that eliminates organelle DNA during sexual 
reproduction is identified

By Alexander M. van der Bliek

T
he vast majority of genes in sexually 

reproducing eukaryotes can recom-

bine during the production of gam-

etes.  This reshuffling generates new 

genotypes that may provide selective 

advantages. However, reshuffling 

does not occur among the few genes in the 

genomes of cytoplasmic organelles (chlo-

roplasts and mitochondria). Instead, these 

organelles are almost always transmitted 

through maternal inheritance (1). Why is 

this phenomenon widespread and how is it 

achieved? On page 394 of this issue, Zhou 

et al. (2) solve part of this puzzle by identi-

fying the enzyme that degrades sperm mi-

tochondrial DNA after fertilization.

Mammalian sperm mitochondria were 

once depicted as simply being lost, along 

with the rest of the sperm tail, upon fusion 

of the sperm’s head region with an oocyte 

during fertilization, but this assumption 

proved to be wrong. Vertebrate sperm mi-

tochondria are transferred to the oocyte 

during fertilization, just like paternal mi-

tochondria in other organisms with widely 

differing sperm structures. In the worm 

Caenorhabditis elegans, for example, the 

spermatozoids are amoeboid cells that 

fuse in their entirety with an oocyte dur-

ing fertilization (see the figure). However, 

paternal mitochondria, across species, are 

eliminated during fertilization. Thus, there 

must be an evolutionarily conserved mech-

anism that facilitates this removal. 

The story gained momentum with the 

realization that organelles, such as mito-

chondria, can be selectively destroyed by 

autophagy. In this complex cellular pro-

cess, cytoplasmic components, including 

entire organelles, are encapsulated by a 

so-called “isolation membrane,” followed 

by fusion with lysosomes and wholesale 

degradation by lysosomal proteases and 

lipases (3). The removal of mitochondria 

by autophagy (called “mitophagy”) can be 

restricted to an individual mitochondrion 

that shows a loss of membrane potential. 

It can also be used more globally to remove 

all mitochondria from a cell—for example, 

during maturation of mammalian red 

blood cells. C. elegans paternal mitochon-

dria are removed by mitophagy quickly 

after fertilization (4, 5). A common au-

tophagy adapter protein called light chain 

3 (LC3) (LGG-1 in C. elegans) accumulates 

on paternal mitochondria, consistent with 

degradation through a canonical autoph-

agy pathway. Paternal mitochondria are 

presumably marked in some way for degra-

dation, distinguishing them from maternal 

mitochondria. Drosophila sperm degrade 

most of their mitochondrial DNA prior to 

fertilization (6), but Drosophila and mouse 

embryos also show selective mitophagy of 

paternal mitochondria after fertilization, 

consistent with a common mechanism for 

maternal inheritance (5, 7). 

Initial triggers for degrading the pater-

nal mitochondria are unknown. Zhou et al. 

helped address this question by showing 

that paternal mitochondria quickly lose in-

ner membrane integrity after fertilization. 

Surprisingly, mitochondrial endonuclease G 

(ENDOG), encoded by the CED-3 protease 

suppressor-6 (cps-6) gene in C. elegans, is 

required for rapid degradation of paternal 

mitochondrial DNA after fertilization. The 

Drosophila homolog of CPS-6/ENDOG 

acts during sperm maturation (6), but in 

C. elegans, this protein acts before autopha-

gosomes fuse with lysosomes, as mutations 

in cps-6 lead to an accumulation of autoph-

agy intermediates in the embryo. 

Several conclusions can be drawn from 

these data. One is that internal breakdown 

precedes autophagy, which implies that 

paternal mitochondria contain a “self-

destruct button” that is activated by fer-

tilization. Simply tagging paternal mito-
David Geffen School of Medicine at UCLA, Los Angeles, CA 
90095, USA. Email: avan@mednet.ucla.edu

“…paternal mitochondria 
contain a ‘self-destruct 
button’ that is activated 
by fertilization.”
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chondria with degradation markers, such 

as ubiquitin, is not enough to explain this 

mystery. Some unique feature of paternal 

mitochondria might actively disrupt their 

inner membranes when these organelles 

are exposed to oocyte cytoplasm. Another 

conclusion is that degradation of mitochon-

drial DNA by CPS-6/ENDOG accelerates 

mitochondria destruction by autophagy, 

even though their inner membranes are al-

ready disrupted and lysosomes have their 

own endonucleases. The extra precautions 

to degrade paternal mitochondrial DNA 

suggest that this step is critical for em-

bryogenesis. Indeed, Zhou et al. show that 

deletions in cps-6 slow cell division dur-

ing embryogenesis and cause embryonic 

lethality in crosses with strains containing 

heterologous mitochondrial DNA. These 

results highlight the importance of elimi-

nating paternal mitochondrial DNA.

CPS-6/ENDOG was first identified as a 

critical factor for programmed cell death 

(apoptosis) (8). It normally resides in the 

mitochondrial intermembrane space, but 

is released into the cytosol during apop-

tosis to degrade nuclear DNA. Likewise, 

cytochrome c is an integral part of the mi-

tochondrial electron transport chain, but 

is released from the mitochondrial inter-

membrane space during apoptosis to acti-

vate caspases (9). Other apoptosis factors 

that are released from the mitochondrial 

intermembrane space during apoptosis, 

such as apoptosis-inducing factor–1 (AIF-1), 

most likely also have a normal housekeep-

ing function. CPS-6/ENDOG thus joins a 

growing list of dual-function mitochondrial 

proteins with a role in normal growth and 

development as well as in apoptosis. 

A model arising from the findings of 

Zhou et al. is that soon after fertilization, 

morphological disruptions of paternal mi-

tochondrial membranes occur. This pre-

sumably exposes mitochondrial DNA to 

the CPS-6/ENDOG endonuclease in the in-

termembrane space. The authors also ob-

served concomitant loss of mitochondrial 

membrane potential, consistent with holes 

in the mitochondrial inner membrane. 

Loss of membrane potential activates the 

mitophagy machinery, so how paternal 

mitochondrial inner membranes are dis-

rupted becomes of paramount importance. 

Conversely, it is unclear whether CPS-6/

ENDOG affects mitophagy in other devel-

opmental stages or cell types, and whether 

it also functions when restricted to the mi-

tochondrial intermembrane space. Could 

it, for example, be a guardian against mi-

tochondrial DNA that might inadvertently 

escape from the mitochondrial matrix 

through occasional breaches in the mito-

chondrial membranes? 

Maternal inheritance has a broader 

societal impact than one might expect 

from the small number of genes encoded 

by mitochondria and chloroplasts. Subtle 

mutations in human mitochondrial DNA 

can provide selective advantages, such as 

cold tolerance, suggested by tracing ex-

tensive lineages of human migration with 

mitochondrial DNA (1). These seemingly 

innocuous changes in mitochondrial DNA 

can alter nuclear gene expression through 

cross-talk between genomes in the nucleus 

and mitochondria (10). Such interaction 

could explain the incompatibility with 

paternal mitochondria that was observed 

by Zhou et al. in genetic crosses with 

C. elegans cps-6 mutants. 

An awareness of the interplay between 

mitochondrial and nuclear genes might in-

fluence our understanding of mutations in 

mitochondrial DNA that cause debilitating 

diseases, including those that affect optic 

nerves, muscles, and metabolism (1). U.S. 

and UK science and ethics panels gave 

limited approval to preventing these dis-

eases by in vitro fertilization with nuclear 

transfer using genetic material from three 

parents: sperm from the father, an oocyte 

nucleus from the mother, and oocyte cyto-

plasm from a second female with healthy 

mitochondrial DNA. Recent experiments 

to test the effectiveness of this approach 

have, however, uncovered difficulties 

with heteroplasmy (heterogeneous popu-

lation of mitochondrial DNA) (11). Small 

amounts of residual mutant mitochondrial 

DNA sometimes compromise the larger 

population of healthy mitochondrial DNA 

through genetic drift (12). Further mecha-

nistic studies of mitochondrial inheritance 

may help solve this problem. j
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Zygote

Pronuclei fuse during fertilization 
to form a zygotic nucleus. Both 
paternal and maternal mitochondria 
are present, initially

Paternal mitochondria
In the zygote, the paternal 
mitochondria degrade

Oocyte

Sperm

Mitochondria

Pronucleus

CPS-6/ENDOG

Mitochondrial 
DNA (mtDNA)

1  Inner membrane 
disrupts, membrane 
potential is lost, and 
mtDNA is exposed

2  CPS-6/ENDOG 
degrades mtDNA

3  Remnants 
are encapsulated 
within an isolation 
membrane and fuse 
with lysosomes

Fertilization
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Self-destruct button?
Paternal mitochondrial DNA, across species, is eliminated during fertilization, as illustrated below for the worm 
C. elegans. A model for the underlying mechanism involves disruption of paternal mitochondrial membranes.
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A
s evidence grew for a causal link 

between Zika infection and micro-

cephaly and other serious congenital 

anomalies (1), the World Health Or-

ganization (WHO) declared the Latin 

American Zika epidemic a public 

health emergency of international concern 

in February 2016 (2). The speed of spread 

[see the figure, top, and the supplementary 

materials (SM)] has made effective public 

health responses challenging. Immediate 

responses have included vector control (3) 

and advice to delay pregnancy in a few 

countries (4), followed by an extended rec-

ommendation to all affected countries by 

WHO in June 2016. These have merits but 

are likely to have limited effectiveness (5) 

and may interact antagonistically. Fuller 

understanding of dynamics and drivers of 

the epidemic is needed to assess longer-

term risks to prioritize interventions.

Three key factors determine the scale and 

speed of spread of an emerging infection in a 

naïve population and the risk of longer-term 

endemicity. The first is the transmissibility of 

the infection, characterized by the reproduc-

tion number, R, the average number of sec-

ondary infections caused by a typical index 

case (R < 1 stops an epidemic). We provide 

time-varying estimates of R for Latin Ameri-

can countries where surveillance data are 

available (see the figure, top chart,  and  the 

SM). Country-level trends hide subnational 

heterogeneity (see SM), which likely reflects 

geographic variation in vector habitat and 

climate-driven variation in vector density 

and competence (6).

The generation time (Tg, the time between 

sequential rounds of infection; see SM) is 

the second key factor that determines the 

time scale of disease invasions. Taking est-

mates of R and Tg, we used a stochastic spa-

tial model of Zika transmission (see SM) to 

illustrate dynamics of the epidemic and pos-

sible future waves of transmission (see the 

figure, center chart). We expect the current 

epidemic to be largely over in 3 years, with 

seasonal oscillations in incidence caused 

by variation in mosquito populations and 

transmissibility. Herd immunity will likely 

then cause a delay of more than a decade 

until further large epidemics are possible.

The large-scale connectivity of human 

populations is the third key factor. Human 

mobility determines the chance an infection 

present in one location will be introduced 

elsewhere. Although the seeding of infec-

tion in Brazil was a chance event (7), once a 

full-blown epidemic was under way, export 

of infections across the Americas was inevi-

table and rapid and led to the widespread 

epidemics which unfolded from May 2015 

onward (see SM).

Modeling gives insight into how the age 

distribution of infection will evolve over 

time—of particular relevance given the 

risk of congenital Zika syndrome and mi-

crocephaly. During the initial epidemic, we 

would expect all ages to be equally affected 

unless exposure and/or susceptibility vary 

substantially with age. The mean age of in-

fection would then fall in future epidemics, 

given the immunity acquired by older peo-

ple through past exposure. However, our 

analysis suggests that this effect is unlikely 

to be sufficient to prevent ongoing and sub-

stantial risk to pregnant women in future 

Zika epidemics (see the figure, age distri-

bution insets, and the SM). This conclusion 

is supported by analysis of historical Zika 

seroprevalence data (8).

WHAT SHOULD POLICY-MAKERS DO?

Advising against pregnancy has been criti-

cized for being infeasible for many women—

especially long term (4). Our analysis (see the 

figure, spatial variation insets) suggests that, 

at the provincial scale, the timing of epidemic 

seeding is unpredictable but that the dura-

tion of the first wave of transmission is typi-

cally <6 months. However, in some locations, 

the timing of virus introduction can interact 

with seasonality of transmissibility to extend 

a local epidemic over two transmission sea-

sons. If recommendations to delay pregnancy 

were tuned to the local context, in many ar-

eas they could be kept in place for a shorter 

time—making adherence more feasible while 

retaining potential risk-reduction benefits. 

Local optimization of control or risk-reduc-

tion measures requires timely availability of 

high-quality geographically stratified surveil-

lance data.

Enhanced vector control is potentially ben-

eficial, but it is critical to set realistic expecta-

tions. Evidence (8, 9) suggests that traditional 

insecticide-based control is rarely sufficiently 

effective to stop dengue epidemics. Effective-

ness would need to be considerably higher 

to stop the first epidemic of a new virus in 

a naÔve population. But vector control with 

limited effectiveness could—if sustained—re-

duce attack rates seen in the initial epidemic 

(see SM). Modeling suggests downsides, how-

ever. The epidemic may last longer, which 

might make it harder for women to adhere to 

recommendations delaying pregnancy. Also, 

the epidemic will overshoot the herd-immu-

nity threshold by less than if interventions 

had not been introduced—leaving a smaller 

proportion of the population immune and re-

ducing the delay until new births allow popu-

lation susceptibility to again reach levels that 

allow sustained endemic transmission (see 

the figure, bottom chart, and  the SM).

What is the likelihood that the virus will 

become endemic or that sporadic epidemics 

will occur with sufficient regularity to pose 

an equivalent risk? Our analysis suggests that 

once the current epidemic is over, herd im-

munity will lead to a delay of at least a dec-

ade before large epidemics may recur (see 

SM). This prediction has caveats. The de-

lay to resumption of transmission might be 

substantially reduced by high levels of spa-

tiotemporal heterogeneity in exposure risk 

(not accounted for in our model) or by tran-

sient reductions in transmission caused by 

interventions or population behavior change. 

Also, our model makes the conservative as-

sumption that flavivirus transmissibility in 

Latin America has not been anomalously 

high in the past 2 or 3 years (e.g., due to cli-
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Countering the Zika epidemic 
in Latin America
Epidemic dynamics are key and data gaps must be addressed
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matic conditions) and so predicts that the 

virus will eventually become endemic. This 

does not imply predictable annual epidemics 

in all regions but rather that sustained trans-

mission would be expected somewhere in the 

continent every year—akin to what is seen for 

individual dengue serotypes today. However, 

if Zika transmissibility is strongly modulated 

by longer-term climatic variation (such as El 

Niño), the virus may not be able to sustain 

endemic transmission, resulting in more 

sporadic, but larger-scale, epidemics when 

reseeding of infection coincides with favor-

able conditions for transmission. Last, we 

have assumed a constant risk 

of reseeding of the infection 

into the human population; if 

a sylvatic reservoir for Zika is 

established in the Americas (8, 

10), background levels of hu-

man exposure may increase.

A more precise assessment 

of long-term risks requires key 

data gaps to be filled. We need 

to measure the extent of (and 

geographic variation in) herd 

immunity in populations that 

have experienced recent Zika 

epidemics. Studies should not 

be restricted to Latin America. 

Currently, we cannot assess 

whether Asia is at risk of a 

major Zika epidemic—or why 

the scale of transmission in 

Latin America has been so 

much greater than anything 

previously seen. Multiple hy-

potheses have been proposed 

(8) but cannot yet be tested: 

immunological enhancement 

from prior exposure to dengue, 

El Niño–driven climate effects, 

viral evolution, and regional 

genetic differences in Aedes 

aegypti populations. Although 

data are currently limited (11), 

cross-reactivity with dengue 

is a particular concern, as our 

analysis indicates both cross-

protection and enhancement 

could shorten the time until 

epidemics can reoccur and 

might increase the chances of 

long-term endemicity (see SM). 

Age-structured seroprevalence 

surveys are a priority, with as-

says that can distinguish ex-

posure to Zika from exposure 

to other flaviviruses. Such sur-

veys allow estimation of varia-

tion in exposure with time and 

age, of interactions with other 

flaviviruses, and of overall 

transmissibility (8). Long-term 

cohort studies can provide longitudinal data 

on individual variation in exposure and clini-

cal and immunological outcomes.

The traditional model for vaccine and 

antiviral efficacy trials used for endemic 

diseases poses challenges for emerging in-

fections with sporadic and unpredictable 

epidemics. Although phase I safety studies 

do not require active transmission, efficacy 

studies do. Our analysis suggests that there 

is limited time to initiate such studies in the 

current epidemic before incidence may be 

insufficient to measure impacts. Given the 

unpredictable timing and intensity of Zika 

outbreaks, future efficacy trials may need to 

be preapproved in a large number of poten-

tial sites then rapidly initiated in particular 

sites once local transmission has been de-

tected. Efficacy studies for vaccines may need 

to recruit and vaccinate participants now and 

follow up for a longer period than is typical. 

Active case detection in multiple sites over a 

long time would be prohibitively expensive, 

so study protocols need to be adaptive—e.g., 

start active surveillance in a site only when 

Zika transmission is detected, even if the out-

break occurs several years after vaccination 

took place. Evaluating rare end points, such 

as microcephaly, poses particular difficulties 

and requires very large scale trials if under-

taken in advance of an epidemic, or the risks 

associated with using a novel vaccine in preg-

nant women must be accepted if undertaken 

in the face of an epidemic.

Like Ebola, Zika is a public health crisis in 

which policy-makers have had to make de-

cisions in the presence of enormous uncer-

tainty. In such contexts, it is natural to reach 

for policies that mirror those used previously. 

However, Zika and Ebola epidemiology and 

thus policy options differ fundamentally. The 

current epidemic is not containable; at best, 

interventions can mitigate its health impacts. 

More optimistically, the natural dynamics of 

the epidemic are now likely to give a multi-

year window to develop new interventions 

before further large-scale outbreaks occur. j
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(Insets) (left) Incidence dynamics in the 20 spatial regions being modeled 

and (right) the age distribution of infections, for the first two epidemic 

periods without interventions. Full details are provided in  the SM .
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By Cymene Howe

W
e have all seen them. Some of us 

even have them: a mangle of 

cords leading to our TVs, Xboxes, 

iPhone chargers, and that homely 

lamp that we can’t let go. These 

knotted bodies of wires hint at 

the exponentially more complex system 

of which they are a part. In The Grid: The 

Fraying Wires Between Ameri cans and Our 

Energy Future, Gretchen Bakke dives deep 

into the history of the electric power grid. 

Bakke, a cultural anthropologist, also shows 

how the social sciences help us understand 

infrastructure and technological manage-

ment as deeply social qualities. 

The American electric grid is the largest 

machine in the world. But bigger is not nec-

essarily better. Huge infrastructures tend to 

last a long time and yet often fail to keep pace 

with the way we live our lives. While other 

technological innovations sprint ahead of 

social change, when it comes to deeply insti-

tutionalized systems, we often neglect urgent 

maintenance and delay critical upgrades. 

Our grid is a technological system. But 

it is also prone to the fragility of biological 

systems, unpredictable meteorological phe-

nomena, and the vagaries of legal and bu-

reaucratic decisions. Ironically, this massive 

machine is often vanquished by overgrown 

trees and overzealous squirrels. 

The United States has more outage min-

utes than any other developed nation. Black-

outs are getting longer and are expected to 

increase with the erratic weather associated 

with global climate change. 

Despite legislation that ef ectively equates 

the two from a market standpoint, electricity, 

Bakke writes, is not a banana. It is a unique 

commodity that, once produced, must be 

used in a millisecond. However, even though 

the grid must be everywhere at once, local 

authorities are now also faced with inte-

grating variable electricity, as derived from 

renewable sources like wind or solar—a tall 

order for an aging system.

Untangling the grid means looking to 

its past. In The Grid, we learn about the 

early electric turf wars and the triumph of 

AC power over DC. Bakke reveals that San 

Francisco actually hosted the fi rst opera-

tional grid in 1879, a full 17 years before the 

better-known Niagara Falls plant went live. 

She also shows how Niagara’s 19th-century 

renewable hydropower paved the way for the 

accelerated use of fossil fuels. (The Niagara 

plant made aluminum manufacturing profi t-

able, which, in turn, facilitated the rise of the 

automobile and the airplane.)

In the 20th century, utility companies pro-

moted the idea of endless growth and energy 

consumption, but Jimmy Carter encouraged 

us to dial down the thermostat and put on 

a sweater instead. His 1978 National Energy 

Act and, later, the Energy Policy Act, which 

deregulated the electricity industry, forever 

changed its business model. In the past, util-

ity companies made money by generating 

and selling electricity. Now they earn prof-

its by transporting power and trading it as 

a commodity. This leads to a conundrum: 

Companies can’t upgrade existing technol-

ogy without putting themselves out of busi-

ness, but they also can’t af ord not to.

The Grid is full of rich detail across a 

wide range of energy-related topics. We hear 

about the woman who, worried about undue 

surveillance of her activities, pulled a gun on 

a utility worker sent to swap her analog me-

ter for a smart one, and we learn how wires 

are “smartened” to transmit information as 

well as electricity. Microgrids (local grids 

that can operate autonomously), nanogrids 

(microgrids that serve a single building or 

entity), and “soft energy technologies” (sim-

ple, ef  cient, renewable energy devices) all 

appear, along with their possibilities and 

limitations. We glimpse Powerwalls (home 

batteries that charge via solar panels) and 

cars that act as distributed storage for elec-

tricity generated by the wind or sun.

One of the book’s most surprising revela-

tions is the commonality shared by stereotypi-

cal “of -the-grid” communities—hippie collec-

tives and militia survivalists—and the U.S. 

military. Like these groups, the military needs 

to have power in gridless places.

 One estimate that Bakke cites says that 

fully 70% of gasoline used in military fi eld 

operations currently goes toward transport-

ing other gasoline around. However, in the 

next 5 years, the military will more than 

double its use of (partly) renewable sourced 

microgrids—a major step forward. 

At times, especially early on in the book, 

renewable energy sources are cast as forces 

that threaten to upset the grid, which could 

be read by some as a reason to cling to car-

bon. However, the book ultimately makes very 

clear that the frailty of our grid calls for a rev-

olutionary retooling of this grand machine. 

10.1126/science.aaf9323
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The electric power grid, hailed as 

the world’s largest machine, is all 

but invisible to most Americans.  
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By N. Gregory Mankiw

O
ther things equal, would you prefer 

more income or less? Unless you are 

one of the lucky few who have reached 

satiation, you would probably prefer 

more. A higher income would allow 

you to buy more of whatever it is you 

happen to enjoy: books, video games, fine 

dining, etc. That more income is better than 

less is almost axiomatic.

For much the same reason, when macro-

economists study the economy as a whole, 

the most important statistic in their toolbox 

is gross domestic product (GDP), which mea-

sures a society’s total income and its total 

expenditure on newly produced goods and 

services. This profoundly important measure 

is the focus of Ehsan Masood’s new book, The 

Great Invention: The Story of GDP and the 

Making (and Unmaking) of the Modern World.

During the Great Depression of the 1930s, 

at the request of policy-makers, economists 

including Simon Kuznets and Richard Stone 

began drawing together a variety of disparate 

data sources to summarize the state of the 

economy in a single number. Given the com-

plexity of modern society, it was a Herculean 

task. Kuznets and Stone would go on to win 

Nobel Prizes in 1971 and 1984, respectively, 

for their ef orts.

Masood devotes most of the book to a dis-

cussion of the outsized infl uence that GDP 

has come to bear on policy. In the view of 

Masood and a number of other critics of 

GDP, there are too many things that this 

metric leaves out. 

One of the missing elements is inequality. 

For example, a society in which 10 people earn 

$20,000 a year and 2 earn $200,000 has the 

same GDP as one in which all 12 people earn 

$50,000. Yet no one would view those econo-

mies as equivalent. 

Also omitted are quality-of-life factors 

that are not refl ected in monetary measures. 

Two nations can have the same GDP per 

person, but if one nation has greater liter-

acy a nd longer life expectancy, most would 

agree that we should rank that one higher 

than the other. 

A third element missing from GDP is the 

environment: If an economy produces its in-

come by dirtying the air and water or threat-

ening endangered species, it would make 

sense that those costs should be debited when 

gauging a nation’s overall prosperity.

Masood expresses great admiration for 

those who have tried to transcend GDP by de-

veloping more inclusive measures. The United 

Nations, for example, has introduced a hu-

man development index, which is essentially a 

weighted average of income per person, litera-

cy, and life expectancy. Similarly, some “ecolog-

ical economists” have tried to add to GDP an 

imputed dollar value of the benefi ts we derive 

from a healthy environment. Most radically, 

the nation of Bhutan has focused its attention 

on “gross national happiness,” which is less a 

metric than a philosophy that asserts that pol-

icy should be attuned to spiritual values and 

not just to the material standard of living.

So, what do mainstream economists make 

of these ef orts? (Disclosure: I am one of 

them.) We tend to have three reactions. First, 

we agree that GDP is an incomplete gauge 

of well-being. Second, we point out that al-

though it is far from perfect, GDP does, in fact, 

correlate with many nonmonetary features of 

society that people care about. Higher-income 

nations can, for instance, af ord more school-

ing and better health care. Third, we are skep-

tical that any single statistic can capture ev-

erything, but we tend to believe that national 

leaders are usually smart enough not to focus 

on a single statistic when choosing among al-

ternative policies.

Let’s return to your personal situation. You 

prefer more income to less, but remember 

that pesky phrase “other things equal.” You 

might turn down a pay hike if it required tak-

ing a dangerous or unpleasant job. You might 

choose not to increase your income by work-

ing longer hours if it meant spending less time 

with your family. To make the right decisions, 

you don’t need one number that somehow in-

corporates your income, your job’s attributes, 

and the quality of your family relations. Pro-

ducing such a measure would require many 

questionable judgments, and having one in 

hand would not make it any easier to face 

life’s inevitable trade-of s.

The same is true of GDP. It is a key gauge 

of national prosperity, but no single statistic 

can capture everything that matters about a 

society. Masood is on the wrong track when 

he yearns for a single new metric that will su-

persede the current measure. But his highly 

readable book is a useful reminder of what 

GDP is and what it isn’t.

10.1126/science.aaf9800
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Income inequality is one of several factors not accounted for in a country’s GDP.
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324 million minorities
IN HIS EDITORIAL “Einstein v. Roberts” (25 

March, p. 1371), S. J. Gates Jr. describes how 

minorities can add to the creative scientifi c 

process by bringing a dif erent perspective. 

He misses the point.

Minorities bring their own perspective 

to every aspect of life, not just physics, 

and their views, insights, and approaches 

have the same value—no more, no less—as 

those of the rest of the population. We 

must continue to ask what unique perspec-

tives each group brings to each fi eld of 

investigation. By asking this question, the 

answer will become obvious: It is not about 

minorities; it is about recognizing the value 

of every individual. Trying to remedy the 

victimization of minorities by isolating them 

as dif erent only results in the reversed vic-

timization of nonminorities, and the social 

confl ict never ends. Let’s start a new trend: 

Let’s agree that the United States is home to 

324 million minorities. That is my challenge.

Sonsoles de Lacalle 

Department of Biomedical Sciences, Ohio University, 
Athens, OH 45701, USA. Email: delacall@ohio.edu

10.1126/science.aaf8874

Misrepresenting 

A. Fisher v. U. Texas 

IN HIS EDITORIAL “Einstein v. Roberts” 

(25 March, p. 1371), University of Maryland 

Physics Professor S. J. Gates Jr. recounts 

two anecdotes. In one, an African-American 

student provides a key insight that allows a 

group of students to solve a math problem. 

In the other, Gates relates his own success 

to his “idiosyncratic framing of problems.” 

In neither case does Gates provide evi-

dence that it was his or the student’s racial 

background that was responsible for their 

success or contributions to society. For all 

the reader knows, the “uniqueness” of their 

ideas was the result of an experience and 

had nothing to do with their race.

Given that Gates is writing in support 

of the University of Texas in the current A. 

Fisher v. University of Texas Supreme Court 

case concerning race-based af  rmative 

action programs, one further statement of 

his is especially misleading. Referring to his 

own long ago admission as a student to MIT, 

he says, “If MIT had been legally bound then 

to admissions based solely on test scores, I 

would never have been admitted.” In fact, no 

college or university has ever based admis-

sions “solely on test scores.” It is wrong 

for Gates to imply otherwise and to imply 

that this is the issue currently before the 

Supreme Court.

Stuart H. Hurlbert

Department of Biology, San Diego State University, 
San Diego, CA 92182, USA. 

Email: hurlbert@mail.sdsu.edu

10.1126/science.aaf9588

Response

DE LACALLE MAY be surprised to learn that 

I agree with her. I lived diversity long before 

I knew the word. I have benefi tted from 

extraordinary mentoring by many individu-

als, most of them European-American men.  

I continue to appreciate the contributions 

of each such individual mentor, including 

my collaborators, postdocs, and research 

students. I have not lived a life that permit-

ted the internalization of a victimization 

perspective.

Af  rmative action should never be used 

to reward the demonstrably less-qualifi ed 

over the more so. Comparing dif erent 

candidates, it is scientifi cally impossible to 

precisely measure the merit or potential of 

each individual. We should admit this and, 

within such narrow limits, work to eliminate 

unfair privilege (1).

Hurlbert objects to my anecdotes, which I 

included to illustrate a well-researched fact: 

Diversity can catalyze enhanced creativity 

and innovation in a number of circum-

stances, including classrooms (2). Students 

have few opportunities to experience this 

change of perspective in the absence of 

broadly diverse classrooms.

Hurlbert also claims that universities do 

not base admissions solely on test scores. 

The University of Texas automatically 

admits applicants in the top 10% of their 

high school class (3). These students 

comprise 75% of the freshman class. Ms. 

Fisher, the plaintif  in the Supreme Court 

case, was not in the top 10% and was thus 

evaluated under a holistic review involving 

an Academic Index (AI) based on class rank, 

grades, SAT scores, and a personal achieve-

ment score of six factors (4). Of the factors, 

“special circumstances” assesses seven 

attributes, including race, to provide context 

and shed light on the applicant’s relevant 

personal qualities. Based on UT’s Supreme 

Court brief, even with a perfect Personal 

Achievement Score, Ms. Fisher would not 

have been admitted. Technically, Hurlbert is 

correct that the University of Texas does not 

consider test scores alone. Practically, test 

scores are weighted so heavily, even for the 

25% of admissions slots fi lled by students 

outside the top 10% of their high school 

class, that other factors become trivial. 

The recent Supreme Court ruling in  A. 

Fisher v. University of Texas aligns well with 

the ethical foundation I proposed (1) over 20 

years ago. These principles have now been 

judged to support practices sanctioned by 

the constitution.

Sylvester James Gates Jr.

Department of Physics, University of Maryland, 
College Park, MD 20740, USA. 

Email: gatess@physics.umd.edu
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Minorities and bias: 
The big picture
THE RECENT NATIONAL Institutes of Health 

(NIH) announcement about the launch 

of three “experimental interventions” to 

determine whether there is bias in the NIH 

grant process is a step in the right direc-

tion (J. Mervis, “In ef ort to understand 

continuing racial disparities, NIH to test 

for bias in study sections,” ScienceInsider, 

9 June). However, grants are only one part 

of the greater bias that scholars of color 

encounter in their academic careers. 

The opportunity to address this bias 

begins with improving representation in 

academia. Black professors account for 

about 5% of full-time faculty in higher 

education (1). Latino and Native Americans 

Edited by Jennifer Sills
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are also woefully underrepresented in aca-

demia (2). Expanding representation would 

build a more robust peer network that 

scholars of color can turn to with questions 

about grant proposals, tenure, and other 

professional development needs.

Academics of color also have competing 

demands on time (3, 4), such as serving on 

more committees or additional mentoring 

requests. Although mentoring students 

is a positive outcome of having a diverse 

faculty—research shows that all students do 

better on campuses with a higher repre-

sentation of minority professors (5)—this 

demand still takes time away from research. 
Finally, there is the problem of gaining 

tenure. Researchers often face a lack of 

respect from the science community and 

their students, which leads to a trickle-

down ef ect across their department. 

Because they aren’t seen as qualifi ed candi-

dates, they are often passed over for tenure 

(6). It’s a reason we lose so many research-

ers of color to the private sector where their 

skills are welcomed as more marketable 

and profi table. 

Lisa Aponte-Soto

New Connections, Philadelphia, PA 19102, USA. 
Email: Laponte-soto@Equalmeasure.org
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TECHNICAL COMMENT ABSTRACTS

 Comment on “A histone acetylation 

switch regulates H2A.Z deposition by 

the SWR-C remodeling enzyme”

Feng Wang, Anand Ranjan, Debbie Wei, 

Carl Wu

Watanabe et al. (Reports, 12 April 2013, p. 

195) study the yeast SWR1/SWR-C complex 

responsible for depositing the histone 

variant H2A.Z by replacing nucleosomal 

H2A with H2A.Z. They report that reversal 

of H2A.Z replacement is mediated by 

SWR1 and related INO80 on an H2A.Z 

nucleosome carrying H3K56Q. Using 

multiple assays and reaction conditions, we 

fi nd no evidence of such reversal of H2A.Z 

exchange.

Full text at http://dx.doi.org/10.1126/science.

aad5921

Response to Comment on “A histone 

acetylation switch regulates H2A.Z 

deposition by the SWR-C remodeling 

enzyme”

Shinya Watanabe and Craig L. Peterson

Wang et al. report a failure to reproduce 

our biochemical observation that the 

INO80C and SWR1C/SWR1/SWR-C 

chromatin remodeling enzymes catalyze 

replacement of nucleosomal H2A.Z with 

H2A when the substrate contains H3-K56Q. 

They point to technical problems with 

our dimer exchange assay. In response, we 

have recapitulated our fi ndings using a 

mobility shift assay that was developed and 

employed by Wang and colleagues.

Full text at http://dx.doi.org/10.1126/science.

aad6398
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TECHNICAL COMMENT
◥

CHROMATIN

Comment on “A histone acetylation
switch regulates H2A.Z deposition by
the SWR-C remodeling enzyme”
Feng Wang,1 Anand Ranjan,2 Debbie Wei,1 Carl Wu1,2*

Watanabe et al. (Reports, 12 April 2013, p. 195) study the yeast SWR1/SWR-C
complex responsible for depositing the histone variant H2A.Z by replacing
nucleosomal H2A with H2A.Z. They report that reversal of H2A.Z replacement is
mediated by SWR1 and related INO80 on an H2A.Z nucleosome carrying H3K56Q.
Using multiple assays and reaction conditions, we find no evidence of such reversal
of H2A.Z exchange.

H
istone variant H2A.Z is deposited in chro-
matin by the adenosine triphosphate (ATP)–
dependent chromatin remodeling complex
SWR1/SRCAP/Tip60. Budding yeast SWR1
(also called SWR-C) catalyzes unidirection-

al, stepwise replacement of two histone H2A-H2B
dimers on the canonical nucleosome with H2A.
Z-H2B dimers (1–4). Watanabe et al. reported
that histone exchange in the reverse direction
—the replacement of nucleosomal H2A.Z-H2B
with H2A-H2B dimers—is mediated by SWR1
and the related INO80 complex on nucleosomes
harboring the histone H3K56Q substitution, a
mimic of H3K56 acetylation (5). We find no
evidence of such reverse activity for SWR1 or
INO80.
We used three methods to detect histone ex-

change. In an electrophoretic mobility shift assay
(EMSA) (3), replacement of nucleosomal H2A-
H2B or H2A.Z-H2B with histone dimers bear-
ing a 3xFlag tag gives a mobility shift of the
mononucleosome band on nondenaturing poly-
acrylamide gel electrophoresis (PAGE), one shift
per 3xFlag (Fig. 1). On the (H2A.Z-H2B-H3K56Q-
H4)2 (ZQ) nucleosome, SWR1 catalyzed no ex-
change of H2A.Z-H2B for the H2A-H2B-3xFlag
dimer (A-Flag). This was true under the reaction
conditions of Watanabe et al. (5) (Buffer I) or
Ranjan et al. (3) (Buffer II) (Fig. 1, A and B), but
the same dimers could be nonenzymatically ex-
changed by salt gradient dialysis (Fig. 1C). As
previously established on the canonical H2A
nucleosome containing wild type histone H3K56
(AK nucleosome), SWR1 catalyzed ATP-dependent

exchange of the H2A-H2B dimer for H2A.Z-H2B-
3xFlag (Z-Flag) (44% exchange, Buffer I; 58%
exchange, Buffer II) (Fig. 1, A and B). These
results obtained by F.W. were confirmed by A.R.
(Fig. 1D).
Watanabe et al. detected histone exchange

indirectly by Western blotting after native PAGE
(1, 5).We found no evidence for reversal of H2A.Z
exchange when the PAGE gel of Fig. 1D was proc-
essed for Western blot-chemiluminescence imag-
ing (Fig. 1E). To eliminate the possibility of tag
interference, we used a fluorescently labeled
histone dimer free of epitope tags for histone
exchange. SWR1 mediated no incorporation of
Cy3-labeled H2A-H2B (A-Cy3) on the ZQ nu-
cleosome but substantial ATP-dependent in-
corporation of Cy3-labeled H2A.Z-H2B (Z-Cy3)
on the AK nucleosome in Buffer I and Buffer II
(Fig. 1, F and G).
The INO80 complex mediated no exchange

of nucleosomal H2A.Z-H2B for H2A-H2B-3xFlag
on a centrally positioned ZQ nucleosome (Fig.
2A), whereas INO80 displayed its known histone
octamer sliding activity from one end of a long-
linker nucleosome to the mobility-retarded cen-
tral position (Fig. 2B). This absence of H2A.Z
reverse exchange demonstrated by F.W. (Fig.
2A) was confirmed by A.R. using EMSA (Fig. 1D)
and Western blot-chemiluminescence (Fig. 1E).
Furthermore, contrary to the report ofWatanabe
et al. (5), we detected no reversal of H2A.Z ex-
change using SWR1 complex purified from a
Swc2D strain, which is deficient for the major
DNA- and H2A.Z-binding component of SWR1
(3, 6) (Fig. 2C).
The source of these discrepancies is unclear, but

it is not due to the use of different affinity tags for
enzyme purification, as INO80 from the Peterson
laboratory also showed no reversal of H2A.Z ex-
change in our hands. It is unlikely to be due to
different nucleosome preparations, as two recon-
stitution procedures gave the same results (Figs.

1, A and B, and 2D). Under the same buffer con-
ditions and enzyme-substrate concentrations,
we find no evidence for their claim of 30%
nucleosomal H2A.Z exchange for H2A, within
the detection limits of quantitative EMSA (~0.03%
H2A-H2B-3xFlag) (Fig. 2E) or Western blot-
chemiluminescence.
Watanabe et al. cite reduced promoter occu-

pancy in vivo by H2A.Z in the H3K56Q yeast
strain as evidence consistent with SWR1-mediated
reverse H2A.Z exchange on the ZQ nucleosome.
Although we observed no reverse exchange, we
detected ~two-fold lower H2A.Z exchange in the
forward direction on the AQ nucleosome (Fig.
2F), consistent with their in vitro observations
(5). Because steady-state H2A.Z occupancy is a
function of deposition and eviction pathways,
the lower forward H2A.Z exchange could suffice
to explain reduced H2A.Z occupancy for the
H3K56Q strain.
Our findings conflict with Peterson and col-

leagues’ claims of reversal of H2A.Z exchange by
SWR1 and INO80. Irreproducibility of their find-
ings despite use of three detection modalities
compels consideration of other mechanisms for
H2A.Z eviction.
Experimental procedureswere as follows: Prep-

aration of nucleosomes, SWR1-Flag or INO80-
Flag complexes, andH2A/H2A.Z-H2B dimers was
as published (1, 3, 7). DNA purity of nucleosomes
were reconstituted by our laboratory protocol in
Fig. 2G. Histone exchange assays were as pub-
lished (2, 5, 8, 9).
Recombinant yeast histones were purified

individually following the Tsukiyama Labora-
tory (http://research.fhcrc.org/content/dam/stripe/
tsukiyama/files/Protocols/expression.pdf) or co-
purified as a dimer (H2A-H2B) (7). Nucleosomes
were reconstituted by mixing yeast histones and
unlabeled or Cy5-labeled 208 base pairs (bp)
Widom 601 DNA (31N30) or Cy5-N60 DNA,
followed by salt gradient dialysis according to
Luger et al. (10). Cy5-labeled reconstituted nu-
cleosomes were subsequently treated with l
DNA (1 mg l DNA per 4 pmol 601 DNA, in-
cubated for ~2 hours at 4°C) to bind residual
unincorporated histones and purified by 5 to
20% sucrose gradient sedimentation (100 ml to
150 ml sample load per 4.8 ml sucrose gradient,
Beckman SW55Ti rotor, 30,000 rpm, 17.1 hours,
5°C) following Ranjan et al. (3). Purity of nu-
cleosome fractions was confirmed by EMSA and
SYBR Green I staining (Fig. 2G). Alternatively,
the l DNA treatment was omitted, and nu-
cleosomes were used directly or purified on a
sucrose gradient as above (Fig. 2D). Yeast his-
tones H2A, H2A.Z, H2A.Z-K121C, H2B (for
H2A.Z-K121C-H2B), and H2B-3xFlag proteins
were expressed individually in Escherichia
coli, except for coexpression of H2A-K120C-
H2B. Cell pastes for H2A/Z and H2B (or H2B-
3xFlag) were resuspended and mixed before
sonication and histone dimer purification using
an established protocol (7). H2A-K120C-H2B
and H2A.Z-K121C-H2B were labeled with Cy3
following a protocol modified from Joo and
Ha (11).

RESEARCH
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Fig. 1. Histone exchange by SWR1. (A) EMSA shows Cy5-DNA (208 bp)
(12) nucleosome products (3) of forward and reverse H2A.Z exchange.
Typical 10-ml reaction contains 1 mM ATP, at 30°C for 1 hour in Buffer I
[70 mM NaCl, 10 mM Tris-HCl (pH8.0), 5 mM MgCl2, 0.1 mg/ml bovine
serum albumin (BSA), and 1 mM dithiothreitol (DTT)]. A 4-ml stop solution
(1 mg/ml salmon sperm DNA, 50 mM EDTA, 5 mM ATPgS) was added
before loading on 6% native mini-PAGE gel in 0.5X tris-borate EDTA,
followed by Cy5 scanning. Forward reaction % replacement = %AZ
band/2 + %ZZ band. (B) As in (A), using Buffer II (20 mM HEPES-KOH pH
7.6, 0.3 mM EDTA, 0.28 mM EGTA, 4% glycerol, 0.014% NP40, 0.8 mM DTT,

56 mM KCl, 5.6 mM MgCl2, 80 mg/ml BSA, and protease inhibitors). (C) EMSA
nucleosome markers harboring two H2A.Z-H2B (ZZ), one H2A-H2B-3xFlag
plus one H2A.Z-H2B (AFZ), and two H2A-H2B-3xFlag dimers (AFAF), pro-
duced by salt gradient dialysis after adding A-Flag dimer to the ZQ nu-
cleosome reconstitution mixture. (D) Nucleosomes after forward and
reverse H2A.Z exchange by SWR1 and INO80. (E) Anti-Flag Western blot-
chemiluminescence of the nondenaturing PAGE gels in (D) (2, 5). (F) As in
(A), except for H2A-K121C-Cy3-H2B dimer (A-Cy3) or H2A.Z-K120C-Cy3-
H2B (Z-Cy3). *, may be an asymmetrically positioned nucleosome. (G) As
in (F) using Buffer II.
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Fig. 2. Analysis of INO80 and SWR1 activities.
(A) Nucleosome products of H2A.Z exchange by
INO80, as in Fig. 1A. (B) Histone octamer sliding
(13) of end-positionedZQnucleosome (60-bp linker)
in Buffer I at 30°C for 1 hour. (C) SWR1 (Swc2D)
mutant exhibits neither reverse nor forward H2A.Z
exchange, as in Fig. 1A. (D)Nucleosomesafter reverse
H2A.Z exchange by SWR1, as in Fig. 1A, except that
ZQ nucleosomes were reconstituted with no sub-
sequent l DNA treatment, and with (*) and without
(**) sucrose gradient purification. (E) H2A.Z (ZZ)
nucleosomes(Fig. 1A),mixedwith increasingamounts
of nucleosomes bearing A-Flag dimers produced by
salt dialysis (Fig. 1C). % band intensities (Cy-5) of
AFAF nucleosome over AFAF + ZZ nucleosome in-
dicated. (F) Forward H2A.Z exchange by SWR1 on
AKandAQnucleosomes, as in Fig. 1A. (G) EMSAand
SYBR Green I DNA stain of purified nucleosomes in
sucrose gradient fractions.
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TECHNICAL RESPONSE
◥

CHROMATIN

Response to Comment on “A histone
acetylation switch regulates H2A.Z
deposition by the SWR-C
remodeling enzyme”
Shinya Watanabe and Craig L. Peterson*

Wang et al. report a failure to reproduce our biochemical observation that the INO80C and
SWR1C/SWR1/SWR-C chromatin remodeling enzymes catalyze replacement of nucleosomal
H2A.Zwith H2Awhen the substrate contains H3-K56Q.They point to technical problemswith our
dimerexchange assay. In response,we have recapitulatedour findings usingamobility shift assay
that was developed and employed by Wang and colleagues.

S
WR1C and INO80C are two yeastmembers
of the INO80 subfamily of remodelers (1).
Whereas SWR1C promotes replacement of
nucleosomal H2A/H2B dimers with H2A.
Z/H2B in an adenosine triphosphate (ATP)–

dependent reaction (2), we reported that INO80C
catalyzes the reverse dimer exchange reaction,
replacingH2A.Z/H2BdimerswithH2A/H2B (3–5).
A role for INO80C in removal ofH2A.Z is consistent
with global disruption of H2A.Z localization in
yeast strains lacking INO80C (3). Furthermore, we
found that this reverse reaction was stimulated
whennucleosomes contained acetylated lysine 56
of histone H3 (H3-K56Ac) or a substitution of
H3-K56 for glutamine (H3-K56Q) (5). Strikingly,
H3-K56Q or H3-K56Ac switched the substrate
specificity of SWR1C, inhibiting H2A.Z deposition
while promoting exchange ofH2A.ZwithH2A (5).
Furthermore, H3-K56Q altered the adenosine tri-
phosphatase (ATPase) properties of SWR1C. Nor-
mally, the ATPase activity of SWR1C is activated
byH2Anucleosomes and further stimulatedby free
H2A.Z/H2B dimers. However, we found that H3-
K56Q allowed both H2A and H2A.Z nucleosomes
to fully stimulate ATPase activity, and the enzyme
was insensitive to histonedimers (5). TheseATPase
data support the observation of altered substrate
specificity for dimer exchange activity.
In their Comment,Wuand colleagues used three

gel-based assays to monitor dimer exchange by
SWR1C and INO80C [Wang et al. (6)]. Although
their assays detectedH2A.Z deposition by SWR1C,
they did not observe the reverse reaction by either
SWR1Cor INO80C. Interestingly, they did observe
inhibitionofH2A.ZdepositionbyH3-K56Q, similar
to our previous results (5). They suggest that inter-
pretation of our published results may be con-
founded by technical problems with our dimer

exchange assay. Our assay involves incubation
of remodelers with recombinant yeast mono-
nucleosomes and recombinant yeast H2A/H2B
or H2A.Z/H2B dimers (3). Reaction products are
electrophoresed on polyacrylamide gel electro-
phoresis (PAGE) to separatemononucleosomepro-
ducts from free histones or other non-nucleosomal
products. Nucleosome integrity is monitored by
Western blot for H3 or by visualizing DNA with
ethidiumbromide, and dimer exchange is assayed
by Western blot. To avoid aggregation by free
histone dimers, the concentration of free dimers
is titrated for each experiment.With this assay, we

found that all dimer exchange activities are strongly
ATP-andenzymeconcentration–dependent (3,4,5,7).
Furthermore, in side-by-side comparisons, INO80C
catalyzed the reverse reaction (replacement ofH2A.
Z with H2A), but the SWI/SNF remodeler was in-
active (3). Likewise, SWR1C catalyzed the reverse
reaction with H2A.Z/H3-K56Ac or H2A.Z/H3-
K56Q nucleosomes but not with an unmodified
substrate (5). All results have been confirmed
numerous timeswith independentenzyme,histone,
and nucleosome preparations.Wu and colleagues
suggest that our results may be influenced by a
failure to stop reactions with excess DNA, al-
though they acknowledge that this cannot ex-
plain the ATP dependence (or enzyme specificity)
of our results. The altered ATPase parameters
of SWR1C with H3-K56Q nucleosomes cannot
be explained by the specifics of the exchange
assay.
To eliminate the possibility that our particular

assaymight have influenced results, we performed
reactions using the direct electrophoretic mobility
shift assay (EMSA) assay developed and employed
byWu and colleagues (8). Given the time frame
allowed for our response, we have focused on
INO80C. In their EMSA assay, the substrate is a
fluorescently labeledmononucleosome, anddimer
exchange ismonitoredby incorporation of a 3xFlag-
tagged histone dimer, which causes a shift in
mobility on PAGE. Using this assay, and anH2A.
Z/H3-K56Qnucleosome,weconfirmed that INO80C
catalyzes incorporationof3xFlag-taggedH2A(Fig. 1).
Importantly, this dimer exchange reactionwasATP-
dependent, and the amount of product increased
with increasing enzyme concentration and time
of incubation (Fig. 1). Interestingly, the reaction
appears to favor replacement of bothH2A.Z/H2B
dimers, because the slower migrating species
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Fig. 1. Histone exchange by INO80C. EMSA shows Cy5-DNA (200 base pairs) of yeast H2A.Z/H3-
K56Q mononucleosomes reconstituted on centrally located 601 nucleosome positioning sequence.
Arrows indicate nucleosomes containing two H2A.Z/H2B dimers (Z/Z), one 3xFlag-H2A/H2B dimer
(A/Z), or two 3xFlag-H2A/H2B dimers (A/A). Migration of each species was confirmed by assembly of
“marker” nucleosomes created by reconstitution with H3/H4 tetramers and mixtures of H2A.Z/H2B
and 3xFlag-H2A/H2B dimers. (A) INO80C catalyzes “reverse” dimer exchange. Reactions contained 10 nM
INO80C, 100 nM H2A.Z/H3-K56Q nucleosomes, and 100 nM 3xFlag-H2A/H2B dimers. ATP (2 mM) was
added as indicated. Reactions incubated 2 hours at 30oC in buffer [70 mM NaCl/10 mM Tris-HCl (pH8.0)/
5 mM MgCl2/0.1 mg/ml bovine serum albumin/1 mM dithiothreitol] ± 2 mM ATP as indicated. Stop
solution (1 mg/ml salmon spermDNA/50% glycerol) was added before loading on 6% native PAGE gel
in 0.5X tris-borate EDTA, followed by Cy5 scanning on GE Typhoon imager. (B) Reactions as in (A) but
samples incubated with 2 mM ATP for indicated times. (C) Reactions as in (A) and samples contained
indicated amounts of INO80C with 2 mM ATP.

 o
n 

Ju
ly

 2
1,

 2
01

6
ht

tp
://

sc
ie

nc
e.

sc
ie

nc
em

ag
.o

rg
/

D
ow

nl
oa

de
d 

fr
om

 

http://science.sciencemag.org/


accumulates at low enzyme concentrations and
at early timepoints. Thus, using either ourWestern
blot assay or the direct EMSA assay, INO80C
catalyzes replacement of H2A.Z/H2B with H2A/
H2B on an H2A.Z/H3-K56Q substrate.
At present it is not clear why theWu group is

unable to detect the reverse dimer exchange re-
action, even when using the same assay. As they
note, the differing results do not appear to be due
todifferentmethods of purifying enzymes, nor does
the problem appear to be due to differences with
recombinant histone dimers, as H2A/H2B dimers
provided by the Wu group were functional in our
hands. The only remaining variables are histone
octamers andnucleosome reconstitutions.We find
that yeast H2A.Z and H2A.Z/K56Q octamers do
not reconstitute efficiently and that great care has
to be taken to ensure that octamers do not contain
free histone tetramers or dimers. The success of
these dimer exchange reactions is highly sen-
sitive to the quality and concentrations of both
the reconstituted nucleosome and free dimers.

The only clear solution is to continue to share
reagents until the source of the technical problem
is identified.
The differing results obtained with gel-based

assays for histone dimer exchange reactions rein-
force the need for more sophisticated, solution-
based assays thatmonitor each of the steps in the
exchange reaction. Indeed, a previous fluorescence
resonance energy transfer–based study suggested
that the ATP-dependent steps of dimer exchange
may occur quite rapidly and that formation of a
product that is detectable by PAGE occurs on a
much slower time scale (9). We anticipate that
application of suchmethods will not only define
the detailed mechanism of dimer exchange by
INO80 subfamily members but that these more
quantitative toolswill enhance the reproducibility
of data obtained among groups.
Experimental procedureswere as follows: Puri-

fication of recombinant histones, reconstitution of
mononucleosomes, preparation of yeast histone
dimers, and purification of INO80C-TAP were as

published (3, 5, 10). Exchange assays were per-
formed as published (3, 5).
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REVIEW SUMMARY
◥

HIV-1 CURE

Latency reversal and viral clearance
to cure HIV-1
David M. Margolis,* J. Victor Garcia, Daria J. Hazuda, Barton F. Haynes

BACKGROUND:A central challenge to emer-
ging efforts to cure HIV infection is the persist-
ence of quiescent but replication-competent
proviral genomes in resting CD4+ T lympho-
cytes and, to an unknown extent, in other cell
populations. Targeted approaches are sought
to reverse latency, induce viral antigen expres-
sion within formerly latently infected cells,
and use immune clearance mechanisms to
eradicate persistent infection. Small-molecule
HIV latency-reversing agents (LRAs) capable
of modulating pathways that control HIV-1
latency are the first tools to be studied in this
effort. However, despite the successful rever-
sal of latency, the only clinical interventions
to date producing a significant decrease in the

viral reservoir involved bone marrow trans-
plantation. Moreover, whether the HIV-1 RNA
expression induced by LRAs leads to durable
viral protein presentation on the surface of
infected cells sufficient to allow immune me-
diated clearance is unknown. Because multiple
mechanisms are involved in maintaining the
transcriptional silence of HIV-1, a combination
of LRAs may be necessary to effectively per-
turb persistent HIV-1 infection. Defining the
cells that harbor persistent HIV-1 is techni-
cally challenging, burdening the development
of antilatency therapy. Last, immune interven-
tions designed to clear persistently infected
cells have yet to be combined with LRAs in a
successful, coordinated therapeutic strategy.

ADVANCES:Histone deacetylase (HDAC) in-
hibitors have been the most widely investi-
gated LRAs, inducing cell-associated HIV-1
RNA in four clinical studies. The complex na-
ture of the mechanisms that restrict HIV-1
expression of the population of latent inte-
grated proviruses suggests the hypothesis that

combinations of agents
could more effectively dis-
rupt latency. Numerous in
vitro studies support this
hypothesis, but thus far,
only one animal model
study used several LRAs;

although results appeared promising, the effect
of this combination was not directly assessed.
A study of latently infected cells obtained

from HIV-1+ donors on antiretroviral therapy
revealed that instantaneous reversal of latency
across all cells harboring integrated provi-
ruses may be challenging and suggests that
effective LRA strategies will likely need to be
delivered serially over time. This study also
illustrates the limitations of assessing the per-
sistence of latent infection via HIV-1 RNA
expression because a majority of such RNA tran-
scripts are defective and therefore irrelevant.
New approaches,such as novel techniques that
can quantitate the frequency of rare cells in a
large population that are capable of expressing
viral antigen, may surmount this challenge.
Other recent efforts have examined the ob-

stacles to clearance of persistent, latent infection.
For example, the latent reservoir harbors viral
mutant subspecies that have previously escaped
the extant antiviral immune response. Tissue
sanctuaries that may be poorly accessed by the
cytotoxic T lymphocyte (CTL) response have been
described, as has the potential for some LRAs to
interfere with CTL activity. Whether the extent
of antigen presentation induced by the current
generation of LRAs is sufficient to allow targeting
and clearance of infected cells remains unknown.

OUTLOOK:Although the challenges of latent
HIV-1 infection are daunting, the stability of
the latent pool over years of antiviral therapy
gives hope that an effective perturbation of
the homeostasis that maintains the latent pool
may allow substantial depletion, and eventually
eradication, of persistent infection. The steady
advances in animal models of HIV-1 latency,
tools for the assessment of persistent infection,
LRAs to disrupt latency, and emerging immu-
notherapeutics to clear persistently infected
cells suggest that the first effective combination
studies may be close at hand. Such studies will
likely represent progress toward the goal of
HIV-1 cure while also revealing new challenges
to be overcome.▪
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HIV latency.Potential obstacles to HIVeradication. (A) True virological and transcriptional latency,
with little HIV RNA expression, and no detectable HIV antigen presentation. (B) So-called “active
latency” with ongoing production of HIV RNA and antigen. (C) Proliferation of latently infected cells,
driven by homeostatic forces, or by dysregulation of the host gene program by a viral integrant,
without viral production. (D) The possibility that de novo infection occurs despite effective ART.
(E) Failure of immune clearance owing to viral epitope escape or host immune exhaustion.
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REVIEW
◥

HIV-1 CURE

Latency reversal and viral clearance
to cure HIV-1
David M. Margolis,1,2* J. Victor Garcia,2 Daria J. Hazuda,3 Barton F. Haynes4

Research toward a cure for human immunodeficiency virus type 1 (HIV-1) infection has joined
prevention and treatment efforts in the global public health agenda. A major approach to
HIV eradication envisions antiretroviral suppression, paired with targeted therapies to
enforce the expression of viral antigen from quiescent HIV-1 genomes, and immunotherapies
to clear latent infection. These strategies are targeted to lead to viral eradication—a cure
for AIDS. Paired testing of latency reversal and clearance strategies has begun, but
additional obstacles to HIV eradication may emerge. Nevertheless, there is reason for
optimism that advances in long-acting antiretroviral therapy and HIV prevention strategies
will contribute to efforts in HIV cure research and that the implementation of these efforts
will synergize to markedly blunt the effect of the HIV pandemic on society.

T
he human immunodeficiency virus (HIV)
has been a major burden on society since
the virus emerged over 30 years ago. But
in less than 2 decades, a remarkable in-
vestment and the resultant scientific prog-

ress across the biomedical research enterprise
and the pharmaceutical industry produced the
spectacular success that is now modern antiretro-
viral therapy (ART) (1). These advances trans-
formed HIV infection from a fatal disease into
a manageable chronic illness. The global implemen-
tation of ART and HIV prevention efforts are now
showing signs of blunting the HIV pandemic (2).
Despite these successes, the stigma of HIV

infection and its long-term societal and resource
costs remain a substantial challenge. Suppres-
sive, lifelong antiviral therapy alone cannot be
the final solution to the HIV pandemic, and
thus, recent efforts have focused on interven-
tions that can yield a drug-free remission of HIV
infection or even its cure. Drug-free immune
control of chronic HIV infection may exact a
toll on the host, and many may prefer the com-
plex goal of HIV eradication. At the individual
level, ART provides substantial long-term health
benefits, and so compared with other foreseeable
goals such as drug-free immune control of chronic
HIV infection, perhaps only the challenging goal
of HIV eradication may be acceptable to some. A
number of diverse and novel approaches aimed at
finding a cure for HIV are being explored, and
encouraging advances have emerged.

The challenge at hand is considerable and is
well illustrated both by a singular success and
several failures. In the case of Timothy Brown,
the Berlin patient, it seems that a series of com-
plex clinical events after the transplantation of
CCR5-deficient cells innately resistant to HIV
infection led to the complete clearance of in-
fected cells (3, 4). Although limited studies did
not detect latently infected cells in the Boston
patients after stem cell transplantation (5), or
in the Mississippi child (6) treated with potent
antiretroviral therapy in the first hours of life,
the absence of a durable and potent anti-HIV
immune response may have allowed viral re-
bound. There is little doubt that a considerable
and sustained effort will be needed in both basic
and translational research to transform these
clinical anecdotes into therapeutic approaches
that are safe and effective enough to be deployed
broadly against the HIV pandemic.

The beginnings of HIV cure research

The initiation of efforts to develop therapeutic
strategies to clear HIV infection has led to ad-
vances overcoming the obstacles to viral eradi-
cation and has illuminated new challenges. Proviral
latency—the persistence of quiescent but replication-
competent proviral genomes in resting CD4+ T
lymphocytes, and to an unknown extent in other
cell populations such as myeloid cells—is a cen-
tral problem for curative strategies (7). A central
approach to this problem envisions targeted ap-
proaches to reverse latency so that viral antigen
is expressed by a formerly latently infected cell
and becomes vulnerable to immune clearance
mechanisms. Further, such viral clearance mech-
anisms may require therapeutic or immunomod-
ulatory enhancement strategies such as reversal
of anti–HIV-1 effector cell exhaustion.
Host cell–mediated molecular mechanisms

maintain the quiescence of HIV-1 gene expres-
sion in infected resting CD4+T lymphocytes, and

these mechanisms are potential therapeutic
targets for disrupting latency (Fig. 1). One well-
defined mechanism contributing to maintenance
of latency is the recruitment of histone deacety-
lases (HDACs) to the HIV promoter in the long
terminal repeat (LTR), mediating the formation
of a repressive chromatin environment that in-
hibits LTR transcription and viral production
(8–13). The relevance of this mechanism has
been validated in resting CD4+ T cells obtained
from ART-treated, aviremic, HIV-infected indi-
viduals (10, 11, 14, 15–19). The potent HDAC
inhibitor, vorinostat induces HIV chromatin
acetylation and promoter expression in cell lines
and elicits virus production ex vivo from the
resting CD4+ T cells of HIV-infected patients
on suppressive ART. This effect is achieved with-
out cellular activation, up-regulation of HIV core-
ceptors, or de novo HIV infection, all of which
could increase the number of infected cells in the
host (20, 21). Direct proof-of-concept of latency
reversal has also been achieved in clinical studies,
in which increases in cell-associated HIV-1 RNA
production and/or plasma viremia was observed
after in vivo administration of the HDAC in-
hibitors vorinostat, panobinostat, or romidepsin
(22–25)—and in one study, the drug disulfiram
(26)—to ART-suppressed patients. However, thus
far none of these interventions alone has been
found to reduce the frequency of latently in-
fected cells.
Although these data are encouraging, chal-

lenges for the effective implementation of so-
called “latency-reversing agents” (LRAs) have
emerged. Several studies have suggested that
LRAs, at least when tested after a single drug
exposure in vitro, may disrupt latency in only
a subset of the population of latently infected
cells (27, 28). On the basis of these in vitro studies,
combinatorial LRA strategies are widely assumed
to be needed to effectively and comprehensively
purge the pool of replication-competent, integrated,
persistent HIV. Concepts include combining
HDAC inhibitors with histone methylation inhib-
itors (29), and protein kinase C (PKC) agonists
with HDAC inhibitors or bromodomain (BRD)
inhibitors (30). Toll-like receptor agonists, whose
mechanism of action as an LRA is not yet fully
defined (31, 32), have appeared promising in
nonhuman primate studies. Human trials to
test these concepts are in development.
More problematic for the discovery and devel-

opment of new LRAs is the challenge that the
preclinical models used for their study respond
in diverse ways to signals known to reverse la-
tency (33). Further, assays using cells from HIV+,
ART-treated patients may not fully recapit-
ulate the complexity of latency in vivo (34) be-
cause a single pulse of maximal mitogenic
activation in vitro does not disrupt latency in
all infected cells. This surprising observation
suggested that there might be absolute limi-
tations to the effectiveness of a single expo-
sure to even the most potent LRAs. Although
serial stimulation in vitro induces expression
of a larger proportion of the latently infected
population over time (35), the challenge of
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developing single or combinatorial therapies
that safely disrupt latency in all infected cells
over a clinically tractable period of time may
be considerable. An additional complication is
the recent appreciation that the majority of
species of cell-associated HIV RNA expressed
in latently infected cells contains substantial
mutations and deletions, largely because of the
action of APOBECs (apolipoprotein B mRNA
editing enzyme, catalytic polypeptide-like), a
family of cytidine deaminase proteins that ef-
ficiently restrict HIV expression (36). Therefore,
although the detection of HIV RNA within these
cells reveals past infection, many viral genomes
detected by means of RNA expression are
replication-incompetent. The predominance of
defective HIV DNA genomes (37) and incompetent
HIV RNA transcripts (34) pose a challenge for in-
vestigators wishing to quantify the latent reservoir
and evaluate strategies to deplete it.
Replication-competent HIV can be measured

by using the quantitative viral outgrowth assay
(QVOA). Although QVOA can measure the fre-
quency of truly latent proviral infection in cohorts
of stably treated patients, as documented by in-
dependent studies carried out over more than 2
decades (38, 39), the output represents a minimal
estimate of the frequency of persistent, latent
HIV infection (34). This leaves investigators in
a conundrum: Measures of integrated HIV DNA
vastly overestimate the frequency of true latent
HIV infection, as do (to a lesser extent) measures
of cell-associated HIV RNA, whereas the QVOA
underestimates the size of the latent reservoir.
We suggest that these problems could be cir-

cumvented by the development and implemen-
tation of more sensitive tools that could assess
latency reversal at the level of viral protein pro-
duction, or the presentation of viral antigen to
the immune system. Cells that are capable of
expressing viral proteins are more relevant than
cells that simply contain replication-defective
HIV DNA genomes or or express HIV RNA tran-
scripts. Such cells are likely to be more fre-
quent and more easily assayed than those that
produce functional virions. This is perhaps the
most relevant metric by which to evaluate la-
tency reversal because the current goal of latency
reversal is to create targets for immune-based
clearance.

The calculus of viral persistence:
Forces that drive the decay of the
latent reservoir

Because latent, persistent HIV infection was
described within the resting CD4+ memory T
cell, viral quiescence was initially thought to
derive principally from the quiescent cellular
state of the host T cell, an environment un-
favorable to HIV expression (40–43). Over the
next decade, studies of HIV transcriptional reg-
ulation did not refute that view but modified
it, as several specific cellular mechanisms were
described that served to enforce proviral quie-
scence (44). Some cellular mechanisms that
enforce proviral latency have now become the
rational targets of latency-reversing agents, seek-

ing to inhibit these silencing mechanisms and
allow expression of latent provirus (45, 46).
However, recent findings have reignited the

debate around two additional mechanisms that
could contribute to the persistence of replication-
competent provirus: cellular proliferation and
ongoing viral replication. HIV-infected patients
on long-term ART have now been found to have
identical HIV sequences integrated at the same
position in the host genome in multiple cells,
suggesting that the infected cells had descended
from an identical clone via cellular proliferation
(47, 48). However, the replication-competence of
these proliferating clones remains in question.
One study found that all of 75 integrated gen-
omes that were fully sequenced contained lethal
mutations or deletions and were replication-
incompetent (49). However, this finding should
be replicated and expanded because even a
small fraction of proliferating but replication-
competent HIV genomes could contribute sub-
stantially to viral persistence.

The contribution of other cell populations that
sequester HIV in a quiescent state and persist
for years despite ongoing ART also requires fur-
ther examination. Latent infection can be estab-
lished in vivo in naïve and transitional CD4 T
cells, stemmemory T cells, and g-d T cells (50–54).
But the durability of these potential reservoirs in
vivo is not understood. Similarly, whereas it is
clear that various myeloid cell populations can be
infected during untreated HIV viremia (54), the
contribution of the persistence of latent infection
in these populations to the HIV reservoir in ART-
suppressed patients is unclear (55, 56).
Last, the potential contribution of residual

virus replication and spread, despite ongoing
ART, to HIV persistence remains controversial.
Multiple controlled studies of ART intensification
have found that additional inhibitors of entry,
reverse transcription, integration, and viral pro-
tease function had no effect on low-level viremia,
arguing that low-level viremia was generated by
chronically infected cells and not by ongoing
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Fig. 1. HIV latency. Cellular pathways that enforce HIV latency are targets for LRAs. The escape of the
integration provirus from the latent state is restricted at several levels: epigenetic silencing of the proviral
promoter, transcription complex formation, transcript initiation, and transcription complex processivity.
Examples of inhibitors and inducers currently under study as potential LRAs are displayed.
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rounds of replication (57–63). However, in several
studies that added an integrase inhibitor to
ART-suppressed patients, transient changes in
forms of HIV 2-LTR DNA and/or reductions
in immune activation were seen, potentially be-
cause of ongoing replication (64, 65). HIV sequence
evolution might be expected in treated patients
in whom replication was ongoing. One study re-
ported this within lymph node tissue in patients
treated for 6 months (66), a relatively short pe-
riod of time after initiating ART, but other studies
found no evidence of evolution in plasma or tissues
in participants in whom durable suppression of
viremia had been established for years (67, 68).
Regardless of the final adjudication of these

issues, the overall calculus of persistent infection
is clear: Once durable and suppressive ART is im-
plemented, all measures of persistent HIV in-
fection are either stable or decay slowly over time.
Therefore, although any new persistent infec-
tions founded by cellular proliferation or residual
replication on a daily basis have the potential to
increase the number of latently infected cells,
this contribution is apparently slightly outweighed
by the number of cells that reactivate or die and
leave the quiescent pool on a daily basis (Fig. 2).
If this were not the case, the frequency of latent
infection would increase over time.
Although not the only possible approach to

eradicate HIV infection, the tools are now at
hand to implement latency-reversal strategies
that create a window of vulnerability within the
pool of latently infected cells. LRAs must be
implemented effectively in combination with
immunotherapeutic approaches that can clear
HIV-infected cells that present viral proteins in
the context of latency reversal. Such combination

eradication approaches, even if only modestly
effective, should result in substantial, measurable,
and reproducible depletion of persistent infec-
tion, the next major step in the development of
HIV eradication strategies.

Current approaches to clearance
of persistent HIV infection after
latency reversal

The clearance of residual HIV infection in the
context of prolonged suppression of viral repli-
cation by ART is a major challenge for the im-
mune system and for immunotherapeutics. The
targets for clearance are rare populations of cells,
induced to express HIV proteins in quantities
that are likely to be limited, for which the
duration and kinetics of antigen presentation
are unknown. Further, these cell populations may
be widely distributed across anatomical compart-
ments, and in many patients, the HIV-specific
immune response may have waned in the ab-
sence of recent antigen exposure and/or may
be dysfunctional or depleted owing to the effects
of HIV infection on the immune system. Al-
though CD8 T cells are highly effective in tar-
geting and clearing virus-infected cells, and
in HIV infection contribute to control of viremia,
Deng et al. highlighted the widespread prev-
alence of CD8 T cell escape mutations in viral
genomes found in the resting CD4 T cell re-
servoir (69). However, within these subjects, CD8
cells capable of targeting other epitopes that
lacked mutations were detectable in all patients
after peptide stimulation. This suggests that
although HIV can rapidly evade the immune
system in the setting of unchecked viremia,
HIV-infected individuals on ART possess effector

cell populations that may be capable of clearing
viral species within the latent reservoir.
It is also important to consider the effects of

agents used to reverse latency on the various
host immune mechanisms that are required to
recognize and clear the infected cells. The win-
dow of vulnerability induced by latency-reversing
agents must be judged not only by the extent of
antigen expression within the latent reservoir
of ART-suppressed, HIV-infected individuals, but
by the ability of immune mediators to act after
LRA exposure. One in vitro study suggested that
romidepsin and panobinostat—two HDAC inhib-
itors, the leading class of LRAs—might inhibit
the HIV-specific T cell response and thereby re-
duce the ability of the immune system to clear
infection after the reversal of latency (70). But in
this study and two others using autologous cells
from aviremic, HIV-infected patients on ART, the
antiviral activity of effector cells was unaffected
by exposure to the HDAC inhibitor vorinostat
(71, 72). Data from an ongoing study of pulsatile
vorinostat therapy given several times a week
revealed no evidence that vorinostat exposure
reduced the ability of CD8+ T cells or natural killer
cells to recognize and clear latently infected cells
induced to express HIV ex vivo (73, 74). Similarly,
Søgaard (25) found that three weekly doses of
romidepsin failed to measurably blunt the HIV-
specific T cell response in vivo. Nevertheless, the
possibility that, because of the very nature of
their cellular targets, LRAs may affect immune
function and therefore clearance of infected cells
in which latency has been reversed, is an important
issue that must be systematically assessed.
However, although LRAs can be selected for

minimal impact on the immune response, in
many individuals on stable, suppressive ART,
the low frequency of HIV-specific CD8+ T cell
responses may be insufficient to clear the latent
reservoir (75). As described above, this deficiency
may be related to CD8+ T cell escape mutations
archived in the latent reservoir that arose before
the implementation of ART (69, 76–78) and/or to
the dysfunctional, or “exhausted,” state of the
HIV-specific T cell seen in chronic infection (79).
Thus, strategies to strengthen HIV-specific T cell
immune responses may be needed.
A number of therapeutic HIV-1 vaccines that

might fill this need have been tested, including
whole inactivated virus, recombinant proteins
or viruses, DNA vectors, or dendritic cell pres-
entation of autologous antigens (80–84). Some
vaccines improved HIV-specific immune responses
(85), but none to date has allowed sustained ART
interruption. However, in such studies the vaccine-
induced immune response is asked to fully res-
train all HIV replication in the absence of ART,
an as-yet unmet milestone. However, for the
goal of eradication in the setting of ongoing
ART and antilatency therapies, the bar may be
much lower because viral replication and there-
fore viral escape is blocked in the presence of ART.
Further, a small number of vaccine trials have

measured the impact of the vaccine on the size
of the latent reservoir and seen either no sustained
impact on the reservoir (86) or, at best, a small,
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Fig. 2. Persistent, latent infection of memory CD4 cells decays slowly over time. Residual HIV
replication and proliferation of latently infected cells might increase the frequency of latent infection,
but these forces must be slightly outweighed by those that naturally deplete latent infection because
a slow decay of latent infection is uniformly seen in stably treated patients. The goal of antilatency
therapy is to effectively accelerate the clearance of persistent infection across all reservoirs of
persistent infection. This data, collected over 10 years ago (35), has recently been precisely reproduced
in a contemporary patient cohort using improved ART (36). [Adapted by permission from Macmillan
Publishers, Nature Med. 2003.]
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transient decline in the frequency of replication-
competent latent infection (87), below a threshold
predicted to be clinically relevant (38). This is
most likely due to the lack of viral expression
in latently infected cells, making these reser-
voirs insensitive to any immune response (7).
Last, such vaccines have not yet been tested

for specific characteristics that may be critical
to allow effective clearance of persistent HIV
infection: recognition of relevant epitopes in
the context of infection emerging from the latent
state; reduction of low-level viremia that persists
during ART; or decrease in the frequency of
latently infected cells (88, 89). These endpoints
should be considered in future studies as well as
use of those HIV-preventive vaccines that have
induced the greatest level of HIV-specific CD8+

cytotoxic T lymphocyte (CTL) in man (90). Vac-
cines that induce T cell responses against con-
served viral epitopes may contribute to the ability
to clear persistent HIV (91–94). Recent data have
demonstrated that attenuated cytomegalovirus
(CMV)–vectored SIV genes can induce CD8 CTL,
which might eradicate SIV-infected CD4 T cells,
as 50% of macaques appeared cured of acute in-
fection (95, 96). A portion of CMV-induced CD8
T cells recognize SIV-infected CD4 T cells atypically
via major histocompatibility complex class II and
human lymphocyte antigen E, potentially repre-
senting a new approach to the clearance of re-
troviral infection (96, 97). Understanding the
mechanisms of atypical CD8 T cell killing of
retroviral-infected CD4 T cells and validation of
the safety and efficacy of CMV-vectored approaches
in humans is needed.
Antibodies that can specifically direct immune

clearance of HIV-infected cells are a new area of
HIV cure research. Cocktails of broadly neutral-
izing antibodies derived from HIV-infected indi-
viduals can bind to virions and virus-infected
CD4 T cells and may be useful tools for curative
strategies (98, 99). Other non-neutralizing HIV
antibodies have been isolated that selectively
target virus-infected CD4 T cells. Engineering
of these Env-targeting antibodies into bispecific
antibodies or chimeric dual-affinity retargeting
antibodies (DARTS) that can target CD8 effector
cells to HIV-infected CD4 T cells is a promising new
strategy (72, 100, 101). Novel immune-augmenting
strategies, such as adjunctive treatment with
immune checkpoint inhibitors, might reawaken
an extant but exhausted or diminished immune
response and facilitate clearance of viral reser-
voirs (102).

Testing latency reversal and clearance

Although informative studies of latency rever-
sal and clearance strategies can be executed in
ex vivo tissue culture models, a full analysis of
curative strategies must be performed in animal
model studies and human clinical trials. Like all
HIV-infected cells, latently infected cells exist
predominantly in tissues, and some anatomic
compartments may differ in drug penetrance
or in the access of components of the cellular
and humoral immune response. Therefore, com-
prehensive studies of latency reversal and clear-

ance strategies require extensive tissue monitoring
and sampling that is both practically and ethically
untenable in human studies. Although it is
fortunate that both humanized mouse models
and nonhuman primate models have recently
been advanced so that infection and ART can
be reliably used, both models could benefit from
further optimization in order to address the most
relevant questions related to HIV cure research.
Novel humanized mice models such as the

bone marrow–liver-thymus (BLT) mouse, the
T cell–only mouse (ToM), and the recently de-
scribed Myleoid-only mouse (MoM) serve effect-
ively in this capacity (54, 103). Humanized BLT
mice exhibit systemic human reconstitution, in-
cluding in the brain, gut, and vaginal mucosa,
with a complete and functional human immune
system. By virtue of only having human T cells,
ToM allow for the investigation of latency pure-
ly in this important compartment. In both of
these models, HIV establishes a chronic, lifelong
infection from which latently infected cells can
be isolated after suppression of viremia ART
(104, 105). Similarly, the availability of a mod-
el devoid of human T cells but with a full com-
plement of myeloid cells (MoM) allows for the
investigation of the contribution of macrophages
to HIV latency and persistence in the complete
absence of human T cells. The utility of hu-
manized mice for the in vivo analysis of LRAs
and clearance strategies has been demonstrated
(99, 103, 106). BLT and ToM mice allow (i) the
evaluation of different types of highly relevant
viruses for infection, (ii) the analysis of latency
and persistence by virtually all human cell types
that are targets of HIV infection in both the
periphery and tissues, (iii) the evaluation of new
and established antiretroviral drug interventions,
and (iv) the evaluation of novel induction and
killing approaches (106). Other humanized mouse
models have been successfully used to evaluate
broadly neutralizing antibodies and combina-
tion induction therapy, with encouraging results
(99, 107, 108). In addition, because humanized
mice represent a complex system featuring
virtually all cell types that are important for
adaptive immune responses, they can be useful
for the in vivo evaluation of novel approaches to
curing HIV that are based on biological mol-
ecules as well as gene and cell therapies.
Pathogenic models of SIV infection in the

rhesus macaque have also been used in HIV
cure research, following the formulation of ART
similar in composition, safety, and efficacy to
those that have been used in humans. ART
regimens now consistently suppress SIV viremia
to levels below detection (less than three copies
per milliliter of plasma) of the most sensitive
assays, thus reaching viral suppression compa-
rable with that in HIV-infected humans (109–111).
The availability of such sensitive viral detection
assays in both animal models may now allow the
field to address critical questions in the context of
ongoing ART in vivo.
Thus, human testing of latency reversal and

clearance strategies is needed. In selected set-
tings, experimental agents that have already

advanced to human testing in venues such as
oncology may be more rapidly brought forward
for proof-of concept studies in man. But initial
evaluation of novel agents or combinations will
still likely require testing in animal models.
Where exhaustive analysis of tissue is needed,
animal models will continue to be integral to
research advances, although when possible, im-
mune tissues in human clinical trials should be
examined. For example, specialized structures
in lymph nodes called lymphoid follicles are en-
riched for viral infection, and CTL responses have
recently been shown to be restricted at these
sites (112). The ability of diverse eradication
strategies to deliver effectors to such potential
sanctuaries can be carefully tested only in such
in vivo models.

Conclusion: The synergies of cure
and prevention

Research toward HIV eradication began with
the success of ART, followed closely by the de-
scription of latent, persistent infection. The
daunting problem of proviral latency and the
failure of initial eradication efforts (113) led to
a long hiatus in such efforts, but these were
renewed after the report of an HIV cure in the
Berlin patient (3) and the initial description of
a LRA (22). The next major advance will likely
be the demonstration, outside of the context
of bone marrow transplantation, of substantial
depletion of persistent infection when effec-
tive LRAs are appropriately paired with a viral
clearance strategy that delivers active effector
cells to the sites of induced viral expression.
Years of longitudinal measurements have sug-
gested a benchmark for such trials: a decrease by
a factor of at least 6 of the frequency of replication-
competent HIV within the resting CD4+ T cell
reservoir after an intervention, a decline that is
rarely seen on ART alone. Such a depletion of
latent infection shown by means of QVOA would
be expected to correlate with a depletion of the
total replication-competent latent reservoir, a
meaningful step toward the goal of HIV eradica-
tion (38). Already, the decades of investment in
the development of a prophylactic HIV vaccine
and other preventive strategies have paid un-
expected dividends; this research pipeline pro-
vides key knowledge and research tools needed
to implement effective HIV clearance strategies.
However, it is very likely that additional

advances will be needed to allow durable re-
mission of viremia in the absence of ART or,
eventually, eradication of HIV infection. This
challenge is poignantly illustrated by the case
of the “Mississippi child,” in whom ART was
interrupted after treatment for the first 18
months of life, and a remission of viremia lasted
27 months before a robust viral rebound mimick-
ing primary infection (6). In this child, the viral
reservoir was too small to measure, and aviremia
in the absence of an HIV-specific immune
response presumably was maintained by the
intrinsic quiescence of latently infected cells.
This scenario also suggests a third interven-

tion that should be added after therapeutic
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disruption of HIV latency and clearance of cel-
lular reservoirs of persistent infection: protection
against viral rebound and new HIV infection. As
the field of HIV vaccine development moves
forward, prophylactic vaccines should be de-
ployed as the last step in an HIV latency re-
versal and clearance strategy, both to prevent
viral rebound that might emanate from rare
latently infected cells that have survived the
initial rounds of latency reversal and clearance,
and to protect against new HIV infection in this
at-risk patient population. The prevention of re-
infection is an important public health measure,
given the substantial health care investment
likely to be needed to achieve durable remission
or cure of HIV infection.
The past 5 years have seen a substantial new

investment in HIV cure research from govern-
ments, foundations, and industry. Advances and
new insights into the nature of the problem
have marked the founding of this new field of
endeavor. Key insights into the diverse and
complex biology of persistent HIV infection
have been made. A diverse portfolio of LRAs is
under study, and a pipeline for the development,
testing, and validation of new agents now exists.
A variety of approaches to imbue an effective
anti–HIV-1 response to mediate viral clearance
are under study, and some are entering clinical
testing. Clearly much work and many challenges
lie ahead, but if novel scientific insights can
be brought to bear in clinically effective ways,
the era marked by the benefits of ART may be
followed by one in which ART is no longer a life-
long necessity. And as HIV vaccine science con-
tributes to efforts to eradicate persistent HIV
infection, the fields of HIV prevention, treat-
ment, and cure will create the tools to move
us toward a world without AIDS.
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Synthetic recombinase-based state
machines in living cells
Nathaniel Roquet, Ava P. Soleimany, Alyssa C. Ferris, Scott Aaronson, Timothy K. Lu*

INTRODUCTION: Living systems execute reg-
ulatory programs and exhibit specific pheno-
types depending on the identity and timing of
chemical signals, but general strategies for
mimicking such behaviors with artificial ge-
netic programs are lacking. Synthetic circuits
that produce outputs only depending on sim-
ultaneous combinations of inputs are limited
in their scale and their ability to recognize dy-
namics because they do not uniquely detect or
respond to temporally ordered inputs. To address
these limitations, we developed and experimen-
tally validated a framework for implementing
state machines that record and respond to all
identities and orders of gene regulatory events
in living cells.

RATIONALE:Webuilt recombinase-based state
machines (RSMs) that use input-driven recom-

binases to manipulate DNA registers made up
of overlapping and orthogonal pairs of recom-
binase recognition sites. Specifically, chemical
inputs express recombinases that can perform
two types of irreversible operations on a reg-
ister: excision if their recognitionsites are aligned,
or inversion if their recognition sites are anti-
aligned. The registers are designed to adopt a
distinct DNA sequence (“state”) for every pos-
sible “permuted substring” of inputs—that is,
every possible combination and ordering of in-
puts. The state persists even when inputs are
removed and may be read with sequencing or
by polymerase chain reaction. Usingmathemat-
ical analysis to determine how the structure of
a RSM relates to its scalability, we found that
incorporating multiple orthogonal pairs of rec-
ognition sites per recombinase allows a RSM to
outperform combinational circuits in scale.

Genetic parts (made up of promoters, ter-
minators, and genes) may be interleaved into
RSM registers to implement gene regulation
programs capable of expressing unique com-
binations of genes in each state. In addition,
we provide a computational tool that accepts

a user-specified two-input
multigene regulation pro-
gram and returns corre-
sponding registers that
implement it. This search-
able database enables fac-
ile creation of RSMs with

desired behaviors without requiring detailed
knowledge of gene circuit design.

RESULTS:Webuilt two-input, five-state RSMs
and three-input, 16-state RSMs capable of re-
cording every permuted substring of their
inputs. We tested the RSMs in Escherichia
coli and used Sanger sequencing to measure
performance. For the two-input, five-state RSM,
at least 97% of cells treated with each permuted
substring of inputs adopted their expected state.
For the three-input, 16-state RSM, at least 88%
of cells treated with each permuted substring of
inputs adopted their expected state, although
weobserved 100% formost treatment conditions.
We used these two- and three-input RSMs

to implement gene regulation programs by in-
terleaving genetic parts into their registers.
For the two-input, five-state system,wedesigned
registers for various gene regulation programs
using our computational database and search
function. Four single-gene regulation programs
and one multigene regulation program (which
expressed a different set of fluorescent reports
in each state) were successfully implemented in
E. coli, with at least 94% of cells adopting their
expected gene expression profile when treated
with each permuted substring of inputs. Lastly,
we successfully implemented twodifferent three-
input, 16-state gene regulation programs; one of
these—a three-inputpasscodeswitch—performed
with at least 97% of cells adopting the expected
gene expression behavior.

CONCLUSION:Our work presents a powerful
framework for implementing RSMs in living
cells that are capable of recording and respond-
ing to all identities and orders of a set of chem-
ical inputs. Depending on desired applications,
the prototypical inducible systems used here to
drive the RSMs can be replaced by sensors that
correspond to desired input signals or gene
regulation events. We anticipate that the in-
tegration of RSMs into complex living systems
will transform our capacity to understand and
engineer them.▪
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Summary of a three-input, 16-state RSM. (A) The RSM mechanism. A chemical input induces
the expression of a recombinase (from a gene on the input plasmid) thatmodifies a DNA register
made up of overlapping and orthogonal recombinase recognition sites. Distinct recombinases
can be controlled by distinct inputs. These recombinases each target multiple orthogonal pairs
of their cognate recognition sites (shown as triangles and half-ovals) to catalyze inversion (when
the sites are anti-aligned) or excision (when the sites are aligned). (B) The register is designed to
adopt a distinct DNA state for every identity and order of inputs.Three different inputs—orange,
blue, and purple—are represented by colored arrows, each of which expresses a distinct recombinase.
Unrecombined recognition sites are shaded; recombined recognition sites are outlined.
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Synthetic recombinase-based state
machines in living cells
Nathaniel Roquet,1,2,3,4 Ava P. Soleimany,1,2,3 Alyssa C. Ferris,1,2,3,5

Scott Aaronson,3 Timothy K. Lu1,2,3,4,6*

State machines underlie the sophisticated functionality behind human-made and natural
computing systems that perform order-dependent information processing. We developed a
recombinase-based framework for building state machines in living cells by leveraging
chemically controlled DNA excision and inversion operations to encode states in DNA
sequences. This strategy enables convenient readout of states (by sequencing and/or
polymerase chain reaction) as well as complex regulation of gene expression.We validated our
framework by engineering state machines in Escherichia coli that used one, two, or three
chemical inputs to control up to 16 DNA states. These state machines were capable of
recording the temporal order of all inputs and performing multi-input, multi-output control of
gene expression. We also developed a computational tool for the automated design of gene
regulation programs using recombinase-based state machines. Our scalable framework
should enable new strategies for recording and studying how combinational and temporal
events regulate complex cell functions and for programming sophisticated cell behaviors.

S
tate machines are systems that exist in any
of a number of states, in which transitions
between states are controlled by inputs (1).
The next state of a given state machine is
determined not only by a particular input,

but also by its current state. This state-dependent
logic can be used to produce outputs that are
dependent on the order of inputs, unlike in com-
binational logic circuits wherein the outputs are
solely dependent on the current combination of
inputs. Figure 1 depicts a statemachine that enters
a different state for eachpermuted substringof two
inputs A and B, by which we refer to each distinct
combination and ordering of those two inputs:
{no input, A only, B only, A followed by B (A →
B), B followed by A (B→ A)}.
Synthetic statemachines that recordandrespond

to sequencesof signalingandgene regulatory events
within a cell could be transformative tools in the
study and engineering of complex living systems.
For example, in human development, progenitor
cells differentiate into specific cell types with dis-
parate functions determined by the timing and
order of transcription factor (TF) activation (2, 3).
This information has allowed researchers to pro-
gram human stem cells into differentiated cells

(4, 5), and conversely, reprogram differentiated
cells into stem cells by means of exogenous, se-
quential TF activation (6, 7). However, the tempo-
ral organization of TF cascades that drive different
cell lineages remains largely unknown. State ma-
chines that record and actuate gene expression
in response to the order of TF activation in in-
dividual cells would be useful for understanding
and modulating these differentiation processes.
Such state machines may also improve our

understanding of disease progression, which can
also depend on the appearance and order of extra-
cellular and intracellular factors. For example, in
cancer, the temporal order of genetic mutations in
a tumor can determine its phenotype (8). Similarly,
in both somatic diseases andpathogenic infections,
preadaptation of disease cells to different envi-
ronmental conditions may affect the way the cells
behave and respond to drug treatments (9–12).
Integrating state machines into disease models
and subsequently analyzing the history of cells
that survive treatment would be useful for under-
standing howdisease progression affects therapeutic
response.
Despite their potential to transform the under-

standing and engineering of biological systems,
complex functional statemachines have yet to be
implemented in living cells because of a lack of
scalable and generalizable frameworks (13). Oishi
et al. proposed a theoretical CRISPR interference-
based strategy for building state machines in
living cells, in which state is encoded epigenet-
ically (14). In contrast, we developed a scalable
recombinase-based strategy for implementing
state machines in living cells, in which a given
state is encoded in a particular DNA sequence.
The direct storage of state information in the
DNA sequence ensures that it is maintained stably

andwithminimal burden to the cell. Recombinases
have been used to implement switches (15–19),
chemical pulse counters (20), Boolean logic gates
integrated with memory (21, 22), and temporal
logic (23). We used them to implement scalable
statemachines, such as those that can distinguish
among all possible permuted substrings of a set
of inputs with unique gene expression outputs.
We refer to our state machine implementations
as recombinase-based state machines (RSMs).

Recombinase-based state machine parts
and operations

In a RSM, inputs are defined by chemical signals,
and state is defined by the DNA sequence within
a prescribed region of DNA, termed the register.
Chemical signals mediate state transitions by in-
ducing the expressionof large serine recombinases
that catalyze recombination events on the register,
thereby changing the state. Specifically, each re-
combinase recognizes a cognate pair of DNA re-
cognition sites on the register, attP (derived from
aphage) and attB (derived from its bacterial host),
and carries out a recombination reaction between
them, yielding attL and attR sites (made up of
conjoined halves of attB and attP) (24, 25). In the
absence of extra cofactors, this reaction is irre-
versible (fig. S1 and text S1) (26–28). Each site in a
cognate attB-attP pair has a matching central di-
nucleotide that determines its polarity (29, 30). If
the two sites are anti-aligned (oriented with op-
posite polarity) on the register, then the result of
their recombination is the inversion of the DNA
between them (Fig. 2A and fig. S2A). Alternatively,
if the two sites are aligned (oriented with the same
polarity) on the register, then the result of their
recombination is the excision of the DNA between
them (Fig. 2B and fig. S2B). DNA segments that
are excised from the register are assumed to be
lost because of a lack of origin of replication.
When there aremultiple inputs to a RSM, they

can each drive distinct recombinases that oper-
ate only on their own attB-attP pairs. At least 25
(putatively orthogonal) large serine recombinases
have been described and tested in the literature
(18, 25), and bioinformatics mining can be used
to discover even more (18). Recognition sites for
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S1
A

B

S2

S4

B

A

S3

S5

Inputs: { A, B }
States: { S1, S2, S3, S4, S5 }

Fig. 1. Example of a state machine. Nodes rep-
resent states; arrows represent transitions between
states mediated by inputs. Each of the possible
permuted substrings of the two inputs A and B
generates a unique state.
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multiple recombinases may be arranged in sev-
eral different ways on the register. If attB-attP
pairs from different recombinases are nested
or overlapping, then the operation of one recom-
binase can affect the operation of subsequent
recombinases—either by rearranging the relative
orientation of their attB and attP sites or by
excising one or both sites in a pair from the

register—thereby precluding any type of down-
stream operation on these sites. For example, if
we consider the initial register design in Fig. 2C,
applying input B → A leads to a unique DNA
sequence, but applying A→ B leads to the same
DNA sequence we would expect if we only ap-
plied A, because the A-driven recombinase excises
a site for the B-driven recombinase.

We measure the “information capacity” of a
RSMby the number of distinct states it can access,
and hence the number of permuted substrings of
inputs it can distinguish. Given the noncommu-
tative nature of recombinase operations on a reg-
ister, onemight naïvely believe that the information
capacity of RSMswould behave likeN! forN inputs.
But if aRSMisdesigned such that each input-driven
recombinase only has one attB-attP pair on the
register, the information capacity of the RSM
never exceeds 2N, which is the result we would
expect if recombinase operations were commu-
tative (Box 1 and text S2). To circumvent this in-
formation bottleneck, registersmust be designed
with multiple orthogonal attB-attP pairs per re-
combinase. Orthogonal attB-attP pairs for a large
serine recombinase can be engineered by mutat-
ing the central dinucleotide of each site in the
native attB-attP pair (29–31). Pairs of sites with
the same central dinucleotide sequence should
recombine, but they should not recombine if the
central dinucleotide sequences do notmatch (Fig.
2D and fig. S2C).

Building a two-input, five-state RSM

To implement a RSM that enters a different state
(five in total) for every permuted substring of two
inputs, it was sufficient to use two orthogonal
attB-attP pairs for one recombinase and one attB-
attP pair for the other recombinase. Figure 3A
shows the RSM design and a detailed represen-
tation of its state diagram. This RSM is com-
posed of two plasmids: an input plasmid and an
output plasmid. The input plasmid, at a high copy
number, expresses two large serine recombinases,
BxbI and TP901, from the anhydrotetracycline
(ATc)–inducible PLtetO promoter and the arab-
inose (Ara)–inducible PBAD promoter, respec-
tively. The output plasmid, at a single copy
number, contains the register that is modified
by the recombinases expressed from the input
plasmid.

aad8559-2 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

b ca

attB-attP

b ca

b ca ca

b ca d e b ca d e

attL-attR

input A input B
b ca d e

ba e

b ea

d ebc

c d

a

input A

Fig. 2. Rules of recombination on a register. The register is depicted as an array of underscored
alphabet symbols (arbitrary DNA) and shape symbols (recognition sites). (A) If sites in an attB-attP
pair are anti-aligned, then the DNA between them is inverted during recombination. (B) If sites in
an attB-attP pair are aligned, then the DNA between them is excised during recombination. (C) Multiple
inputs can drive distinct recombinases that operate on their own attB-attP pairs. In this example, input A
drives the orange recombinase and input B drives the blue recombinase. (D) Multiple orthogonal attB-
attP pairs for a given recombinase can be placed on a register. Here, distinct shapes denote two pairs of
attB-attP. Up to six orthogonal and directional attB-attP pairs can be created per large serine recombinase
(31). Figure S2 gives more detail on the recombination reactions shown here.

Output plasmidInput plasmid

PLtetO

BxbI

PBAD

TP901

a b c d e f g
S1:

a b c f g a f e c d b g
S2: S3:

a f c b g a f c e d b g
S4: S5:

ATc Ara

ATcAra

= % of cells in expected state

= % of cells not in expected state 

S1
100

S2
99

S3
100

S4
97

S5
97

Chemical inputs: { ATc, Ara }

Recombinase recognition sites:

= unrecombined TP901 sites *

= recombined TP901 sites

= unrecombined BxbI sites

= recombined BxbI sites

*Recognition sites with different 
symbol shapes do not cross react

DNA states: { S1, S2, S3, S4, S5 }

Key:

Arbitrary DNA sequences: { a, b, ... , g }

Register

Fig. 3. Designing and validating a two-input, five-state RSM. (A) The two plasmids used to implement the RSM (top) and a detailed state diagram demonstrating the
resulting register for each permuted substring of the two inputs (ATc and Ara; bottom). (B) The performance of the RSM in E. coli. Nodes represent populations of cells
inducedwith permuted substrings of the inputsATc (orange arrow) andAra (blue arrow).Cultureswere treatedwith saturatingconcentrations of each input (ATc, 250ng/ml;
Ara, 1% w/v) at 30°C for 18 hours in three biological replicates. Node labels indicate the expected state [corresponding to (A)] and the percentage of cells in that state as
determined by Sanger sequencing of colonies from individual cells in each population (at least 66 cells totaled over all three biological replicates).
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The register is initially composed of an aligned
BxbI attB-attP pair and two anti-aligned and
orthogonal TP901 attB-attP pairs. If ATc is intro-
duced first to the system, then BxbI is expressed
and excises the DNA inside of its cognate recog-
nition site pair, which includes a recognition
site for TP901. Subsequent introduction of Ara
to the system induces the expression of TP901,
which recombines its cognate recognition sites
on the outer edge of the register, thus inverting
everything in between. Conversely, if Ara is intro-
duced first to the system, then the outer TP901
sites invert everything between the edges of the
register and the inner TP901 sites invert an inner
portion of the register, thus setting the BxbI rec-
ognition sites into an anti-aligned configuration.
Subsequent application of ATc to the system
inverts the sequence of DNA between the BxbI
sites. As a result, each permuted substring of the
inputs yields a distinct DNA sequence on the
register.
To evaluate the performance of the RSM in

Escherichia coli, we grew five populations of
cells that were treated with all five permuted
substrings of the inputs ATc and Ara (no input,
ATc only, Ara only, ATc → Ara, and Ara→ ATc).
We Sanger-sequenced the register in colonies of
at least 22 cells from each population in each of
three biological replicates to determine the per-
cent of cells with the expected DNA sequence
(Fig. 3B) (32). At least 97% of all cells treated
with each permuted substring of inputs adopted
the expected state, thus confirming the fidelity
of our RSM. Table S1 provides information for
the sequenced registers that were not in the ex-
pected state.
Because our Sanger sequencing readout of

state was low-throughput, we also developed a
quantitative polymerase chain reaction (qPCR)–
based method to conveniently interrogate state
on a population-wide level. The excision and in-
version of DNA segments in our register permitted
the design of primer pairs that were amplified
in some states but not others. We created a
computer program, the PCR-based state inter-
rogation tool (PSIT), to identify all possible sets
of primer pairs that uniquely identify each state
of a given register (fig. S3 and appendix S2). For
our two-input, five-state RSM, we chose a set of
three primer pairs and performed qPCR on DNA
that was isolated from each population of cells
treated with all possible permuted substrings of
the ATc and Ara inputs. The fractional amount
of register DNA amplified was calculated for
each primer pair in our set and was compared to
what we would expect if all cells in each pop-
ulation adopted just one of the five possible
states (32). In agreement with our sequencing
results, the qPCR measurements of all exper-
imental populations were most similar to what
we would expect if all cells in each population
adopted their expected state (fig. S4).

Scaling RSMs

We developed a modular register design strategy
for building RSMs that enter a distinct state for
every permuted substring of inputs (approximately

eN! states for N inputs; see table S2 and texts S4
and S5). For N inputs, the design strategy uses
N – 1 recognition sites per recombinase, and hence
is limited to register designs for up to seven inputs
(13,700 states) because only six orthogonal and
directional attB-attP pairs can be created per large
serine recombinase (31).
Because the two-input, five-state RSM shown

in Fig. 3A represents only a marginal improve-
ment in information capacity over two-input,
four-state systems achievable by combinational
computation, we sought to further demonstrate
the information capacity enabled by our RSM
framework by scaling to a three-input, 16-state
RSM (Fig. 4A and fig. S5). The input plasmid
for this state machine expresses an additional
recombinase, A118, under a 2,4-diacetylphloro-
glucinol (DAPG)–inducible PPhlF promoter system,
and its register uses two orthogonal attB-attP
pairs for each of the three recombinases (fol-
lowing the design strategy in text S5).
To evaluate the performance of this RSM in

E. coli, we grew 16 populations of cells that were
treated with all 16 permuted substrings of the
inputs ATc, Ara, and DAPG. We sequenced the

register in colonies of five or six cells from each
population in each of three biological replicates
to determine the percentage of cells with the
expected DNA sequence (Fig. 4B) (32). In most
populations, 100% of the cells adopted their ex-
pected state, and even in the worst-performing
population (ATc→ Ara → DAPG), 88% of cells
adopted their expected state. Table S1 provides
information for the sequenced registers that were
not in the expected state. We also measured the
predominant state of each population by qPCR
with a set of six primer pairs elucidated by PSIT
(32). In agreement with the sequencing results,
the qPCRmeasurements for all experimental pop-
ulations were most similar to what we would ex-
pect if all cells in each population adopted their
expected state (fig. S6).

Gene-regulatory RSMs

Our state machine framework enables the cre-
ation of state-dependent gene regulation programs
that specify which genes should be expressed or
not expressed in each state. This could be useful
for a wide range of biological applications, such
as programming synthetic differentiation cascades,
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Box 1. Mathematical discussion of RSMs.

If a RSM with N inputs is designed such that each input-driven recombinase only has one
attB-attP pair on the register, the number of states cannot exceed 2N.To prove this important
claim, we first introduce the concept of irreducibility. An irreducible string of recombinases is
one in which, when the recombinases are applied to a register in the given order, each
recombinase performs an operation (excision or inversion) on the register. We can make the
following two statements about irreducible strings:

Statement 1: Every possible state of a register must be accessible by the application of
some irreducible string of recombinases.This follows from considering that (i) each state is
the result of a string of recombination operations, and (ii) the string of recombinases corresponding
to that string of recombination operations is irreducible by definition.

Statement 2: Assuming a register with one attB-attP pair per recombinase, all irreducible
strings from the same subset of recombinases generate the same state on the register.
This follows from considering that (i) all rearrangeable DNA segments on the register are
flanked on both sides by attB and/or attP sites belonging to the subset of recombinases
being applied; (ii) by the definition of irreducibility, each recombinase in the irreducible
string will catalyze recombination between its attB-attP pair; and (iii) when recombination
between attB and attP sites occurs, they always form the same junctions: The back end of
the attB will join the front end of the attP, and the front end of the attB will join the back end of
the attP. Therefore, all rearrangeable DNA segments will form the same junctions after
an irreducible string of recombinases is applied, regardless of the order in which those
recombinases are applied.

Now to prove the claim: Given a RSM with N input-driven recombinases and one pair of
attB-attP per recombinase on its register, all states must be accessible by some irreducible string
of recombinases (statement 1), and all irreducible strings from the same subset of the N
recombinases must generate the same state (statement 2).Therefore, there cannot be more
states than there are subsets of recombinases, which is 2N (see text S2 for a more detailed version
of this proof).

More generally, this proof can be expanded to show that, given k pairs of orthogonal attB-attP
pairs per recombinase on a register, the number of states it can access will never exceed 2kN

(see text S3). For large serine recombinases, there is a limit of k = 6 orthogonal and directional
attB-attPpairs for a given recombinase (31).Therefore, the information capacity of RSMs using large
serine recombinases is intrinsically bound exponentially.

There are still many unanswered mathematical questions regarding RSM structure. For example,
given a DNA sequence, what is the computational difficulty of deciding whether it admits an
irreducible ordering of a set of recombinases? Is this problem NP-hard? Also, how can we decide
whether an irreducible string of recombinases has minimal length, or whether there might be a
shorter irreducible string that produces the same DNA sequence?
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encoding the identities and order of biological
events into selectable or sortable reporters, or
targeting genetic perturbations to cells that ex-
perience a particular order of biological events.
Gene regulation programs can be implemented
by incorporating genetic regulatory elements,
such as promoters, terminators, and genes, into
the registers of our RSMs. The rearrangement of
these elements in each state should then alter
gene expression in a predictable manner. Such
RSMs are a biological realization of Moore ma-
chines from automata theory, where each state is
associated with a set of outputs (1). We refer to
them as gene-regulatory RSMs (GRSMs).
To help researchers design circuits for desired

gene regulation programs, we created a large,
searchable database of two-input, five-stateGRSM
registers. To compile this GRSM database (Fig. 5),
we first enumerated all possible registers that
could result from interleaving functionally dis-
tinct parts (made from terminators, constitutive
promoters, and genes; see text S6 for more de-
tails) before and after each recombinase recog-
nition site in our validated five-state register
from Fig. 3A. We evaluated each state of each
register for gene transcription, and aggregated
registers that implement the same gene regu-
lation program. During this evaluation step,
we assumed that all genes had bidirectional
terminators on their 3′ ends, thus disallowing
the possibility of an RNA polymerase traversing

a gene (in either direction) to transcribe another
gene. We also assumed that each gene in a reg-
ister was distinct. These assumptions were made
to simplify register designs and keep the data-
base at a manageable size for fast computational
search.
To avoid redundancy in the database, we re-

moved any register with superfluous parts (con-
taining terminators, promoters, or genes that do
not affect gene regulation in any state) if its
“parent” register [the same register except with-
out the superfluous part(s)] was also represented
in the database. Moreover, all registers that tran-
scribed either no gene or the same gene in every
state were removed from the database, as this
gene regulation is trivial to implement.
The resulting database (database S1) con-

tains a total of 5,192,819 GRSM registers that
implement 174,264 gene regulation programs.
Each register is different in the sense that no
two registers have all of the same parts in all
of the same positions. Registers in the data-
base regulate the transcription of 1 to 14 genes
(fig. S7A). A register for any desired program
that regulates up to three genes is likely to be
in the database, which comprises 100% of pos-
sible single-gene regulation programs, 95% of
possible two-gene regulation programs, and
61% of possible three-gene regulation programs
(fig. S7B). Moreover, 27% of possible four-gene
regulation programs are represented in the data-

base, but the percentage drops off steeply beyond
that, as the number of possible gene regulation
programs grows exponentially with each addi-
tional gene (text S7). One could apply straight-
forward gene replacement principles to go beyond
the scope of regulation programs represented
in the database—for example, by replacing multi-
ple distinct genes on a register with copies of the
same gene, or replacing a gene with a multi-
cistronic operon (fig. S8). To conveniently use the
GRSM database for design or exploration, we
created a search function that accepts a user-
specified gene regulation program and returns
all registers from the database that may be used
to implement it (Fig. 5 and appendix S1).
To create functional GRSMs in E. coli, we

implemented the same input-output plasmid
scheme as our two-input, five-state RSM (Fig.
3A), except that we substituted registers from
our database on the output plasmid. Fluores-
cent protein (FP) genes were built on the reg-
isters to evaluate gene regulation performance.
We grew populations of cells treated with all five
permuted substrings of the inputs ATc and Ara,
and then used flow cytometry on each popula-
tion to measure the percentage of cells with
distinct FP expression profiles (32). We success-
fully implemented four single-gene regulation
programs (Fig. 6, A to D) and one multigene reg-
ulation program (in which unique subsets of
three distinct FPs were expressed in each state;
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Input plasmid

PLtetO

BxbI

PBAD

TP901

PPhlF

A118

Output plasmid

S2
100

Chemical inputs: { ATc, Ara, DAPG }

Recombinase recognition sites:

= unrecombined TP901 sites *

= unrecombined BxbI sites *

*Recognition sites with different symbol shapes
 do not cross react

DNA states: { S1, S2, ... , S16 }

Key:

= unrecombined A118 sites *

S1
100

S3
94

S4
100

S5
94

S6
94

S7
100

S8
100

S9
100

S10
100

S15
94

S11
88

S12
100

S13
100

S14
100

S16
100

= % of cells in expected state = % of cells not in expected state 

Fig. 4. Scaling to a three-input, 16-state RSM. (A) The two plasmids used
to implement the RSM. ATc, Ara, and DAPG induce expression of BxbI,TP901,
and A118 recombinases, respectively. A detailed state diagram of the register
on the output plasmid is shown in fig. S5. (B) The performance of the RSM in
E. coli. Nodes represent populations of cells induced with all permuted sub-
strings of the inputs ATc (orange arrow), Ara (blue arrow), and DAPG (purple

arrow). Cultures were treated with saturating concentrations of each input
(ATc, 250 ng/ml; Ara, 1% w/v; DAPG, 25 mM) at 30°C for 24 hours in three
biological replicates. Node labels indicate the expected state (corresponding
to fig. S5) and the percentage of cells in that state as determined by Sanger
sequencing of colonies from individual cells in each population (at least 17 cells
totaled over all three biological replicates).
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Fig. 6E), with at least 94% of cells from each
experimental population adopting the expected
FP expression profile. These GRSMs enable con-
venient fluorescent-based reporting on the iden-

tity and order of cellular events. For example, the
GRSM from Fig. 6E allowed us to evaluate the
performance of the underlying RSM with in-
creasing input time durations (by 1-hour steps)

by means of flow cytometry (fig. S9). Our find-
ings demonstrated that input durations of 2 hours
were sufficient for amajority of cells to adopt their
expected state.
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List of registers

r1 r2 r3 r4 r5 r6 r7

Register template

Parts

Enumerate all combinations of functionally distinct parts
in the regions (r1-r7) of the register template

Evaluate each register for gene regulation, and aggregate 
registers that implement the same gene regulation program

Input Output

(desired gene regulation program) (registers)

GRSM database:

Search
function

Database creation flow diagram:

User-interface 
flow diagram:

= Terminator

= Promoter

Parts key

= Gene with 
bi-directional 
terminator

Fig. 5.The GRSM database. (Top) Flow diagram depicting how the database was created. (Middle) The database has a precompiled list of GRSM registers for
distinct gene regulation programs. State diagrams represent gene regulation programs, with each node containing stripes of different colors corresponding to
which genes are expressed in that state (no stripes implies no expression of any gene). (Bottom) A search function accepts a user-specified gene regulation
program and returns registers from the database capable of implementing it.
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Gene regulation 
program

GRSM state diagram Performance

ATc Ara

ATcAra

GFP

GFP OFF94

94

100

96 100

ATc Ara

ATcAra

99

99

95

98

96

ATc Ara

ATcAra

100

99

99

99

96

ATc Ara

ATcAra

100

98

98

100

96

Ara

ATc

ATc

Ara

RFP
BFP 
GFP+RFP
GFP+BFP
RFP+BFP
Other

99

99

98

98

96

= Terminator = PromoterParts key: = Gene with bi-directional terminator

Fig. 6. Implementing two-input, five-stateGRSMs. (A toE)We built GRSMs
(one for each panel) in E. coli to implement the gene regulation programs
depicted at the left, with each node containing stripes of different colors
corresponding to which gene products (green, GFP; red, RFP; blue, BFP) are
expressed in that state (no stripes implies no expression of any gene). The
corresponding GRSM state diagrams are depicted in the middle column, with
expressed (ON) fluorescent reporters represented by shaded genes and non-
expressed (OFF) fluorescent reporters represented by outlined genes. In the

right column, nodes represent populations of cells induced with all permuted
substrings of the inputs ATc (orange arrow) andAra (blue arrow).Cultureswere
treated with saturating concentrations of each input (ATc, 250 ng/ml; Ara, 1%
w/v) at 30°C for 24 hours in three biological replicates.The nodes are shaded
according to the percent of cells with different gene expression profiles (ON/
OFFcombinations of the fluorescent reporters) asmeasured by flowcytometry.
Node labels show the percentage of cells with the expected gene expression
profile (averaged over all three biological replicates).
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93100

100

100

100

94

100

100

100

98

97

97

98

98

99

98

GFP

GFP OFF

Gene regulation program

GRSM state diagram

Performance

100

100

100 100

100 100

99

99

98

98

97

100

100

100

100

100

BFP

BFP OFF

Performance

GRSM state diagram

Gene regulation program

= Promoter

Parts key:

= Gene with 
   bi-directional
   terminator

Fig. 7. Implementing three-input, 16-stateGRSMs. (A andB)We built GRSMs
in E. coli to implement the gene regulation programs depicted at the lower left
of each panel, with each node containing stripes of different colors corre-
sponding to which gene products (blue, BFP; green,GFP) are expressed in that
state (no stripes implies no expression of any gene).The corresponding GRSM
state diagrams are depicted at the top of each panel, with expressed (ON)
fluorescent reporters represented by shaded genes and non-expressed (OFF)
fluorescent reporters represented by outlined genes. At the lower right of each

panel, nodes represent populations of cells induced with all permuted sub-
strings of the inputs ATc (orange arrow), Ara (blue arrow), and DAPG (purple
arrow). Cultures were treated with saturating concentrations of each input
(ATc, 250 ng/ml; Ara, 1% w/v; DAPG, 25 mM) at 30°C for 24 hours in three
biological replicates.The nodes are shaded according to the percentage of cells
with or without gene expression as measured by flow cytometry. Node labels
show the percentage of cells with the expected gene expression profile (aver-
aged over all three biological replicates).
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Because unpredictable behaviors can result
when gene regulatory parts are assembled into
specific arrangements, certain GRSMs may not
implement gene regulation programs as expected.
Indeed, this was the case when we initially tested
a GRSM that was expected to express green flu-
orescent protein (GFP) after being exposed to
one of two inputs, Ara only or ATc → Ara (fig.
S10A) (32). Rather than debugging, we constructed
two alternative GRSMs using different registers
from our database (fig. S10, B and C) that per-
formed better than the initial GRSM, one of which
had at least 95% of cells with the expected gene
expression profile for each experimental popu-
lation (fig. S10C). In general, many gene regu-
lation programs represented in our database
have multiple possible registers that can imple-
ment them (fig. S11). For example, most single-
gene regulation programs have at least 373 possible
registers, most two-gene regulation programs
have at least 55 possible registers, and most
three-gene regulation programs have at least
14 possible registers. Even for programs in the
database that regulate up to 14 genes, most have
at least four possible registers that can imple-
ment them. This highly degenerate design space
offers a range of GRSM registers that can act as
alternatives for one another in the event that a
particular register fails to perform to a certain
standard. Additional computationally and exper-
imentally derived rules might enable ranking of
candidate registers for their likelihood of suc-
cessful gene regulation function.
To demonstrate the scalability of GRSMs, we

built two different three-input, 16-state GRSMs
by interleaving genetic parts into the register
from Fig. 4A. One GRSM functions as a three-
input passcode switch that turns on the expres-
sion of a gene (encoding blue fluorescent protein)
only when it receives the input Ara → DAPG →
ATc (Fig. 7A). The other GRSM expresses a gene
(encoding GFP) by default and turns it off if it
receives any input that is not along the Ara →
DAPG → ATc trajectory (Fig. 7B). Both GRSMs
were implemented in E. coli and tested with all 16
permuted substrings of the inputs ATc, Ara, and
DAPG (32). Flow cytometry revealed that at least
93% of cells from each experimental population
adopted the expected gene expression profile.
Thus, scalable GRSMs that function efficiently
can be implemented using our design framework.

Discussion

We created state machines by using recombi-
nases to manipulate DNA registers assembled
from overlapping and orthogonal recombinase
recognition sites. We used a mathematical frame-
work to analyze the information capacity and
scalability of our state machines and understand
their limits. For a fixed number of inputs, the
information capacity enabled by RSMs is much
greater than that of traditional combinational
circuits. Furthermore, we created a rich database
accessible to the scientific community (database
S1 and appendix S1) to enable the automatic de-
sign of GRSM registers that implement two-
input, five-state gene regulation programs.

We validated our RSM framework by building
two-input, five-state and three-input, 16-stateRSMs,
testing them with Sanger sequencing and qPCR,
and applying them to build state-dependent gene
regulation programs. Our state machines differ
from other strategies for genetic programming,
such as combinational Boolean logic gates that
are stateless (33–44), cell counters that do not
integrate multiple inputs (20), temporal logic
circuits that are unable to report on all possible
input identities and permutations in a single
circuit (23), and other multi-input recombinase-
based circuits that do not use overlapping re-
combinase recognition sites and thus cannot
perform order-dependent input processing (21, 22).
Although we implemented RSMs in bacteria,

we anticipate that our framework will be exten-
sible to other organisms in which recombinases
are functional. For example, the large serine re-
combinases used here (BxbI, TP901, andA118), as
well as fC31, fFC1, fRV1, U153, and R4, catalyze
recombination in mammalian cells (45–48). Iden-
tification of additional recombinases that func-
tion in different organisms should expand the
applicability of our framework. The incorpora-
tion of reversible recombination events through
proteins such as recombination directionality
factors could also enable reversible transitions
between gene regulatory states (15). Depending
ondesired applications, the prototypical inducible
promoters we used here to drive the RSMs could
be replaced by sensors that correspond to the
desired signals to be recorded. Such sensors need
not be based on transcriptional regulation, as long
as they can control recombinase activity.
The integration of RSMs into complex systems

should enable researchers to investigate tempo-
rally distributed events without the need for con-
tinual monitoring and/or sampling. For example,
by incorporating RSMs into tumor models, sci-
entists may record the identity and order of on-
cogene activation and tumor suppressor deactivation
events in individual cancer cells, and further cor-
relate this information to phenotypic data from
transcriptomic analysis or drug assays. In a recent
study of myeloproliferative neoplasms containing
mutations in both TET2 (a tumor suppressor) and
JAK2 (a proto-oncogene), it was discovered that
the order in which themutations occurred played
a role in determining disease phenotype, includ-
ing sensitivity to therapy (8). This research under-
scores the potential impact of order dependencies
in othermalignancies and the importance of study-
ing them. Cell sorting based on reporter gene
expression from GRSMs could be used to sep-
arate cells exposed to different identities and
orders of gene regulatory perturbations, which
could then be further studied to determine func-
tional cellular differences.
Aside from recording and responding to nat-

urally occurring signals, RSMs have potential
applications when the signals that control them
are applied by a user. For example, RSMs can
generate gene expression based not only on sim-
ultaneous combinations of inputs, but also on
orders of inputs. Thus, they may be useful to
bioengineers for programming multiple func-

tions in cell strains for which there are limited
numbers of control signals. For example, they
could be used to program cell differentiation
down many different cell fate paths based on
the order and identities of just a few inputs.
Beyond applications in biological research and

engineering, our work has also revealed an in-
terestingmathematical structure to recombinase
systems. At first glance, the noncommutative be-
havior of recombinase operations suggests that
there might be a superexponential relationship
between the number of possible states in a RSM
and the number of recombinases it incorporates.
Instead, our results show that the number of
states is bound exponentially given a finite num-
ber of attB-attP pairs per recombinase (Box 1 and
texts S2 and S3). Many open mathematical prob-
lems remain. For example, what is the minimum
number of recognition sites on a register needed
to implement a particular state machine? Given a
gene regulation program of arbitrary scale and
complexity, how can we decide whether there
exists a corresponding GRSM? We anticipate
that solving such problems will be of interest to
mathematicians and biologists alike.

Materials and methods
Strains, media, antibiotics, and inducers

All plasmids were implemented and tested in
E. coli strainDH5aPRO[F-F80lacZDM15D(lacZYA-
argF)U169deoR recA1 endA1hsdR17(rk−,mk+)phoA
supE44 thi-1 gyrA96 relA1 l−, PN25/tet

R, Placiq/lacI,
Spr]. All experiments were performed in Azure
Hi-Def medium (Teknova, Hollister, CA) sup-
plemented with 0.4% glycerol. For cloning, we
used E. coli strains DH5aPRO or EPI300 [F-mcrA
D(mrr-hsdRMS-mcrBC)F80lacZM15DlacX74 recA1
endA1 araD139 D(ara, leu)7697 galU galK l− rpsL
(StrR) nupG trfA dhfr], as indicated below. All
cloning was done in Luria-Bertani (LB)–Miller
medium (BD Difco) or Azure Hi-Def medium,
as indicated below. LB plates were made by
mixing LB with agar (1.5% w/v; Apex). For both
cloning and experiments, the antibiotics used
were chloramphenicol (25 mg/ml) and kanamy-
cin (30 mg/ml). For experiments, the inducers
used were ATc (250 ng/ml), Ara (1% w/v), and
DAPG (25 mM).

Plasmid construction and cloning

All plasmids were constructed using basicmolec-
ular cloning techniques and Gibson assembly
(49, 50). Figure S12 shows all plasmids and their
relevant parts. Tables S3 and S4 give a list of rel-
evant parts, their sequences, and the sources
from which they were derived.
All input plasmids (pNR64 and pNR220) have

a kanamycin resistance cassette (kanR) and a
ColE1 (high copy) origin of replication. The input
plasmid pNR64 was adapted from the dual re-
combinase controller from (22) (Addgene #44456).
We replaced the chloramphenicol resistance cas-
sette in this dual recombinase controller with
kanR to make pNR64. To make pNR220, we
inserted the PhlF promoter system from (36)
onto pNR64 to drive the expression of the A118
recombinase, a gift from J. Thomson (USDA-ARS
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WRRC, Albany, CA). To control A118 tightly in
the absence of any input, we expressed the phlF
gene (responsible for suppressing transcription
from PPhlF) from the strong constitutive proD
promoter (51). All input plasmidswere transformed
into chemically competent E. coli strain DH5aPRO,
and subsequently isolated using the Qiagen
QIAprep Spin Miniprep Kit and verified with
Sanger sequencing (Quintara Biosciences).
All output plasmids (pNR160, pNR163, pNR164,

pNR165, pNR166, pNR186, pNR187, pNR188,
pNR291, pNR292, and pNR284) have a chloram-
phenicol resistance cassette (camR) and are built
on a bacterial artificial chromosome (BAC) vector
backbone to ensure low copy number, as we ideal-
ly want ~1 register per cell. The BAC we used is
derived from (52) and is capable of being induced
to a higher copy number with Copy Control
(Epicentre) in EPI300 cells. Strings of attB and
attP recognition sites for pNR160 and pNR188
were synthesized from Integrated DNA Technol-
ogies and cloned into their respective backbones.
For the construction of all GRSMoutput plasmids
(pNR163, pNR164, pNR165, pNR166, pNR186,
pNR187, pNR291, pNR292, and pNR284), we in-
terleaved the array of recognition sites on pNR160
(for two-input, five-state) and pNR188 (for three-
input, 16-state) with promoters, terminators, and
genes using Gibson assembly. In order to prevent
unwanted recombination on our plasmids, we
avoided reusing identical part sequences on the
same plasmid. For promoters, we used proD,
BBa_R0051, and BBa_J54200, which have all
been previously characterized to have strong ex-
pression (53). The proD promoter is an insulated
promoter, which helps with consistent perform-
ance across varying contexts (51). We fused the
two promoters, BBa_R0051 and BBa_J54200, up-
streamof20-nucleotide initial transcribed sequences
(ATATAGTGAACAAGGATTAA and ATAGGTTA-
AAAGCCAGACAT, respectively) characterized in
(54), and named the concatenated parts proNR3
and proNR4, respectively. We chose terminators
for our GRSMs from among the set of validated
strong and sequence diverse terminators charac-
terized in (55). We often constructed terminators
in tandemto increase termination efficiency. Lastly,
we used the fluorescent reporter genes gfpmut3b
(56), mrfp (57), and mtagbfp (58) to produce out-
puts. The ribosomebinding site (RBS) of each gene
was optimized using the Salis Lab RBS calculator
(59).Upstreamof eachRBS,we fuseda self-cleaving
hammerhead ribozyme to prevent the upstream 5′
untranslated transcript region from interferingwith
translation of the downstream gene (60). All out-
put plasmids were transformed into chemically
competent E. coli strain EPI300 or DH5aPRO, and
subsequently isolated using the Qiagen QIAprep
Spin Miniprep Kit and verified with Sanger se-
quencing (Quintara Biosciences).
Like the output plasmids, all plasmids to test

the forward (attB-attP → attL-attR) and reverse
(attL-attR→ attB-attP) recombination efficiencies
for each recombinase used in this study (see fig. S1)
have camR and are built on a BAC. The forward
reaction test plasmids (pNR230 for BxbI, pNR239
for A118, and pNR276 for TP901) were each

constructed with a reverse-oriented gfpmut3b
(attached to the same RBS and ribozyme as on
the output plasmids described above) down-
stream of a forward-oriented proD promoter,
and with anti-aligned attB and attP sites for the
cognate recombinase flanking the gene. Each
forward reaction test plasmid was transformed
into chemically competentE. coli strainDH5aPRO,
and subsequently isolated using the QiagenQIAprep
Spin Miniprep Kit and verified with Sanger se-
quencing (Quintara Biosciences). To generate the
reverse reaction test plasmids (pNR279 for BxbI,
pNR280 for A118, and pNR287 for TP901), we trans-
formed each forward reaction test plasmid into
chemically competent E. coli strain DH5aPRO
containing the pNR220 input plasmid, induced
the cognate recombinase for each test plasmid,
and isolated the recombined plasmid from cells
using the Qiagen QIAprep Spin Miniprep Kit.
Each reverse reaction test plasmid was then trans-
formed into chemically competent E. coli strain
DH5aPRO, and subsequently isolated again using
the Qiagen QIAprep Spin Miniprep Kit and veri-
fied with Sanger sequencing (Quintara Biosci-
ences). The second transformation and isolation
step for these test plasmids was done to separate
them from the pNR220 plasmid, which inevita-
bly was present in the purified DNA solution
after the first isolation step.

RSM implementation

All RSMs were implemented with a two-plasmid
system (an input plasmid and an output plasmid).
Table S5 shows each RSM and the names of the
input and output plasmids used to implement
them. All two-input RSMs used the pNR64 input
plasmid with various output plasmids depending
on the desired gene regulation program. All three-
input RSMs used the pNR220 input plasmid with
various output plasmids depending on the desired
gene regulation program.
For the two-input, five-state RSMs, the input

plasmid (pNR64) and the output plasmid were
simultaneously transformed into chemically com-
petent E. coli DH5aPRO cells. Post-transformation,
the cells were plated on LB plates with chloram-
phenicol and kanamycin. Colonies from these
plates were used to initiate RSM testing exper-
iments (see below).
For the three-input, 16-state RSMs, we first

transformed the input plasmid (pNR220) into
chemically competent E. coli DH5aPRO cells
and plated the transformants onto LB plates
with kanamycin. Subsequently, we inoculated
a colony in Azure Hi-Def medium (with kana-
mycin) and grew it overnight at 37°C, then diluted
it 1:2000 into fresh medium (same as the over-
night) and let it regrow at 37°C to anOD600 of 0.2
to 0.5. The cells from this culturewere thenmade
chemically competent and transformed with the
output plasmid. The purpose for the sequential
transformation in this case was to allow time for
the phlF gene (on the input plasmid) to be ex-
pressed at a high enough level to suppress ex-
pression of the A118 recombinase from the PPhlF
promoter (also on the input plasmid). This was
to ensure minimal recombinase levels when the

output plasmid was introduced into the system;
otherwise the register on the output plasmid could
have falsely recorded a chemical induction event
prior to its actual occurrence. After transforma-
tion of the output plasmid, the cells were plated
on an LB plate with chloramphenicol and kana-
mycin. Colonies from these plates were used to
initiate RSM testing experiments (see below).

Experiment for testing the two-input,
five-state RSM from Fig. 3A

To test the two-input, five-state RSM for one
biological replicate, a colony of E. coli cells con-
taining input plasmid pNR64 and output plas-
mid pNR160 was inoculated into medium with
kanamycin and chloramphenicol, grown overnight
(~18 hours) at 37°C, and subjected to two rounds of
induction followed by a round of outgrowth. For
the first round of induction, the overnight culture
was diluted 1:250 into medium with no inducer,
medium with ATc, and medium with Ara, and
grown at 30°C for 18 hours. For the second round
of induction, these three cultures were then di-
luted again 1:250 into fresh medium; the non-
induced culture was diluted into medium with
no inducer again, the ATc-induced culture was di-
luted into medium with no inducer and medium
with Ara, and the Ara-induced culture was diluted
into medium with no inducer and medium with
ATc. These cultures were again grown at 30°C
for 18 hours. The resulting cultures represented
five populations of cells treated with all five per-
muted substrings of the inputs ATc and Ara.
Lastly, for the outgrowth, these cultures were
diluted 1:250 into medium with no inducer and
grown at 37°C for ~18 hours. The purpose of
this final outgrowth was to allow all cell pop-
ulations to normalize to conditions without in-
ducer, such that detected differences between
populations could be attributed to their history
of inputs rather than their current environment.
This experiment was repeated with a different
starting colony for each biological replicate. All
cultures were grown in 250 ml of medium (in 96-
well plates) shakenat 900 rpm.Allmedia contained
chloramphenicol and kanamycin. Final popula-
tions from the experiment were analyzed with
sequencing assays and qPCR assays (see below).

Sequencing assay for testing the
two-input, five-state RSM from Fig. 3A

For the sequencing assay, each of the five exper-
imental populations described above (from each
of three biological replicates) were diluted 1:106,
plated (100 ml) onto LB plates with chloramphen-
icol and kanamycin, and grown overnight at 37°C
such that each resulting colony represented the
clonal population of a single cell from each ex-
perimental population. The register region on
the output plasmid for around 24 (at least 22)
colonies from each plate (experimental popula-
tion) was amplified with colony PCR and sent for
Sanger sequencing (Quintara Biosciences). Chro-
matograms from the sequencing reactions were
aligned to the expected register sequence to
determine whether they matched. Results from
all three replicates were totaled, and the percent
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of cells matching their expected sequence is
displayed in Fig. 3B.

qPCR assay for testing the two-input,
five-state RSM from Fig. 3A

For the qPCR assay, plasmids from each of the five
experimental populations described above (from
each of three biological replicates) were isolated
with the QIAprep Spin Miniprep Kit and used as
template in qPCR reactions. All qPCR reactions
were performed on the Roche LightCycler 96 Real-
Time System using KAPA SYBRFASTMasterMix
and according to Kapa Biosystems’ recommended
protocol (200 nM each primer, 10 ml of 2× master
mix, and no more than 20 ng of template in a
20-ml reaction). Each templatewas qPCR-amplified
with each of three primer pairs (pp1, pp2, and pp3)
elucidated by PSIT (described below; see appendix
S2 for the program), as well as a normalizing
primer pair (ppN) that amplified the backbone of
the output plasmid. Figure S13 shows the regions
on the register towhich the threePSITprimer pairs
bind and the register states that they are supposed
to amplify. Table S6 gives the primer sequences.
Alongwith the experimental templates, we also ran
qPCR reactions of each primer pair with control
template made up entirely of output plasmid con-
taining register state S3 (fig. S13) that would get
amplified by each primer pair. We isolated this
output plasmid from our Ara-treated E. coli pop-
ulation and sequence-verified it to make sure
that the register state matched S3. We calculated
the “fractional amount” of output plasmid am-
plified by each primer pair (pp1, pp2, or pp3) for
each experimental template (t1, t2, t3, t4, or t5) as

ftx;ppy ¼ 2ðCqtx; ppn−Cqtc; ppnÞ−ðCqtx; ppy−Cqtc; ppyÞ

where tx is the experimental template of interest
(t1, t2, t3, t4, or t5), ppy is the primer pair of in-
terest (pp1, pp2, or pp3), tc is the control template
(output plasmid in S3), ppn is the normalizing
primer pair (ppN), andCq is the Cq value from the
qPCR reaction of the template and primer pair
indicated in its subscript.
From these ftx, ppy values, we created a qPCR

result vector for each experimental template, ftx:

f tx ¼ ½ ftx; pp1; ftx; pp2; ftx; pp3�
This result vector was compared to the theoretical
result vector that we would get if the template
were made up entirely of a register from one
particular state in our RSM, fts:

f ts ¼ ½ fts; pp1; fts; pp2; fts; pp3�
where ts is the template made entirely of register
from one state (S1, S2, S3, S4, or S5). The fts, ppy
values are 0 or 1 depending on whether the par-
ticular primer pair ppy amplifies that state (fig.
S13). The similarity of ftx to fts was quantified by
Euclidean distance, Dtx, ts:

Dtx; ts ¼ jf tx − f tsj

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð ftx; pp1 − fts; pp1Þ2 þ ð ftx; pp2 − fts; pp2Þ2 þ ð ftx; pp3 − fts; pp3Þ2

q

The Euclidean distances between the qPCR result
vectors of each experimentally derived template

and the theoretical qPCR result vectors of each
state are displayed in a heat map in fig. S4 for
each of three biological replicates.

Experiment for testing the three-input,
16-state RSM from Fig. 4A

To test the three-input, 16-state RSM for one
biological replicate, a colony of E. coli cells
containing input plasmid pNR220 and output
plasmid pNR188 was inoculated into medium
with kanamycin and chloramphenicol, grown
overnight (~18 hours) at 37°C, and subjected
to three rounds of induction followed by a round
of outgrowth. For the first round of induction,
the overnight culture was diluted 1:250 into me-
dium with no inducer, medium with ATc, me-
dium with Ara, and medium with DAPG, and
grown at 30°C for 24 hours. For the second
round of induction, these four cultures were
then diluted again 1:250 into fresh media: The
noninduced culture was diluted into medium
with no inducer; the ATc-induced culture was di-
luted intomediumwith no inducer,mediumwith
Ara, and medium with DAPG; the Ara-induced
culture was diluted intomediumwith no inducer,
medium with ATc, and medium with DAPG; and
theDAPG-inducedculturewasdiluted intomedium
with no inducer, medium with ATc, and medium
with Ara. These cultures were again grown at 30°C
for 24 hours. For the third round of induction, each
of these 10 cultures were diluted again 1:250 into
fresh media: The noninduced → noninduced,
ATc → noninduced, Ara → noninduced, and
DAPG→ noninduced cultures were diluted into
medium with no inducer; the ATc → Ara and
Ara → ATc cultures were diluted into medium
with no inducer and medium with DAPG; the
ATc → DAPG and DAPG → ATc cultures were
diluted intomediumwith no inducer andmedium
with Ara; and the Ara → DAPG and DAPG →
Ara cultures were diluted into medium with no
inducer and medium with ATc. These cultures
were again grown at 30°C for 24 hours. The re-
sulting cultures represented 16 populations of
cells treatedwith all 16 permuted substrings of the
inputs ATc, Ara, and DAPG. Lastly, for the out-
growth, these cultures were diluted 1:250 into
mediumwith no inducer and grown at 37°C for
18 hours. This experiment was repeated with a
different starting colony for each biological rep-
licate. All cultures were grown in 250 ml of me-
dium (in 96-well plates) shaken at 900 rpm. All
media contained chloramphenicol and kanamy-
cin. Final populations from the experiment were
analyzed with sequencing assays and qPCR as-
says (see below).

Sequencing assay for testing the
three-input, 16-state RSM from Fig. 4A

For the sequencing assay, each of the 16 exper-
imental populations described above (from each
of three biological replicates) were diluted 1:106,
plated (100 ml) onto LB plates with chloram-
phenicol and kanamycin, and grown overnight
at 37°C such that each resulting colony repre-
sented the clonal population of a single cell from
each experimental population. The register region

on the output plasmid for five or six colonies from
each plate (experimental population) was ampli-
fied with colony PCR and sent for Sanger se-
quencing (Quintara Biosciences). Chromatograms
from the sequencing reactions were aligned to the
expected register sequence to determine whether
they matched. Results from all three biological
replicates were totaled, and the percent of cells
matching their expected sequence is displayed in
Fig. 4B.

qPCR assay for testing the three-input,
16-state RSM from Fig. 4A

For the qPCR assay, plasmids from each of the
16 experimental populationsdescribedabove (from
each of three biological replicates) were isolated
with the Qiagen QIAprep Spin Miniprep Kit and
used as template in qPCR reactions. As with the
two-input, five-state RSM testing, all qPCR reac-
tions were performed on the Roche LightCycler
96 Real-Time System using KAPA SYBR FAST
Master Mix and according to the Kapa Biosys-
tems recommended protocol (200 nM each
primer, 10 ml of 2× master mix, and nomore than
20 ng of template in a 20-ml reaction). Each tem-
platewas qPCR-amplifiedwith each of six primer
pairs (pp1, pp2, pp3, pp4, pp5, and pp6) elucidated
by PSIT as well as a normalizing primer pair
(ppN) that amplified the backbone of the output
plasmid. Figure S14 shows the regions on the
register to which the six PSIT primer pairs bind
and the register states that they are supposed to
amplify. Table S7 gives the actual primer se-
quences. Similar to the two-input, five-state sys-
tem, we also ran qPCR reactions of each primer
pair with control template made up entirely of
output plasmid containing a register that would
get amplified by each primer pair. Unlike with
the two-input, five-state RSM, however, there was
no single register state that would get amplified
by each primer pair. So we ended up using an
output plasmid in state S2 as a control template
for pp1, pp4, and pp5 and an output plasmid in
state S8 as a control template for pp2, pp3, and
pp6 (fig. S14). The plasmid with register state S2
was isolated from our ATc-treated E. coli popula-
tion (and sequence-verified), and the plasmidwith
register state S8 was isolated from our Ara →
DAPG–treated E. coli population (and sequence-
verified).We proceededwith calculating the frac-
tional amount of plasmid amplified by each primer
pair for each experimental template, and then com-
paring the data for each template to each theoret-
ical state (withEuclideandistance) the sameway as
we did for the two-input, five-state RSM, except
generalized to six primerpairs and 16 states. That is,

f tx ¼ ½ ftx; pp1; ftx; pp2; :::; ftx; pp6�

f ts ¼ ½ fts;pp1; fts; pp2; :::; fts; pp6�

Dtx; ts ¼ jf tx − f tsj

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ð ftx; pp1 − fts; pp1Þ2 þ :::þ ð ftx; pp6 − fts; pp6Þ2

q

The Euclidean distances between the qPCR result
vectors of each experimentally derived template
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and the theoretical qPCRresult vectors of each state
are displayed in a heat map in fig. S6 for each of
three biological replicates.

Designing the GRSM registers from
Fig. 6 and fig. S10

We inputted our desired gene regulation pro-
grams into the database search function [coded
in MATLAB R2013b (Mathworks, Natick, MA);
appendix S1], and received an output list of reg-
isters, from which we chose our candidates for
implementation. Table S8 shows the MATLAB
search function input matrix we used to specify
our desired gene regulation programs, as well as
the search function output vectors that we chose
as our registers to implement the gene regulation
programs, as per the instructions on how to use
the search function (appendix S1).

Testing the GRSMs from Fig. 6 and fig. S10

The experiments to test the two-input, five-state
GRSMs followed the same format as the exper-
iment to test the two-input, five-state RSM from
Fig. 3A, except that we used 24-hour inductions
instead of 18-hour inductions for the induction
rounds, and instead of analyzing the experimen-
tal populations with sequencing and qPCR assays,
we used a fluorescence assay (see below).

Testing the GRSMs from Fig. 7

The experiments to test the three-input, 16-state
GRSMs followed the same format as the exper-
iment to test the three-input, 16-state RSM from
Fig. 4A, except that instead of analyzing the ex-
perimental populationswith sequencing andqPCR
assays, we used a fluorescence assay (see below).

Testing the reversibility of BxbI, TP901,
and A118 in fig. S1

For each recombinase in our study (BxbI, TP901,
and A118), we isolated two plasmids that were
recombined versions of each other: one with
attB-attP and no GFP expression (pNR230 for
BxbI, pNR239 for A118, and pNR276 for TP901),
and the other with attL-attR and GFP expression
(pNR279 for BxbI, pNR280 for A118, and pNR287
for TP901). We transformed each of these plas-
mids into chemically competent E. coliDH5aPRO
containing the input plasmid pNR220 (prepared
as described above). To measure recombination
for each transformant, a colony was inoculated
intomediawith kanamycin and chloramphenicol,
grown overnight (~18 hours) at 37°C, and sub-
jected to a round of induction followed by a round
of outgrowth. For the induction, the overnight
culture was diluted 1:250 into medium with no
inducer andmediumwith inducer (ATc for BxbI,
Ara for TP901, or DAPG for A118) and grown at
30°C for 16 hours. For the outgrowth, these
cultures were diluted 1:250 intomediumwith no
inducer and grown at 37°C for 18 hours. This
experiment was repeated with a different start-
ing colony for each of three biological replicates.
All cultures were grown in 250 ml of medium (in
96-well plates) shaken at 900 rpm.Wemeasured
the percentage of cells from each population ex-
pressing GFP, as described below.

RSM time course experiment in fig. S9
For one biological replicate, a colony of E. coli
DH5aPRO cells containing input plasmid pNR64
and output plasmid pNR291 was inoculated into
medium with kanamycin and chloramphenicol,
grown overnight (~18 hours) at 37°C, rediluted
1:75 into freshmedium, split into 11 cultures, and
grown at 30°C. When cells reached an OD600 of
0.1, we rediluted cells from one culture 1:125 into
fresh medium and let them outgrow at 37°C.
This (uninduced) population would become the
0-hour time point in fig. S9, C to E. All other
cultures were subjected to induction prior to
outgrowth. Ara was directly added to five of the
cultures, and ATc was directly added to the other
five and they were allowed to continue growing
at 30°C. Each of the five cultures for each input
would become induction time points separated
by 1-hour steps (for each input); we refer to them
as input seed cultures. After 1 hour, we diluted
cells from one ATc seed culture 1:125 into fresh
medium and let them outgrow at 37°C. This
would become the 1-hour time point for ATc in
fig. S9C. From the same seed culture, we also
diluted cells 1:25 into medium with Ara and let
them grow for the equivalent amount of input
exposure time (1 hour) at 30°C before diluting
1:125 into fresh medium and letting them
outgrow at 37°C. This would become the 1-hour
time point for ATc → Ara in fig. S9E. Then, for
the same seed culture, we directly added Ara and
let the cells grow for the equivalent amount of
input exposure time (1 hour) at 30°C before
diluting 1:125 into fresh medium and letting
them outgrow at 37°C. This would become the
1-hour time point for ATc→ Ara in fig. S9D. The
same procedurewas done for an Ara seed culture
after 1 hour, except with ATc as the sequentially
added input. This process was subsequently
repeated at 2 hours with different ATc and Ara
seed cultures, and so on for 3, 4, and 5 hours. The
outgrowth for all cell populations continued for
16 hours after the final cells were diluted for
outgrowth (10 hours after the initial induction
began). This experiment was repeated for three
biological replicates. All cultures were grown in
250 ml of medium (in 96-well plates) shaken at
900 rpm. All media contained chloramphenicol
and kanamycin. Final populations from the ex-
perimentwere analyzedwith flow cytometry (see
below).

Fluorescence assay

For all experiments with a fluorescence assay, we
diluted cells 1:125 into phosphate-buffered solu-
tion (PBS, Research Products International) and
ran them on a BD-FACS LSRFortessa-HTS cell
analyzer (BD Biosciences). We measured 30,000
cells for each sample and consistently gated by
forward scatter and side scatter for all cells in an
experiment. GFP (product of gfpmut3b) intensity
was measured on the FITC channel (488-nm
excitation laser, 530/30 detection filter), RFP (pro-
duct ofmrfp) intensity was measured on the PE–
Texas Red channel (561-nm excitation laser, 610/
20 detection filter), and BFP (product ofmtagbfp)
intensity was measured on the PacBlue channel

(405-nm excitation laser, 450/50 detection filter).
A fluorescence thresholdwas applied in each chan-
nel to determine the percent of cellswith expressed
(ON) versus not expressed (OFF) fluorescent pro-
teins. The threshold was based on a negative
control (E. coliDH5aPRO containing pNR64 and
a BAC with no fluorescent reporter genes) pop-
ulation, such that 0.1% of these negative control
cells were considered to have ON fluorescent
protein expression in each channel (corresponding
to a 0.1% false positive rate).
All fluorescence-based experiments had three

biological replicates. For the recombinase revers-
ibility experiment (fig. S1) and the RSM time
course experiment (fig. S9), the data for all three
replicates is shown. For the GRSM experiments
(Figs. 6 and 7 and fig. S10), the data from all three
replicates are averaged. For these experiments,
the largest standard error for the percent of any
fluorescent subpopulation was 1.22%.

GRSM database and search function

The GRSM database was constructed (as dis-
cussed in the main text) using MATLAB R2013b
(Mathworks), partly run on the Odyssey cluster
supportedby the FASDivision of Science, Research
Computing Group at Harvard University.
The database contains three arrays: registerArray

(an array of GRSM registers), grpArray (an array
of gene regulation programs), and register2grp (an
array that maps each register in registerArray
to its corresponding gene regulation program in
grpArray, by index).
Each gene regulation program in grpArray is

represented by a 70-element vector of 0s and 1s.
Each contiguous stretch of 14 elements belongs
to a state—S1, S2, S3, S4, and S5, respectively—
corresponding to the states in Fig. 3A. And with-
in each state, each element (1 to 14) represents a
gene (G1 to G14, respectively). For example, given
a vector in grpArray, element 1 represents G1 in S1,
element 15 represents G1 in S2, element 29 rep-
resent G1 in S3, element 43 represent G1 in S4,
element 57 representsG1 inS5, element 2 represents
G2 in S1, element 16 represents G2 in S2, and so on.
The binary value of each element indicates whether
that gene in that particular state is OFF (0) or ON
(1). If the value of any given gene in every state
in a gene regulation program is 0, then that
gene does not exist in the regulation program.
Each register in registerArray is represented

by a seven-element vector of numbers 1 through
25. Each element of the vector corresponds to a
DNA region (a to g) interleaving the recognition
sites of the register shown in Fig. 3A. The value of
each element (1 to 25) represents a part, as de-
fined in table S9. Each part is made up of genes,
terminators, and constitutive promoters, arranged
such that each part is functionally distinct (see text
S6). Nonpalindromic parts (as indicated in table
S9) can appear inverted on the register, in which
case they take on a negative value. For example,
part 1 is a gene, which is a nonpalindromic part. If
it appears as a “1” on an element of a register
vector, then it is facing left to right (5′ to 3′), and if
it appears as a “–1” on an element of a register
vector, then it is facing right to left (5′ to 3′).
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Note that all explicitly depicted terminators
in the parts (table S9) are unidirectional; thus,
transcription can move through them in the
reverse direction. However, the unidirectional
terminator in part 3 can be replaced by a bi-
directional terminator without changing the
function of the part. This is because placing
an additional terminator upstream of the pro-
moter in part 3 would only terminate transcrip-
tion that would subsequently be reinitiated in
the same direction. Also, the unidirectional
nature of part 7 is not always necessary to the
gene regulation program of the underlying reg-
ister. That is, sometimes part 7 (a unidirectional
terminator by itself) can be replaced by part 4
(a bidirectional terminator by itself) without af-
fecting the gene regulation implemented by
the underlying register. To make this distinction
clear to database users, we parsed all occurrences
of part 7 in the registerArray and replaced it with
a special identifier, part 15, if its unidirectional
nature is not important to the gene regulation
program of the underlying register. Therefore,
all occurrences of part 7 in registerArray now
represent parts that necessitate “terminator
read-through” (transcription through their uni-
directional terminators in the reverse direction)
for the gene regulation program of the under-
lying register. Likewise, because convergent
(face-to-face) promoters can destructively in-
terfere with each other (61), we made a special
distinction for parts with promoters that ne-
cessitate “promoter read-through” (transcription
through their promoters in the reverse direc-
tion; table S9). Because part 10 (a promoter by
itself), depending on its register context, can
sometimes necessitate read-through and some-
times not, we parsed all occurrences of part 10
in registerArray and replaced it with a special
identifier, part 14, if it does not necessitate read-
through for the gene regulation program of
the underlying register. Therefore, all occur-
rences of part 10 in registerArray now repre-
sent parts that necessitate promoter read-through
for the proper gene regulation program of the
underlying register.
All parts with genes in registerArray also have

bidirectional terminators on the 3′ ends of those
genes. These terminators are not explicitly de-
picted in table S9. Although the database has
otherwise been reduced to avoid superfluous
terminators, promoters, and genes, the implicit
terminators on the 3′ ends of genes may some-
times be superfluous. That is, they may not be
necessary for the proper gene regulation pro-
gram of the underlying register.
Lastly, the array register2grp has the same

number of elements as registerArray. It maps
each register in registerArray to a value that is the
index of its corresponding gene regulation program
in grpArray.
We present the database as aMATLABMAT-file

(database S1), where each array is stored in a
MATLAB variable. The search function for this
MAT-file database was also created in MATLAB
R2013b and requires MATLAB software to run.
Code for the MATLAB search function and more

information on how it works are included in
appendix S1.

PCR-based state interrogation tool (PSIT)

The PSIT algorithm uses an abstract data type—
the class DNARegister—to represent registers.
To determine what sets of primer pairs may be
used to uniquely detect an inputtedDNARegister
and all of its recombined states, the algorithm
(i) “recombines” the input register, generating
DNARegister instances for all states that result
from any permuted substring of inputs; (ii) gen-
erates a list of primer pairs made up of all pos-
sible primers that bind to each region between
recognition sites and on the terminal ends of the
recognition site arrays; (iii) narrows the list to
primer pairs that only amplify in any given
state when they are on adjacent regions; and
(iv) determines all subsets of this final list of
primer pairs that can be used to uniquely iden-
tify each possible state of the DNA register. This
final list of primer pair subsets is then returned
as output along with details regarding which
primer pairs amplify in which states. For qPCR
compatibility purposes, step iii ensures that every
amplicon is short and that every primer pair al-
ways yields the same amplicon when it amplifies
(regardless of state). The PSIT program was im-
plemented in Python 2.7. Code for the PSIT pro-
gram andmore information on how it works are
included in appendix S2.
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COMPOSITES

Layered and scrolled nanocomposites
with aligned semi-infinite graphene
inclusions at the platelet limit
Pingwei Liu,1 Zhong Jin,1,2 Georgios Katsukis,1 Lee William Drahushuk,1

Steven Shimizu,1 Chih-Jen Shih,1 Eric D. Wetzel,3 Joshua K. Taggart-Scarff,3 Bo Qing,4

Krystyn J. Van Vliet,4,5 Richard Li,6 Brian L. Wardle,6 Michael S. Strano1*

Two-dimensional (2D) materials can uniquely span the physical dimensions of a surrounding
compositematrix in the limit ofmaximum reinforcement. However, the alignment and assembly
of continuous 2D components at high volume fraction remain challenging.We use a stacking
and folding method to generate aligned graphene/polycarbonate composites with as many
as 320parallel layers spanning0.032 to0.11millimeters in thickness that significantly increases
the effective elasticmodulus and strength at exceptionally low volume fractions of only0.082%.
An analogous transverse shear scrolling method generates Archimedean spiral fibers that
demonstrate exotic, telescoping elongation at break of 110%, or 30 times greater than Kevlar.
Both composites retain anisotropic electrical conduction along the graphene planar axis
and transparency.These composites promise substantial mechanical reinforcement, electrical,
and optical properties at highly reduced volume fraction.

T
he concept of nanocomposites is motivated
by the observation that filler particles can
stiffen and strengthen otherwise softer
materials such as polymers to form light-
weight, sturdy composites. Eshelby (1) first

demonstrated this possibility mathematically for
ellipsoidal “inclusions” in a solid. In practice,
however, it has proven exceedingly difficult to
insert closely spaced but distinctly separated
nanoparticles within a material, a fundamental
requirement for strengthening it. For anisotropic
nanoparticles, such as platelets, nanofibers, or
nanotubes (2, 3), mechanical reinforcement can
occur at very low volume fractions of the added
filler, because the particles can align along pre-
ferential axes of strain (4–6). For a platelet filler
such as graphene or other two-dimensional (2D)
materials, however, a unique limit can be realized
as the aspect ratio, a, of the aligned plates ap-
proaches infinity. A closely spaced stack of aligned,
semi-infinite plates of nanometer or atomic thick-
ness approaches a limit of maximal mechanical
reinforcement at minimal platelet addition per
mass of material. It has only recently become

possible to test this a → ? limit with the de-
velopment of chemical vapor deposition (CVD)
methods of creating single-unit cell- or atom-
thickness films, such as graphene (7, 8) and other
2D materials (9) that can span the physical di-
mensions of a composite large enough for test-
ing. In this work, we introduce two fabrication
methods that can take a thin layer of molecular
thickness and construct large composite stacks
that scale exponentially with the number of pro-
cessing steps. An analogous shear scrollingmethod
creates Archimedean scroll fibers from single layers
with similar scaling. Themethods producemate-
rials that demonstrate the a → ? limit while
combining electrical and optical properties at
minimal volume fraction of the filler.
The planar stacking method generates a thick-

ness that exponentially scales with each succes-
sive quadrant fold or segmentation, j, as 4j.
Further hot-pressing promotes the interlayer
integration (Fig. 1A). Replicating the process j
times generates a nanocomposite of i × 4j layers
and a lateral dimension of W/4j, where i is the
initial stacking or number of layers andW is the
initial width of the i-layer composite (Figs. 1, B
to D). We use polycarbonate (PC) as the polymer
matrix due to its transparency and mechanical
strength, creating bulk composites from CVD
monolayer, polycrystalline graphene (10) (Fig.
2A) with layer numbers of 8 to 320 and volume
fractions (VGs) of 0.003 to 0.185% (figs. S1 and
S2 and table S1). The graphene layers appear
intact upon this processing because the size of
the translucent area containing graphene exhib-
its little change after each pressing step. Raman
spectroscopy (Fig. 2, B and C, and fig. S3) con-

firms that the absolute intensity of the graphene
2D peak (I2D) decreases with increasing layer
number, approximately following the Lambert-
Beer law (fig. S3C and supplementary text 1).

−lg
�
I2D=n

�
¼ knþ c ð1Þ

The equation is verified bywell-fit least-squares
regressionof thesedata for graphene/polycarbonate
(G/PC) composites of VG ≈ 0.030% and of VG ≈
0.009%, each ranging from 1 to 144 layers (Fig.
2C). The differences between the two fitted curves
are very small due to the very low extinction co-
efficient (≈ 0) of the highly transparent PC layer.
The composites have high optical transmittance
of 90% at 9 layers and 58% at 36 layers, following
the Lambert-Beer law (fig. S4), corresponding to
a transmittanceof 98%per layer, in agreementwith
theknownvisible light transmittanceofmonolayer
graphene (11). We also found an alternate route
to stacked, planar composites bymonomer impreg-
nation and in situ polymerization within expanded
graphite derived from the thermal treatment of io-
dine chloride–intercalated highly ordered pyrolytic
graphite (12), achieving up to VG ≈ 0.60% (fig.
S5). However, the quality and control of layer
spacing for the resulting composite was found
to be lower than the 4j method (fig. S5E).
We also use an analogous stacking procedure

to create Archimedean spiral fibers (Fig. 1, E to I,
and figs. S6 to S8). A transverse shear force scrolls
a single G/PC film (2.0 × 2.2 cm) into a fiber (Fig.
1E) of diameter 105 ± 2 mm (fiber 1) measured
optically (figs. S6 and S7) and 160 ± 4 mm (fiber 2)
(Fig. 1F and figs. S6 and S8). The layer spacing of
180 and 410 nm, respectively, induces an observ-
able multilayer thin-film interference in Fig. 1F
(and fig. S6, B and C), respectively. The fiber axial
cross section has a deformed spiral structure (Fig.
1, G to I, and fig. S9). Both methods can control
the resulting VG over three orders of magnitude
from 0.003 to 2.55% (table S1).
Despite having vanishingly small VGs, such

aligned composites demonstrate substantial in-
creases in both the uniaxial tensile storage
moduli (E′) and loss moduli (E′′) from dynamic
mechanical analysis (DMA) (Fig. 3, A and B).
Two 4 j planar samples with VG ≈ 0.082 and
0.185%, respectively, both at 40 layers, have signif-
icantly higher E′ than pure PC controls (Fig. 3A),
with E′/E′PC = 2.36/2.04 (GPa/GPa) and 2.70/2.04
at 30°C, for example, or an increased stiffness DE
up to 0.66 GPa or 30%. We estimate the effective
elastic modulus of the component graphene layers
as 360 GPa with the rule of mixtures, agreeing
with reported values of 210 to 510 GPa for CVDGs
with ripples (13, 14). Uniaxial tension (fig. S10)
andmicroindentation results (fig. S11) demonstrate
similar elastic modulus increase with a linear de-
pendence on VG. For comparison, a minimum of
2% < VG < 5%, 10 times more than 4j composites,
is required to achieve comparable stiffness of PC
nanocomposites in the limit of 3D random orient-
ation for graphene oxide (GO) or derivatives with
typical aspect ratios a = 20 to 50 (15–18) (Fig. 3C).
Nanoplatelets with smaller a values contribute
less to reinforcement (fig. S12); GOx (or derivatives)
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with multilayer structures generally have poor
interlayer bonding (19, 20), which further mini-
mizes the reinforcement. The atomic thinness of
monolayer CVDG and its near-infinite amaximize
this reinforcement (Fig. 3C).
We also verified that the PC matrix of our

composite is not itself stiffening, evidenced by
the reduction of the glass transition temperature
(Tg) from 151.3° to 141.8°C at higher VGs (fig. S13)
and no detectable increase in crystallinity of the
PC (Fig. 3A). The reinforcement then comes from
the direct load transfer to graphene filler itself (21),
distinguishing it from cases where the inclusion
(e.g., GO) stiffens the polymermatrix and increases

Tg by restricting polymer-chainmobility near the
polymer-inclusion interface (19, 22) (fig. S14 and
supplementary text 5). To date, we have demon-
strated composites with VG as high as 0.185%, but
the 4 j and shear scrolling methods allow one to
reach as high as 2.5% (table S1), translating to DE
(or DE′) = 9.0 to 20.6 GPa (Fig. 3C). Planar 4 j

samples atVG≈ 0.185% also showhigherE′′ peak
values (0.50 GPa) compared with those at VG ≈
0.082% (0.40 GPa) and the PC control (0.26 GPa)
(Fig. 3A). These samples possess an enhanced ener-
gydissipationmechanism from in-plane translation
and frictional sliding at the layer interfaces (fig.
S10A) (23). Both E′ and E′′ increase with VG, prom-

isingmaterials of stiffness and damping exceed-
ing that of thematrixpolymeratnegligible increases
in weight (24).
The spiral fibers also demonstrate interest-

ing mechanical properties. Two Archimedean
scroll fibers—fiber 1 (VG ≈ 0.185%) and fiber 2
(0.082%)—exhibit higher E′ of 2.07 and 1.62 GPa,
respectively, compared with PC controls at 1.14 GPa
over 30° to 150°C (Fig. 3B). However, the stiff-
ness of these scroll fiber composites was generally
lower than that of the planar 4j composites. The
scrolled structures of the fibers demonstrate
a telescoping compliance mechanism (Fig. 3D, I)
that involves internal axial rotation in addition

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 365

Fig. 1. Fabrication of G/PC composites with aligned, semi-infinite CVD
graphene. (A) A 4j stacking method for planar 4j composites: (I) spin-coating
of PC solution and etching out copper, (II) stacking i layers of G/PC films,
(III) cutting/folding, and (IV) stacking and hot-pressing at 37 MPa and 155°C.
(B to D) SEM images of the planar composites with i = 9 (3570 nm/layer,
VG ≈ 0.009%), j = 1, and j = 2, respectively. (E) The transverse shear method
for scrolled nanocomposite fiber. (E1) A single layer of G/PC film supported

on Si/SiO2 substrate. (E2) The supported film with folds at one end created
by a glass capillary. (E3) The scrolling of the film by the transverse shear force
exerted by the two Si/SiO2 wafers. (E4) A scrolled fiber with Archimedean
spiral pattern in the cross-section plane. (F) Optical microscope image of
fiber 2 with diameter (d) = 160 ± 4 mm. (G to I) SEM images of fiber 2 with d =
131 ± 3 mm in the cross-section plane. Scale bars are 20, 10, and 5 mm,
respectively.
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to the interlayer translation shown in the planar
4j systems (fig. S10A). These fibers still exhibited
measurable increases in stiffness DE′ of 0.38 and
0.93 GPa, however, and larger effective EG of the
CVDG at 500 GPa. This telescoping compliance
may necessarily reduce in-plane ripples to realize
this increase. The scroll fibers also helically tele-
scope in tension, necessarily reducing the diame-
ter and densifying the structure uniformly (Fig.
3D, II, and fig. S15A). Axial rotation, in addition
to translation, increases the path length per unit
axial strain, hence increasing the E′′ and energy
dissipation through interfacial friction, increasing
at higher VG (Fig. 3B).
These fibers also show an extraordinary elong-

ation at break (emax, fiber) up to 1.10 (Fig. 3E and
fig. S15, B to E), compared with emax = 0.75 for a
monolithic PC film (fig. S15F) (25) and higher ulti-
mate strengths of 160 MPa (fiber 1) and 135MPa
(fiber 2), comparedwith 120MPa for the PC films

(fig. S15F) and fiber (Figs. 3E). A helical telescoping/
twisting of the scrolled layers can explain these,
which are generally found in natural structural
materials to provide higher strength and tough-

ness (26). For an Archimedean spiral described
by radius r, the cross section follows r = tq, with t
the interlayer distance between successive turn-
ings through the angle q. The scroll fiber is unique,

366 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 3. Mechanical characterization of G/PC
planar and scrolled fiber nanocomposites.
(A) The storage modulus (E′) and loss modulus (E′′)
versus temperature curves of two 40-layer planar
composites with VG ≈ 0.185 and 0.082%, and PC
matrix control (strain amplitude = 0.34%; fre-
quency = 1 Hz). (B) E′ and E′′ versus temperature
curves of fiber 1 (VG ≈ 0.185%), fiber 2 (0.082%),
control-1 and control-2 (with similar scroll structure).
(C) A comparison of the elastic modulus increase
(DE and DE′) with respect to the PC matrix, against
VG of planar composites and scrolled fibers with
reported data of various G/PC composites (15–18).
The dashed lines are predicted by Mori-Tanaka the-
ory (supplementary text 2). (D) The ideal telescop-
ing mechanism (I). In practice, deformation occurs
internally in the bulk of the fiber and not near the
gripped fiber ends; the optical image of the scrolled
fiber 2 in tensile with d = 120 ± 2 mm at 60% strain
(II) and at break (III and IV); SEM image of scrolled
fiber (control-1) at break (V), demonstrating layer
separations during failure. (E) True stress-strain re-
sponses of two composite fibers and their PC control
fibers with similar scroll structures.

Fig. 2. Raman spectroscopy study of G/PC composites. (A) Raman spectra of G/PC composites (1 layer) and PCmatrix control.The intensity ratio of 2D peak
to G peak (I2D/IG) = 2.1 indicates the monolayer nature of graphene (8, 10). A small D band at 1350 cm−1 illustrates the polycrystalline nature of CVDG (10). The
resonance-enhanced graphene Raman cross section is 18,000 times as large as PC (fig. S4A). (B) Raman spectra of G/PC composites (VG ≈ 0.030%) with layer
number (n) of 1, 9, and 144; the spectroscopy intensity was normalized by n. (C) Plots of –lg(I2D/n) against n for G/PC composites with VG ≈ 0.009 and 0.030%.

RESEARCH | REPORTS

 o
n 

Ju
ly

 2
1,

 2
01

6
ht

tp
://

sc
ie

nc
e.

sc
ie

nc
em

ag
.o

rg
/

D
ow

nl
oa

de
d 

fr
om

 

http://science.sciencemag.org/


requiring that failure traverses the entire path
lengthSq of the spiral inclusion (graphene), givenby

Sq ¼ 1

2
t

�
q

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ q2

p
þ ln

�
qþ

ffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ q2

p ��
ð2Þ

where Sq is identically the starting width of the
graphene sheet (2.2 cm). For a fiber of diameter
131 ± 3 mm, as in Fig. 1G, Eq. 3 predicts a t of 390 ±
20 nm, in agreement with ellipsometer measure-
ment values of 390 ± 4 nm (table S1). The scroll
architecture mandates that all of m = Sq /bc-c
(where bc-c is the carbon-carbon bond length,
0.142 nm) carbon-carbon bonds in the graphene
rupture for complete failure or collapse, a process
that takes place over a large strain range due to
the semi-infinite nature of the graphene herein.
This can be seen in the images of the break sites
with visible spiral ripping in III to V of Fig. 3D. The
spiral geometry predicts that for an initial l (length)
� Sq graphene sheet, the failure strain emax, fiber is

emax;fiber ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
l2 þ S2q

p
− l

l
þ emax;film ð3Þ

where emax, film is the failure strain of the planar
composite film. For a typical scroll fiber in this
work, with l = 2 cm, Sq = 2.2 cm, and emax, film =
0.75, we calculate emax, fiber = 1.24 theoretically,
higher than the maximum experimental value of
1.10 (Fig. 3E and fig. S15, B to E).
Last, this approach at the platelet limit offers

interesting opportunities to modify the proper-
ties of matrices with exceedingly small amounts
of an inclusion. PC is transparent but electrically
insulating.Grapheneelectrical continuitywasmain-
tainedduring stackingand folding, asdemonstrated
by the highly anisotropic electrical conduction in
planar 4j samples at a mere VG ≈ 0.003% while
retaining transparency. Percolation values of 0.14
to 1.3% were reported for various random compo-
sites of GO/PC (15, 16, 17, 27), for example. A tung-
sten microprobe (Fig. 4A and fig. S12) inserted
perpendicularly to the graphene layer direction at
1.00mm/s into the grounded compositewhilemain-
taining circuit continuity (Fig. 4B) shows discrete
current steps as each successive layer is contacted
(Fig. 4C), reaching a maximum of about 0.2 mA
after the contact of the fourth layer of graphene.
Discretized conduction is seen in the all-points
histogram in Fig. 4D and fig. S16, with Fig. 4, E
and F, showing the scanning electron microscope
(SEM) images of the deformation and penetration
site with a tapered hole and peripheral diame-
ter = 19.5 ± 0.5 mm. Overall, 4j composites have
anisotropic conduction with s = 4.17 S/cm in
plane at VG ≈ 0.185%, and no continuity orthog-
onal to alignment, with similar results for scroll
fiber composites. This ability to individually ad-
dress each layer electrically within the composite
can allow for complex circuits to be formed therein.
In conclusion, these results highlight newma-

terial properties available at this extreme platelet
limit for nanocomposites. The 4j stacking and
shear scrolling methods offer straightforward,
simple processing steps compared withmore com-
plexmethods designed to achieve good dispersion

at scale (supplementary text 6). The synthesis and
transfer of CVD graphene is also advancing rapid-
ly (28) with recent increases in scale (29). Scrolled
fiber architecture promises high elongation at
break, strength, and anisotropic conductivity while
allowing many different host polymer matrices
throughout the interior, distinct from a pure car-
bon fiber architecture. There exists a substantial
opportunity to generate compositematerials with
new combinations of mechanical reinforcement,
electrical, and optical properties at miniscule ad-
ditions of a semi-infinite nanoplatelet filler.
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Fig. 4. Electric properties study of the planar composites. (A) A microprobe system for simul-
taneously testing the electrical properties of the G/PC composite; a tungstenmicroprobemounted on the
motorized translation stage system has a shaft diameter of 80 mm tapering to a 100-nm tip. As the
conducting probe contacts each successive layer of graphene, conducting through the probe discretely
increases. (B) Periodic current cycles formed by the contact and disengagement of the microprobe with
G/PC composite surface. The velocity of the microprobe was kept at 1.00 mm/s (down) and –1.00 mm/s
(up) alternately with a time span of 10 s and voltage = 1.0mV. Light blue color areas indicate the contacting
durations between the microprobe and the composite surface. (C) The electric current curves versus
depth trace during the microprobe movement (1.00 mm/s, 1.0 mV) and penetration process for three
similar G/PC composite samples (VG ≈ 0.003%, four layers). (D) The histogram profiles of the value
distribution (count) of electric current signals measured in (C) (red). (E and F) SEM images of a typical
fracture site on the composite film punched by themicroprobe; scale bars are 20 and 10 mm, respectively.
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METALLURGY

A lightweight shape-memory
magnesium alloy
Yukiko Ogawa, Daisuke Ando,* Yuji Sutou,* Junichi Koike

Shape-memoryalloys (SMAs),whichdisplayshape recoveryuponheating, aswell as superelasticity,
offer many technological advantages in various applications.Those distinctive behaviors have been
observed in many polycrystalline alloy systems such as nickel titantium (TiNi)–, copper-, iron-,
nickel-, cobalt-, and Ti-based alloys but not in lightweight alloys such as magnesium (Mg) and
aluminum alloys. Here we present aMg SMA showing superelasticity of 4.4% at –150°C and shape
recovery upon heating.The shape-memory properties are caused by reversible martensitic
transformation.This Mg alloy includes lightweight scandium, and its density is about 2 grams per
cubic centimeter, which is one-third less than that of practical TiNi SMAs.This finding raises the
potential for development and application of lightweight SMAs across a number of industries.

S
hape-memory alloys (SMAs) are materials
that exhibit shape recovery upon heating,
as well as superelasticity. SMAs have a re-
coverable strain of more than 2% and are
therefore used for various industrial appli-

cations such as antennas for cellular phones, eye-
glass frames, coupling devices, fasteners, medical
devices, seismic dampers, etc. (1–3). Moreover,
SMAs have been attracting attention recently
for aerospace applications because of their self-
deployable and vibration mitigation character-
istics (4, 5). Shape-memory behavior was first
discovered in a Au-Cd alloy in 1932 (6). Since
then, the distinctive behavior accompanyingmar-
tensitic transformationhas beenobserved inmany
kinds of polycrystalline alloy systems—such as
TiNi-, Cu-, Fe-, Ni-, Co-, and Ti-based alloys—but
not in lightweight alloys such asMg andAl alloys.
Lightweight SMAs would be valuable for aero-
space applications because the reduction inweight
could lead to a large increase in fuel efficiency of
rockets and spacecraft.
Magnesiumalloyswith a density below2 g/cm3

[such asMg-Al-Zn,Mg-Zn-Zr,Mg-Zn-Y, andMg-Y-
RE (RE, rare earth element) (7–9)] are the lightest-
weight practical alloys. These alloys have beenused
for various industrial products such as portable
electronic devices, automobile components, and
aerospace components (7,8, 10).However, conven-
tionalMg alloys showpoor plastic deformability
at room temperature (RT) because of their hexag-
onal close-packed (hcp) structure, which exhibits
high plastic anisotropy. The poor plastic deform-
ability of most Mg alloys limits their practical
application. Mg-Li alloys have excellent plastic
deformability because they have a body-centered
cubic (bcc) structure,which shows isotropic plastic
behavior (9, 11, 12). Therefore,wroughtMg-Li alloys
are used for objects such as portable electronic
devices. In addition, Mg-Li–based alloys with
higher specific strength and superior corrosion
resistance comparedwith conventionalMg alloys

have been developed (13). Such bcc-typeMg alloys
have properties that allow superior functionality
as opposed to conventional hcp-type Mg alloys.
Magnesium-scandiumalloys are the only other

alloys with a bcc structure designated as b phase
in a Mg-rich composition [Mg ∼ 80 atomic %
(at %)] in a higher temperature range (fig. S1)
(14). AMg-Sc alloy with both b and a phases has
both a high ultimate tensile strength of 280 MPa
and a large tensile elongation of ~30% at RT (15).
Moreover, a b-type Mg-Sc alloy shows an age
hardening at ~200°C due to the formation of fine
hcp (a) needles and/or plates in a b matrix and
exhibits anextremelyhighhardnessof~230Vickers
pyramid number (HV) (16). Such age hardening
due to the formation of a precipitates in a bmatrix
occurs in various Ti-based alloys with a bcc struc-
ture, called b-type Ti alloys (17). Metastable b-type
Ti alloys that show age hardening commonly have
thermal-induced, stress-induced, or both types of
martensitic transformation (18–22). Some b-type Ti
alloys exhibit shape-memory effect and super-
elasticity, which are due to thermoelastic thermal-
and stress-induced martensitic transformations,
respectively, from a bcc to an orthorhombic struc-
ture (22–27).We herein report ametastable b-type
Mg alloy including Sc that shows thermoelastic
martensitic transformation and exhibits super-
elasticitywith recoverable strain of 4.4%at –150°C
and shape recovery upon heating.
Using x-ray diffraction (XRD), we find that the

heat-treated b-type Mg–20.5 at % Sc alloy (Fig. 1)
undergoes a stress-induced transformation by
cold-rolling atRT. Theheat-treated sample ismain-
ly composed of the bcc (b) phase, with some small
peaks from the hcp (a) phase. Our optical micro-
scopy results confirm that a small amount of the
a phasewas preferentially formed at grain bound-
aries, which indicates that the a phase is formed
during quenching. The lattice parameters of the
b and a phases are estimated to be a0 = 0.3597 nm
(b phase) and a = 0.3242 nm and c = 0.5204 nm
(a phase). The intensity of the peaks for the b
phase (Fig. 1, black) decreases, and new peaks
(indicated by “M”) appear after heavy cold-rolling
at RT (Fig. 1, red). This suggests the possibility of
martensitic transformation in the b-type Mg-Sc

alloy, as well as in the b-type Ti-based alloy. Using
transmission electron microscopy (TEM), we also
observed platelike martensites in the cold-rolled
specimen (fig. S2).
This finding motivated us to investigate the

stress-strain behaviors of the b-type Mg–20.5 at %
Sc alloy specimens at various temperatures. The
cyclic stress-strain curves show a strain of up to
4% for specimens at 20°, –50°, –100°, and –150°C
(Fig. 2, A to D). We loaded specimens first in ten-
sion up to a strain of 1% before unloading, fol-
lowed by reloading up to a strain of 2% in the
second cycle, and so forth. The grain size (d) rel-
ative to sheet thickness (t) of these four samples
was 0.42 ≤ d/t ≤ 0.67. We used the electron back-
scatter diffraction technique to confirm that the
specimenheat-treated at 690°Cand thenquenched
had a random texture (fig. S3). The specimen shows
negligible work hardening at 20°C after yielding.
Plastic deformation is retained at this testing tem-
perature when the applied stress is removed, in-
dicating no superelasticity. The yield stress at –50°
and –100°C becomes higher than at 20°C. We do
not observe superelasticity at these testing temper-
atures, as plastic strain remains after unloading.
The specimen exhibits “flag-shaped” stress-strain
behavior characteristically observed in superelastic
alloys with recovery of the original shape after un-
loading at –150°C. We applied stress-strain curves
up to an 8% strain (Fig. 2E) for the specimenwith
d/t=0.66 at –150°C,where the specimen fractured
at a tensile strain of 8.8%. The stress-strain curves
reveal typical behavior observed for other SMAs
(24–26), with a plateau region after yielding, fol-
lowed by an apparent work-hardening region.
After removal of the applied strain of 8%, the spec-
imen shows 6% recoverable strain that includes
both ordinary elastic strain and superelastic strain.
The superelastic strain eiSE in a specimen with ap-
plied strain eit − eie (where e

i
t is the strain applied

to the specimen, eie is the ordinary elastic strain,
and i is the number of cycles) increases with in-
creasing applied strain and then eventually satu-
ratesatamaximumsuperelastic straineMAX

SE ¼ 4:4%
(Fig. 2F). We defined eiSE by eiSE ¼ eit − eie − eir,
where eir is the residual strain after removal of the
stress (fig. S4). The maximum superelastic strain is
about the same as that of a b-type Ti-based
superelastic alloy (22, 24–27). The XRD pattern
of the tensile-fractured specimen tested at –150°C
(Fig. 1A, blue) also shows the occurrence of the
stress-induced phase, which is partially stabilized
up to RT. By TEM observation at RT, we found
that there are stabilized martensite plates in the
tensile-fractured specimen (fig. S5), which indi-
cates that the superelasticity is due to a stress-
induced martensitic transformation. Superelastic
strain by stress-induced martensitic transforma-
tion improves by the increment of d/t, which is
equivalent to the relaxation of grain constraints
(28). The present b-type Mg-Sc alloy showed the
same tendency (fig. S6).
The temperature dependence of yield stress

(sy) and superelastic strain ðei¼3
SE Þ in the b-type

Mg–20.5 at % Sc alloy specimens are shown in
Fig. 3, A and B, respectively. The d/t value of all
specimens was in the range of 0.30 ≤ d/t ≤ 0.72.
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We carried out cyclic tensile testing several times
(as needed) at a certain temperature to eliminate
thed/tdependence on stress-strain behavior. There
should be little dependence of sy and ei¼3

SE on load-
ing direction because the specimens have a ran-
dom crystal orientation (fig. S3). We found that
yield stress (sy) decreases linearly with increasing
temperature above –100°C, and we observed no
superelasticity (Fig. 3, A and B). This behavior
indicates that sy corresponds to the critical stress
for slip. Meanwhile, sy tends to linearly decrease
with decreasing temperature (T) below around
–120°C. This result suggests that the Clausius-
Clapeyron relationship is valid between sy and T.

Therefore, sy corresponds to the critical transition
stress required to induce martensite, and the crit-
ical maximum temperature for superelasticity lies
between–100°and–125°C. Such stress-temperature
characteristics are very similar to those observed
in conventional SMAs (29). Generally, the temper-
ature at which the straight line of sy versus T (Fig.
3A, blue dashed line) intersects with the x axis (s =
0) is defined as the thermal-induced martensitic
transformation–starting temperature, Ms. The Ms

of the b-type Mg–20.5 at % Sc alloy does not seem
to exist at temperatures exceeding –273°C (0 K).
We used XRDmeasurement to confirm that there
is no thermal-induced martensite phase at –190°C
(fig. S8A). Moreover, we measured electrical resist-
ance as a function of temperature and deduced
no substantial change uponmartensitic transfor-
mation in the electrical resistivity of the b-type
Mg–20.5 at % Sc alloy during cooling from 25° to
–272.6°C and heating from –272.6° to 25°C. These
results suggest that the b-type Mg–20.5 at % Sc
alloy does not thermally transform into the mar-
tensite phase. This behavior is consistent with
Ni-rich Ti-Ni alloys where superelasticity due to
a stress-induced martensitic transformation was
observed, even in an alloy composition that does
not show a thermal-induced martensitic trans-
formation (30).
The b-type Mg–20.5 at % Sc alloy is a low-

temperature SMA and displays superelasticity
only at temperatures below around –120°C. Mean-
while, the martensitic transformation temperature
was found to strongly depend on Sc content and

to increase with decreasing Sc content (31). We
confirmed that a small b-type Mg–18.3 at % Sc
sheet piece, taken from the topmost part of the
melted ingot, exhibited shape recovery upon heat-
ing from –30°C to RT (fig. S7). We used in situ
XRD to verify that the thermal-induced marten-
site phase was an orthorhombic structure in a
b-type Mg-Sc piece—also taken from the top-
most part of the melted ingot—with an average
Sc content of 19.2 at % (fig. S8B). These results
indicate that the superelasticity obtained in the
b-type Mg–20.5 at % alloy is due to a reversible
martensitic transformation between the b parent
phase and the orthorhombic martensite phase.
These findings also suggest that a possible way
to increase the operating temperature of a b-type
Mg-Sc superelastic alloy is to reduce Sc content.
The temperature dependence of transition stress

(sy) for stress-induced martensitic transformation
obeys the Clausius-Clapeyron relationship, which
is expressed as dsy/dT = –DS/e, where DS is the
entropy change of the transformation per unit
volume and e is transformation strain (22). We
estimated the slope of the sy-versus-T line to be
~1.8MPa/°Cat temperatures below–100°C (Fig. 3A).
Moreover, the transformation strain is equal to
the obtained maximum superelastic strain of
0.44 (Fig. 2F). Therefore, we estimate DS = –1.1 J/
mol K for the stress-inducedmartensitic transfor-
mation in the b-type Mg–20.5 at % Sc alloy with a
calculated molar volume of 1.4 × 10−5 m3/mol, es-
timated from the lattice parameter of the bcc struc-
ture. The change in entropy is similar to b-type Ti

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 369

Fig. 2. Cyclic tensile stress-strain curves of Mg–20.5 at % Sc specimens heat-treated at 690°C
for 0.5 hours. (A to D) Stress-strain curves of the specimen with (A) d/t = 0.67 at 20°C, (B) d/t =
0.50 at –50°C, (C) d/t = 0.42 at –100°C, and (D) d/t = 0.46 at –150°C. The specimens were initially
loaded in tension up to a strain of 1% before unloading (gray), followed by reloading up to a strain of 2% in
the second cycle (purple), then followed by reloading up to a strain of 3% in the third cycle (blue), and so
forth up to a strain of 4% (light blue). The tensile direction was parallel to the rolling direction. (E) Stress-
strain curves of the specimen with d/t = 0.66 at –150°C. The tensile direction was parallel to the rolling
direction, and tensile strain was applied up to a strain of 8%, where first-, second-, third-, fourth-, fifth-,
sixth-, seventh-, and eighth-cycle curves are colored gray, purple, blue, light blue, green, yellow, orange, and
red, respectively. (F) Plots of the superelastic strain ɛSE as a function of the applied strain ɛt – ɛe. The
maximum superelastic strain of 4.4% is obtained.

Fig. 1. XRD patterns of Mg–20.5 at % Sc speci-
mens at RT. (A) XRD patterns at RT of a heat-
treated specimen at 690°C for 0.5 hours (black), a
cold-rolled specimen after the heat treatment (red),
and a tensile-fractured specimen at –150°C (blue).
X-ray intensity is shown on a logarithmic scale. The
a and b phases are hcp and bcc structures, respec-
tively.The peaks indicated by “M” are derived from
a stress-induced phase. a.u., arbitrary units. (B) Ref-
erence powder XRD pattern of the b phase. (C) Ref-
erence powder XRD pattern of the a phase.Those
reference patterns were generated on the basis of
the lattice parameters of each phase.
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alloy (–1.3 J/mol K), further supporting amarten-
sitic transformation fromabcc to an orthorhombic
structure (22).
PolycrystallineMgalloyswith an hcp structure

show a small pseudoelasticity with a recoverable
strain of about 0.2 to 0.4%, which generates non-
linearity of the unloading curve (32, 33). The re-
versal of deformation twins during unloading
causes the observed nonlinearity in polycrystal-
line Mg alloys with the hcp structure. Our b-type
Mg-Sc alloy shows a large superelasticity of 4.4%
recoverable strain, accompanying stress-induced
martensitic transformation (Fig. 2E).We can com-
pare superelastic strain and specific weight in var-
ious polycrystalline SMAs (Fig. 4 and table S1),
and the plots of superelastic strain versus critical
temperature in various polycrystalline SMAs are
also shown in fig. S9. TiNi-based SMAs, which are
widely used, have a specific weight of ~6. Fe-, Cu-,
Ni-, andCo-basedSMAsareheavier,whereasb-type
Ti-based SMAs are lighter than TiNi-based SMAs.
The present b-typeMg-Sc superelastic alloy posses-

ses a specific weight of just 2, and its superelastic
strain is comparable to that of b-type Ti SMAs.
This lightweightMg-Sc SMAhas potential impact
for aerospace applications, among others. SMAs
have been attracting attention for use as self-
deployable space habitat frames and damping
devices for spacecraft systems (4, 5). A weight
reduction of aerospace components can lead to
an increase in fuel efficiency of rockets and space-
craft. The b-type Mg–20.5 at % Sc SMA is a low-
temperature superelastic alloy and is much more
expensive than conventional SMAs (31), which
limits immediate applications but serves as the
basis for development of lightweight SMAs. The
present findings offer new insights into the study
of lightweight functional materials.
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Fig. 4. Relationship between maxi-
mum superelastic strain and specific
weight of polycrystalline SMAs.
For comparison with the present
Mg-based SMA (red), we chose
practicable TiNi-based (blue), b-type
Ti-based (green), Cu-based (orange),
Fe-based (gray), and Ni- and
Co-based (pink) polycrystalline SMAs.
The specific weight of a material is
defined as the ratio of the density
of the material (grams per cubic
centimeter) to the density of water
(1 g/cm3). The alloy composition,
maximum superelastic strain, and
specific weight of those alloys are
listed in table S1.

Fig. 3. Temperature dependence of yield stress
and superelastic strain in Mg–20.5 at % Sc spec-
imens heat-treated at 690°C for0.5 hours. (A) Yield
stress (sy) as a function of temperature. (B) Super-

elastic strain ðei¼3
SE Þ as a function of temperature. sy

and ei¼3
SE are defined as shown in fig. S4. The yellow

and black circles indicate data points for specimens
tensile loaded along the rolling direction (RD) and
transverse direction (TD), respectively. The red and
blue dashed lines in (A) indicate the critical stress for
slip and the critical stress to induce the martensite
phase, respectively, where the slope in each region
was determined by the least-squares method with
all data points in each region. The red-shaded area
indicates the plastic deformation region, and the
blue-shaded area denotes the superelasticity
region. The black dot-dashed line indicates critical
temperature for superelasticity.
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QUANTUM GASES

Observation of the Efimovian expansion
in scale-invariant Fermi gases
Shujin Deng,1* Zhe-Yu Shi,2* Pengpeng Diao,1 Qianli Yu,1 Hui Zhai,2

Ran Qi,3† Haibin Wu1,4†

Scale invariance plays an important role in unitary Fermi gases. Discrete scaling symmetry
manifests itself in quantum few-body systems such as the Efimov effect. Here, we report on
the theoretical prediction and experimental observation of a distinct type of expansion
dynamics for scale-invariant quantum gases.When the frequency of the harmonic trap holding
the gas decreases continuously as the inverse of time t, the expansion of the cloud size
exhibits a sequence of plateaus. The locations of these plateaus obey a discrete geometric
scaling law with a controllable scale factor, and the expansion dynamics is governed by a
log-periodic function. This marked expansion shares the same scaling law and mathematical
description as the Efimov effect.

I
nteraction between dilute ultracold atoms is
described by the s-wave scattering length.
For a spin-1/2 Fermi gas, when the scattering
length diverges at a Feshbach resonance,
there is no length scale other than the inter-

particle spacing in this many-body system, and
therefore the system, known as the unitary Fermi
gas, becomes scale invariant. The spatial scale
invariance leads to universal thermodynamics
and transport properties, as revealed by many
experiments (1–13). On the other hand, in a boson
system with an infinite scattering length, three-
body bound states can form, where the extra
length scale of the three-body parameter turns
the continuous scaling symmetry into a discrete
scaling symmetry and gives rise to an infinite
number of three-body bound states whose ener-
gies obey a geometric scaling symmetry. This so-
called Efimov effect (14, 15) has been observed in
cold atom experiments (16–23), with recent work
confirming the geometric scaling of the energy
spectrum (24–27).
For a harmonic trapped gas, the expansion

dynamics offers great insight to the property of
the gas (28–33). Here, we consider what happens
to a scale-invariant quantum gas held in a har-
monic trap when the trap is gradually opened up
by decreasing the trap frequency w as 1=ð ffiffiffi

l
p

tÞ,
where l is a constant and t is time (Fig. 1, A and
B). Naïvely, by dimensional analysis, one would
expect that the cloud sizeR just increases as

ffiffi
t

p
.

Here we show, both theoretically and experi-
mentally, that when l is smaller than a critical
value, the expansion dynamics displays a discrete
scaling symmetry in the time domain. As a
function of t, R displays a sequence of plateaus,
whichmeans that at a set of discrete times tn the

cloud expansion stops, despite the continuous
decreasing of the trap frequency. The locations of
the plateaus tn obey a geometric scaling behavior.
To explain these dynamics, we first point out

why w ¼ 1=ð ffiffiffi
l

p
tÞ is special. For simplicity, we

first consider a three-dimensional (3D) isotropic
trap V ðrÞ ¼ mw2r2=2. In the absence of a trap-
ping potential, the system is invariant under a
scale transformation r→ Lr, whereas in the
presence of a static harmonic trap, the fixed har-
monic length introduces an additional length
scale that breaks this spatial scale invariance.
Nevertheless, if w changes as 1=ð ffiffiffi

l
p

tÞ, the time-
dependent Schrödinger equation exhibits a space-

time scaling symmetry under the transformation
r→ Lr and t → L2t.
Defining the cloud size as R

^2 ¼
X
i

r2i =N ,

the equation-of-motion for R
^ 2 can be derived as

i ddthR
^ 2i ¼ h½R^2;H^ðtÞ�i ¼ 2i

NhD^ i, where D
^ ¼

X
i

1
2ðri ⋅ pi þ pi ⋅ riÞ is the generator of a spatial
scaling transformation. Using the fact that the
system is scale invariant, and by taking higher-
order time derivatives of hR^2i, we conclude that
the cloud size hR^2i obeys the differential equation
(see supplementary text S1):

d3

dt3
hR^2i þ 4

lt2
d

dt
hR^2i − 4

lt3
hR^2i ¼ 0 ð1Þ

In the experiment, we start with a finite initial
trap frequencyw0 before turning it down (Fig. 1B).
The system is at equilibrium for t < t0, and at
t ¼ tþ0 , hR^2iðt0Þ ¼ R2

0 and dm

dtm hR
^2ijt¼t0

¼ 0 for
m ¼ 1; 2. This sets a boundary condition for
Eq. 1 that can turn its continuous scaling sym-
metry in the time domain into a discrete one.
The solution of Eq. 1 can be generally written in

a form as hR2ðtÞi ¼ C1 f 21 þ C2 f1 f2 þ C3 f 22 (The
constants C1, C2, and C3 are determined by the
boundary conditions), where f1 and f2 are two
linear independent solutions (see supplementary
text S1) of

d2f

dt2
þ 1

lt2
f ¼ 0 ð2Þ

By replacing f ðtÞ with yðrÞ and t with r and
regarding y as a real wave function and r as the
hyper-radius, Eq. 2 becomes the zero-energy
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Fig. 1. The schematic of the Efimovian expansion. (A and B) A scale-invariant ultracold gas is first

held in a harmonic trap with frequency w0. Then, starting from t0 ¼ 1=ð ffiffiffi
l

p
w0Þ, the trap frequency starts

to decrease as 1=ð ffiffiffi
l

p
tÞ, and the cloud expands. (C) The theoretical predication of the Efimovian

expansion: The cloud sizeR as a function of time t follows a log-periodic function and exhibits a series of
plateaus. The locations of the plateaus obey a geometric scaling law.
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Schrödinger equation for the Efimov effect in
the hyperspherical coordinate (14, 15). This reveals
a connection between this dynamical expansion
and the Efimov problem. l ¼ 4 is a special point
for Eq. 2. For l < 4, there are two independent
solutions of Eq. 2, f1 ¼

ffiffi
t

p
cosððs0=2ÞlntÞ and

f2 ¼
ffiffi
t

p
sinððs0=2ÞlntÞ, where s0 ¼ 2

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=l − 1=4

p
;

hR2i then takes a log-periodic form

hR^2iðtÞ
R2
0

¼ t

t0

1

sin2ϕ
½1 − cosϕ⋅cosðs0ln t

t0
þϕÞ�ð3Þ

where ϕ ¼ −arctans0 is determined by the
boundary condition at t ¼ t0. Equation 3 clear-
ly reveals the discrete scaling symmetry—i.e.,
when t2 ¼ e2p=s0 t1, hR^2iðt2Þ ¼ e2p=s0 hR^2iðt1Þ, and
dm

dtm hR
^2ijt¼t2

¼ e−2pðm−1Þ=s0 dm

dtm hR
^2ijt¼t1

for all the
m-th order derivatives. Therefore, at time tn ¼
e2pn=s0 t0, the first- and second-order time deriv-
atives for hR^2i become zero and the cloud ex-
pansion is strongly suppressed, that is to say,
the expansion dynamics shows a series of pla-
teaus around each tn. A similar conclusion can
also be obtained from the hydrodynamics ex-
pansion equations (34, 35). Note that s0 is
tunable by the speed of the decrease of the trap
frequencywðtÞ. When l > 4, hR^2i simply follows
a power law as hR^ 2iðtÞ ∼ t1þh for t ≫ t0, where
h ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1 − 4=l
p

. A detailed comparison between
this expansion and the Efimov effect is sum-
marized in table S1. We will refer to this effect
as the Efimovian expansion.
In our experiment, we use a balanced mix-

ture of 6Li fermions in the lowest two hyperfine
states j↑i ≡ jF ¼ 1=2;MF ¼ −1=2i and j↓ i ≡ jF ¼
1=2;MF ¼ 1=2i. Fermionic atoms are loaded into
a cross-dipole trap to perform evaporative cooling.
The resulting potential has a cylindrical symmetry
around the z axis, and the trap anisotropic fre-
quency ratio wr=wz is about 9. The above the-
oretical considerations hold for the isotropic case,
but similar results can be obtained for an aniso-
tropic trap (see supplementary text S2). Starting at
the initial time t0, the trap potential is lowered as

V ðrÞ ¼ m

2lrt2
r2 þ m

2lzt2
z2 ð4Þ

Because lr=lz ¼ ðwz=wrÞ2≪ 1 the effect ismore
pronounced along the axial direction than in the
transverse direction. Therefore, hereafter we focus
on the cloud expansion along the axial direction.
Theory shows (see supplementary text S2) that
the axial cloud square size R2

z obeys the same
form as Eq. 3, except

s0 ¼ wb

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=lz − 1=4

p
ð5Þ

where wb is a factor related to the breathing
mode frequency, wb ¼ 2 for the noninteracting
gas, and wb ¼

ffiffiffiffiffiffiffiffiffiffi
12=5

p
for the unitary Fermi gas

along the axial direction. A Feshbach resonance
is used to tune the interaction of the atoms either
to the noninteracting regime with the magnetic
field B = 528 G or to the unitary regime with B =
832G. The trap frequency is lowered by decreasing
the laser intensity, and lz is controlled by the de-

crease rate of the laser intensity, with the initial
axial trap depth always fixed at 5%U0, where U0

is the full trap potential. Thus, different lz corre-
sponds to different t0 ¼ 1=ð ffiffiffiffiffi

lz
p

w0
z Þ, where w0

z is
the initial axial trap frequency. Finally, after cer-
tain expansion time texp with the trap, the trap is
completely turned off and the cloud is probed by
standard resonant absorption imaging techniques
after a time-of-flight expansion time ttof = 200 ms.
Each data point is an average of five shots of the
measurements at identical parameters.
The time-of-flight density profile along the

axial direction is fitted by a Gaussian function as
A0 þ A1e−z

2=s2z , fromwhichwe obtain sz;obs. sz;obs
is related to the in situ cloud size by a scale factor
bz via sz;obs ¼ bzðttof Þsz ; bzðttof Þ can be obtained
from either hydrodynamic or ballistic expansion
equation with the time-of-flight time ttof (see
supplementary text S5). Because the trap is quite
anisotropic, the cloud expands slowly along the
axial direction during a short time-of-flight, and
the expansion factor bz only gives a quantitative
correction to the results. Figure 2 shows the
typical measurements of sz with different lz for
both the noninteracting and the unitary Fermi
gases. For instance, for lz ¼ 0:06, we decrease
the trap frequency from 2p� 567:3 Hz to 2p�
71:0 Hzwithin 8ms. Dots are themeasureddata,
and the solid and the dashed lines are both theo-
retical curves based on Eq. 3, taking s0 as a fitting
parameter or using s0 given by Eq. 5, respectively.
Because sz is obtained by a Gaussian fit to the
density profile, s2z ¼ 2hR^2z i, and thus the theoret-

ical expression for sz=sz;0 is simply a square root
of Eq. 3. Figure 2 clearly shows the plateaus for
the expansion dynamics and an excellent agree-
ment between theory and experiment. Density
profiles for three successive measurement times
inside a plateau almost perfectly overlapwith each
other (Fig. 2B, inset), which confirms that the
expansion stops at the plateau.
For smaller lz, the trap frequency decreases

slower, the plateaus become denser, and the dif-
ference in height between two adjacent plateaus
becomes smaller. The adiabatic limit is reached
for lz → 0, where the mean square of the cloud
size follows a linear expansion as expected.
For the critical value lz ¼ 4 (red dots in Fig. 2),

no plateaus are observed within finite expansion
time.How the plateaus disappears as lz→4 could
not bemeasuredhere. This is because as lz→4, s0
decreases toward zero, the period increases ex-
ponentially, and therefore even the first plateau
would appear after a very long expansion time.
On the other hand, there is a lower limit for the
trap frequency below which atoms cannot be
trapped. Together with the fact that the larger
the lz , the faster the trapping frequency drops
and the shorter the expansion time, the plateaus
could not be observed even before reaching the
critical value lz ¼ 4 within the finite expansion
time. Nevertheless, for comparison, we have per-
formed measurements where the trapping fre-
quency decreases with similar average speeds in
Fig. 2, but the time dependence of wðtÞ is differ-
ent from 1=t, which breaks the aforementioned

372 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 2. Experimental
observation of the Efi-
movian expansion.The
mean axial cloud size sz

(with s2z ¼ 2hR^2z i) versus
the expansion time
texp ¼ t − t0 for (A) a non-
interacting Fermi gas of 6Li
measured at B = 528 G
and (B) a unitary Fermi gas
measured at B = 832 G.
Dots are measured data.
Black, blue, and green dots
denote lz ¼ 0:02, 0:07,
and 0:36 for (A), and
lz ¼ 0:01, 0:02, and 0:06
for (B). The dashed lines
are the theory curves
based on Eq. 3 (with s0
given by Eq. 5) without any
free parameters, and the
solid lines are the best fit
using the function form of
Eq. 3, with s0 as a fitting
parameter. Red dots in
both figures denote the
case with lz ¼ 4, and the
shaded area is the regime
where expansion does not
show discrete scaling

symmetry. The inset in (B) shows three successive density profiles (after the time-of-flight) when the
time texp is located inside a plateau, as indicated by the arrows. Error bars, mean ± SD.
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spatial-time scaling symmetry. The plateaus are
indeed not observed in the expansion (fig. S2).
We now demonstrate that these dynamics are

universal. First, we should verify that s0 relates to
lz via Eq. 5. In the experiment, lz is determined
by the trap frequencies measured by the para-
metric resonance, and s0 is extracted from the
best fit of the expansion data in Fig. 2. The
universal relation between s0 and g ≡

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1=lz − 1=4

p
is plotted in Fig. 3A. s0ðgÞ can fit very well with a
linear function s0 ¼ kg, which gives the slope
k ¼ 1:94 T 0:03 for the noninteracting case and
k ¼ 1:53 T 0:03 for the unitary Fermi gas. These

are in good agreement with wb ¼ 2 for the
noninteracting case and wb ¼

ffiffiffiffiffiffiffiffiffiffi
12=5

p ¼ 1:55 for
the unitary case. The Efimovian expansion is also
robust and insensitive to the temperature and
atom number of the Fermi gas (Fig. 3B).
Second, we notice that the noninteracting and

the unitary cases only differ in the relation
between s0 and l, and once s0 is given to be the
same, the dynamics are exactly identical for
these two different systems (Fig. 3, C and D). In
other words,Rz=Rz (0) is a function of s0 (orϕ)
and t=t0 is a universal function for all scale-
invariant systems.

Finally, we study a time-reversed compression
process. Consider an expansion process from t0
to tf , where the trap frequency decreases from
w0 ¼ 1=ð ffiffiffi

l
p

t0Þ to wf ¼ 1=ð ffiffiffi
l

p
tf Þ. Now we con-

sider an inverted process of increasing the trap
frequency as w ¼ 1=ð ffiffiffi

l
p ðtf þ t0− tÞÞ, where the

trap frequency increases from wf to w0 when t
changes from t0 to tf . For the compression
dynamics to really invert the expansion dynam-
ics, tf has to be carefully chosen to satisfy
tf ¼ e2pn=s0 t0. We perform such an experiment
(Fig. 4) showing that the dynamical process with
a carefully chosen boundary is time-reversal
symmetric. The small asymmetry arises because
the lowering of the trap during expansion (black
dots) causes evaporative cooling, which decreases
cloud sizes correspondingly.
Our results are universal for all scale-invariant

quantumgases. Future experiments can test them
with a Tonks gas in 1D and in a 2D quantum gas,
where the deviation from the log-periodic be-
havior can be used to calibrate the scaling sym-
metry anomaly in 2D (36–39). In the 3D case, it
will be interesting to investigate the scaling sym-
metry breaking when the system is tuned away
from the scale-invariant points of zero and infinite
s-wave scattering length. The study could also be
generalized to observe a dynamic analogy of a re-
cently proposed super-Efimov effect (40–42).
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Fig. 3. Universality of the Efimovian expansion. (A) s0 obtained from fitting the expansion curves
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. The solid lines are the linear fitting curves, and the dashed lines are s0 ¼ wbg,
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p
for the unitary Fermi gas. (B) For a given

lz ¼ 0:017 and for the unitary Fermi gas, s0 is obtained from fitting the expansion curves for different
fermion numbers and temperatures as indicated (TF is the Fermi temperature). The solid line is the
theory value for the unitary Fermi gas, and the arrow indicates the theory value for the non-
interacting Fermi gas with the same lz . sz=sz;0 as a function of texp=t0 for the noninteracting (red
dots) and the unitary Fermi gas (blue dots) with s0 ¼ 10:53 in (C) and s0 ¼ 5:88 in (D). Error bars,
mean ± SD.

Fig. 4. Time-reversal symmetry
of the Efimovian expansion. sz for
the expansion and its inverted
compression process from t0 to
tf . texp ¼ t − t0. Black dots are the
expansion process, with

w ¼ 1=ð ffiffiffi
l

p
tÞ and the frequency

changing from w0 ¼ 1=ð ffiffiffi
l

p
t0Þ (at

t0) to wf ¼ 1=ð ffiffiffi
l

p
tfÞ (at tf). Blue

dots are the inverted compression

process, with w ¼ 1=ð ffiffiffi
l

p ðtf þ t0 − tÞÞ
and the frequency changing from
wf (at t0) to w0 (at tf). Here,
lz ¼ 0:01 and the data are taken in
the unitary regime. Error bars,
mean ± SD.
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PHYSICS

Electron microscopy of
electromagnetic waveforms
A. Ryabov1,2 and P. Baum1,2*

Rapidly changing electromagnetic fields are the basis of almost any photonic or electronic device
operation.We report how electron microscopy can measure collective carrier motion and fields
with subcycle and subwavelength resolution. A collimated beam of femtosecond electron pulses
passes through a metamaterial resonator that is previously excited with a single-cycle
electromagnetic pulse. If the probing electrons are shorter in duration than half a field cycle, then
time-frozen Lorentz forces distort the images quasi-classically and with subcycle time
resolution. A pump-probe sequence reveals in a movie the sample’s oscillating
electromagnetic field vectors with time, phase, amplitude, and polarization information.This
waveform electron microscopy can be used to visualize electrodynamic phenomena in
devices as small and fast as available.

E
lectron microscopy works at wavelengths
100,000× smaller than that of light and there-
fore allows studying matter and materials
with subatomic resolution (1, 2).With added
temporal resolution, ultrafast reaction paths

in physical and chemical transitions can also
be recorded (3, 4).
Rather elusive for electronmicroscopy, however,

have been electrodynamic phenomena, although
oscillating currents and fields are fundamental to
the operation of almost any information process-
ing device or metamaterial. Based on differential
phase contrast (5, 6), ptychography (7), or laser-
electron energy exchange techniques (8), electron
microscopy studies on electromagnetism could
reveal electrostatic field distributions (9–11), ultra-
fast carrier diffusions (12, 13), or cycle-averaged
nanophotonic dynamics (14–16), but so far not the
fundamental electromagneticwaveformswith their
rapidly oscillating field vectors.
Wemerged the electronmicroscope’s supremacy

in matter characterizations with a subcycle and
subwavelength access to electromagnetic pheno-
mena (Fig. 1). Femtosecond electron pulses (Fig.
1, blue) at 70 keV central energy are generated by
pulsed-laser photoemission (17). The electronwave-

packets (18) are further compressed in time by a
terahertz field (Fig. 1, red) in grazing incidence to
a foil (19). Alternatives here could bebeamblanking
(20), microwave compression (18), photon-gating
(21), or ponderomotive bunching (22). Amagnetic
lens (Fig. 1, gray) widens the beam for passage
through the sample with close-to-zero divergence.
The proof-of-principle sample is ametal split-ring
resonator (Fig. 1, yellow), which is a typical build-
ing block for metamaterials (23) or surfaces (24)
with optical effects otherwise not available (25, 26).
The resonator with ~250 mmradius is excitedwith
a single-cycle, phase-locked electromagnetic pulse
of 0.1 to 0.8 THzbandwidth (17). It propagates along
the z axis with a linear polarization oriented ~5°
off the y axis. The electron pulse duration at the
sample is ~15 times shorter than the excitation
half-cycle. An objectivemagnetic lens (Fig. 1, gray)
magnifies the shadowed electron beam onto a
screen (Fig. 1, green). Some intentional defocus
makes the scheme sensitive to local beam de-
flections (Fig. 1, dotted lines) and allows con-
cluding from the distorted screen images, taken
at a sequence of electron/field delay times, to the
time-frozen electrodynamics in the sample.
First results are shown in Fig. 2, obtainedwith

the excitation field depicted in Fig. 2A and at a
magnification of about 5×. The electron pulses
are characterized by streaking (19) and have
80-fs duration (Fig. 2B). The resonator, which
was laser-machined into 30-mm-thick alumi-
num foil (Fig. 2C), shows some imperfections,

in particular fringy edges and off-center circles.
An isosurface of the time-dependent shadow
pattern deformations reveals pronounced tem-
poral oscillations (Fig. 2D). The raw images (shown
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Fig. 1. Concept and experimental setup.A femto-
second laser produces single-cycle terahertz pulses
(red) and a beam of femtosecond electron pulses
(blue).The terahertz radiation compresses the elec-
trons in time and also triggers electromagnetic res-
onance in the sample (yellow). The electron pulses
are locally and instantaneously distorted (dotted
lines) and therefore reveal the electrodynamics of
the sample.
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for a subset of pump-probe delays (in Fig. 2E) be-
come distorted in a self-overlapping way before
returning to the original at later times (movie
S1). Another example of raw data is shown in
movie S2.
For analyzing our experiment, we denote the

spatiotemporal electric andmagnetic fields around
the resonator with E(x, y, z, t) and B(x, y, z, t). vel ≈
0.53c is the electron velocity (c, speed of light), tel ≈
80 fs (full width at half maximum) is the electron
pulse duration, fmax ≈ 0.8 THz is the highest fre-
quency excited, Dz ≈ 30 mm is the mode thickness
along the z axis, and aem ≈ 60 mrad (root mean
square) is the beam divergence at the sample
(~20 nm source emittance and ~340 mm beam
radius). We make these approximations: (i)
tel ≪ 1=fmax, the electron pulses are much shorter
than a wave cycle; (ii) Dz=ve ≪ 1=fmax, subcycle
transition time; (iii) aem ≈ 0, the probe beam is
collimated; (iv) two-dimensional fields Ex,y(x, y, t)
and Bx,y(x, y, t) suitably describe the resonator
response; and (v) magnetic fields are negligible
(17). Conditions (i) and (ii) are essential to the
concept, and (iii) to (v) are specific to the par-
ticular geometry. With me and e the electron
mass and charge, respectively, we obtain for the
change in angles ax,y at each position in the
beam, at each pump-probe delay t

ax;yðx; y; tÞ ≈ eEx;yðx; y; tÞDz

mev2e
ð1Þ

Each ray in the electron beam profile acquires a
local-field–dependent momentum kick that is di-

rectly proportional to the local waveform, frozen
in time at the chosen probe delay.
On the screen, electrons from faraway locations

can end up at the same positions, and inversion is
nonbijective.We thereforemeasured for eachpump-
probe delay a batch of screen images, inwhich the
excitation peak field strength Eexc is gradually in-
creased from zero to the available maximum.
Because of the collimated illumination, thismeth-
od is related to measuring the evolution of the
distorted beam profile along the z axis. The data
set is four-dimensional and comprises 250 by 250
image pixels, 150 pump-probe delays, and 16 dif-
ferent excitation field strengths. At a 50-kHz
pump-probe repetition rate, the total accumulation
time is ~1 hour. We calculated ax,y(x, y, t) for each
delay step with a least-square fitting algorithm
(17) and Ex,y(x, y, t) via Eq. 1.
Shown in Fig. 3A are three vector-field snap-

shots at 2.8, 3.2, and 3.8 ps delay, respectively, as
a subset of the full results (movie S3). The tri-
angle tips denote the vectorial direction, and field
strength is encoded in color and size. Somehigh-
frequency temporal noisewas diminishedwith a
low-pass Gaussian filter at 1 THz. The vector field
at 2.8 ps shows three local maxima (Fig. 3A, top,
right, and left). We see an asymmetry in x, a pre-
dominantly radial polarization everywhere, and at
each angle, a radially decreasing field strength. The
peak field is 7 V/mm, which is ~3.5 times higher
than thedriving field. Shown inFig. 3B are the time-
dependent electric fields at two selected positions
(Fig. 3A, white circles), and the time-dependent
polarization is plotted in Fig. 3B, right. The fields

initially follow the single-cycle excitation pulse, but
after ~4 ps, when the excitation has diminished,
they evolve into slower oscillation cycles with de-
caying amplitude. Fitting each such time trace
with a damped-harmonic oscillatormodel reveals
a map of central frequencies (0.27 to 0.30 THz),
dampings (3 to 6 ps), and group delays (±0.1 ps).
These ranges indicate that a single delocalized
mode is predominant after the excitation.
An analysis of the collective carrier motion

causing the observednear-field dynamics is shown
in Fig. 3C. The surface charge density s = e0E⊥ is
plotted along a path around the inner edge of the
resonator. The peak charge is ~400 e/mm2, and
~20 e/mm2 are detectable above the noise. Three
spatial regions are evident, one at the top (±180°)
and two others left and right of the gap (~±45°).
The dynamics around the gap extendbymore than
±90° and the phase is shifted with respect to the
top region. Some features in Fig. 3C have a tilt,
indicating in part an azimuthally traveling exci-
tation, which is also observable in the raw data
and result movies (movies S1 and S3, respective-
ly). Circular motion ceases after ~4 ps, and the
remaining dynamics are mostly symmetric with
the x axis. It appears that the excitation first local-
izes at the gap and top half, while subsequently
creating a spread out, rather symmetric, and
longer lived mode with mostly radial polarization.
Next,weusedourwaveformelectronmicroscopy

to characterize a rectangular aperture andbutterfly
resonator, which are typical elements for field en-
hancement in optics. A snapshot at 2.2 ps delay of
the field in the slit (730 by 100 mm2) is shown in

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 375

Fig. 2. Waveform microscopy results. (A) Electric
field for sample excitation. (B) Electron pulse charac-
terization (19). (C) Shape of the split-ring resonator.
(D) Isosurface of the time-dependent shadow images.
(E) Subset of raw images on the screen (full results
in movies S1 and S2).

Fig. 3. Space-time-field results in a split-ring
resonator. (A) Time-frozen electric field vectors at
three delay times (full results in movie S3). Scale
bar, 100 mm. (B) Time-dependent fields (left) and
polarizations (right) at locations (1) and (2) in (A).
(C) Space-timemapof the surface carrier density at
the inner edge [(A), white dashed line].
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Fig. 4A (full results inmovie S4). Thewaveform in
the center is shown in Fig. 4B. The frequency at
early times is higher than at later times, when
the oscillations show a nonharmonic shape with
damped peak regions. This indicates the pres-
ence of multiple modes at different frequencies,
but phase-locked. In order to find those, we in-
voked a principle component analysis via singular
value decomposition. The first four modes are
depicted in Fig. 4C; further ones have no clear
shape or time structure anymore. Three of the
modes have a series of maxima that are almost
equidistantly distributed over the slit length.
Mode 1b is different and has a shapewith vortex
polarization; we attribute this to residual mag-
netic field effects (17) and a slight tilt of the
structure with respect to the electron beam. The
time traces from the decomposition matrix are
shown in Fig. 4D.Mode 1 is centered at 0.20 THz,
mode 2 at 0.39 THz, and mode 3 at 0.54 THz.
Cuts through the modes along the slit’s long axis
at center are shown in Fig. 4E. Evident are one,
two, and three spatial maxima, respectively, but
with some asymmetries and slightly elliptical
polarization in modes 2 and 3. Singular value
decompositionneither assumes any electromagnetic
boundary conditionsnor enforcesharmonic-oscillator
solutions. That nevertheless a series of oscillation
orders with dispersion and nontrivial phase rela-
tions can be identified is a virtue of the complete
spatial, temporal, and vectorial data set obtained
withwaveformelectronmicroscopy. In thebutterfly-
shaped resonator (Fig. 4F andmovie S5), there is
only one mode excited (frequency, 0.3 THz;
damping, ~5 ps). The field enhancement at 2.8 ps
is ~9 close to the metal and ~6 in the middle,
which is lower thandesirable, because the rounded
crests of our structure apparently disperse the field
lines at the center.
The ability to record field vectors in space and

time is essentially a consequence of the electron’s
charge, which is usually detrimental in ultrafast
microscopy via space charge effects, but here the

charge is exploited as a local, sensitive, direction-
al, and noninvasive probe of electromagnetic field
cycles. We estimate the angular and spatial reso-
lutions achievable in a state-of-the-art instru-
ment at few-nanometer resolution by invoking
a ray-optical analysis (17). The result is plotted
in fig. S4 in dependence on defocus. Letting the
spatial resolution degrade by only a factor of two
from the optimum value is already sufficient for an
angular resolution below 20 mrad. Via Eq. 1 and
assuming a 100-nm-deep structure along the z
axis, we obtained a measurable field strength of
~0.0026 V/nm or ~1 V per 40 nm, which over-
laps with the conditions in working electronic
or plasmonic circuitry. In the experiment, the
angular resolution was 60 to 80 mrad (17), which
is close to aem ≈ 60 mrad of the beam. At reason-
able signal-to-noise levels, the illumination’s un-
correlated divergence determines the angular
resolution. The ultimate limitwith coherent femto-
second emitters (27) and a wave-based analysis
(6, 7) is defined by the de Broglie wavelength of
the electrons.
Magnetic fields,which are important innegative-

index metamaterials or memory devices, can be
revealed and separated from the electric-field de-
flections by making two experiments at different
electron velocities; the electric parts of the Lorentz
force scales proportionally to 1/ve

2, whereas the
magnetic deflection follows a 1/ve law. Energy-
filtered imaging can measure forward momentum
changes and, in combination with tomography,
reveal the complete electric and magnetic vector
fields in space and time. Surface studies with a
scanning electron microscope are also feasible,
given its sensitivity to (transient) surface voltages,
energy losses, or secondary electron trajectory
asymmetries.
Microwave-compressed (18), photon-gated (21),

or deflection-selected (20) electron pulses are
approaching the few-femtosecond regime of pulse
duration. This allowswaveform imaging atmulti-
terahertz frequencies, faster than any electronic

devices available. Metamaterials operate at light-
wave frequencies, at which ~1-fs resolution is re-
quired for subcycle sampling. Recently, attosecond
electron pulse trains (28) have been realized in an
electronmicroscope (29). With cycle-synchronous
excitation and probing (28), waveform electron
microscopy will enable a direct visualization of
nanophotonicphenomenaat lightwave frequencies.
Isolated attosecond electron pulses may potentially
be generated via single-electron wavepacket com-
pression (18) or ponderomotive effects (22) andwill
be useful for studying nonlinear or strong-field
phenomena that are not reversible between ad-
jacent excitation cycles.
In principle, any light-matter interaction starts

with atomic-scale charge displacements, andwave-
form electron microscopy at subatomic resolu-
tion (5, 6) could potentially reveal those motions.
More straightforward, however, will be studies of
collective carrier dynamics and field effects in
nanoscale devices—for example, in electronics,
metamaterials, nanophotonic circuitry, near-field
sensors, or light-harvesting nanostructures. That
waveform imaging and shape characterization
now require only one instrument—the electron
microscope—will likely be advantageous for such
investigations.
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Fig. 4. Rectangle and butterfly resonators. (A) Time-frozen electric field vectors at 2.2 ps delay (full results in movie S4). (B) Time-dependent field at the center.
(C) First fourmodes revealed through singular value decomposition. (D) Time traces (amplitudes, scaled) ofmodes 1, 2, and 3. (E) Electric field strengths alonga line
through the center. (F) Butterfly resonator, electric field vectors at 2.8 ps delay (full results in movie S5). Scale bars, 100 mm.
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WATER RESOURCES

Connections between groundwater
flow and transpiration partitioning
Reed M. Maxwell1* and Laura E. Condon2

Understanding freshwater fluxes at continental scales will help us better predict hydrologic
response and manage our terrestrial water resources. The partitioning of
evapotranspiration into bare soil evaporation and plant transpiration remains a key
uncertainty in the terrestrial water balance.We used integrated hydrologic simulations that
couple vegetation and land-energy processes with surface and subsurface hydrology to
study transpiration partitioning at the continental scale. Both latent heat flux and
partitioning are connected to water table depth, and including lateral groundwater flow in
the model increases transpiration partitioning from 47 ± 13 to 62 ± 12%.This suggests that
lateral groundwater flow, which is generally simplified or excluded in Earth system models,
may provide a missing link for reconciling observations and global models of terrestrial
water fluxes.

E
vapotranspiration (ET) is the largest terres-
trial water flux, typically accounting for
more water than runoff and for about 60%
of precipitation (1). It contributes a substan-
tial portion of the global land-energy budget

(2) as latent heat (LH) flux, which affects regional
climate (3). Evapotranspiration commonly refers to
the combination of all evaporation (E) from bare
soil, water bodies, plant canopy, and sublimation
from snow, and transpiration (T) through plant
stoma during photosynthesis. Here we focus on
the partitioning of ET into bare soil E and plant T.
Because T depends on plant processes, whereas
E depends on shallow soil moisture and energy
availability, these two factors respond differently
to physical drivers and stress. Disentangling these
fluxes over large scales is a key step toward
improved understanding and prediction of water-
shed dynamics, especially when considering fu-
ture stresses.
Connectivity between the surface and the sub-

surface provides a fundamental control on water-
energy fluxes and partitioning (4). Connections

between the water table and evapotranspiration
have been shown inmodel simulations (5–9) and
observations of regional systems (10). Although
theory to estimate and simulate evapotranspiration
has evolved much over past decades (11), lateral
groundwater flow has yet to be incorporated in
continental-scale partitioning estimates (12). Quan-
tifying the role of groundwater is important, be-
cause if partitioning is tied to water table depth
and lateral flow, accurate predictions of future
water availability will require a more detailed
understanding of the underlying processes con-
trolling groundwater surface water interactions
than are currently included inmost Earth system
simulators. Current research on partitioning relies
on either isotope approaches or land surfacemodels
(13). These are fundamentally different methods,
but bothmake critical assumptions about ground-
water contributions to T and simplify groundwater
surface water interactions. Discrepancies in par-
titioning estimates remain, and some have sug-
gested that itmaybe systematically underestimated
by current Earth system models (13, 14).
We used a continental-scale integrated hydrol-

ogy model simulation to study the role that la-
teral groundwater flow plays in evapotranspiration
partitioning (15). We used the ParFlow model
(16, 17), which couples groundwater and surface
water flow with vegetation processes and snow
dynamics (7, 18) to solve a complete water and

energy balance [figs. S1, S2, and S4 (15)]. The do-
main covers 6.3 million km2 and encompasses
major river basins in North America [including
the Mississippi, Colorado, and Ohio basins; see
Fig. 1 and fig. S3 (15)]. Simulations were run for
one water year at hourly resolution driven by re-
constructed meteorology. Transient simulations
were initialized using the results of a prior steady-
state model over the same domain (19) and ad-
ditional transient model initialization [tables S1
and S2 (15)]. Themodelwas compared to 1.2million
transient observations of stream flow, ground-
water, and snow, and was shown to match ob-
served behavior [figs. S5 to S20 (15)].
This simulation generated roughly 1.3 trillion

outputs over the 1-year period, covering all key
components of the water energy budget. Two
variables that exemplify hydrologic stores and land-
energy fluxes—water table depth and LH flux (the
energy counterpart to ET)—show many scales of
detail within these output fields (Fig. 1). For ex-
ample, although groundwater is generally shal-
lower in the more humid eastern region of the
domain and deeper in arid western regions, la-
terally convergent flow drives local variability,
creating shallow water tables in river valleys that
can supply surface water export. We see similar
patterns in LH flux, large-scale trends also driven
by climate gradients, yet nested hillsllope-scale
fluctuations persist.
The integrated model we used provides the

ability to explicitly evaluate interactions between
variables that are excluded from other global ap-
proaches (i.e., water table depth and individual
land-energy flux components such as T and E).
For example, the ratios of plant transpiration to
total evapotranspiration (T/ET) are calculated di-
rectly from model outputs and compared to com-
piled stand-scale (14) andglobal (4,20,21) isotopically
based partitioning estimates [Fig. 2, A and B (15)].
We see broad agreement between model simu-
lations and estimates across scale; the domain-
averaged T/ET of 62 ± 12% agrees with recent
global isotopically derived estimates (4, 14, 20, 21).
To determine the role of lateral groundwater

flow in these partitioning estimates, we performed
a second simulation that is identical to the base
case but allowed only vertical water movement,
with no topographic influences or lateral flow.
This approach is similar to current practice in
land surface models (15). This “no lateral flow”
simulation resulted in a domain-averaged T/ET
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of 47 ± 13%, suggesting that lateral groundwater
flow plays a substantial role in the partitioning of
evapotranspiration. This shift was seen system-
atically across all vegetation types, resulting in a
lowerpredictionof standandglobal scale estimates
[fig. S20 (15)]. This indicates that topographically
driven lateral flow provides an additional water
source for transpiration in groundwater conver-
gence zones.
To evaluate the relationships between parti-

tioning and groundwater directly, we plotted the
annual average LH flux, accumulated T and E,

and T/E ratio against water table depth for nine
tree and shrub land cover types, colored by soil
type:more than 3.2million points in total (Fig. 2,
B to E). The distinct patterns shown in all four
plots indicate a connection between water table
depth and land-energy fluxes. Plots of LH, T, and
E each follow logistic curves with three distinct
regions: (i) an energy- or temperature-controlled
region at shallow water table depths, where la-
teral groundwater flow stabilizes soil moisture
and removes any water limitation; (ii) a deep dis-
connectedgroundwater regionwhere surface fluxes

are dependent on precipitation (i.e., water-limited);
and (iii) a groundwater-controlled region discussed
in priormodeling (8) and observational (10) studies,
where land-energy fluxes are correlated with water
table depth.
Similar to T and E, T/E ratios (Fig. 2F) also

show a clear groundwater dependence; however,
they do not follow the same logistic curve be-
havior as their composite fluxes. Here amaximum
T/E partitioning [up to 35 in some locations,
which also agrees with recent global isotopically
derived estimates of T/E (4)] occurs at medium

378 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 1. Simulation results display great spatial complexity. Plots of transient (water year 1985) annually averaged water table (WT) depth (A) and LH flux (B)
demonstrate the great detail we see in this simulation.Water table varies with climatic region; it is generally deeper west of the aridity divide and shallower in the
east. Likewise, LH flux is also greater in lesswater-limited regions but exhibits larger values in river valleys,where the water table depths are locally shallow under
what might otherwise be water-limited conditions.

Fig. 2. Simulated annually averaged histograms of evapotranspiration
partitioning compare favorably to observations and are related to water
table depth.Simulated T/ET ratios (A and B) plotted by land cover type agree
with stand-scale estimates and observations (14) and are bracketed by
global isotopic estimates, isotopic 1 (4) and isotopic 2 (20, 21), shown here
as box plots spanning the ± mean 1 SD. Scatterplots of water table versus

LH flux (C), bare soil evaporation (D), and T (E) suggest that ground-
water’s role in moderating these fluxes (7–9, 27) extends across our
continental-scale domain. When plotted as a function of water table
depth, the T/E ratio (F) peaks at the middle of the groundwater critical
depth range, suggesting that Tmay be as much as 35 times greater than E
because of lateral groundwater flow.
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groundwater depths (0.5 to 5m). We showed that
this change in T/E is due to different depths to
available water for the separateE and T processes.
E interfaces at the shallow soil surface, whereas T
draws water deeper from within the root zone
(15). A simple conceptual hillslope model (Fig. 3)
shows that both T and E follow a similar logistic
curve with respect to water table depth, but the
depth range over which E is sensitive to water
table depth is shallower than that for T. This shift
creates a peak in T/E at groundwater depths
where E is water-limited but T is not. This sug-
gests that plants’ access to deeper water allows
them to draw water after the shallow soil is dry
and can shift the balance of T partitioning in a

manner not currently included in Earth system
models.
These results indicate that integrated simu-

lations of the terrestrial hydrologic cycle can pro-
vide insights into process interactions that are
currently lacking fromother approaches, and they
further motivate the need to advance model de-
velopment as well as observations in this area.
For example, although the 1-km resolution used
for this simulation is fine-scale over such a large
extent, there are always processes below the grid
scale that might be better represented with in-
creased resolution. Additionally, these simulations
do not include any anthropogenic influences, such
as groundwater pumping, irrigation, surfacewater

diversions, reservoirs, and urbanization. We en-
vision a road map where these assumptions are
systematically relaxed and the model is contin-
uously reevaluated against all available observa-
tions [fig. S6 (15)].
Although there has been much recent debate

regardingET partitioning, our results suggest that
lateral groundwater flowprocesses, currently over-
looked inglobal approaches,mayplayan important
role in characterizing evapotranspiration at large
scales. Our integrated hydrologic simulation over
most of the major river basins in continental
North America suggests that groundwater not
only moderates E and T over the continent, but
may also increase the partitioning of T substan-
tially. This underscores the importance of includ-
ing lateral groundwater flow and storage in Earth
system models (22), as well as developing careful
multiscale observations of land surface fluxes and
water table depth to better explore this relation-
ship (12). Finally, the impact of groundwater on
land-energy fluxes may have important impli-
cations for atmospheric simulation (23, 24) and
suggests that these feedbacks may go both ways:
Changes in water table depth due to widespread
worldwide pumping may have a profound influ-
ence on land-energy fluxes and climate (25, 26).
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Fig. 3. The relationship between groundwater depth and land-energy fluxes for an idealized hillslope.
On the left, groundwater (GW) is shallow and neitherTor E is water-limited, becauseof lateral groundwater
convergence, which stabilizes soil moisture. On the far right, groundwater is deep and disconnected from
the land surface, resulting in lower Tand E that are limited by precipitation. In the two center regions, Tor E
varies with groundwater depth, but E disconnects at shallower depths than T. As a result of these
behaviors, T/E partitioning is sensitive to water table depth across both center regions. The peak in T/E
reflects the differential in response to water table changes in E as compared to T. The roots as drawn here
are not to scale and do not reflect potential changes in density due to water table depth, nor does this
figure reflect the presence of subsurface heterogeneity.
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MICROBIOME

Cospeciation of gut microbiota
with hominids
Andrew H. Moeller,1,2 Alejandro Caro-Quintero,3 Deus Mjungu,4

Alexander V. Georgiev,5,6 Elizabeth V. Lonsdorf,7 Martin N. Muller,8 Anne E. Pusey,9

Martine Peeters,10 Beatrice H. Hahn,11 Howard Ochman1*

The evolutionary origins of the bacterial lineages that populate the human gut are unknown. Here
we show that multiple lineages of the predominant bacterial taxa in the gut arose via cospeciation
with humans, chimpanzees, bonobos, and gorillas over the past 15million years. Analyses of strain-
level bacterial diversitywithin hominid gutmicrobiomes revealed that cladesofBacteroidaceaeand
Bifidobacteriaceae have been maintained exclusively within host lineages across hundreds of
thousands of host generations. Divergence times of these cospeciating gut bacteria are congruent
with thoseofhominids, indicating thatnuclear,mitochondrial, andgutbacterial genomesdiversified
in concert during hominid evolution.This study identifies human gut bacteria descended from
ancient symbionts that speciated simultaneously with humans and the African apes.

C
ospeciation is a hallmark of intimate and
ancient symbiotic relationships (1,2).Humans
and other mammals host communities of
bacterial symbionts, which are essential for
normal postnatal development and adult

health. Gut bacterial community membership
and abundance profiles are shaped by host ge-
netics (3) and evolutionary history (4, 5), but also
by diet (6), geography (7), and medical interven-
tion (8). External factors exert a strong influence
on the composition of gutmicrobial communities,
which are assembled anew in each host genera-
tion. It is unknown whether lineages of gut bac-

teria persist within individual host lineages over
timescales long enough to lead to cospeciation.
Here, we tested whether gut bacteria residing
within present-day humans are descended from
ancestral bacterial symbionts that cospeciatedwith
humans and the African apes.
To test for cospeciation between hominids and

their gut bacteria, we assessed the congruence
betweenhominid and bacterial phylogenetic trees.
Although DNA sequence data sets are available
for gut microbiomes of hominids (4, 5, 9, 10),
these are based on short ribosomal RNA (rRNA)
amplicons or shotgun-metagenomic data, which
lack the resolution required to detect codiversi-
fication between bacterial and hominid lineages.
Bacterial rRNA sequences diverge too slowly to
track diversification over the time scale of hom-
inid evolution (11, 12), and shotgunmetagenomic
sequencing doesnot reliably capture orthologous
genetic regions fromrelatedbacteria indifferent host
species. Therefore, we used an amplicon sequencing
approach that assays quickly evolving protein-
coding regions in bacterial genomes (phyloTags)
(13) to profile strain diversity within the gut mi-
crobiomes of humans, chimpanzees, bonobos, and
gorillas. This fine-scale resolution allows inference
of the phylogenies of closely related bacterial lin-
eages, thereby enabling tests for cospeciation be-
tween gut bacteria and the Hominidae.
We amplified a variable region of theDNAgyrase,

subunit B (gyrB) gene from bacteria present in

fecal samples collected from humans living in
Connecticut, USA (Homo sapiens; n = 16); wild
chimpanzees fromGombeNational Park, Tanzania
(Pan troglodytes;n=47); wild bonobos from three
field sites in the Democratic Republic of the Congo
(Panpaniscus;n= 24); andwild gorillas from two
field sites in Cameroon (Gorilla gorilla; n = 24)
(table S1 and fig. S1).We usedmultiple sets of prim-
ers, each designed to target one of three bacterial
families prominent in the gut microbiome (13):
the Bifidobacteriaceae, the Bacteroidaceae, or the
Lachnospiraceae. Amplicons were sequenced on
the Illumina MiSeq platform, generating 4,578,632
reads averaging41,249 reads per sample. Sequences
were screened for quality inQIIME (14) and filtered
to eliminate sequencing errors (15) (data files S1
to S3), and the relative frequencies of Bacteroida-
ceae, Bifidobacteriaceae, and Lachnospiraceae
strains recovered from each sample were recorded
(tables S2 to S4). Phylogenetic analyses were per-
formed separately for each bacterial family. Se-
quenceswere alignedwithClustalWas implemented
inMEGA6.0 (16), andmaximum-likelihood trees
were constructed with a general time-reversible
plus invariant sites (GTR+I) model of nucleotide
substitution. Relative node ages of maximum-
likelihood trees were estimated in BEAST (17).
The phylogenetic relationships among the Bac-

teroidaceae strains from the Hominidae mirror
the relationships of their host species (Fig. 1).
Previous studies of the microbiota of the Homin-
idae compared the overall composition of theirmi-
crobial communities (i.e., beta diversity) (4, 5,9, 10),
but our phylogenetic analysis allowed us to trace
the evolution of individual bacterial lineages. We
recovered three well-supported clades (i.e., clades
in which the relationships among the bacterial
lineages derived from different host species were
supported by more than 50% of bootstrap rep-
licates) that contain strains from more than two
host species (Fig. 1, A to C). The topology of each
of these clades indicates ancient cospeciation
between the Bacteroidaceae and the Hominidae:
Within each of these clades, strains recovered
from bonobos and chimpanzees form separate
sister groups, which together form a clade that is
sister to either gorilla-derived (Fig. 1, A and B) or
human-derived (Fig. 1C) strains.
The dominant pattern of diversification has been

the parallel cospeciation ofmultiple Bacteroidaceae
lineages with their hominid host lineages (Fig.
1A). However, in one case along the branch lead-
ing to Pan, two Bacteroidaceae lineages arose
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froma single ancestral lineagewithout a host split,
and each subsequently codiversified with chim-
panzees and bonobos (Fig. 1B). This instance of
strain divergence within a single host lineage is
analogous to a gene duplication event, inwhich a
single ancestral gene gives rise to two distinct loci
within a genome. In some cases (e.g., Fig. 1, A and
B), bacterial lineages have been lost from the hu-
man population, consistent with previous obser-
vations that humans have a depleted microbiome
relative to those in wild-living African apes (5). No
close gorilla-derived relatives of the strains rep-
resented in Fig. 1C were detected. This bacterial
group was either acquired on the lineage lead-
ing to humans, chimpanzees, and bonobos, or lost
from the lineage leading to gorillas. The lack of
detection of human-derived representatives from
the clades depicted in Fig. 1, A and B, and of
gorilla-derived representatives from the clade
depicted in Fig. 1C is unlikely to be caused by
primer bias, as the Bacteroidaceae primers used
captured a broad diversity of human-derived and
gorilla-derived Bacteroidaceae lineages from close-
ly related clades (data file S4). Reanalysis of a
previously reported data set (18) that includes
the V4 region of 16S ribosomal DNA sequences
recovered from sympatric chimpanzees (n = 9)
and gorillas (n = 15) (10,028 to 110,324 reads per
sample) living in Cameroon revealed no shared
99%Bacteroidaceae operational taxonomic units
(OTUs) between these sympatric populations. Be-
cause gyrBphyloTAGs arehierarchically embedded
within 16SOTUs (13), the observation that sympatric
chimpanzees and gorillas harbor entirely nonover-
lapping sets of 16S Bacteroidaceae OTUs indicates
that sympatric chimpanzees and gorillas maintain
distinct Bacteroidaceae gyrB lineages, although we
cannot rule out the possibility that some lineages
are shared at low, undetected abundances.
Other well-supported clades of Bacteroidaceae

were recovered from more restricted (i.e., two or
fewer) sets of host species; however, the relation-
ships among these clades could not be resolved,
and they could not be used to test for cospecia-
tion. These included two clades from bonobos,
three clades from chimpanzees, three clades from
humans, four clades from gorillas, and three
clades from humans and chimpanzees (data file
S4). In all but two of these clades, strains derived
from the same host species constitute mono-
phyletic groups, confirming that bacterial strains
have diversifiedwithin their respective host species.
In the other two cases, unique strains recovered
from chimpanzees fall within a clade recovered
fromhumans (fig. S2), indicative of past rare strain
transfers between humans and chimpanzees. The
short branch lengths of the chimpanzee-derived
Bacteroidaceae lineages of human origin imply
that the transfers were relatively recent.
Results for the Bifidobacteriaceae resemble

those for the Bacteroidaceae. The phylogeny of
the 307 Bifidobacteriaceae strains recovered from
the Hominidae also mirrors the phylogeny of the
host species (Fig. 1D and data file S5). However,
one clade of gorilla-derived Bifidobacteriaceae
strains is sister to the clade of bonobo-derived
strains. Hence, there appears to have been a trans-

fer of a Bifidobacteriaceae lineage from Pan into
gorillas (Fig. 1D). Branch lengths indicate that
this transfer occurred soon after the divergence
of chimpanzees and bonobos. Identical to what
was observed for Bacteroidaceae, analysis of the
previously reported data set (18) for sympatric
chimpanzees and gorillas living in Cameroon re-
vealed no shared 99% Bifidobacteriaceae OTUs
between these sympatric populations.
For theLachnospiraceae, thephylogenetichistory

contrasts with that observed in the Bacteroidaceae
and the Bifidobacteriaceae. The present-day host
associations of the 746 Lachnospiraceae strains
indicate at least four between-host-species transfer
events since the commonancestor of theHominidae

(fig. S3 and data file S6). These results corrobo-
rate previous observations that Lachnospiraceae
16S OTUs are shared across African ape species
(18). The Lachnospiraceae, unlike Bacteroidaceae
and Bifidobacteriaceae, are spore-forming and
can survive outside the gut, which may enhance
their ability to disperse and transfer among host
species. The distinct evolutionary pattern of the
Lachnospiraceae indicates that humanandape gut
microbiomes are composites of cospeciating and in-
dependently diversifying bacterial lineages (fig. S4).
We expect, under a neutral model, the degree

of sequence divergence between bacterial strains
derived from different host species to be propor-
tional to the divergence dates of their corresponding
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A

B

D

C

Fig. 1. Cospeciation between gut bacteria and hominids. Inset contains a phylogeny showing the
relationships among humans and the African apes. (A) Maximum-likelihood phylogeny of a clade of
Bacteroidaceae lineages that codiversified with the African apes but that was lost from the lineage leading
to humans. In (A) and subsequent panels, black dots denote nodes supported in >50% of bootstrap
replicates, colors correspond to the inset and denote the host species from which each bacterial lineage
was recovered, and percentages indicate the percent of host individuals from which each clade was
recovered. (B)Maximum-likelihood phylogenyof a clade of Bacteroidaceae lineages that codiversifiedwith
the African apes but that was lost from the lineage leading to humans. Note that this Bacteroidaceae
lineage bifurcated in an ancestor of chimpanzees and bonobos, giving rise to two, paralogous cospeciating
bacterial lineages. (C) Maximum-likelihood phylogeny of a Bacteroidaceae clade that cospeciated with
humans, chimpanzees, and bonobos. No gorilla-derived representatives of this clade were recovered.
(D) Inferred relationships among Bifidobacteriaceae gyrB sequences recovered from humans and African
apes. Black asterisk indicates the transfer of aBifidobacterium adolescentis relative frombonobos into gorillas.
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host species. For the two bacterial families that
displayed evidence of cospeciationwith hominids,
we estimated the divergence times within bacte-
rial clades whose relationships recapitulated the
host phylogeny (data files S7 and S8). For each
bacterial clade, we estimated the divergence dates
ofHomo- and Pan-derived strains or of Hominini-
(Pan + Homo) and Gorilla-derived strains based
on the assumption that the nested chimpanzee-
and bonobo-derived strains diverged 2.2 million
years ago (Ma). Using the chimp-bonobo split as
calibration, themean estimated divergence dates
of bacterial clades derived from the two deeper
splits correspond closely to hominid divergence
dates estimated from fossil and genomic evidence
(Fig. 2). Based on the sequence divergence of gut
bacteria, we date the split of humans and chim-
panzees at 5.3 Ma (Fig. 2A), coincident with es-
timates based on host mitochondrial genomes (5.2
to 6.4Ma) (19) but later than some recent estimates
based on nuclear genomes (7 to 13 Ma) (20). In
contrast, the human-gorilla split based on the se-
quence divergence of their gut bacteria is dated to
15.6 Ma (Fig. 2A), older than estimates based on
mitochondrial genomes (7.1 to 9.2 Ma) (19) but
within the range of estimates based on nuclear
genomes (8 to 19 Ma) (20).
The history of cospeciation between the Hom-

inidae and their gut bacteria provides robust
host-derived calibration dates for estimating the
rate of DNA sequence evolution in the Bacteroi-
daceae and Bifidobacteriaceae (Fig. 2B). Rates of
molecular evolution are lowest in themutualistic
Bifidobacteriaceae, in which sequence divergence
has accumulated at a rate of ~0.7 and 0.07% per
million years at synonymous and nonsynonymous
sites, respectively (Fig. 2B), estimates that agree
well with those derived from comparisons of
Salmonella and Escherichia gene sequences (21).
In contrast, rates ofmolecular evolution are highest
in the Bacteroidaceae clade containing the human-
derived commensal and opportunistic pathogen
Bacteroides vulgatus (displayed in Fig. 1C) at ~7.0
and 2.2% per million years at synonymous and
nonsynonymous sites, respectively (Fig. 2B). This
Bacteroidaceae clade also displayed the lowest
GC content at 45%, compared with 50 to 56%GC

in all other Bacteroidaceae clades. Together, fast
rates of molecular evolution at both synonymous
and nonsynonymous sites alongside relatively high
AT content are indicative of an elevated mutation
rate in the clade containing B. vulgatus.
Applying the same time calibration points for

bacterial andhost sequences, rates of synonymous
site divergence of bacterial gyrase B genes (0.7 to
7%/Ma) are faster than those of host nuclear DNA
(topoisomerase I, 0.2%/Ma) but similar to those of
host mitochondrial DNA (e.g., NADH1, 1.4%/Ma).
The observation that genes within cospeciating
bacterial symbionts evolve faster than host genes
may be useful for inferring the evolutionary and
biogeographical relationships among recently di-
verged host species.
We next tested whether cospeciating gut bac-

terial lineages are also present in human pop-
ulations living in Africa. We queried 23 previously
reported gutmetagenomes of humans fromMalawi
(7) with a representative gyrB sequence from each
chimpanzee-derived clade. The top five e-value
hits of each search were extracted and added to
either the Bacteroidaceae, Bifidobacteriaceae, or
Lachnospiraceae alignment, and phylogenetic analy-
ses were reperformed (data files S9 to S11). The
phylogenetic placements of all theMalawi-derived
Bacteroidaceae and Bifidobacteriaceae gyrB se-
quences indicate a history of cospeciation. Among
the bacterial strains detected, humans fromMalawi
harbor a cospeciating lineage of Bacteroidaceae
not detected in humans from theUSA (fig. S5), as
well as distinct lineages within the cospeciating
Bifidobacteriaceae clade depicted in Fig. 1 (fig.
S6). The loss of bacterial lineages is in line with
the general reduction in gut microbiome diver-
sity that has been observed inUSA humans (5, 7).
In contrast, the phylogenetic placements of the
Malawi-derived Lachnospiraceae lineages are con-
sistent with a history of transfer of Lachnospiraceae
among host species (fig. S7).
Codiversification between the Hominidae and

their gut bacteria shows that symbiotic associations
arose in a common ancestor to all African great
apes and have persisted over evolutionary time
scales. Our comparisons only reveal theminimum
age of these symbioses, and it is possible that di-

versification alongside ancestral bacterial lineages
is common to all vertebrates. Evidence from ex-
perimental systems has revealed the roles that gut
bacteria play in host development and immune-
system function (22, 23), indicating that hosts have
evolved in response to their bacterial counterparts.
Conversely, many bacterial taxa have adapted to
their respective hosts (24, 25). Our results rep-
resent a step toward understanding the coevolu-
tionary history of vertebrates and their gut bacteria.
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Fig. 2. Bacterial time scale for
hominid evolution. (A) Diver-
gence times of Hominidae
species estimated from Bacteroi-
daceae and Bifidobacteriaceae
gyrB sequences in BEAST. Error
bars represent SDs of the mean
divergence times estimated from
each clade that cospeciated with
Hominids. (B) Color-coded trend
lines indicate rates of synonymous
site divergence of gyrB in each
bacterial clade displaying evi-
dence of cospeciation, the host
mitochondrial NADH1 (mtNADH1)
gene, and the host nuclear top-
oisomerase I gene (TOPO1).Trend
linescorrespond tobacterial clades
depicted in Figs. 1 and 2, and named bacterial species for each clade are shown when available.
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MEMORY RESEARCH

Competition between engrams
influences fear memory
formation and recall
Asim J. Rashid,1,2,3,4 Chen Yan,1,2,3,4 Valentina Mercaldo,1,2,3,4

Hwa-Lin (Liz) Hsiang,1,2,3,4 Sungmo Park,1,2,3,4 Christina J. Cole,1,2,3,4

Antonietta De Cristofaro,1 Julia Yu,1 Charu Ramakrishnan,5 Soo Yeun Lee,5

Karl Deisseroth,5 Paul W. Frankland,1,2,3,4* Sheena A. Josselyn1,2,3,4*

Collections of cells called engrams are thought to represent memories. Although there has
been progress in identifying and manipulating single engrams, little is known about how
multiple engrams interact to influence memory. In lateral amygdala (LA), neurons with
increased excitability during training outcompete their neighbors for allocation to an engram.
We examined whether competition based on neuronal excitability also governs the interaction
between engrams. Mice received two distinct fear conditioning events separated by different
intervals. LA neuron excitability was optogenetically manipulated and revealed a transient
competitive process that integratesmemories for events occurring closely in time (coallocating
overlapping populations of neurons to both engrams) and separates memories for events
occurring at distal times (disallocating nonoverlapping populations to each engram).

M
emory of an event is thought to be rep-
resented by an ensemble of neurons,
referred to as itsmemory trace or engram
(1, 2). Despite recent advances in localiz-
ing and manipulating single engrams,

little is known about howmultiple engrams inter-
act to influencememory function. Two engrams
mayengagenonoverlappingneuronalpopulations,
thus minimizing interference between distinct
memory representations. Alternatively, engrams
may engage overlapping neuronal populations to
functionally link those memories. Here, we ex-
amined the rules governing engram interaction.
In lateral amygdala (LA), a region critical for

conditioned fear memory (3–5), eligible neurons
compete for engram allocation. Neuronswith rela-
tively higher function of transcription factor
CREB or increased excitability at training pref-
erentially win this competition and are allocated
to an engram (6–10). Silencing these neurons pre-
ventsmemory expression,whereas their activation
artificially elicitsmemory expression, indicating
that these allocated neurons are both necessary
and sufficient for expression of thatmemory (7–10).
Similar competition governs engram allocation
in mice without experimental manipulation of
CREB or excitability (11).
We asked if two fear-conditioning events that

occur closely in time are coallocated to over-
lapping populations of neurons, thereby func-

tionally linking these memories. Mice received
two events (event 1, event 2) featuring distinct
auditory conditioned stimuli (CS1 or CS2, Fig.
1A; see supplementary materials) separated by
varying intertraining intervals (ITIs; 1.5, 3, 6,
18, or 24 hours). Event 2 (CS2+footshock) was
the same across groups, but event 1 content and
timing differed. Memory for event 1 was stable
across ITIs (fig. S1B). However, event 2memory
was enhanced if event 1 (CS1+footshock) occurred
shortly before (1.5 to 6hours, butnot 18 to 24hours;
Fig. 1Band fig. S2,BandC), even if event 1 consisted
of light-footshock pairing (fig. S2A). Event 2mem-
ory enhancement depended on previous fear con-
ditioning (not sensitization); mice failed to show
enhanced event 2 memory if event 1 consisted of
CS1 alone or immediate footshock.
To examine if neural representations of events

separated by short (not long) intervals are co-
allocated to overlapping neuronal populations, we
used fluorescent in situ hybridization (FISH) for
two activity-dependent genes. Nuclear arcmRNA
labels neurons that were active in the preceding
5min,whereasnuclearhomer1a (h1a)mRNA labels
neurons that were active in the preceding 30 to
40 min (12). Mice received event 1 and event 2
separated by 6 or 24 hours. During thememory
test, CS1 was presented; then, 25 min later, CS2
was presented. Brains were removed 5 min later.
arc+ neurons were activated by CS2, h1a+ neu-
rons were activated by CS1, and arc+/h1a+ neu-
rons were activated by both CSs (part of both
engrams). Two control groups trained on event
1 only and tested under two conditions provided
upper and lower overlap boundaries. During the
test, the CS1-CS1 groupwas reexposed to CS1 twice
(h1a+ = first CS1 reexposure, arc+ = second CS1
reexposure, “overlap ceiling”), whereas theCS1-CS3
groupwas reexposed to CS1 andnovel CS3 (“floor”).
Theoverlapobserved inmice trainedonevent 1 and

event 2 separated by 24 hours was not different
from floor conditions, whereas the overlap ob-
served in mice similarly trained with a 6-hour
interval was higher, indicating coallocation (Fig. 1C
and fig. S3, A to C).
To test whether coallocation functionally links

memories,we extinguished event 2memory (repeat-
edly presented CS2 without footshock) and ex-
amined the effect on event 1 memory. After CS2
extinction, all groups froze less to CS2. However,
mice trained with short (6 hours), but not long
(24 hours), ITIs also froze less in response to CS1,
even though CS1 was not explicitly extinguished
(Fig. 1D).
Wenext examinedpotentialmolecular and local

circuit mechanisms governing engram interac-
tion. Fear conditioning transiently (1.5 to 6 hours,
but not 18 to 24 hours) increased the number of
LAprincipal neuronswith activatedCREB (Fig. 2A),
in agreement with reports showing that learning
transiently increases neuronal excitability (13, 14).
CREB function cycles over time, in part, due to
autoregulatory feedback (15) and, consistent with
this, we observed that a depolarizing stimulus in
cultured neurons first activated CREB, then in-
creased an inhibitory CREB isoform (fig. S4).
The oscillation in CREB function and neuronal

excitability provides a potential mechanism by
which engramssupporting events occurring closely
in time are coallocated, whereas events occurring
atmore remote timepoints are disallocated (Fig. 2B)
(16). Although the size of anLA engram supporting
a fear memory remains stable, a competitive pro-
cess determines which neurons comprise each
engram (7–10). If event 1 transiently increases CREB
function and neuronal excitability in a popula-
tion of LA neurons and event 2 occurs while these
neurons are more excitable than their neighbors
(within 6 hours), then overlapping neuronswould
be coallocated to both events. However, if event 2
occurs when event 1 neurons are no longer more
excitable (e.g., 24 hours after event 1), the engram
underlying event 2 is disallocated, thus function-
ally disambiguating these memories. We tested
these predictions by manipulating LA neuronal
excitability to control allocation. We sought to
force coallocation to artificially link normally
separatedmemories (24-hour interval) and force
disallocation to artificially separatenormally linked
memories (6-hour interval).
To bidirectionallymanipulate excitability in the

sameneuron,we constructed a replication-defective
herpes simplex viral vector (HSV) expressing both
channelrhodopsin-2 (ChR2, excitatory opsin) and
halorhodopsin (NpHR3.0, inhibitory opsin) [HSV-
NpACY (17, 18)]. Blue light (via ChR2) increases
excitability, whereas red light (via NpHR3.0) in-
hibits activity (Fig. 3A and figs. S5 and S7). HSV
infects ~15%of LA principal neurons (10) (Fig. 3A
and fig. S6). We verified this approach using one
fear-conditioning event. To allocate HSV-infected
neurons, we excited them (blue light, BL+) before
training (10). To confirm their allocation, we
testedmice under basal conditions (no red light,
RL–) and while inhibiting infected neurons (red
light, RL+). Mice trained immediately after ac-
tivation of infected neurons froze less when these
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Sick Children, 555 University Avenue, Toronto, ON M5G 1X8,
Canada. 2Department of Psychology, University of Toronto,
Toronto, ON M5G 3G3, Canada. 3Institute of Medical
Sciences, University of Toronto, Toronto, ON M5S 1A8,
Canada. 4Department of Physiology, University of Toronto,
Toronto, ON M5G 1X8, Canada. 5Department of Psychiatry
and Behavioral Sciences, Stanford University, Stanford, CA
94305, USA.
*Corresponding author. Email: sheena.josselyn@sickkids.ca
(S.A.J.); paul.frankland@sickkids.ca (P.W.F.)
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neurons were inhibited (Fig. 3B), indicating that
optogenetically exciting neurons before training
was sufficient for allocation. Inhibiting a similar
number of neurons in control groups (BL–, BL+
24 hours before training, BL+ but no opsin) did
not affect memory expression, nor did BL+ affect
training variables or function as a cue during
the test (fig. S8B).
We confirmed time-limited coallocation of two

events. Principal neurons expressingHSV-NpACY
were excited immediately before event 1. Infected
neurons were coallocated to event 2, if event 2
occurred 6 hours, but not 24 hours, later (Fig. 3C).
To artificially link normally separated memories
(24-hour interval), we excited the same population
of HSV-infected neurons before event 1 and event
2, forcing coallocation. Inhibiting infected neurons

384 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 2. Engram interaction may be governed by
neuronal CREB function and excitability. (A) (Top)
Fear conditioning transiently increases the percentage
ofLAneuronswithactivatedCREB(pCREB) relative to
home-cage (HC), CS alone (6h), or immediate shock
(6h, Immshock);F(6,21)=12.53, *P<0.001. (Bottom)
Left panel: LA. Scale bar, 400 mm. Right panels:
pCREB staining, Scale bar, 25 mm. n = 3 to 5 mice
per group. (B) Schematic of hypothesized engram
interaction.Event 1 transiently increasesCREB function
andexcitability inapopulationofLAneurons (purple). If
event 2 occurs when these neurons have elevated
CREB and excitability (6h), then engrams are coal-
located,memories are linked (purple+orange neu-
rons), and event 2 memory is enhanced. If event 2
occurs later (24h), neurons activated by event 1 are
no longer more excitable (perhaps they are in a
“refractory-like period”), engrams are disallocated to
nonoverlapping neurons, andmemories are distinct.

Fig. 1. Events occurring closely in time are coallocated to overlapping engrams, and memories
become linked. (A) Mice distinguish conditioned stimuli (CS1, CS2), freezing more in response to trained,
than untrained, auditory CS. ANOVA: Train-CS × Test-CS, F(1,12) = 44.29, *P < 0.001. Means ± SEM. n = 7
mice per group. *P<0.05. (B) Event 2memorywas enhanced if event 1 (CS1+shock) occurredwithin a short
intertraining interval (ITI). Enhancement was not due to CS1 alone or immediate shock (Imm shock) during
event 1; F(8,142) = 17.03, *P < 0.001. n = 56 for CS1 alone (see fig. S1A), n = 5 to 16 for other groups. n.s., not
statistically different. (C) Engrams for events with a 6-hour (but not 24-hour) ITI coallocated to overlapping
LA neurons; F(3,8) = 119.01, *P < 0.001. (Right) Coallocation in 6-hour, but not 24-hour, ITI. arc+ (CS2
reexposure, red), homer1a+ (h1a+, CS1 reexposure, green) neurons, 4´,6-diamidino-2-phenylindole (DAPI;
blue, nuclear stain). Scale bar, 20 mm. n = 3 mice per group. (D) Extinguishing event 2 memory also
decreased event 1 memory if a 6-hour (but not 24-hour) ITI was used. Group × CS-Freezing, F(2,50) =
12.53, *P < 0.001. n = 12 mice, 6-hour, 24-hour groups; n = 4 mice, control group.
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impaired both event 1 and event 2memory expres-
sion (Fig. 3D), indicating overlapping engrams of
infected neurons. Similarly, we artificially linked
normally separatedmemories (24-hour interval)
by virally overexpressing CREB (vCREB) to excite
the same neurons during event 1 and event 2.
Silencing vCREB-infected neurons with the inhib-
itoryDREADDreceptorhM4Di [designer receptors
exclusively activated by designer drug (19)] dis-
rupted expressionof bothmemories (fig. S9,A toD).
To artificially separate normally linked mem-

ories (6-hour interval), we excited infected neu-
rons before event 1, then inhibited (RL+) these
neurons during event 2. Surprisingly, event 2
memory was impaired, even when mice were
tested without red light (Fig. 3E). Event 2
memory was also disrupted if we used vCREB
to allocate neurons before event 1 andDREADDs

to inhibit these neurons during event 2 (fig. S9E).
In contrast, event 2 memory was intact in opto-
genetic experiments if the interval between events
was increased to 24 hours (Fig. 3E). These re-
sults indicate that initially allocated neurons tran-
siently prevent nonallocated neurons from being
allocated to another engram (winning neurons
inhibit losing neurons).
Inneural networks,winner-take-all competition

maintains sparse coding and is regulated by ex-
citation and inhibition (20). Local LA inhibition
ismediated predominantly by g-aminobutyric acid
(GABA)–releasing parvalbumin (PV) interneurons
(21, 22). PV interneurons in LA and basal amygdala
(BA) form an inhibitory network receiving inputs
from, and regulating, LA principal neuron activity
by forming perisomatic synapses (23, 24). Fear con-
ditioning induced a transient increase in periso-

matic PV immunolabeling (24) surrounding LA
principal neurons (1.5 to 6 hours but not 18 to
24 hours, Fig. 4A).
To test whether PV interneurons suppress non-

allocated principal neurons, we released LA and
BA PV inhibition. Transgenicmice expressing Cre
recombinase inPV interneurons (PV-Cremice)were
microinjectedwith adeno-associated virus (AAV)
expressing Cre-dependent hM4Di. Control PV-Cre
mice with intact PV function (vehicle-treated)
similarly showed impaired event 2memory (Fig. 3E)
ifHSV-infectedneurons allocated to event 1were
optogenetically silenced during event 2 (6-hour
interval, Fig. 4B).However, inhibiting PVneurons
before event 2 [clozapine-N-oxide (CNO) to acti-
vate hM4Di receptors] permitted event 2 memory
formation. Therefore, if principal neurons not allo-
cated to the engram supporting event 1 (losers) are

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 385

Fig. 3. Bidirectionally manipulating excitability to force coallocation or disallo-
cation reveals competition governing engram interaction. (A) HSV-NpACY was
used to excite (ChR2) and inhibit (NpHR3.0) the same neurons. (Bottom) Yellow
fluorescent protein (YFP) expression. LA, lateral amygdala; BA, basal amygdala.
Scale bars, 400 mm (left), 150 mm (right). (B) Exciting HSV-NpACY neurons imme-
diately (but not 24 hours) before event 1 [blue light (BL+)] allocates them to the
engram; inhibiting them [red light (RL+)] during the test decreased CS freezing
versus no red light (RL–). There was no effect of inhibiting random neurons (BL–).
Group × Test condition, F(3,28) = 17.41, *P < 0.001. n = 7 to 9 mice for all groups.
(C) Exciting neurons before event 1 (BL+) allocates them to event 1 engram (*P <
0.001) and coallocates them to event 2, if event 2 occurs 6 hours, but not 24 hours,
later. (D) Exciting the same neurons before event 2 (24h/BL+, yellow circle) forces
coallocation, F(2,20) = 17.91, *P < 0.001. n = 8 for 6-hour, n = 7 for 24-hour, and n = 8 for
24-hour/BL+ groups. (E) Exciting neurons before event 1, but inhibiting them during
event 2 (RL+, yellowcircle), impairs event 2memory, if event 2 occurred 6 hours, but not
24 hours, later. F(1,16) = 5.63, *P < 0.05. n = 7 for 24-hour and n = 11 for 6-hour groups.
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released fromPV inhibition, theymay be allocated
to an engram for an event occurring shortly after
(become winners). Similarly, relieving PV inhibi-
tion before event 2 had no effectwhen eventswere
separated by 24 hours, showing the time depen-
dency of this competition (Fig. 4B).
We examined whether directly manipulat-

ing LA principal neuron excitability, rather than

indirectly relieving PV inhibition, overcomes these
competition effects. HSV-infected principal neu-
rons were optogenetically inhibited during event
1 (these neurons were not allocated to event
1 engram; Fig. 4C). Event 2 occurred 6 hours later
when neurons allocated to event 1 engram would
also be coallocated to event 2 engram. However,
immediately before event 2, we optogenetically

excited HSV-infected neurons. These “loser”HSV-
infected neurons became critical components of
the engram supporting event 2, outcompeting pre-
vious winning neurons.
These results reveal that, in the LA, a transient

competitive process governs the interaction be-
tween engrams to integrate memories for events
occurring closely in timeanddistinguishmemories

386 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 4. Competition-mediating engram interaction depends on excitation-
inhibition. (A) Fear conditioning transiently increases perisomatic PV immuno-
labeling (green) surrounding LA principal neurons relative to home-cage (HC), CS
alone (6h), or immediate shock (6h, Imm shock); *P < 0.001. (Right) High or low
perisomatic PV,with or without DAPI-labeled nuclei (blue, perisomatic region out-
lined). Scale bar, 10 mm. n = 3 mice per group. Arrows indicate perisomatic PV
immunolabel in example cells designated “high PV”or “lowPV.”(B) Event 2memory
is impaired (Fig. 3E) if events are separated by 6 hours and neurons allocated to

event 1 are silenced (RL+) during event 2. Inhibiting PV interneurons (hM4Di+CNO)
permits event 2memory formation, group difference only, F(3,23) = 22.61, *P<
0.001. (Right) HSV-NpACY (YFP, green), AAV-hM4Di (mCherry, red). Scale bar,
200 mm. n = 4 to 8 mice for all groups. (C) HSV-infected neurons inhibited (RL+)
during event 1 are not allocated to event 1 engram; *P > 0.05. Exciting these
neurons before event 2 (BL+) allocates them to event 2 engram, F(1,7) = 51.02,
*P<0.001.n=8mice. (D)Event2memory isenhanced ifCS1 is recalled6hours,but
not24hours, beforeevent2;F(2,29)=5.28, *P<0.05.n=8to 12mice forall groups.
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for events occurring farther apart in time. Coal-
location is not limited to linking memories at en-
coding.Memory recallmay engagea similar process
to link newwith oldmemories.We trainedmice on
event 1, 2 days before event 2. Event 2 memory
was enhanced if event 1 was recalled 6 hours, not
24 hours, before event 2 (Fig. 4D). Here, we find
that excitatory-inhibitory balance determines
whether memories are bound or, alternately,
segregated in the LA. More broadly, these prin-
ciples provide a foundation for understanding
how memories are organized within associative
networks.
Note added in proof: During final preparation

of this manuscript, a notable study showing
time-limited coallocation of hippocampal memory
traces was published (25).
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BEHAVIORAL ECOLOGY

Reciprocal signaling in
honeyguide-human mutualism
Claire N. Spottiswoode,1,2* Keith S. Begg,3 Colleen M. Begg3

Greater honeyguides (Indicator indicator) lead human honey-hunters to wild bees’ nests, in a
rare example of a mutualistic foraging partnership between humans and free-living wild animals.
We show experimentally that a specialized vocal sound made by Mozambican honey-hunters
seeking bees’ nests elicits elevated cooperative behavior from honeyguides. The production of
this sound increased the probability of being guided by a honeyguide from about 33 to 66% and
the overall probability of thus finding a bees’ nest from 17 to 54%, as compared with other
animal or human sounds of similar amplitude.These results provide experimental evidence that
a wild animal in a natural setting responds adaptively to a human signal of cooperation.

I
n 1588, João dos Santos, a Portuguese mis-
sionary in Sofala (in present-dayMozambique),
oftennoticed a small bird flying throughcracks
in thewalls of hismission church and nibbling
wax from the candlesticks within. This kind

of bird, he wrote, had another peculiar habit of
leading men to bees’ nests by calling and flying
from tree to tree. After the men harvested the
honey, the birds would eat the wax combs left
behind (1). We now know this species to have
been the greater honeyguide Indicator indicator
and dos Santos’s description to have been accu-
rate. Honeyguides eat beeswax and know where
bees’ nests are located; humans can subdue the
bees and open the nest using fire and tools, thus
exposing beeswax for the honeyguides and honey
for the humans (2). This interaction remains an
extremely rare example ofmutualismbetween free-
livingwild animals and our own species. Herewe
show that it is also a specific example of reciprocal
communication between birds and humans.
Greater honeyguides (Fig. 1A) seeking a hu-

man collaborator approach people and give a
loud chattering call (audio S1). This call is distinct
from their territorial song and is accompanied by
referential gestures (3): the bird flies from tree to
tree in thedirectionof thebees’nest until its human
follower finds the nest (2, 4). The honeyguide thus
directs a signal of the bees’ nest location toward
humans, and the honey-hunters use this signal
to their mutual advantage. In this study, we ask
whether honeyguides in turn exploit specialized
signals directed at them by humans. We studied
greaterhoneyguides (hereafter “honeyguides”) in the
Niassa National Reserve in northern Mozambique.
This region has been noted for its honey and bees-
wax production at least since Arab trading times
centuries ago (5, 6). The local Yao people still har-
vest wild honey using traditional methods, and
this practice remains economically important.

First,we confirmed that innorthernMozambique,
honeyguides give reliable information to human
honey-hunters. To test whether guiding behavior
accurately indicates the direction of bees’ nests
and leads to their successful discovery by humans,
we trailed honey-hunters following honeyguides
and tracked our movements via GPS. A guiding
event was defined as a bout of guiding by an
individual bird, sometimes involving consecu-
tive journeys to different bees’ nests. Each guid-
ing event probably involved a different individual
honeyguide, as the study area was 230 km2, and
the home ranges of individual honeyguides that
we measured using radio telemetry did not ex-
ceed 1 km2 and overlapped with one another (7)
(fig. S1). 75.3% of guiding events led to the suc-
cessful discovery by humans of at least one bees’
nest [mean ± SE = 1.00 ± 0.08 nests; range = 0 to
3 nests; n = 97 events, excluding controls in the
experiment discussed below (7)]. 94.6% of nests
shown belonged to the honeybee Apis mellifera,
and the rest to stingless bee species (7). Nests
were located 0 to 832 m (median = 152 m, n = 84
nests, only considering the first nest per guiding
event) from the point where guiding began.
Figure 1B shows that the birds’ initial flight di-
rection accurately signaled the ultimate location
of the bees’ nest, corroborating a classic study from
Kenya (2). Overall, 74.5% of bees’ nests found by
humans (n=149) involved thehelpof ahoneyguide.
Second, we asked whether the signals used by

humanhoney-huntersprovide reliable information
tohoneyguides.Honey-hunters seekinghoneyguides
often announce their presence with unspecialized
sounds such as shouting and choppingwood (4, 8).
In someparts of Africa, however, humans alsomake
specialized vocalizations used only when hunting
honey. In the Niassa National Reserve (and, more
widely, in northern Mozambique and adjacent
southernTanzania), Yaohoney-hunters seeking and
following honeyguides produce a loud trill followed
by a grunt: “brrrr-hm” [audio S1; see (9) for a me-
lodious whistle used in the same context by the
Hadza people of northern Tanzania]. To confirm
that “brrrr-hm” is a specialized honey-hunting
sound,we interviewed 20 Yao honey-hunters, all of
whom reported that they used this specific sound
whenhuntinghoneybut innoother context.When
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asked why, they reported that they learned it from
their fathers and that it is the bestway of attracting
a honeyguide andmaintaining its attention. There-
fore, this sound has the potential to reliably sig-
nal to honeyguides that a prospective human
partner is specifically seeking honey and has the
tools, skills, and time to open a bees’ nest, which
many humans do not. A payoff to the bird reli-
ably results from interactingwith such a partner,
because if a bees’ nest is harvested then wax is
left behind, either as combs containing no honey
or as chewed lumps spat out by honey-hunters.
Finally, we examined whether honeyguides as-

sociated this vocal signal with a higher chance of a

payoff from cooperation. If so, then honeyguides
should bemore likely to initiate collaboration with
humansproducing thishoney-hunting soundrather
than other sounds. To test this, we carried out 72
15-min experimental transects simulating honey-
hunting forays, in which an author and two local
honey-hunters walked while playing back one of
three acoustic cues every 7 s at consistent ampli-
tude using a calibrated speaker: (i) a control hu-
man sound (either the Yao words for “honeyguide”
and “honey” or the honey-hunter’s name, alternated
among transects); (ii) a control animal sound (either
the song or the excitement call of the ring-necked
dove, Streptopelia capicola, alternated among tran-

sects); or (iii) the specialized “brrrr-hm” honey-
hunting sound [see (7) for details and audio S2 to
S4 for examples]. Each transect used a distinct play-
back exemplar recorded fromadifferent individual
person or bird. Honeyguides have never been con-
firmed to guide any species besides humans (10).
We conducted this experiment during the hot dry
season; the average shade air temperature at the
end of each transectwas 31°C (range= 23° to 38°C).
Therefore, we also tested the effects of temper-
ature, trial time relative to sunrise or sunset, and
morning versus afternoon [details in (7)].
We were guided by a honeyguide on 30 of 72

transects. Transects accompanied by the honey-
hunting call had a 66.7% probability of eliciting
guiding fromahoneyguide, whichwas significantly
greater than that for transects accompanied by the
human control sounds (25%) or animal control
sounds (33.3%) (Fig. 2A; planned comparison with
controls: estimate ± SE = 1.13 ± 0.38, Z = 2.96, P =
0.0031). The probability of guiding did not differ
between the two control treatments (estimate ±
SE=0.25 ±0.33,Z=0.76,P=0.45). The bestmodel
also included the time relative to sunrise or sun-
set as a covariate (probability of being guided
weakly decreased closer to themiddle of the day:
estimate ± SE = –4.34 ± 0.20, Z = –2.13, P = 0.034)
and, overall, explained 25% of the variance in
probability of being led by a honeyguide.
Once a honeyguide initiated guiding behavior,

we followed it while continuing to play back the
acoustic treatment,while thehoney-hunterssearched
visually for bees’ nests [see (7) formeasures taken
to encourage and validate equal search effort].
This revealed that honeyguides tended to cease
guiding behavior more often when either of the
two control sounds was produced, resulting in
no bees’ nests being found. Of those transects on
which we were led by a honeyguide, we found a
bees’ nest for 81.3% when accompanied by the
honey-hunting sound, compared with 66.7 and
50.0% when accompanied by the human and
animal control sounds, respectively. Overall, the
honey-hunting sound resulted in a 54.2% pre-
dicted probability of finding a bees’ nest (Fig. 2B;
planned comparisonwith controls: estimate±SE=
1.21 ± 0.39, Z = 3.14, P = 0.0017) compared with
16.7% for each of the control sounds (planned
comparison between controls: estimate ± SE =
0.03 ± 0.39, Z = 0.08, P = 0.94). Thus, production
of the honey-hunting sound more than tripled
the probability of finding a bees’ nest during a
standardized 15-min search accompanied by an
acoustic cue. This finding experimentally vali-
dates the honey-hunters’ claims that the honey-
hunting sound improves their foraging success.
Honeyguides might respond more to humans

producing the honey-hunting sound either be-
cause they recognize and prefer it or because
they are simply more likely to hear it versus con-
trol sounds. If the latter is true, then honeyguide
behavior should be predicted by playback ampli-
tude after attenuation in the environment. We
measured the mean and maximum amplitudes
(in units of A-weighted decibels) of every playback
exemplar with a sound-level meter at a distance
of 30 m in the natural habitat of these birds

388 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 1. Greater honeyguides accurately lead humans to bees’ nests. (A) A Yao honey-hunter and a wild,
free-living honeyguide. (This bird was captured using a researcher’smist-net and is neither tame nor habitually
captive.) (B) Accuracyof honeyguide initial guiding behavior in relation to direction of successfully located bees’
nests. Points represent the difference in bearing between initial guiding trajectory over the first 40 m of travel
and theultimatedirectionof thebees’nest (here setat0) andarebinned into5° intervals. Eachpoint represents
a journey (n = 58 journeys) to a separate bees’ nest that was at least 80m away from the point where guiding
began. Sometimes a honeyguide led humans tomore than one nest consecutively (n= 50 guiding events).The
circular distribution is unimodal (Rayleigh test,P<0.001)with ameanof 1.7° (95%confidence interval includes
zero: 352.3° to 11.1°), showing that honeyguide behavior offers reliable directional information to humans.

Fig. 2. Probability of a successful mutualistic interaction, in relation to experimentally given acoustic
cues.Values are predicted probabilities of (A) being guided by a honeyguide and (B) being shown a bees’
nest on a 15-min search, derived from a logisticmodel of data from experimental transects and accounting
for timeof day (minutes fromsunrise to sunset). Boxes showmedians andquartiles; whiskers show ranges
(n = 24 trials per treatment group; P values show planned comparisons; n.s., not significant).
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(table S1) and tested whether the amplitudes
explained any variance in guiding behavior, ei-
ther in isolation or in the multivariate models
above. In no case did these acoustic measures
explain any variance in the probability of being
guided or being shown a bees’ nest (7). There-
fore, the honeyguides’ elevated response to the
honey-hunting sound is unlikely to be explained
by its audibility. Instead, the most parsimonious
explanation is that honeyguides associate the
honey-hunting sound with successful collabo-
ration. Such partner choice should be adaptive
by allowing honeyguides to improve their net
benefit from interacting with humans.
These results show that a wild animal correctly

attaches meaning and responds appropriately to a
human signal of recruitment toward cooperative
foraging, a behavior previously associated with
only domestic animals, such as dogs (11). Although
humans use many species as foraging partners, in-
cluding falcons, dogs, and cormorants, these in-
volve trained or domesticated individuals that are
specifically taught to cooperate. The honeyguide-
human relationship is notable in that it involves
free-living wild animals whose interactions with
humans have probably evolved through natural
selection. To our knowledge, the only comparable
relationship involves cooperation between artisanal
fishermen and free-living dolphins. Several reports
exist ofmen “calling”dolphins to hunt, startingwith
Pliny the Elder around 70 CE (12). Whether this re-
flects a similarly specialized communication system
to that mediating the honeyguide-human mutual-
ism in Mozambique remains unknown.
How might honeyguides acquire information

abouthoney-hunters’ signalsof cooperation?Honey-
guides are brood-parasitic and reared by insectivo-
rous hosts (4), which suggests that their propensity
to locate bees’ nests and guide humans to them is
likely to be innate. However, the “brrrr-hm”human
signal studied here is confined to a specific geo-
graphical area, and adifferent cultural group living
1000 km away uses a different signal which is likely
to have the same function (9). Local adaptation is
unlikely to account for corresponding honeyguide
specialization, given a lack of obvious genetic struc-
ture across its range (13). This implies that local
refinements to guiding behavior are probably
learned, which is supported anecdotally by the
belief of many Yao honey-hunters that juvenile
honeyguides [which have distinctive yellow plu-
mage (4)] are a separate species (called “naman-
dindi”) that, despite beckoning humans in the
manner of an adult honeyguide (“sego”), falls quiet
in response to the honey-hunting sound. We pro-
pose that learning might occur socially from con-
specifics in the vicinity of bees’ nests, resulting in a
local cultural tradition among honeyguides that
reflects the customs of their human collaborators.
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PROTEIN DESIGN

Accurate design of megadalton-scale
two-component icosahedral
protein complexes
Jacob B. Bale,1,2 Shane Gonen,1,3* Yuxi Liu,4* William Sheffler,1 Daniel Ellis,5

Chantz Thomas,6 Duilio Cascio,4,7,8 Todd O. Yeates,4,7 Tamir Gonen,3

Neil P. King,1,5† David Baker1,5,9†

Nature provides many examples of self- and co-assembling protein-based molecular machines,
including icosahedral protein cages that serve as scaffolds, enzymes, and compartments for
essential biochemical reactions and icosahedral virus capsids, which encapsidate and protect
viral genomes and mediate entry into host cells. Inspired by these natural materials, we report
the computational design and experimental characterization of co-assembling, two-component,
120-subunit icosahedral protein nanostructures with molecular weights (1.8 to 2.8 megadaltons)
and dimensions (24 to 40 nanometers in diameter) comparable to those of small viral capsids.
Electron microscopy, small-angle x-ray scattering, and x-ray crystallography show that 10
designs spanning three distinct icosahedral architectures form materials closely matching
the design models. In vitro assembly of icosahedral complexes from independently purified
components occurs rapidly, at rates comparable to those of viral capsids, and enables
controlled packaging of molecular cargo through charge complementarity.The ability to design
megadalton-scale materials with atomic-level accuracy and controllable assembly opens the
door to a new generation of genetically programmable protein-based molecular machines.

T
he forms and functions of natural protein
assemblies have inspired many efforts to
engineer self- and co-assembling protein
complexes (1–24). A common feature of
these approaches, as well as the structures

that inspire them, is symmetry. By repeating a
small number of interactions in geometric ar-
rangements that are consistent with the for-
mation of regular structures, symmetry reduces the
number of distinct interactions and subunits re-
quired to form higher-order assemblies (2, 3, 25).
Symmetric complexes can be designed to form
through self-assembly of a single type of pro-
tein subunit or co-assembly of two or more dis-
tinct types of protein subunits. Multicomponent
materials possess several important advan-
tages, including the potential to control the ini-

tiation of assembly by mixing independently
prepared components. This property could allow,
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for example, assembly to be performed in the
presence of cargo molecules in order to package
the cargo inside the designed nanomaterial.
Thus far, only relatively small (24-subunit) two-
component tetrahedra have been designed with
high accuracy (20, 26). Packaging substantial

amounts of cargo requires larger assemblies; ico-
sahedral symmetry is the highest of the point
group symmetries and therefore generally results
in themaximum enclosed volume for a symmetric
assembly formed from a protein subunit of a given
size (27, 28).

We set out to design two-component icosa-
hedral protein complexes capable of packaging
macromolecular cargo through controlled in vitro
assembly. The twofold, threefold, and fivefold
rotational axes present within icosahedral sym-
metry provide three possible ways to construct

390 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 1. Overview of the design method and
target architectures. In (A) to (E), the design
process is illustrated with the I53 architecture.
(A) An icosahedron is outlined with dashed lines,
with fivefold symmetry axes (gray) going through
each vertex and threefold symmetry axes (blue)
going through each face of the icosahedron.
(B) Twelve pentamers (gray) and 20 trimers (blue)
are aligned along the fivefold and threefold sym-
metry axes, respectively. Each oligomer pos-
sesses two rigid-body degrees of freedom, one
translational (r) and one rotational (w), that are
systematically sampled to identify (C) config-
urations with (D) a large interface between the
pentamer and trimer that makes them suitable
for protein-protein interface design; only the back-
bone structure and beta carbons of the oligomers
are taken into account during this procedure.
(E) Amino acid sequences are designed at the new interface to stabilize the modeled configuration. (F) The I52 architecture comprises 12 pentamers
(gray) and 30 dimers (orange) aligned along the fivefold and twofold icosahedral symmetry axes. (G) The I32 architecture comprises 20 trimers (blue)
and 30 dimers (orange) aligned along the threefold and twofold icosahedral symmetry axes.

Fig. 2. Experimental characterization by SEC and SAXS. Computational
design models (left), SEC chromatograms (middle), and SAXS profiles (right)
are shown for (A) I53-34, (B) I53-40, (C) I53-47, (D) I53-50, (E) I52-03,
(F) I52-32, (G) I52-33, (H) I32-06, (I) I32-19, and (J) I32-28. Design models
(shown to scale relative to the 30-nm scale bar) are viewed down one of the
fivefold symmetry axes, with ribbon-style renderings of the protein backbone
(pentamers are shown in gray, trimers in blue, and dimers in orange). Co-
expressed and purified designs yield dominant SEC peaks near the expected

elution volumes for the target 120-subunit complexes and x-ray scattering
intensities (gray dots) that match well with profiles calculated from the design
models (green). Alternative configurations of the designs, generated by trans-
lating the oligomeric building blocks in the design models by ±10 Å and/or
rotating them about their aligned symmetry axes by ±20°, generally fit worse
with the SAXS data than the original design models do (the range of values
obtained from fitting the alternative configurations is shown with light blue
shading).
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such complexes from pairwise combinations of
oligomeric building blocks; we refer to these ar-
chitectural types as I53, I52, and I32 (fig. S1). The
I53 architecture is formed from a combination of
12 pentameric building blocks and 20 trimeric
building blocks aligned along the fivefold and
threefold icosahedral symmetry axes, respective-
ly (Fig. 1, A to E; I53 stands for icosahedral as-
sembly constructed from pentamers and trimers).
Similarly, the I52 architecture is formed from
12 pentamers and 30 dimers (Fig. 1F), and the
I32 architecture is formed from 20 trimers and
30 dimers, each aligned along their correspond-
ing icosahedral symmetry axes (Fig. 1G). To gen-
erate novel icosahedral assemblies, 14,400 pairs
of pentamers and trimers, 50,400 pairs of pen-
tamers and dimers, and 276,150 pairs of trimers
and dimers derived from x-ray crystal structures
(tables S1 to S3) were arranged as described
above, with each building block allowed to rotate
around and translate along its fivefold, threefold,
or twofold symmetry axis. These degrees of free-
dom were systematically sampled to identify con-
figurations that would be suitable for interface
design, as assessed by several parameters, in-
cluding the size and secondary structure content
of the newly formed interface and the relative
orientation of backbone elements on the two
sides of the interface. Protein-protein interface
design calculations were then carried out on
the resulting 66,115 designs of type I53, 35,468
designs of type I52, and 161,007 designs of type
I32. The designs were filtered based on a variety
of metrics, including interface area, predicted
binding energy, and shape complementarity
(29). Seventy-one designs of type I53, 44 of type
I52, and 68 of type I32—derived from 23 dis-
tinct pentameric, 57 distinct trimeric, and 91 dis-
tinct dimeric protein scaffolds—were selected for
experimental characterization (figs. S2 to S5 and
table S4).
Codon-optimized genes encoding each pair

of designed sequences were cloned into a vector
for inducible coexpression in Escherichia coli,
with a hexahistidine tag appended to the N or
C terminus of one subunit in each pair. The pro-
teins were expressed at a small scale and purified
by immobilized metal-affinity chromatography
(IMAC); clarified lysates and purification pro-
ductswere subjected to gel electrophoresis under
denaturing conditions to screen for soluble ex-
pression and copurification of the hexahistidine-
tagged andnontagged subunits (fig. S6A). Designs
that appeared to copurify were subsequently an-
alyzed by nondenaturing gel electrophoresis to
screen for slowly migrating species as an addi-
tional indication of assembly into higher-order
materials (fig. S6B). Those found to both copurify
and assemble were expressed at a larger scale
and purified by IMAC, which was followed by
size exclusion chromatography (SEC; fig. S7).
Ten designs—four I53 (I53-34, I53-40, I53-47,
and I53-50), three I52 (I52-03, I52-32, and I52-
33), and three I32 (I32-06, I32-19, and I32-28)—
yielded major SEC peaks near the elution
volumes expected based on the diameters of the
design models (Fig. 2 and table S4). Two other

designs, I53-51 and I32-10, also appeared to form
large, discrete assemblies, but their structures
could not be verified by subsequent experiments
(supplementary text and figs. S8 and S9).
Small-angle x-ray scattering (SAXS) performed

on the SEC-purified samples indicated that all
10 designs form assemblies similar to the in-
tended three-dimensional configurations in solu-
tion. The experimentally measured SAXS profiles
are feature-rich and distinct, with multiple large
dips in scattering intensity in the region between
0.015 and 0.15 Å−1, each of which is closely re-
capitulated in profiles calculated from the design
models (Fig. 2) (30). To further evaluate how ac-
curately and uniquely the design models match
the experimental data, each was compared with
a set of alternative models generated by system-

atically perturbing the radial displacements
and/or the rotations of the building blocks in
each design by ±10 Å and ±20°, respectively.
The vast majority of alternative configurations
were found to produce worse fits to the exper-
imental data than the original design models
(Fig. 2), suggesting that the materials assemble
precisely in solution.
The information provided by SAXS about the

overall ensemble of the structures observed in
solution for each design was complemented
and corroborated by visualization of individual
particles by negative-stain electron microscopy
(EM). Micrographs of I53-34, I53-40, I53-47,
I53-50, I52-03, I52-33, I32-06, and I32-28 show
fields of particles with the size and shape of the
design models, and particle averaging yielded

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 391

Fig. 3. Characterization of the designed materials by EM. Raw negative-stain electron micrographs
of coexpressed and purified (A) I53-34, (B) I53-40, (C) I53-47, (D) I53-50, (E) I52-03, (F) I52-33, (G) I32-06,
and (H) I32-28. All raw micrographs are shown to scale relative to the 100-nm scale bar in (H). The insets
show experimentally computed class averages (roughly corresponding to the fivefold, threefold, and twofold
icosahedral symmetry axes; left column in each inset), along with back projections calculated from the
design models (right column in each inset). The width of each inset box is 55 nm.
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Fig. 4. Crystal structures, assembly dynamics, and packaging. Design mod-
els (top) and x-ray crystal structures (bottom) of (A) I53-40, (B) I52-32, and (C)
I32-28.Views are shown to scale along the threefold, twofold, and fivefold ico-
sahedral symmetryaxes. Pentamers are shown in gray, trimers in blue, anddimers
in orange. RMSDs are between crystal structures and designmodels over all back-
bone atoms in all 120 subunits. (D) In vitro assembly dynamics of I53-50. A
schematic is shown in the upper panel. Below, normalized static light-scattering
intensity is plotted over time after mixing independently expressed and purified
variants of the I53-50 trimer and pentamer in a 1:1 molar ratio at final concen-
trationsof 8, 16, 32,or64 mM(blue,orange, gray, andblacksolid lines, respectively,
representing detector voltage). Intensities measured from SEC-purified assembly
at concentrations of 8, 16, 32, or 64 mM are indicated with dashed horizontal lines
andusedas theexpectedendpointofeachassembly reaction.Themidpoint of each

reaction is marked with a dashed vertical line. (E) Encapsulation of supercharged
GFP in apositivelycharged I53-50variant. A schematic is shown in the upper panel
(bright green, GFP). SEC chromatograms and SDS-PAGE analyses of packaging
and assembly reactions are shown below.The reactions were performed in either
65mMNaCl (topandbottom)or 1MNaCl (middle). I53-50A.1PT1and I53-50B.4PT1
are variants of the trimeric and pentameric components of I53-50 bearing several
mutations to positively charged residues; I53-50A.1 is a control variant of the tri-
meric component that lacks these mutations (supplementary text). In each case,
the samebuffer used in the packagingand assembly reactionwas also used during
SEC.Absorbancemeasurements at280nm(black) and488nm(green) are shown.
Each SEC chromatogram was normalized relative to the 280-nm peak near 12 ml
elution volume. Locations of 37-, 25-, 20-, and 15-kDa–molecular weight markers
on SDS-PAGE gels are indicated by horizontal lines to the left of the gels.
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distinct structures clearly matching the models
(Fig. 3). The large trimeric and pentameric voids
observed in the I52 and I32 averages, for in-
stance, closely resemble the cavities in projec-
tions generated from the corresponding design
models when viewed down the threefold and
fivefold symmetry axes, respectively. The tur-
reted morphology of the I53-50 and I52-33
design models and projections, resulting from
pentameric and dimeric components that pro-
trude away from the rest of the icosahedral
shell, are also readily apparent in the corre-
sponding class averages. Although the results
from SEC and SAXS strongly indicate that I52-32
and I32-19 form assemblies closely matching
the design models in solution, both appear to
be unstable under the conditions encountered
during grid preparation, yielding broken parti-
cles that were not suitable for further EM anal-
ysis (fig. S10).
To further evaluate the accuracy of our de-

signs, x-ray crystal structures were determined
for one material from each of the three architec-
tural types: I53-40, I52-32, and I32-28 (Fig. 4 and
table S5). Although the resolution of the struc-
tures (3.5 to 5.6 Å) is insufficient to permit de-
tailed analysis of the side chains at the designed
interfaces, backbone-level comparisons show
that the building block interfaces were designed
with high accuracy, giving rise to 120-subunit
complexes that match the computational design
models very well. Comparing pairs of interface
subunits from each structure with the design
models yields backbone root mean square devia-
tions (RMSDs) between 0.2 and 1.1 Å, whereas
the RMSD over all 120 subunits in each material
ranges from 0.8 to 2.7 Å (Fig. 4, A to C, and table
S6). With diameters between 26 and 31 nm, over
130,000 heavy atoms, and molecular weights
greater than 1.9 MDa, these structures are com-
parable in size to small viral capsids and, to our
knowledge, are the largest designed biomol-
ecular nanostructures to date to be verified by
x-ray crystallography (fig. S11).
The multicomponent composition of the mate-

rials presents the possibility of controlling their
assembly through in vitromixing of independent-
ly produced building blocks (20). Taking advan-
tage of this feature, the assembly kinetics of an
I53-50 variant (fig. S12A) with improved indi-
vidual subunit stability were investigated by
light scattering (supplementary materials). SEC-
purified components were mixed at concentra-
tions of 64, 32, 16, or 8 mM, and the change in
light scatteringwasmonitored over time (Fig. 4D).
Assembly was roughly halfway complete within
1 min at 64 and 32 uM, within 3 min at 16 uM,
and within 10 min at 8 uM. Similar assembly
time scales have been observed for several viral
capsids (31, 32). Because our design process foc-
used exclusively on structure without any con-
sideration of kinetics, these results raise the
interesting possibility that the rate of assembly
of these viral capsids has not been highly op-
timized during evolution.
The ability to assemble the materials in vitro

potentially enables the controlled packaging of

macromolecular cargoes. To investigate this
possibility, the trimeric and pentameric com-
ponents of an I53-50 variant with several mu-
tations to positively charged residues on its
interior surface (supplementary materials) were
successively mixed with a supercharged green
fluorescent protein (GFP) with a net charge of
–30 (33), and encapsulation was evaluated using
SEC followed by SDS–polyacrylamide gel elec-
trophoresis (PAGE) of relevant fractions (Fig. 4E
and supplementary materials). When both the
packaging reaction and SEC were performed in a
buffer containing low (65 mM) NaCl, GFP(–30)
and both I53-50 components coeluted from the
column at the same elution volume previously
observed for unmodified I53-50 (Fig. 2D). Mix-
tures of GFP(–30) with only one of the two com-
ponents eluted at later volumes, indicating that
the observed coelution requires assembly of
I53-50 (fig. S12, B to D). When the packaging
reaction was carried out in a buffer containing
high (1 M) NaCl or using a variant of the trimeric
component that lacked mutations to positively
charged residues on the interior surface, little to
no coelution was observed (Fig. 4E), suggesting
that packaging is driven by the engineered elec-
trostatic interactions between the I53-50 interior
and GFP(–30). High-salt incubation resulted in
disassociation of packaged GFP (fig. S12E), as
has also been observed for an evolved variant
of a naturally occurring protein container that
packages cargo by means of electrostatic com-
plementarity (34, 35). Based on measurements
of fluorescence intensity and ultraviolet–visible
light absorbance, we estimate that about 7 to
11 GFPs are packaged per icosahedral assem-
bly in 65 mM NaCl, occupying roughly 11 to
17% of the interior volume (supplementary
materials).
How do the architectures of our designs com-

pare to those of virus capsids and other icosa-
hedral protein complexes found in nature? Our
designs obey strict icosahedral symmetry, with
the asymmetric unit in each case containing a
heterodimer that comprises one subunit from
each of the two components. The most similar
naturally occurring structures of which we are
aware are cowpea mosaic virus (CPMV) and
related 120-subunit capsids with pseudo T = 3
symmetry [T refers to the triangulation number
(27)]. Like our I53 designs, CPMV is composed of
60 copies each of two distinct protein subunits,
with one type of subunit arranged around the
icosahedral fivefolds and a second type of sub-
unit arranged around the threefolds (fig. S13).
However, the two subunits of CPMV are com-
posed of three similar domains occupying spa-
tially equivalent positions to those found in T = 3
assemblies formed from 180 copies of a single
type of protein subunit (36, 37). Our I53 designs
display no such underlying pseudosymmetry
and therefore cannot be considered to be pseudo
T = 3. Furthermore, we are not aware of any
natural protein complexes characterized to
date that exhibit I52 or I32 architectures. Our
designs thus appear to occupy new regions of
the protein assembly universe, which either have

not yet been explored by natural evolution or are
undiscovered at present in natural systems.
The size and complexity of the materials pres-

ented here, together with the accuracy with
which they assemble, push the boundaries of bio-
molecular engineering into new territory. The
large lumens of our designedmaterials, combined
with their multicomponent nature and the abi-
lity to control assembly through mixing of pur-
ified components, make them well suited for
encapsulation of a broad range of materials in-
cluding small molecules, nucleic acids, polymers,
and other proteins. These features, along with
the precision andmodularity withwhich they can
be engineered, make our designed nanomateri-
als attractive starting points for new approaches
to targeted drug delivery, vaccine design, and
bioenergy.
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Mitochondrial endonuclease G
mediates breakdown of paternal
mitochondria upon fertilization
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Mitochondria are inherited maternally in most animals, but the mechanisms of selective
paternal mitochondrial elimination (PME) are unknown. While examining fertilization in
Caenorhabditis elegans, we observed that paternal mitochondria rapidly lose their inner
membrane integrity. CPS-6, a mitochondrial endonuclease G, serves as a paternal
mitochondrial factor that is critical for PME. We found that CPS-6 relocates from the
intermembrane space of paternal mitochondria to the matrix after fertilization to degrade
mitochondrial DNA. It acts with maternal autophagy and proteasome machineries to
promote PME. Loss of cps-6 delays breakdown of mitochondrial inner membranes,
autophagosome enclosure of paternal mitochondria, and PME. Delayed removal of paternal
mitochondria causes increased embryonic lethality, demonstrating that PME is important
for normal animal development. Thus, CPS-6 functions as a paternal mitochondrial
degradation factor during animal development.

M
itochondria are critical for many cellu-
lar processes including cellular respira-
tion, apoptosis, andmetabolism, and they
possess their own genome (mtDNA)
(1, 2). However, onlymaternal mitochon-

dria are passed on to progeny. Although elimi-

nation of paternal mtDNA can occur at various
developmental stages through different mech-
anisms (3), it is unclear why and how paternal
mitochondria are selectively eliminated after
fertilization during embryo development (3, 4).
To address these questions, we examined pa-
ternal mitochondria in C. elegans spermatozoa
and embryos by electron microscopy (EM) and
tomography.
Mitochondria in wild-type (N2) spermato-

zoa are spherical (fig. S1A), with an average di-
ameter of 464 ± 68 nm (SD), and their cristae,
formed by extensive infolding of the inner mem-
brane, uniformly distribute in the matrix (Fig.
1A). Paternal mitochondria in N2 zygotes are
readily distinguished from the tubular and thin-
ner maternal mitochondria (with an average
width of 238 ± 57 nm; fig. S1B). Notably, all
paternal mitochondria in N2 zygotes have mul-
tiple dark aggregates (agg) in the matrix that
form promptly after their entry into oocytes

(Fig. 1, B and E, fig. S1, B to G, and movie S1).
The double-layer membranes from autophago-
somes have started to assemble around some
paternal mitochondria at this stage (fig. S1B).
We named paternal mitochondria containing
small aggregates that lack nearby autophago-
some membranes “small agg PM” (Fig. 1B). Those
containing larger aggregates that are associ-
ated with autophagosome membranes are called
“large agg PM” (Fig. 1C), and those with few
cristae and enclosed in an autophagosome are
called “ghost PM” (Fig. 1D). Many small agg PM
arise independently of the autophagy machin-
ery (Fig. 1, B and E, fig. S1, B to G, and movie S1).
Large agg PM and ghost PM are observed in N2
zygotes but are mostly seen in two- or four-cell–
stage embryos (Fig. 1, C to E).
In large agg PM, cristae are cleared from

the central region as the aggregates enlarge in
the matrix (Fig. 1C), which occurs before auto-
phagosomes enclose paternal mitochondria.
Once enclosed by autophagosomes, they lose
matrix contents except for some remaining ag-
gregates, but their outer membrane does not
rupture until most of the cristae have disap-
peared (Fig. 1D and fig. S1H). These results sug-
gest that paternal mitochondria are destroyed
partly in embryos by self-initiated internal break-
down prior to autophagosome assembly and
degradation.
To identify intrinsic mitochondrial factors in-

volved in paternal mitochondrial elimination
(PME), we performed an RNA interference
(RNAi) screen against 217 C. elegans nuclear
genes predicted to encode mitochondrial proteins
(table S1), using a sensitive polymerase chain
reaction (PCR)–based method and a 3053–base
pair (bp) mtDNA deletion allele (uaDf5; Fig. 2A)
to track the fate of mtDNA (5). uaDf5 mtDNA
was detected in cross-progeny at all developmen-
tal stages from mating of N2 males with uaDf5/+
heteroplasmic hermaphrodites (fig. S2A) (5) but
was detected only in early embryos, not in late
embryos nor in larval cross-progeny from N2
hermaphrodites mated with uaDf5/+males (Fig.
2B); these findings indicate that PME is con-
served in C. elegans (5–7). RNAi of the cps-6 gene,
which encodes a homolog of human mitochon-
drial endonuclease G (8, 9), caused persistence of
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width of 238 ± 57 nm; fig. S1B). Notably, all
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tiple dark aggregates (agg) in the matrix that
form promptly after their entry into oocytes

(Fig. 1, B and E, fig. S1, B to G, and movie S1).
The double-layer membranes from autophago-
somes have started to assemble around some
paternal mitochondria at this stage (fig. S1B).
We named paternal mitochondria containing
small aggregates that lack nearby autophago-
some membranes “small agg PM” (Fig. 1B). Those
containing larger aggregates that are associ-
ated with autophagosome membranes are called
“large agg PM” (Fig. 1C), and those with few
cristae and enclosed in an autophagosome are
called “ghost PM” (Fig. 1D). Many small agg PM
arise independently of the autophagy machin-
ery (Fig. 1, B and E, fig. S1, B to G, and movie S1).
Large agg PM and ghost PM are observed in N2
zygotes but are mostly seen in two- or four-cell–
stage embryos (Fig. 1, C to E).
In large agg PM, cristae are cleared from

the central region as the aggregates enlarge in
the matrix (Fig. 1C), which occurs before auto-
phagosomes enclose paternal mitochondria.
Once enclosed by autophagosomes, they lose
matrix contents except for some remaining ag-
gregates, but their outer membrane does not
rupture until most of the cristae have disap-
peared (Fig. 1D and fig. S1H). These results sug-
gest that paternal mitochondria are destroyed
partly in embryos by self-initiated internal break-
down prior to autophagosome assembly and
degradation.
To identify intrinsic mitochondrial factors in-

volved in paternal mitochondrial elimination
(PME), we performed an RNA interference
(RNAi) screen against 217 C. elegans nuclear
genes predicted to encode mitochondrial proteins
(table S1), using a sensitive polymerase chain
reaction (PCR)–based method and a 3053–base
pair (bp) mtDNA deletion allele (uaDf5; Fig. 2A)
to track the fate of mtDNA (5). uaDf5 mtDNA
was detected in cross-progeny at all developmen-
tal stages from mating of N2 males with uaDf5/+
heteroplasmic hermaphrodites (fig. S2A) (5) but
was detected only in early embryos, not in late
embryos nor in larval cross-progeny from N2
hermaphrodites mated with uaDf5/+males (Fig.
2B); these findings indicate that PME is con-
served in C. elegans (5–7). RNAi of the cps-6 gene,
which encodes a homolog of human mitochon-
drial endonuclease G (8, 9), caused persistence of
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paternal uaDf5 mtDNA until the late stages of
embryogenesis—a finding not observed in RNAi
of other genes (fig. S2B and supplementary ma-
terials). A 336-bp deletion (tm3222) in cps-6,
which removes the catalytic site of CPS-6 (fig.
S2C) (10), had the same effect as cps-6(RNAi),

leading to persistence of paternal uaDf5mtDNA
throughout embryo development (Fig. 2C),
whereas uaDf5 was detected only in 64-cell
or earlier embryos in crosses between uaDf5/+
males and N2 hermaphrodites (Fig. 2B). These
results indicate that cps-6 is associated with

rapid removal of paternal mtDNA during early
embryogenesis.
We performedmicroscopic analysis tomonitor

thedisappearance of paternalmitochondria stained
by Mitotracker Red (MTR), a mitochondrion-
specific dye (5). When MTR-stained N2 males
were mated with unstained N2 hermaphrodites,
MTR-stained paternal mitochondria were seen
in embryos before the 64-cell stage (fig. S3, A to
G), indicating that PME occurs in concert with
paternalmtDNAelimination (Fig. 2B). Conversely,
loss of cps-6 resulted in persistence of MTR pater-
nal mitochondria to around the 550-cell stage (fig.
S3, H toN), confirming that CPS-6 promotes rapid
clearance of paternal mitochondria.
CPS-6 was first identified as an apoptotic

nuclease that translocates from mitochondria
to the nucleus during apoptosis to mediate chro-
mosome fragmentation (8, 9). A nonapoptotic
role of CPS-6 in C. elegans has not been reported.
We used both the PCR assay and themicroscopic
assay to investigate whether CPS-6 is required
paternally or maternally for PME (supplemen-
tary text) and found that a significant portion of
paternal mitochondria and mtDNA persisted
past the 64-cell stage when paternal cps-6 was
defective (Fig. 2, D and E, matings 3 and 4). By
contrast, embryos without maternal cps-6 dis-
played normal PME (Fig. 2, D and E, mating 2).
These results indicate that paternal CPS-6 is
required to promote PME.
CPS-6 is imported into mitochondria through

a mitochondrial targeting sequence (amino acids
1 to 21), because CPS-6DN, lacking this targeting
sequence, localizes to the nucleus (8). Expression of
CPS-6, but not CPS-6DN, in cps-6(tm3222)males
through the ubiquitously expressed dpy-30 gene
promoter rescued the defect in PME (Fig. 2F,
matings 1, 2, and 5 to 7; see also supplemen-
tary text), indicating that localization of CPS-6
in paternal mitochondria is required to me-
diate PME. Because expression of the nuclease-
deficient CPS-6(H148A) mutant in cps-6(tm3222)
males failed to rescue the PME defect (Fig. 2F,
matings 3 and 4), the nuclease activity of CPS-6
is essential for PME.
Using electron tomography, we examined how

loss of cps-6 affects PME. In cps-6(tm3222) zy-
gotes, aggregates were still visible in paternal
mitochondria but were smaller and fewer than
in N2 zygotes, and no ghost PM were detected
(Fig. 1, B, E, and G), indicating reduced and
slower internal breakdown of paternal mitochon-
dria. The autophagosome membranes started
to assemble around paternal mitochondria in
two- or four-cell cps-6(tm3222) embryos and com-
pleted enclosure by the 16-cell stage (Fig. 1, H
and I), proceeding significantly slower than in
N2 embryos, in which autophagosome assem-
bly started earlier at the one-cell stage and was
complete by the four-cell stage (Fig. 1, C to E).
Even after autophagosome enclosure, inter-
nal breakdown of paternal mitochondria was
clearly delayed (Fig. 1, I and J), because a sig-
nificant portion of cristae remained superfi-
cially intact and fewer than 40% of paternal
mitochondria transited into ghost PM in 16-cell

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 395

Fig. 1. Loss of cps-6 delays internal breakdown of paternal mitochondria after fertilization.
(A to D, F to J) Tomographic slice images and corresponding 3D models of a mitochondrion in an N2
(A) or cps-6(tm3222) (F) spermatozoon or a paternal mitochondrion in an N2 embryo [(B) to (D)] or a
cps-6(tm3222) embryo [(G) to (J)] at the indicated stages. 3D models of autophagosomes (AuPh)
and endoplasmic reticulum (ER) are shown. Mitochondrial membranes, cristae, and aggregates are
colored red, green, and blue, respectively. Dark aggregates and autophagosome membranes are indi-
cated with blue and yellow arrowheads, respectively. Scale bars, 300 nm. (E) Histogram showing three
classes of paternal mitochondria in embryos of different stages from the indicated N2 cross (n = 45)
or cps-6(tm3222) cross (n = 56).
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cps-6(tm3222) embryos (Fig. 1E). Some large agg
PM even lingered on in 64-cell embryos (Fig. 1J),
compared with 100% of paternal mitochon-
dria either eliminated or becoming ghost PM
by the four-cell N2 embryos (Fig. 1, D and E).
Therefore, CPS-6 is important in mediating
internal breakdown of paternal mitochondria
and their enclosure by autophagosomes after
fertilization.

Compromised mitochondria often show loss
of membrane potential, which can be detected
by tetramethylrhodamine ethyl ester (TMRE),
a potential-sensitive mitochondrial dye. When
N2 males prestained with TMRE and a nucleic
acid dye (SYTO11)—which labeled spermmitochon-
dria and their mtDNA, respectively (fig. S4, A
and B)—were mated with N2 hermaphrodites,
paternal mitochondria were still labeled by SYTO11

in N2 zygotes, but their TMRE staining was
completely lost (Fig. 3A). In comparison, staining
of paternal mitochondria by potential-insensitive
MTR persisted (fig. S4B). When we mated
SYTO11-stained N2 males with N2 hermaphro-
dites in the presence of TMRE, only maternal
mitochondria were stained by TMRE, and the
SYTO11-positive paternal mitochondria were
TMRE-negative (Fig. 3B). Therefore, paternal
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Fig. 2. CPS-6 relocates from the intermembrane space of paternal mito-
chondria to the matrix after fertilization to promote PME. (A) Diagram of
C. elegansmtDNA, the uaDf5 deletion, primers used in the nested PCR assays,
and sizes of PCR products in N2 and uaDf5/+ animals. (B andC) Hermaphrodites
and MTR-stained males were mated as indicated. Males also carried smIs42,
an integrated Psur-5sur-5::gfp transgene used to track cross progeny (see fig.
S2A). A single unfertilized oocyte and a single cross-fertilized embryo or larva
(MTR- or GFP-positive) at the indicated stage was analyzed by PCR. uaDf5/+
and N2 hermaphrodites were controls. (D) Quantification of MTR-stained
paternal mitochondrial clusters in 64-cell embryos from the indicated crosses
with MTR-stained males. Data are means ± SEM; n = 20 per cross. **P <

0.0001 (unpaired Student t test); n.s., not significant. (E and F) Five cross-
fertilized embryos (E) or transgenic embryos (F) at approximately 100-cell
stage from the indicated crosses were analyzed by PCR. (G to J) Rep-
resentative immuno-EM images of mitochondria in N2 spermatozoa and
paternal mitochondria in zygotes from the indicated cross. CPS-6–specific
and PD-E2–specific immunogold particles are marked with arrowheads.
Scale bars, 300 nm. (K) Histogram of the distances of 15-nm immunogold
particles from the mitochondrial membrane, illustrating CPS-6’s movement
after fertilization. Numbers of immunogold particles scored are shown in
parentheses. ***P < 0.0001 (Mann-Whitney U test). cps-6(tm3222) was
used in all figures.
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mitochondria are depolarized shortly after fer-
tilization, preceding degradation of their mtDNA.
We used immuno-EM to determine the lo-

calization of CPS-6 in paternal mitochondria.
CPS-6 immunogold particles were predominantly
associated with the mitochondrial membrane in
N2 spermatozoa (Fig. 2, G and K, and fig. S2G),
in agreement with CPS-6’s localization in mito-
chondrial intermembrane space. In zygotes from
cps-6(tm3222) hermaphrodites mated with N2
males, CPS-6 immunogold particles were often
located inside paternal mitochondria, away from
the mitochondrial membrane (Fig. 2, H and K,
and fig. S5). Because some paternal mitochon-
dria had not been associated with autophago-
somes (Fig. 2H), CPS-6 appeared to enter the
matrix before the assembly of autophagosomes.
The relocation of CPS-6 into the matrix after
fertilization is clearly discerned when compared
with the localization patterns of a mitochondrial
matrix protein, the E2 subunit of pyruvate de-
hydrogenase (PD-E2, Fig. 2, I to K). Collectively,
these different microscopy analyses provide strong
evidence that paternal mitochondria are depo-
larized and damaged internally soon after fer-
tilization, leading to the release of CPS-6 into the
matrix to catalyze mtDNA degradation.
The autophagy and proteasome pathways pro-

mote PME in C. elegans (5–7). Both LGG-1, the
wormLC3/Atg8homolognecessary for autophago-
some formation (11), and RAD-23, a ubiquitin re-
ceptor important for proteasomal degradation
(5, 12), act maternally to promote PME (fig. S6,

A and B, and supplementary text). Analyses of
the double and the triple mutants among cps-6,
lgg-1, and rad-23 indicate that cps-6, lgg-1, and
rad-23 use distinct mechanisms (mitochondrial
self-destruction, autophagy, and proteasomes, re-
spectively) to coordinate swift and efficient PME
(fig. S6, C to F).
Because loss of cps-6 slows down autophago-

some formation and degradation of paternal
mitochondria (Fig. 1), we further interrogated
this issue by immunostaining; we found that in
N2 zygotes, bright LGG-1 staining was seen
clustering aroundMTR-stained paternal mitochon-
dria near the site of sperm entry (fig. S4C), with
81% of paternal mitochondrial clusters colocaliz-
ing with LGG-1 autophagosomes (fig. S4E). By
contrast, in cps-6(tm3222) zygotes, such colo-
calization dropped to 43% (fig. S4, D and E),
indicating that loss of cps-6 reduces autophago-
some formation on paternal mitochondria.
Analysis using superresolution structured illumi-
nation microscopy (SIM) revealed similar results.
In N2 zygotes, the majority (77%) of paternal
mitochondria were enclosed by LGG-1 autopha-
gosomes, some (12%)were partially enclosed, and
only 11% did not associate with (isolated) auto-
phagosomes (Fig. 3, C and D, and fig. S4, F and
H). By contrast, in cps-6(tm3222) zygotes, 51%
of paternal mitochondria were isolated and
only 29 and 20% of paternal mitochondria were
enclosed and partially enclosed by autopha-
gosomes, respectively (Fig. 3, E and F, and fig.
S4, G and H). These findings indicate that the

CPS-6 self-destruction process is important for
efficient recruitment of autophagosomes to pa-
ternal mitochondria.
It has been suggested that the high rate of

energy consumption during fertilization of an
oocyte by many competing spermatozoa leads
to increased oxidative damage and mutations
in sperm mtDNA (13, 14). Failure to remove pa-
ternal mitochondria with mutated mtDNA can
cause incompatibility with maternal mitochon-
dria and the nuclear genome and can adversely
affect the fitness of animals (15–17). Comparison
of N2 embryos with uaDf5/+ embryos, with four
genes deleted in uaDf5 mtDNA (18), revealed
a factor of 23 increase in embryonic lethality
from 0.4 to 9.4% (Fig. 4A, assays 1 and 3), in-
dicating that the heteroplasmic presence of
mtDNA mutations compromises embryo de-
velopment. Delayed removal of uaDf5 paternal
mitochondria in embryos by loss of cps-6 resulted
in a lethality rate of 5.9%, higher by a factor of
5 to 7 than that of cross-fertilized cps-6(tm3222)
embryos (0.7%) or that of embryos with no
persistent paternal mitochondria (0.8 to 0.9%)
(Fig. 4A, assays 4 to 7, and supplementary text).
Moreover, delayed clearance of uaDf5 paternal
mitochondria slowed cell divisions, an energy-
driven process, during C. elegans embryogenesis,
because the average durations of cell divisions
in two different cell lineages (MS and P) were
significantly prolonged in uaDf5/+ embryos and
by delayed removal of uaDf5 paternal mitochon-
dria (Fig. 4, B and C, fig. S7, and supplementary
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Fig. 3. Depolarization of paternal mitochondria after fertiliza-
tion and autophagosome formation on paternal mitochondria.
(A and B) Differential interference contrast (DIC) and fluorescence
images of zygotes from the indicated crosses. TMRE had equal
access to maternal and paternal mitochondria in the zygote (B).
Scale bars, 10 mm. (C to F) Zygotes from the indicated crosses with
MTR-stained males were labeled with an antibody to LGG-1. Images
were acquired with a Nikon SIM microscope. Dashed rectangles
highlight the areas enlarged and shown below [(D) and (F)]. Scale
bars, 2 mm [(C) and (E)], 0.5 mm [(D) and (F)].
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text). These results provide evidence that de-
layed clearance of mutated paternal mitochon-
dria leads to decreased fitness at the cellular and
organismal levels and presents an evolutionary
disadvantage.
Next, we examined the consequence of de-

layed removal of wild-type paternal mitochon-
dria by mating two different C. elegans wild-type
strains, the Bristol strain (N2) and the Hawaii
strain (HA). Delayed removal of wild-type Bristol
paternal mitochondria in HA embryos due to
loss of paternal cps-6 also resulted in a signif-
icantly higher percentage of embryonic lethal-
ity than that seen in HA embryos without

persistent paternal mitochondria (Fig. 4D, as-
says 4 and 5, and fig. S6G, matings 2 and 4;
see also supplementary text). Therefore, delayed
clearance of wild-type paternal mitochondria
slightly different from maternal mitochon-
dria also compromises animal development,
which suggests that transmission of paternal
mitochondria among different wild-type var-
iants is evolutionarily disadvantageous.
Our results show that soon after fertilization,

paternal mitochondria are depolarized and lose
their inner membrane integrity, which appar-
ently marks them for degradation by autophagy
(19, 20). The inner membrane breakdown prob-

ably triggers the entry of the intermembrane
CPS-6 into the matrix of paternal mitochondria
to degrade mtDNA, which encodes 12 mito-
chondrial proteins, two rRNAs, and 22 tRNAs
that are essential for normal functions and main-
tenance of mitochondria (1, 13, 18). Degradation
of mtDNA is detrimental, which accelerates break-
down of paternal mitochondria and could pro-
mote externalization of signals recognized by
the autophagy or proteasome machinery (19, 20),
leading to PME (fig. S8). Consistent with this
model, loss of paternal cps-6 delays internal
breakdown of paternal mitochondria and their
enclosure and degradation by the autophagy
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machinery. Interestingly, delayed removal of
either mutant or slightly different wild-type pa-
ternal mitochondria results in increased embry-
onic lethality in heteroplasmic animals, likely
due to incompatibility in cellular signaling be-
tween the mitochondrial and nuclear genomes
(15, 17). This provides evidence that persistence
of paternal mitochondria compromises animal
development and may be the impetus for ma-
ternal inheritance of mitochondria. DeLuca and
O’Farrell showed that endonuclease G mediated
the degradation of sperm mitochondrial DNA
during Drosophila spermatogenesis before fer-
tilization and hypothesized that this degradation
helped prevent paternal mtDNA transmission
(21). In contrast, we find in C. elegans that CPS-6
acts after fertilization to mediate degradation
of both paternal mitochondria and mtDNA to fa-
cilitate their autophagic degradation. These find-
ings imply a conserved role of endonuclease G
in paternal mtDNA elimination and expand the
roles of this nuclease beyond apoptosis and
mitochondrial maintenance (8, 9, 22).
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CANCER IMMUNOTHERAPY

Cdk5 disruption attenuates tumor
PD-L1 expression and promotes
antitumor immunity
R. Dixon Dorand,1,2 Joseph Nthale,2,3 Jay T. Myers,2,3 Deborah S. Barkauskas,2,3

Stefanie Avril,1,4 Steven M. Chirieleison,1 Tej K. Pareek,2,3

Derek W. Abbott,1,4 Duncan S. Stearns,2,3,4 John J. Letterio,2,3,4

Alex Y. Huang,1,2,3,4*† Agne Petrosiute2,3,4*†

Cancers often evade immune surveillance by adopting peripheral tissue–tolerance
mechanisms, such as the expression of programmed cell death ligand 1 (PD-L1), the
inhibition of which results in potent antitumor immunity. Here, we show that cyclin-
dependent kinase 5 (Cdk5), a serine-threonine kinase that is highly active in postmitotic
neurons and in many cancers, allows medulloblastoma (MB) to evade immune elimination.
Interferon-g (IFN-g)–induced PD-L1 up-regulation on MB requires Cdk5, and disruption
of Cdk5 expression in a mouse model of MB results in potent CD4+ Tcell–mediated tumor
rejection. Loss of Cdk5 results in persistent expression of the PD-L1 transcriptional
repressors, the interferon regulatory factors IRF2 and IRF2BP2, which likely leads to
reduced PD-L1 expression on tumors. Our finding highlights a central role for Cdk5 in
immune checkpoint regulation by tumor cells.

C
yclin-dependent kinase 5 (Cdk5) is a non-
stereotypical Cdkwhose activity depends on
coactivators, p35 and/or p39. A proline-
directed serine-threonine kinase (1), Cdk5
is essential in central nervous system (CNS)

development (2, 3). Cdk5 also contributes to
angiogenesis, apoptosis, myogenesis, vesicular
transport, and senescence in nonneuronal cells,
including tumors (4–6), which makes Cdk5 a
potential therapeutic target in cancers (7–9). We
explored whether Cdk5 plays a role in medullo-
blastoma (MB), a common malignant pediatric
CNS tumor.
MB cell lines and clinical specimens expressed

Cdk5, p35, and p39 (Fig. 1A and fig. S1A). Cdk5-
specific kinase activity could be abolished in vitro
by roscovitine, a nonselective inhibitor against
Cdks 1, 2, 5, 7, and 9 (fig. S1B) (10). To interrogate
Cdk5-specific functions,wedisruptedCdk5 inwild-
typemurineMB cells (MM1WT) by short hairpin–
mediated RNA interference (MM1 shCdk5) and
clustered regularly interspaced short palindromic
repeats (CRISPR)–Cas9–targeted mutation (MM1
crCdk5), with nontargeting constructs as controls
(MM1 shNSandMM1 crNeg). A reduction inCdk5
was confirmed at the transcript (fig. S1C) and pro-
tein levels (fig. S1D). In vitro, there were no sig-
nificant differences in cell proliferation among all
constructs (fig. S1, E and F) (1).

ToassessMBgrowth invivo, 5× 104Cdk5-deficient
or control cells were inoculated subcutaneously
(s.c.) into the flanks of immunodeficientmice. All
mice developed comparable-sized tumors byday 14
(fig. S2, A to C). However, 78 to 50% of C57BL/6
mice injected s.c. with Cdk5-deficient MB cells
showed tumor-free survival (TFS) at 19 and42days,
whereas mice injected with WT and control tu-
mors exhibited 0 and 7% TFS after 19 days,
respectively (Fig. 1B and fig. S3A). Mice injected
with Cdk5-deficient MB cells developed signifi-
cantly smaller tumors (0.02 ± 0.04 g) thanmice
injected with WT (0.91 ± 0.39 g) or NS (0.51 ±
0.21 g) cells (fig. S3B). These data suggest a T cell–
dependent rejectionmechanismof Cdk5-deficient
MM1 cells. This interpretation is supported by
the observation that Cdk5 expression inversely
correlated with T cell infiltration in human MB
(Fig. 1C and fig. S2D).
To identify T cell populations mediating this

potent rejection, we depleted CD8+ T cells, CD4+

T cells, or both subsets in mice inoculated with
MM1 crCdk5 or crNeg cells (5 × 104 s.c.). By day
11, 100% of mice injected with MM1 crNeg and
80% of mice receiving MM1 crCdk5 developed
measurable tumors (Fig. 1B), althoughMM1 crNeg
tumors were 8 times the size of MM1 crCdk5 tu-
mors (808.8 ± 382.1 versus 101.1 ± 92.9mm3) (Fig.
1D). Depletion with CD4-specific (aCD4) antibody
alone or with both aCD4 and aCD8 antibodies
resulted in 100% MM1 crCdk5 tumor incidence
accompanied by rapid tumor growth, whereas
CD8 depletion alone yielded 30% TFS, similar
to isotype control (Fig. 1D). Among mice receiv-
ing isotype antibody, three of eight crCdk5 tu-
mor outgrowths regressed starting on day 17,
whereas three of nine crCdk5 tumor outgrowths
among mice depleted of CD8+ T cells regressed
starting on day 25; these outgrowths contributed
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to a total TFS of 50 and 40%, respectively (Fig. 1, B
and D). Tumors harvested from MM1 crCdk5-
bearing mice remained Cdk5– without evidence
of Cdk5+ escape (fig. S4A). Similar results were
seen in mice receiving MM1 shCdk5 and shNS
inoculations, with a dependency on CD4+ T cells
for tumor rejection (fig. S3C). Cdk5-deficient tu-
mors also grew aggressively in mice deficient in
major histocompatibility complex class II (MHC-II)
(fig. S3D). Finally, 60 to 75% of mice that rejected
Cdk5-deficient tumors remained tumor free after
rechallenge with a lethal dose of MM1 WT cells
(fig. S3E). Collectively, these studies point to a
CD4+ T cell–dependent rejection of Cdk5-deficient

tumors with robust antitumor immune memory
generation.
Interferon-g (IFN-g) is a major CD4+ T cell

effector cytokine (11) and was abundant in Cdk5-
deficient tumor mass (fig. S5A). IFN-g induces
p35 (12), which results in enhanced Cdk5 activity
(fig. S5B). IFN-g is known to induce PD-L1 (13),
whose expression on infiltrating immune cells is
evidence of an ongoing intratumoral immune
response (14). We examined whether disrup-
tion of Cdk5 expression in MB impaired PD-L1
induction in response to IFN-g stimulation. We
analyzed human tumor databases and found a
cooccurrence of Cdk5 and PD-L1 mRNA expres-

sion in many tumor types (fig. S6). In Cdk5-
deficient MM1, we observed a 37.58 ± 14.28%
reduction in basal PD-L1 mRNA level (Fig. 2A).
Note that Cdk5-deficient MM1 cells exhibited a
blunted PD-L1 up-regulation in response to
IFN-g stimulation in vitro (Fig. 2, A and B, and
fig. S4B). Other IFN-g–responsive proteins, such
as MHC H-2Kb and H-2Db (fig. S7A), were not
significantly affected in the Cdk5-deficient tu-
mors, which indicated that a global disruption
of the IFN-g receptor (IFNGR) signaling was
not responsible for failed PD-L1 up-regulation or
enhanced immune sensitivity. Disrupting Cdk5
in rhabdomyosarcoma also led to a blunted

400 22 JULY 2016 • VOL 353 ISSUE 6297 sciencemag.org SCIENCE

Fig. 1.Targeted deletion of Cdk5 in MB results in rejection by CD4+ Tcells. (A) Cdk5 and p35 proteins are expressed in murine and human MB cell lines
in vitro. (B) TFS in C57BL/6J mice injected with MM1 crNeg or crCdk5 cells with various depleting antibodies (n = 10 per group). (C) Immunohistochemistry of
six clinical MB samples reveals an inverse correlation between tumor Cdk5 expression (top) and CD3+ Tcell infiltration (bottom). Pearson correlation = –0.91
(fig. S2D). Scale bars, 100 mm. (D) Tumor-growth kinetics for individual animals in each group from (B).The top right-hand graph shows the center one with an
expanded scale. X indicates that an animal was killed because of tumor size or ulceration.
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IFN-g−induced PD-L1 up-regulation (fig. S4, C
to E), which indicated that the link between
Cdk5 and PD-L1 regulation by IFN-g is not
MB-specific. Twenty-four hours after IFN-g ex-
posure, surface PD-L1 expression reached a
peak of 8.2- and 6.8-fold above baseline in WT
and NS cells, respectively (Fig. 2C), whereas Cdk5-
deficient cells only up-regulated PD-L1 2.8-fold,
so it reached a peak level similar to the basal
levels in unstimulated WT and NS controls.
The blunted response to IFN-g is specific for PD-
L1 but not PD-L2 (Fig. 2D). To further corroborate
the link between Cdk5 and PD-L1 synthesis, we
treated MM1 WT cells with roscovitine and ob-
served a dose-dependent decrease in PD-L1 tran-
scripts (Fig. 2E). In vitro treatment of human MB
with roscovitine also diminished surface PD-L1
up-regulation with IFN-g in a dose-dependent
manner (Fig. 2F). Finally, to establish a func-
tional link between PD-L1 and in vivo rejection
of Cdk5-deficient MM1, we disrupted the PD-L1
gene (CD274) in MM1 cells (MM1 crPDL1). Sim-
ilar to MM1 crCdk5 experiments, 30% of mice

inoculated with MM1 crPDL1 remained tumor-
free for more than 4 weeks (Figs. 2G and 1B).
Next,we interrogated the IFNGRsignaling path-

way. Western blot analysis of various MM1 cells
failed to show differences, after IFN-g exposure,
in STAT1, STAT2, or STAT3 (members of the fam-
ily of signal transducers and activators of transcrip-
tion) (Fig. 3A and fig. S7B), in agreement with
the robustMHC class I induction in Cdk5-deficient
MM1 cells (fig. S7A). To further dissect this STAT1-
independent signaling, we examined interferon
regulatory factor–1 (IRF1) and interferon regula-
tory factor–2 (IRF2), which are implicated as posi-
tive andnegative regulators of PD-L1 transcription,
respectively (13, 15). IRF1 protein was rapidly in-
duced by IFN-g and remained elevated for up to
48 hours regardless of Cdk5 expression (Fig. 3A
and fig. S7C).Weobserved a rapid loss of thePD-L1
transcription repressor, IRF2, inWT and crNeg
cells. In contrast, IRF2 and its corepressor IRF2BP2
(16) were elevated at baseline in Cdk5-deficient
cells and persisted for up to 48 hours after IFN-g
exposure (Fig. 3A and fig. S7C). This protein ex-

pression difference cannot be accounted for at
the transcriptional level (fig. S7D). Phospho-
proteomic analysis identified 77 distinct phos-
phopeptides in the shCdk5 versus WT or shNS
screen (tables S1 and S2), and 798 phosphopep-
tides in the crCdk5 versus WT or crNeg screen
(tables S3 and S4). Between these two data sets,
22 common proteins were differentially phos-
phorylated in Cdk5-deficient cells, with IRF2BP2
among the highest phosphorylated peptide species
(Fig. 3B).
Finally, we introduced Cdk5-deficientMM1 cells

orthotopically into C57BL/6mice. Gross inspection
revealed a 50% tumor incidence in mice injected
with Cdk5-deficient MM1, mirroring s.c. tumors.
In contrast, 100% ofmice injectedwithWTorNS
MM1 cells developed gross brain tumors by day
14 (fig. S8A). Intracranial (i.c.) Cdk5-deficient tumor
outgrowth remained devoid of Cdk5 expression
without the emergence of a Cdk5+ escape var-
iant (fig. S8B). Histological analysis showed in-
creased accumulation of IBA-1+ cells, which marks
microglia and infiltratingmonocytes, and PD-L1+

SCIENCE sciencemag.org 22 JULY 2016 • VOL 353 ISSUE 6297 401

Fig. 2. Disruption of either Cdk5 gene expression or Cdk5 activity sup-
presses PD-L1 expression that cannot be overcome with IFN-g stimula-
tion in both human and murine MBs. (A) In vitro mRNA expression in
arbitrary units (AU) of PD-L1 by MM1 WT, crCdk5, and crNeg cells with or
without 24 hours of IFN-g stimulation. Values represent the average of three
biological replicates ± SD. (B) In vitro PD-L1 surface staining of MM1 WT,
crCdk5, crNeg, and crPDL1 cells with or without 24 hours of IFN-g stimulation.
Values represent the average mean fluorescence intensity (MFI) ± SD com-
pared with unstimulated MM1 WTcells over seven or eight replicates. (C) Fold
change of surface PD-L1 expression in MM1 WT, shCdk5, and shNS cells over

the course of 48 hours of IFN-g stimulation. (D) MFI of PD-L1 and PD-L2
expressed in MM1 WT, shCdk5, and shNS cells. (E) PD-L1 mRNA expression
in MM1 WT cells when treated with roscovitine and stimulated with IFN-g for
24 hours. AU relative to untreated. DMSO, dimethyl sulfoxide. (F) DAOY and
UW228 human MB lines treated with roscovitine and stimulated with IFN-g
for 24 hours. MFI relative to untreated samples. (G) TFS of MM1 crNeg and
crPDL1 injected mice over 36 days (n = 10 mice per group). *P < 0.05; **P <
0.01; ***P < 0.001. Significance was determined by two-way ANOVA with
Bonferoni posttest (A) and (B), Student’s t test (C), or log-rank test (G).
Representative experiments are shown in (D) and (E).
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Fig. 4. Orthotopic Cdk5-deficient tumors exhibit increased PD-L1 staining,
CD4+ tumor–infiltrating lymphocytes (TILs), and accumulating infiltrates
of CD11b+ populations. (A) Tumors extracted 14 days postinoculation from
MM1 WT, shCdk5, or shNS mice stained for PD-L1 expression. Dashed line
represents margin between tumor (T) and stroma. Black arrows point to in-
creased PD-L1+ and IBA-1+ cells in the tumor stroma. Scale bars, 400 mm. (B and
C) Fluorescence-activated cell sorting (FACS) analysis of MM1 WT (black circle)
and MM1 crCdk5 (orange square) tumor infiltrate by percentage of cell type.
(D) Ratio of total CD8+:CD4+ cell infiltrate. (E) FACS analysis of the percentage

of PD-1+ or PD-L1+ cells in the CD4+ or CD8+ populations. (F) FACS analysis of
the percentage of myeloid cells in tumor infiltrate based on differential CD45
staining (left) or Ly6C staining among CD11b+CD45+ cells (right). (G) Percent of
total CD11b+ population (left) and subpopulations (right) present in tumor in-
filtrate that express PD-L1. (H) MFI of PD-L1 expression among CD11b+ total
population (left) and subpopulations (right). (B), (C), (D), (E), (F), and (G) were
graphed as means ± SD. (H) was graphed as individual MFI with mean indicated.
n = 9 per group. Each data point represents pooled samples from three mice.
*P < 0.05; ** P < 0.01. Significance was determined using the Student’s t test.

Fig. 3. Cdk5 gene silencing alters the IFN-g signaling pathway and is
associated with hyperphosphorylation of IRF2BP2. (A) IFN-g stimula-
tion of MM1 WT, crCdk5, and crNeg cells for 24 hours. IFNGR downstream
mediators STAT1, phosphorylated (p)STAT1, IRF1, IRF2, and IRF2BP2 were
assayed. (B) Global quantitative phosphoproteomic analysis (left) of MM1
WT, crCdk5, and crNeg cells shows a change in phosphorylation status of
35 different phosphopeptides found in 18 of the 22 identified proteins
(right).Twelve proteins exhibit only increased phosphorylation, three exhibit
only decreased phosphorylation, and three have both increased and de-
creased phosphorylation sites. Phosphoproteomic analysis of three bio-
logic repeats of each cell line. Boxes on the left indicate peptides identified
from the highest and lowest phosphorylated species that are magnified on
the right.
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staining in the Cdk5-deficient MM1 tumor mar-
gin and surrounding stroma (Fig. 4A). Immune
cell composition analysis showed a modest in-
crease in CD3+ T cells, similar to that shown by
immunohistochemical data (Fig. 1C and fig. S8, C
and D). However, the percentages of CD3+ cells
were equivalent in crCdk5 and WT tumor sam-
ples by flow cytometry (Fig. 4B). Cdk5-deficient
tumors elicited an increased ratio of CD8+ to CD4+

T cell infiltrate, lower PD-1 expression in CD4+

T cells, and higher PD-L1 expression in both T cell
subsets (Fig. 4, C to E). Although CD8+ T cells are
not the primary antitumor effector cells in this
model, their increased recruitment likely reflects
an overall inflammatory tumormilieu as evidenced
by increased PD-L1 expression and overall tissue
IFN-g levels (Fig. 1B and figs. S3C, S5A, and S9, A
to E). Themyeloid infiltrate in i.c. tumors shifted
from a Ly6C– to a Ly6Chi population with an in-
creased percentage of PD-L1+ cells in bulk CD11b+

cells and in each Ly6C subset (Fig. 4, F to H),
accompanied by a decrease in the percentage of
microglia (CD11b+CD45lo) (Fig. 4F). The Ly6Clo

subset expressed a higher density of surface PD-L1
in the Cdk5-deficient tumors (Fig. 4H). Again, this
finding was recapitulated in s.c. tumors, which
showed a significant increase in the percentage of
PD-L1+ immune cells, with a trend toward in-
creased density of PD-L1 staining in the crCdk5
tumor microenvironment (fig. S9, F to I). The ob-
served increase in PD-L1+ populations and stain-
ing density alignswith histologic analyses (Fig. 4A
and fig. S9B), which suggests a state of global im-
mune activation in response to ongoing IFN-g
stimulation. This finding is in good agreement
with reports showing increased PD-L1+ immune
cells in MB stroma undergoing active immune
checkpoint blockade (17).
Here, we showed that Cdk5 disruption sen-

sitizes MB to CD4+ T cell–dependent rejection
via posttranslational modification of IRF2BP2,
which increases IRF2 and IRF2BP2 abundance
and sustains PD-L1 transcriptional repression
after IFN-g stimulation. Downstream IFN-g signal-
ing induces interferon-stimulated genes, includ-
ing IRF1 (18), which activates secondary-response
genes, including PD-L1 (13, 19, 20). IRF2 acts as
a repressor that competes with IRF1 for binding
to the same promoter element (15). Constitu-

tively present, IRF2 is up-regulated in response
to either type I IFNs or IRF1 (15, 20) and provides
a negative-feedback loop by binding to its own
promoter to block transcription (15). The pro-
longed half-life of IRF2 (8 hours) relative to IRF1
(0.5 hours) provides a mechanism for IRF2 an-
tagonism (20). IRF2BP2 was recently identified as
a corepressor with IRF2 (16), and low IRF2BP2
expression was correlatedwith high PD-L1 expres-
sion in breast cancer (21). Our data provide a di-
rect link between disruption of Cdk5 activity and
IRF2BP2 hyperphosphorylation at sites that are
distinct from previously described sites that affect
nuclear localization, vascular endothelial growth
factor A, orMHC-I expression (22–24), which sug-
gests that Cdk5 either directly or indirectly inhib-
its other kinase(s) that phosphorylate IRF2BP2
(fig. S10).
PD-L1 and PD-1 play a critical role in tumor

immune evasion, with ~30% of tumors respond-
ing to immune checkpoint blockade (25, 26). High
Cdk5 expression correlates with worse clinical out-
come inmultiple cancers (fig. S11). In our studies,
both Cdk5- and PD-L1–deficient MB cells exhibit
similar TFS (Figs. 1B and 2G). More CD4+ T cells
with lower PD-1 expression were found in the
Cdk5-deficient CNS tumors, whereas CD11b+

cells accumulate in larger quantities with higher
PD-L1+ expression (Fig. 4, C to G). Myeloid PD-L1
up-regulation may be a response to overall in-
creased IFN-g (13, 27). Alternatively, these cells
may play a distinct role modulating infiltrating
T cell function, which are present inmost human
MB specimens (28). Last, as Cdk5 directly phos-
phorylates MYC on Ser62 (29), it remains to be
determined whether Cdk5 plays a role in MYC-
regulated PD-L1 expression (30).
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NOW ACCEPTING

MANUSCRIPTS

ScienceRobotics is a unique journal created to help advance the research

and development of robotics for all environments. Science Robotics will

provide a much-needed central forum to share the latest technological

discoveries and to discuss the feld’s critical issues.

Join in the excitement for the Fall 2016 debut!

ScienceRobotics.org

Be Among the First to Publish

in Science Robotics
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Tracy Holmes

Worldwide Associate Director

Science Careers

Phone: +44 (0) 1223 32()2)

THE AMERICAS

E-mail: advertise@sciencecareers.org

Fax: +1 (202) 28+ (742

Tina Burks

Phone: +1 (202) 32( ()77

Nancy Toema

Phone: +1 (202) 32( ()78

Online Job Posting Questions

Phone: +1 (202) 312 (37)

EUROPE/INDIA/AUSTRALIA/

NEW ZEALAND/REST OF WORLD

E-mail: ads@science-int.co.uk

Fax: +44 (0) 1223 32()32

Sarah Lelarge

Phone: +44 (0) 1223 32()27

Kelly Grace

Phone: +44 (0) 1223 32()28

Online Job Posting Questions

Phone: +44 (0) 1223 32()28

JAPAN

Katsuyoshi Fukamizu (Tokyo)
E-mail: kfukamizu@aaas.org
Phone: +81 3 321+ )777

Hiroyuki Mashiki (Kyoto)
E-mail: hmashiki@aaas.org
Phone: +81 7) 823 110+

CHINA/KOREA/SINGAPORE/

TAIWAN/THAILAND

Ruolei Wu

E-mail: rwu@aaas.org

Phone: +8( 18( 0082 +34)

Danny Zhao

E-mail: dzhao@aaas.org

Phone: +8( 131 4114 0012

All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

For full advertising details, go to
ScienceCareers.org and click
For Employers, or call one of
our representatives.

Science Careers
Advertising

ScienceCareers.org

There’s only one

THREE ASSISTANT PROFESSOR TENURE-TRACK POSITIONS

The College ofAgriculture at Purdue University,West Lafayette, Indiana, invites applications from
outstanding basic scientists for three academic year tenure-track assistant professor positions as
part of a college-wide cluster hire in fundamental plant biology. Candidates addressing important
fundamental questions in plant biology are encouraged to apply. We are interested in individuals
working on molecular, organismal or ecosystem levels, and in model systems, crops, or natural
systems.This hiring initiative is part of the Plant SciencesResearch and Education Pipeline, through
which are being developed high-throughput controlled environment imaging, feld-scale phenotyping,
and a plant commercialization incubator.

Each successful candidate will be expected to develop an internationally recognized research
program, interact with diverse faculty, staff and students across campus, and contribute to the
further development of plant science as an area of excellence on the Purdue University campus.
Each such candidatewill also teach graduate and/or undergraduate courses, and function as an active
member of the departmental and university faculty. Applicants should have a Ph.D. in biological,
computational, or physical sciences, preferably with at least two years of post-doctoral experience or
its equivalent, a strong publication record, the potential to develop a vigorous, extramurally funded
research program, and a commitment to both hypothesis-driven research and teaching excellence.
Applications should be submitted electronically to molecularag@purdue.edu and should include
in a single pdf fle a cover letter, curriculum vitae, two page summary of research interests, a one-
page teaching statement, and the names and contact information for three references. Applicants
may learn more about the departments involved in this search at https://ag.purdue.edu/plantsciences/
center-for-molecular-agriculture-2/ and indicate in their application up to two departments of greatest
interest. Screening of applications will begin August 31, 2016, and will continue until the positions
are flled. A background check is required for employment in these positions.

Purdue University is an EOE/AA Employer. All individuals, including minorities, women,
individuals with disabilities, and veterans are encouraged to apply.

Advance your career

with expert advice from

Science Careers.

Featured Topics:

§ Networking

§ Industry or Academia

§ Job Searching

§ Non-Bench Careers

§ AndMore

Download Free Career Advice Booklets!

ScienceCareers.org/booklets



MSU-DOE PLANT RESEARCH LABORATORY
Michigan State University
East Lansing, MI 48824
http://www.prl.msu.edu

Faculty Position in the Biology of Photosynthetic Organisms

TheMSU-DOE Plant Research Laboratory (PRL) has a tenure-track, twelve-
month faculty position available at the Assistant Professor level. We seek to
recruit individuals who investigate fundamental questions in the biology of
plants, algae, or photosynthetic bacteria.Relevant research areas and approaches
include, but are not limited to: biophysical/biochemical mechanisms and
regulation of photosynthesis, plant synthetic biology,metabolism andmetabolic
engineering, signaling and regulatory networks, structural biology, phenomics,
and computational biology.

The PRL, with long-standing funding from the U.S. Department of Energy,
provides a highly collaborative environment for conducting creative,
fundamental research on photosynthetic organisms, with an emphasis on
energy-related, interdisciplinary research. PRL faculty are fullmembers of the
MSU tenure-stream faculty. Successful candidates will be jointly appointed
in an appropriate academic department. Applicants should have a PhD and
postdoctoral research experiencewith evidence of productivity and potential for
independent research.Applicationsmust include a cover letter, curriculum vitae,
summary of research accomplishments, a 3-5 page plan for future research, a
statement of teaching philosophy, and names and contact information of three
references. Application materials should be submitted as a single PDF fle
through the MSU applicant page at https://jobs.msu.edu (position # 3603).
Questions regarding this position should be directed to the chair of the search
committee, Jianping Hu (huji@msu.edu). Consideration of applicants will
begin on November 15, 2016.

MSU is an Affrmative-Action, Equal-Opportunity Employer and is
committed to achieving excellence through diversity. The University actively
encourages applications of women, persons of color, veterans, and persons
with disabilities, and we endeavor to facilitate employment assistance to
spouses or partners of candidates for faculty and academic staff positions.

Senior Faculty Leadership Position in
Global Oncology at Fred Hutchinson Cancer

Research Center

Fred Hutchinson Cancer Research Center seeks exceptional applicants
for a full-time senior faculty leadership position in theGlobalOncology
Program at the Full Member level (comparable to Professor). The
primary responsibility of this position will be to lead the development
and execution of Fred Hutch’s global oncology research agenda,
encompassing basic and translational research, innovative prevention
and treatment, and implementation science. The leaderwill be expected
to conduct groundbreaking scientifc research with global impact and to
foster scientifc collaborations involving multiple investigators across
FredHutch and external, international partners.The ideal candidatewill
have awell-established and funded research portfoliowith international
recognition for scientifc excellence and have a demonstrated record
in mentoring faculty and partners to pursue an international research
portfolio.

The Fred Hutch has established a broad international footprint to
enable the conduct of innovative basic and clinical research in cancer,
and particularly in infectious disease-related cancers. In May 2015,
the Fred Hutch and the Uganda Cancer Institute (UCI) opened the
world-class UCI-Fred Hutch Cancer Centre in Kampala, Uganda.
This 25,000 square-foot facility supports research, outpatient care and
training, as well as clinical laboratory and specialized laboratories for
molecular diagnostics, biorepository, histopathology and immunology.
This frst comprehensive cancer center holds promise for accelerating
groundbreaking scientifc cancer and infectious research. Additional
opportunities for global oncology pathogen-associated research are
afforded with in-country partners at our state-of-the-art 10,000 square-
foot freestanding immunology laboratory in Cape Town, South Africa.
Through our long-term China collaborative research initiative, the FH
has joint research and training partnerships for clinical and epidemiologic
studies linked to pathogen-associated and environmentally-linked cancer
development.

The Global Oncology Leader will guide the collaboration with the
Uganda Cancer Institute, lead the Global Oncology program staff and
will oversee Fred Hutch’s international operations. Applicants must
have anMD and/or PhD (or foreign equivalent) and board eligibility in
clinical oncology is preferred.Expertise in cancer biology and pathogen-
mediated cancers are also desirable characteristics. Selection criteria
include excellence in clinical care, scholarship, creativity in research,
success in developing and advancing collaborations, and demonstrated
leadership in the profession. Ideal candidates will have experience
working in international settings.

The Global Oncology leader will be based in Seattle, Washington, at
Fred Hutch in theVaccine and Infectious Disease Division (VIDD) and
have opportunities for cross-divisional appointments based on research
expertise. Fred Hutch offers a vibrant intellectual environment within a
beautiful, lakeside campus in Seattle’s South Lake Union biotech hub.
VIDD occupies a new building that is connected by walking trails to
Seattle Cancer CareAlliance and the other four FredHutchDivisions and
by trolley tomajor partners such as theUniversity ofWashington School
ofMedicine, SeattleChildren’sResearch Institute,Center for Infectious
Disease Research, and the Infectious Disease Research Institute.
Salary DOE + excellent bene.ts.

Interested candidates should submit a CV, a concise statement of their
research interests, and the names and contact information for three (3)
references to fredhutch.org/job/7959. Speci.c inquiries can be directed
to Dr. JulieMcElrath at 206-667-1858.

Applications should be received by September 1, 2016 to assure
consideration and will be evaluated as received.

The Fred Hutchinson Cancer Research Center is an Affrmative
Action, Equal Opportunity Employer. All qualifed applicants will
receive consideration for employment without regard to, among

other things, race, religion, color, national origin, sex, age, status as
protected veterans, or status as qualifed individuals with disabilities.

We strongly encourage applications from women, minorities,
individuals with disabilities and covered veterans.
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BIOLOGICAL SCIENCES SCHOLARS PROGRAM

For Junior, Tenure Track Faculty

TheUniversity ofMichiganMedical School announces recruitment for the
Biological Sciences Scholars Program (BSSP) to enhance the institution’s
strengths in the biological and biomedical research areas.

Now entering its 18th year, the BSSP has led recruitment of outstanding
scientists pursuing research in genetics, microbiology, immunology,
virology, structural biology, biochemistry, molecular pharmacology,
stem cell biology, cancer biology, physiology, cell and developmental
biology, bioinformatics, and the neurosciences. The Program seeks
individuals with PhD, MD, or MD/PhD degrees, at least two years of
postdoctoral research experience, and who have not previously held a
tenure-track faculty position.Candidateswill show evidence of superlative
scientifc accomplishment and scholarly promise. Successful candidates
will be expected to establish a vigorous, externally-funded research
program, and to become leaders in departmental and program activities,
including teaching at the medical, graduate, and/or undergraduate levels.
Primary departmental affliation(s) will be determined by the applicant’s
qualifcations and by relevance of the applicant’s research program to
departmental initiatives and themes. All faculty recruited via the BSSP
will be appointed at theAssistant Professor level.

APPLICATION INSTRUCTIONS: Please apply to the Scholars
Program through the BSSP website at: http://bssp.med.umich.edu. A
curriculum vitae (including bibliography), a three page research plan, an
NIH biosketch, and three original letters of support should all be submitted
through theBSSPwebsite.More information about the Scholars Program,
instructions for applicants and those submitting letters of recommendation,
and how to contact us is located on the BSSPweb site: http://bssp.med.
umich.edu.The deadline for applications isFriday, September 30, 2016.

The University of Michigan is an
Affrmative Action/Equal Opportunity Employer.
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Register for a free online account on
ScienceCareers.org.

Search thousands of job postings and find
your perfect job.

Sign up to receive e-mail alerts about job
postings thatmatch your criteria.

Upload your resume into our database and
connect with employers.

Watch one of our manywebinars on
different career topics such as job
searching, networking, andmore.

Download our career booklets, including
Career Basics, Careers Beyond the Bench,
and Developing Your Skills.

Complete an interactive, personalized
career plan at “my IDP.”

Visit our Career Forum and get advice from
career experts and your peers.

Research graduate program information
and find a program right for you.

Read relevant career advice articles from
our library of thousands.

1.

2.

3.

4.

5.

6.

7.

8.

9.

10.

Visit ScienceCareers.org

today— all resources are free

SCIENCECAREERS.ORG

ways that Science Careers
can help advance your career
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Why choose this Postdoc
Feature your advertisement?

§ Relevant ads lead off the

career section with a special

“Postdoc” banner.

Expandyour exposure by
posting your print ad online:

§ Link on the job board

homepage directly to

postdoc positions

§ Dedicated landing page

for postdoc positions.

Postdoc

Careers
Issue date: August 26

Bookad by August 9

to guarantee space *

Postdoc Feature:

SCIENCECAREERS.ORG

To book your ad:

advertise@sciencecareers.org

The Americas

BOB PBC C5RB

Europe/RoW

+TT(O)1BBP PBC5OO

China/Korea/Singapore/Taiwan

+RC 1RC OORB EPT5

Japan

+R1 P PB1E 5777

*Ads accepted until August 1E if space allows.

Produced by the Science/AAAS
Custom Publishing Office.

There’s only one Science.

Cluster Hire

Assistant, Associate and Full Professor

The George & Anne Ryan Institute for Neuroscience at the University of Rhode Island invites
applications for tenure-track or tenured academic year/calendar year positions at the rank ofAssistant,
Associate, and Full Professor.

The George &Anne Ryan Institute for Neuroscience is a multidisciplinary research center focused
on discovering and developing disease-modifying therapies for neurodegenerative diseases. As
the University of Rhode Island undergoes major expansion in the neurosciences, we are building a
facultywith a strong record of successful laboratory and/or clinical research that supports our mission
of integrating discovery science, translational medicine, education and community engagement to
identify and deliver tomorrow’s treatments today.

Successful candidates will have dual appointments in the George & Anne Ryan Institute for
Neuroscience and academic departments at theUniversity.Adetermination on the status of the position
(AcademicYear orCalendarYear)will bemade at the time of hire.Candidatesmustmaintain an active
and productive research program and demonstratemeaningful contributions to the literature through
publication and other scholarly activities. Junior faculty are expected to develop an internationally
recognized research program that is supported by extramural funding, while senior faculty must
demonstrate a record of consistent productivity and funding. The Institute is especially interested in
research that considers novel contributions to the pathogenesis of neurodegenerative disease and in
research that seeks to link scientifc discoveries to disease-modifying therapies. Preference will be
given to applicants who have demonstrated a strong commitment to interdisciplinary research and
whose research interests complement the programs of existing faculty.

The George & Anne Ryan Institute for Neuroscience has become an integral and essential partner
in the growing neuroscience community in the State of Rhode Island. The Institute has established
formal relationships with Brown University and the State’smajor health care systems to encourage
and support active collaborations in neuroscience. Institute faculty have access to top-level
laboratory and core facilities throughout the State and are eligible to receive seed/pilot grant funds
for innovative research.

The University of Rhode Island is located near the picturesque Narragansett Bay and renowned
beaches on Rhode Island Sound. Average housing and other living expenses are well below the
Boston,NewYork and San Franciscometro areas,with comparable access to cultural and arts events
and highly-rated schools.

In addition to its own robust scientifc and healthcare communities, Rhode Island is also near thriving
scienti,c and entrepreneurial enterprises in Boston, Cambridge, New York, and beyond, with easy
access by road, rail or air.

All candidatesmust have a Ph.D.,M.D.,M.D./Ph.D. or equivalent degree and qualify for a tenure track
or tenured faculty position at theUniversity of Rhode Island. Candidates for theAssistant Professor
position must have at least one year of postdoctoral training in an area related to neuroscience and
a record of research productivity as evidenced by publications and/or patents and presentations at
national and international meetings. Candidates for theAssociate and Full Professor position must
have an established research program and a history of extramural funding.All candidates are expected
to demonstrate excellence in oral andwritten communication and the ability to teach in neuroscience,
cell/molecular biology or a related ,eld.

ToApply:Visit the URI jobs website at: https://jobs.uri.edu to apply and view complete details for
job postings: (Assistant Professor - SF00284); (Associate Professor Ð SF00285); (Full Professor
Ð SF00286). Please attach 3 (PDF) documents to your online Faculty Employment Application:
(#1) Cover letter, (#2) Curriculum Vitae that should include the names and contact information
of three professional references, and (#3) “Other Document” to include a statement of research
accomplishments and goals.

APPLICATION DEADLINE: Search will remain open until the positions are filled. First
consideration will be given to applications received byAugust 31, 2016. Second consideration may
be given to applications received by October 31, 2016. Applications received subsequent to the
second consideration date (October 31, 2016) may not be given full consideration.

Only electronic applications will be accepted.

The University of Rhode Island is an AA/EEOD Employer. Women, persons of color,
protected veterans, individuals with disabilities, and members of other protected

groups are encouraged to apply.



As I reached the end of my time in 

grad school, I applied to dozens of 

nonresearch positions where I felt 

that I could apply my scientifi c back-

ground to the greater biomedical 

enterprise, including in policy, writ-

ing, and project management. But I 

didn’t even get a phone interview. I 

think one reason for my lack of suc-

cess was that my applications didn’t 

highlight the transferable skills I had 

gained during my training. I didn’t 

think I could claim to have experi-

ence in project management, for ex-

ample, because I had never had that 

job title. I didn’t realize that, in many 

ways, earning a Ph.D. is one long 

project management task. 

But even without that knowledge, 

my fi rst break fi nally came: I was 

hired for a science writing and ed-

iting position in the cancer center 

at the University of Kentucky, my alma mater for both my 

bachelor’s degree and my Ph.D. The résumé and cover letter 

I submitted still did not emphasize my nonresearch skills, 

but I later found out that professors from my grad school 

days convinced the hiring manager that I was a good com-

municator and a hard worker. I then leveraged those two 

traits, along with my other transferable skills, to move up 

the administrative ladder. I helped create and manage a 

larger communications of  ce aimed at enhancing faculty 

productivity, and then moved into a research administration 

and operations management position in the cancer center. I 

found that I loved fostering research by helping manage it.

My passion for conducting research also returned once 

I had some distance from the lab, and I have enjoyed the 

freedom to pursue scholarly work in my administrative po-

sitions. The dif erence is that now I get to work on research 

areas that I have very personal con-

nections to, including improving 

Ph.D. training and studying the 

molecular biology and epidemio-

logy of lung cancer, which caused 

my father’s death. I have also put 

together a professional develop-

ment course in which I leverage my 

own experience to better prepare 

trainees for the workforce. 

Now, ironically, my skills as an 

administrator who can also conduct 

research and teach have earned me 

a nontraditional faculty position. 

It started as non–tenure-track, but 

beginning this month I’ll be work-

ing toward tenure. The bulk of my 

ef ort is dedicated to research ad-

ministration, with a much smaller 

portion focused on teaching and 

scholarly activity. As a result, I don’t 

face the pressures associated with 

typical faculty positions, which played a big part in driving 

me away from this path earlier in my career. 

While slogging away as a frustrated trainee dead set on 

running as fast as I could from becoming a faculty member in 

a research-intensive university, I would have never imagined 

that is exactly where I would happily end up. It thrills 

me to be involved in managing the research enterprise—

and to be teaching, my original career goal. Helping trainees 

discover and plan for the vast career options available to 

them—including those within academia—gives me a great 

sense of satisfaction. ■

Nathan L. Vanderford is an assistant professor in the De-

partment of Toxicology and Cancer Biology and the Markey 

Cancer Center at the University of Kentucky in Lexington. 

Send your story to SciCareerEditor@aaas.org.

“I did fi nd an alternative 
niche—which has brought 

me full circle.”

Alternatives within academia

W
hen I started graduate school, I wanted to become a professor at a small teaching college. I 

envisioned myself helping students develop a passion for science and guiding them in the 

pursuit of their chosen careers. But as I progressed through my own academic training, I felt 

tremendous pressure from faculty members to pursue the more “traditional” research-focused 

faculty path. That path and its requirements—constant pressure to publish, obtain grant fund-

ing, and jump through other hoops to obtain tenure—were not at all what I wanted. By the 

end of graduate school, I was also burned out on my own research in pancreatic b cell biology. I fi gured 

that my best option was to pursue “alternative” career paths. And after a few hurdles and unexpected 

opportunities, I did fi nd an alternative niche—which has brought me full circle back to academia.

By Nathan L. Vanderford
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