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J
apan is the frontrunner of aging societies in 

terms of longevity and the proportion of the 

elderly in the population. In 2030, one-third 

of the population will be older than age 65, 

and 20% will be older than 75 years. Moreover, 

75-year-old seniors in Japan are as physically 

healthy as those a decade younger, according to 

a recent government survey. If Japan is to deal effective-

ly with the highly aged soci-

ety of the future, and benefit 

from this growing sector of 

its society, it must come up 

with a new socially inclusive 

system for people living into 

their nineties or more. 

Currently, Japan treats 

the period after retirement 

at age 65 as the “sunset 

years” of one’s life, effectively 

discouraging even healthy 

retirees from working. This 

situation challenges Japan’s 

social security system and 

the national economy. In 

1965, 9.1 persons could sup-

port one senior citizen in 

the social security system. 

This dependency ratio is 

now 2.4 persons to one se-

nior, and should decrease 

to 1.3 to one in 2050. Social 

security benefits will exceed 

100 trillion yen in 2030. 

With 15% of the work force 

expected to be lost by then, 

meeting this need will be a 

problem. The good news is that according to a govern-

ment survey, over 80% of seniors would like to work 

after retirement and contribute to the economy rather 

than be a recipient of government assistance.

Putting these considerations together, an expansion 

of job opportunities for seniors is essential if Japanese 

society is to enhance the labor force, social security fi-

nance, and economic development. There are workable 

strategies to address these challenges. Currently, 80% 

of Japanese are expected to be healthy until their mid-

70s and want to contribute to society. Thus, maintain-

ing a healthy life span for this population is essential 

not only for supplementing the shrinking labor force, 

but for containing health care costs and bolstering the 

consumer market with active seniors.

To achieve this healthy life span, maintaining senior 

quality of life is crucial. New living environments are 

needed that will allow seniors to “age in place” while 

nurturing good physical, mental, and social habits that 

could delay, or even avert, the onset of declining con-

ditions such as frailty and dementia. Lifelong learning 

will allow seniors not only to maintain their overall 

well-being, but to integrate into a working society. Here, 

universities should expand 

programs that help seniors 

to improve skills, gain new 

knowledge, and nurture 

new interests. Japan also 

must accommodate a di-

versity of health and life-

style issues of the senior 

community by providing a 

variety of workplaces and 

work styles. Employers can 

capitalize on an individual’s 

strengths while compensat-

ing for weaknesses. Inno-

vative approaches can be 

devised for the work-shar-

ing of abilities as well as of 

time. Advances in informa-

tion technology and robotic 

technology can address an 

employer’s concerns about 

safety and productivity that 

hamper employment of 

older workers. For example, 

telecommuting and biome-

chanical assistive technol-

ogy (such as a “smart suit” 

for manual labor) would not 

only improve the work environment for senior workers, 

but lead to healthy and enjoyable work places for work-

ers of all ages. A new government project in Kashiwa 

City, in cooperation with Tokyo University, is an experi-

mental community designed to support a long-lived so-

ciety in these ways, and its social infrastructure could 

serve as a model for other community projects.

The current employment system and senior life envi-

ronment in Japan are built on an obsolete model of life 

span. Today, someone celebrating a 65th birthday can 

expect about 20 years of a “second life” ahead. The next 

generation of elderly will be healthier and better edu-

cated. Given the right platform, they can continue to be 

active contributors to society well into their golden age.

– Hiroko Akiyama

 Japan’s longevity challenge

Hiroko Akiyama 

is a professor at 

the Institute of 

Gerontology at 

the University 

of Tokyo, 7-3-1 

Hongo, Bunkyo-

ku, Tokyo, 

Japan. E-mail: 

akiyama@iog.

u-tokyo.ac.jp

EDITORIAL

10.1126/science.aad9386

 “The next generation of elderly 
will be healthier and better 

educated.”
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AROUND THE WORLD

U.N. notes AIDS progress, gaps 
GENEVA, SWITZERLAND |  Of the estimated 

36.9 million people in the world infected 

with HIV, 70% of them live in sub-Saharan 

Africa. Of these, 49% do not know their 

HIV status, according to a report released 

last week by the Joint United Nations 

Programme on HIV/AIDS, and about 57% 

are not receiving antiretroviral drugs. The 

document, published on the eve of World 

AIDS Day, 1 December, celebrates the 

progress that has been made in revers-

ing the spread of HIV/AIDS by getting 

antiretrovirals to 15.8 million people by 

June of 2015. But it also notes that many 

countries are still far from meeting World 

Health Organization guidelines issued 

in September, which recommend early 

antiretroviral treatment for every infected 

person. Recent evidence shows that fully 

suppressing infection by initiating treat-

ment early benefits an individual’s health 

and sharply decreases transmission rate. 

But in sub-Saharan Africa, the report 

notes, an estimated 68% of infected people 

remain untreated.

French call for terror studies
PARIS |  Many French researchers have 

welcomed a call by the National Center 

for Scientific Research (CNRS) for study 

proposals to help understand and prevent 

terrorism in the wake of the 13 November 

attacks that killed 130 and profoundly 

shocked the country. The call came in a 

18 November letter from CNRS president 

Alain Fuchs, who described it as “a rare 

T
he above image isn’t of a glass cof ee table sculpture; it shows 

how fl uorescent labeling can be used to track the spread of 

cells from dif erent tumors in mice with pancreatic cancer. 

From these multicolored cells to roundworms congregating 

to feed on bacteria to structural proteins of the Ebola virus, 

the 2015 winners of the Federation of American Societies for 

Experimental Biology’s (FASEB) BioArt competition reveal the artis-

tic—even disconcertingly attractive—side of some of the less attrac-

tive subjects in the biomedical and life sciences. In all, the winners of 

the fourth annual competition, unveiled last week on FASEB’s web-

site (www.faseb.org), include 11 images and two videos.  

BioArt finds beauty in 
spreading cells, Ebola, roundworms

NEWS
I N  B R I E F

Memorials commemorate victims of the Paris attacks.

$165,000,000
Global investment in Ebola research in 2014 in response to the West African epidemic, 

according to G-FINDER, an annual report on R&D on neglected diseases. Before 2014, 

G-FINDER didn’t keep track because of Ebola’s very low disease burden.

Published by AAAS
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opportunity for researchers to express 

a form of solidarity with all those who, 

directly or indirectly, have been affected” 

by the attacks. The letter doesn’t specify 

topics of interest or a budget, but CNRS 

promises “a rigorous, simple and rapid 

procedure” for applicants that will allow 

the first research results to emerge next 

year. http://scim.ag/Attackstudies

Spain to create funding agency
MADRID |  The Spanish government finally 

made good on its promise to create a 

national science funding agency on 

27 November when it announced the 

launch of the State Research Agency. The 

government says the new body, which was 

promised in a science law passed in 2011, 

will create a more stable funding stream 

and “more agile, flexible, and autonomous” 

management procedures. Although Spain’s 

scientific community had long pleaded for 

a granting agency, some have doubts about 

the plan. Few operational details have been 

revealed, and there are questions about 

the scientific independence of the agency’s 

management. Some researchers also won-

der about the agency’s future if the ruling 

People’s Party loses Spain’s parliamentary 

elections, slated for 20 December. 

http://scim.ag/SpainFunding

FINDINGS

New signs of dinosaur proteins
In a series of papers since 2007, researchers 

led by Mary Schweitzer, a paleontologist at 

North Carolina State University  in Raleigh, 

have reported that they’ve isolated frag-

ments of intact collagen—a protein found 

in connective tissue and bones—from 

dinosaurs as old as 80 million years. Critics 

have raised concerns that the protein frag-

ments were contaminants from bacteria 

or other organisms, as proteins normally 

decay within a few hundred thousand years 

after an animal dies. Now, Schweitzer and a 

new set of colleagues report in the Journal 

of Proteome Research that they have 

extracted samples from what appear, under 

a microscope, to be blood vessels in bone. 

After analyzing these samples, the team 

says, they found signatures of vertebrate 

collagen and blood proteins.

 Gender overlaps in human brains
Human brains do not fit neatly into 

“male” and “female” categories, scientists 

reported this week in the Proceedings of 

the National Academy of Sciences. The 

researchers used existing sets of MRI 

brain images to measure the volume 

of gray matter (the knobby tissue that 

contains the core of nerve cells) and white 

matter (the bundles of nerve fibers that 

transmit signals) in the brains of more 

than 1400 individuals. Based on a few 

structural differences found more often 

in men or women—for example, men 

generally had a larger left hippocampus, 

associated with memory—the team created 

a continuum of “femaleness” to “male-

ness” for the entire brain. But the majority 

of the studied brains, they found, were 

a mosaic of male and female structures; 

only 0% to 8% of the brains contained 

all-male or all-female structures. 

http://scim.ag/genderbrains

A study of zebrafish upends a key 

argument against awareness in fish.

Fish show signs of sentience in ‘emotional fever’ test

S
cientists have long believed that fish aren’t capable of the 

same awareness as humans because they fail the “emo-

tional fever” test. Birds, mammals (including humans), 

and at least one species of lizard experience a slight rise 

in body temperature—about 1°C to 2°C—when exposed to 

new environments; the fever is linked to emotions because it’s 

triggered by an outside stimulus, yet produces behavioral and 

physiological changes. Previous tests suggested that toads and 

fish don’t react this way, but a new experiment reported last 

week in the Proceedings of the Royal Society B suggests fish 

can indeed get stressed. Researchers confined some zebrafish 

to a chamber in a tank containing water at about 27°C (zebraf-

ish prefer water of about 28°C), and allowed others to swim 

freely around five other chambers in the tank, each heated to a 

temperature between 17.92°C and 35°C. After about 15 min-

utes, the team set the confined fish free to roam through the 

chambers. The stressed fish spent more time in warmer waters 

than did the control fish, thus raising their body temperatures 

by about 2°C to 4°C—the fish equivalent of an emotional fever, 

the scientists say.

Published by AAAS
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By Herton Escobar, in Espírito Santo, Brazil

W
hen Dante Pavan first heard the 

news of last month’s mining dam 

collapse in southeastern Brazil, 

he never imagined that the wave 

of sludge would travel all the way 

to his family’s old farmstead, hun-

dreds of kilometers downstream. But as the 

scale of the disaster became clearer, the zoo-

logist threw sampling gear in his truck and 

sped north from São Paulo for a rendezvous 

with the killer mud. When he saw the Doce 

River stained a dark orange by the iron-laced 

mine tailings, his first reaction was that the 

river “is going to turn into a fossil bed.”

Now, he and other researchers are trying 

to forecast the river’s prospects for recov-

ery from the disaster, unleashed on 5 No-

vember when a dam holding approximately 

50 million cubic meters of waste from iron 

mines burst without warning near the city 

of Mariana in Minas Gerais state. Pavan 

is part of a network of scientists, backed 

by crowdfunding, that is analyzing river 

samples to assess the environmental im-

pacts independently of the government and 

the mining companies that managed the 

dam. One controversy they hope to settle 

is whether the sludge was laced with two 

dozen heavy metals, including arsenic, cop-

per, and mercury, and whether such toxic 

contamination will persist and spread 

through the food chain, delaying recovery.

The immediate impacts of the tsunami 

were tragic. It buried villages downstream, 

killing at least 13 people, mostly in Bento 

Gonçalves, the district nearest the dam. 

Within a day, the wave reached the Doce, 

one of Brazil’s largest rivers outside the Am-

azon basin, and traversed 600 kilo meters 

before spilling into the Atlantic Ocean on 

21 November. Before the mud reached the 

sea on the north coast of Espírito Santo 

state, environmentalists raced to dig up 

hundreds of nests of endangered logger-

head and leatherback sea turtles and move 

them to a safe haven. Brazil dispatched its 

new oceanographic research vessel, the Vi-

tal de Oliveira, to monitor the mud plume’s 

effects on marine life. Speaking at the cli-

mate summit in Paris earlier this week, Bra-

zil President Dilma Rousseff called the dam 

collapse “the worst environmental disaster 

in the history of Brazil.”

In the Doce and two small rivers near 

the dam, the sludge destroyed the base of 

the food chain—plankton, algae, freshwater 

shrimp, and other life forms—says Pavan, 

an independent consultant who special-

izes in environmental impact assessments 

for infrastructure projects in the Amazon. 

“From what we can see on the surface, the 

impacts are tremendous,” adds Alexandre 

Martensen, a Brazilian ecologist at the Uni-

versity of Toronto in Canada who helped 

organize the network of researchers re-

sponding to the disaster.  

Pavan was one of the first scientists to 

sample the spill, and his quick response 

could shed light on how long those impacts 

might last. Downstream from where he first 

encountered the mud, he collected water 

and sediment samples before and after its 
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Mud tsunami wreaks ecological havoc in Brazil
Researchers analyze sludge for heavy metals and assess potential for recovery

Trail of destruction

After a mining dam burst on 5 November, a mud 

tsunami killed at least 13 people in Bento Gonçalves 

district and devastated aquatic life in the Doce River.
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passage. Dozens of scientists in several labs 

will study these and other samples still be-

ing collected; the University of Brasília will 

take the lead on the heavy metal analyses. 

They hope to sort out conflicting claims 

about the nature of the pollution. 

The mine’s owner, Samarco—jointly held 

by two of the world’s largest mining com-

panies, Vale and BHP Billiton—insists that 

the tailings deposited behind the dam were 

simply clay and silt. Analyses carried out 

by the federal government corroborate that 

claim; state and municipal agencies, how-

ever, say they have found elevated levels 

of heavy metals at downstream sites. Vale 

and BHP Billiton argue that the river’s 

sediments were polluted before the mud 

arrived. The federal and state governments 

have sued the companies for 20 billion reais 

(about $5 billion) in damages.

Long stretches of the Doce are still stained 

orange, and authorities have declared the wa-

ter unfit for swimming, drinking, or fishing. 

River conditions should be back to normal 

in a few months, after summer rains flush 

out most of the sediments, predicts Paulo 

Rosman, a coastal and oceanographic en-

gineer at the Federal University of Rio de 

Janeiro. “The worst has passed,” he says. But 

regardless of whether the sludge carried toxic 

metals, aquatic life will be slow to recover, in 

no small measure because the river was in a 

fragile state at the outset. Its ecosystems were 

already under assault from pollution and ex-

cessive runoff. And because of an extreme, 

ongoing drought, the Doce had little water to 

dilute the sludge and few sanctuaries where 

aquatic life could escape the orange tide. 

In the river’s lower reaches, researchers 

teamed up with local fishers to rescue na-

tive fish, mollusks, and crustaceans before 

the onslaught and transfer them to breeding 

tanks. The goal was to create a “genetic reser-

voir” of biodiversity, so that species could be 

re introduced if necessary. In the meantime, 

scientists will have a rare opportunity to 

observe a major river reboot its ecosystems. 

Most of the Doce River’s fish biomass was re-

silient exotic species like tilapia and dorado, 

which are likely to have an upper hand over 

native species during recolonization, says 

Adriano Paglia, an ecologist at the Federal 

University of Minas Gerais in Belo Horizonte. 

“It’s possible some local species will dis-

appear,” Paglia says. “Whatever comes back 

will be just a sample of the diversity that 

existed before.” ■

Herton Escobar writes for O Estado de S. 

Paulo newspaper.

By Trisha Gura

I
n the painstaking work of synthesizing 

vast numbers of compounds and iden-

tifying those that are the best candi-

date drugs, researchers have cultivated 

a capable new lab assistant: DNA. At 

a meeting last month just outside Bos-

ton, chemists and biologists discussed the 

promise of DNA-encoded 

chemical libraries (DELs), 

which rely on DNA’s 

unique talents to track, 

select, and even synthe-

size compounds that bind 

to enzymes, receptors, 

and other biological tar-

gets. Faster, cheaper, and 

more versatile than tra-

ditional screening meth-

ods, the technology is a 

potential game-changer 

for academics who want 

to probe the workings of 

biological molecules, and 

it has already yielded 

drug candidates entering 

clinical trials. 

DEL “is no longer a 

technology in develop-

ment,” says Christopher 

Davie, manager of Dis-

covery Chemistry at 

GlaxoSmithKline (GSK) 

and co-organizer of the 

First Boston Symposium 

of Encoded Library Plat-

forms, held in Waltham, 

Massachusetts. “It’s really 

an established platform 

now.” And it is allowing 

basic scientists and small 

companies to generate 

impressive libraries of 

molecules, on a scale once 

reserved for big pharma, 

and select from them the 

most useful compounds.

DELs are built in mul-

tiple ways, but the basic 

idea is to label chemical 

building blocks or newly 

made compounds with 

short DNA fragments that serve as “bar 

codes” for identification. In some cases, 

chemists record the steps of building a 

compound by tacking on another snippet 

of DNA after each chemical reaction (see 

diagram, below). The resulting compounds 

are then tested for their ability to bind a 

target. To identify those that bound so 

that they can be resynthesized, research-

ers simply read the com-

bined DNA sequence. In 

other cases, chemists tag 

molecular subunits with 

complementary single 

strands of DNA. When 

these strands come to-

gether to hybridize, they 

pull the building blocks 

close together so that 

they are more likely to re-

act to form a compound. 

Repeated cycles with 

various reactant combi-

nations allows the gen-

eration of many, diverse 

compounds.

In traditional high 

throughput screens, po-

tential compounds are 

added individually to 

wells containing the tar-

get to see if any inhibit or 

otherwise affect target ac-

tivity. While that approach 

can be automated with 

robotics, it still makes 

testing large numbers of 

compounds relatively slow 

and expensive. Harnessing 

DNA to fashion molecular 

libraries, in contrast, al-

lows immense numbers of 

compounds to be tested at 

the same time, in a single 

vessel, reducing the cost 

of screening by up to six 

orders of magnitude, ac-

cording to some estimates.

In 1992, Sydney Brenner 

and Richard Lerner at the 

Scripps Institute in San 

Diego, California, were the 

first to propose the full 

BIOCHEMISTRY 

DNA helps build molecular 
libraries for drug testing
Pharmaceutical firms and biotech companies embrace 
DNA-encoded chemical libraries

A Brazilian Navy ship on 22 November skirts a plume 

of killer mud spilling from the Doce River into the 

Atlantic Ocean.

1  After each new chemical building 

block is added, a DNA tag for that 

block is appended.

2  The library of compounds is 

 applied to a drug target to find 

 those that bind.

3  Reading the DNA tags of  any 

“hits” reveals assembly  order.

4  Compounds can be  resynthesized 

and developed into drug leads.

The DNA advantage
DNA can aid the search for drug 

candidates by recording how each 

compound is built and identifying 

any that bind to a target.

Published by AAAS
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By Erik Stokstad

A
t first, the reaction was relief. U.K. re-

search was braced for a swing of the 

budget ax last week, when the Con-

servative government announced 

its blueprint for spending over the 

next 5 years. Science, however, was 

spared the painful cuts inflicted on other 

areas of government spending. But now, 

“as the dust settles, more people are think-

ing this is not such a good deal,” says cell 

biologist Jenny Rohn of University College 

London, head of the lobby group Science 

is Vital. 

One reason for the second thoughts: 

After 5 years of eroding budgets, research-

ers fear that the flat, “ring-fenced” bud-

gets promised by finance minister George 

Osborne will not repair the damage. Sci-

entists are also concerned that the gov-

ernment’s penchant for lobbing money at 

special initiatives is undermining research-

ers’ ability to decide on priorities. “It’s not 

a strategic way of doing things, and that 

has caused unease,” says physicist Athene 

Donald of the University of Cambridge. 

The build-up to the 5-year spending 

review had been tense. The government 

wants to balance the United Kingdom’s 

£742 billion annual budget and pay down 

the debt. After the Conservatives won a 

surprise majority in the general election in 

May, Osborne asked departments, includ-

ing the Department for Business, Innova-

tion & Skills (BIS) which handles most of 

the public science spending, to draw up 

plans for cuts of up to 40%. “That set alarm 

bells ringing,” says Paul Crowther, an astro-

physicist at the University of Sheffield.

In the event, research got off lightly 

when Osborne revealed his spending plan: 

The science budget will be held constant in 

real terms, with adjustments for inflation. 

“It could have been a hell of a lot worse,” 

says Philip Moriarty, a physicist at the Uni-

versity of Nottingham. 

Osborne was lucky with a surprise 

FUNDING 

U.K. research 
wins hollow 
victory
Budget is protected for 
5 years, but lags because 
of past inflation

DEL approach. They realized that the re-

cently invented polymerase chain reaction 

(PCR) made it possible to quickly and eas-

ily amplify—and thereby detect—the DNA 

tag on a compound bound to a target. That 

compound could then be resynthesized 

without the DNA attached for further test-

ing. Brenner and Lerner “had it nailed,” 

says meeting co-organizer Robert Good-

now, Jr., executive director of the Chem-

istry Innovation Center at AstraZeneca in 

Waltham, Massachusetts. They proffered 

“all the critical pieces necessary to start 

this technology.”

But Brenner and Lerner only offered 

“a thought experiment,” Goodnow notes. 

It took the next two decades for chem-

ists to prove out the method, generating 

DNA-tethered compounds that could bind 

biological targets—and alter their activ-

ity. In 2006, big pharma signaled that 

it was warming to the 

concept: GSK acquired 

Praecis Pharmaceuticals, 

a startup in Waltham, 

Massachusetts, that was 

using DEL technology to 

generate potential drug 

candidates. Now “there 

isn’t a big pharma com-

pany without a deal” with 

a group specializing in 

DELs, says chemist Nils 

Jakob Vest Hansen, a former scientist at 

Praecis who spun off his own unique vari-

ant of the technology to found Vipergen 

ApS in Copenhagen. 

“We have proven that we can make li-

braries with this sort of chemical diversity 

and actually find ligands” [for drug tar-

gets], adds Christine Donahue, GSK’s head 

of NCE Molecular Discovery. “We are now 

asking, ‘Can we find a medicine?’”

The answer appears to be a cautious 

yes. GSK’s most-advanced, DEL-derived 

candidate, a former-Praecis “hit,” tar-

gets an enzyme called soluble epoxide 

hydrolase and is now entering phase II 

clinical trials for chronic obstructive pul-

monary disease. Other potential drugs 

discovered via DELs are in the pipeline for 

pulmonary fibrosis, psoriasis, and other 

inflammatory diseases. 

DELs can also illuminate basic biology, 

chemical biologist David Liu at Harvard 

University told the meeting. Liu has cre-

ated a library of 14,000 so-called DNA-

templated macrocycles: sturdy, ringed 

compounds, usually built of carbon, that 

have been assembled using the pairing of 

single-stranded DNAs to orchestrate their 

chem ical synthesis. He applied the library 

to a potential target for diabetes, a zinc-

binding enzyme that breaks down insulin.

Scientists had speculated for 6 decades 

that inhibiting this metalloprotease, called 

insulin-degrading enzyme (IDE), could 

help diabetics by raising insulin levels in 

the blood. Traditional high throughput 

screens had yielded inhibitors, but animal 

tests showed that they lacked the specific-

ity or stability necessary to target only the 

insulin-destroying function of the enzyme. 

Trying a new way, Liu mixed his whole li-

brary of DNA-templated macrocycles with 

the IDE target and fished out a macrocycle 

dubbed 6bK. It locked onto the enzyme in 

an unexpected place, binding to a pocket 

not found in other metallo-proteases, lo-

cated away from the site where the insulin-

cutting takes place. 

In follow-up in vitro experiments, Liu and 

collaborators showed that 6bK blocked IDE 

activity, and in standard, oral tests of glucose 

tolerance in obese mice it consistently low-

ered blood sugar. But when 

the test was conducted 

with injected rather than 

ingested glucose, 6bK had 

a paradoxical effect: mak-

ing the animals more dia-

betic. Liu’s team ultimately 

found that IDE destroys not 

just insulin but also two 

hormones that can alter 

blood sugar: glucagon and 

amylin. Preserving them—

more than insulin—by globally blocking IDE 

pushes the animals into diabetes. 

Liu now hopes to parlay that discovery 

into druglike compounds that can selec-

tively block IDE’s ability to degrade insu-

lin. Using 6bK, his team did a traditional 

screening of 20,000 compounds from the 

Broad Institute in Cambridge, Massachu-

setts, to see if any could displace 6bK from 

its binding pocket on the enzyme. The 

team identified several compounds that 

protected insulin from breakdown, while 

allowing IDE to continue destroying gluca-

gon and amylin. After chemically optimiz-

ing these compounds to boost potency, Liu 

is currently discussing prospects for further 

development with several pharmaceuti-

cal companies and venture capital groups. 

Whether or not a medicine results, he says 

the work shows the power of DELs for both 

basic research and drug development. 

 The speed and low cost of DELs is “lib-

erating,” says chemist Dario Neri at ETH 

in Zürich, Switzerland, who gave the key-

note address at the symposium. “Years 

ago, I could not dream of competing with 

a large pharmaceutical company for a high 

throughput facility. But with this tech-

nology we can.” ■

Trisha Gura is a writer in Boston. 

“There isn’t a big 
pharma company 
without a deal 
involving DELs.”
Nils Jakob Vest Hansen, 

Vipergen ApS
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Mending a broken ring fence
The science budget for the United Kingdom was protected from cuts between 2010 and 2015, but its real value was eroded by inflation. Going forward, the budget 

will be adjusted for inflation. That may not stop a decline in investment relative to GDP. 

£27 billion from lower interest on the na-

tional debt and predicted rising tax revenue. 

Annual BIS funding will still fall 17% to 

£11.5 billion for 2020, but the science por-

tion of its portfolio—£4.7 billion a year—will 

be protected. This includes the money that 

the U.K.’s Medical Research Council (MRC) 

and six other research councils distribute as 

grants and general funding awarded to uni-

versities based on overall research quality. 

In addition, BIS will spend £6.9 billion over 

5 years for science facilities and infrastruc-

ture such as Britain’s share of the Square 

Kilometre Array radio telescope and a new 

polar research ship. 

Osborne also announced a doubling of 

energy research funding to £100 million 

per year, with half to be spent on small 

modular nuclear reactors. “It’s a strong 

signal that we need more energy innova-

tion,” says Richard Jones, vice chancellor 

of the University of Sheffield. But that 

strong signal doesn’t extend as far as the 

Department of Energy & Climate Change, 

which faces a 22% budget cut including 

£1 billion meant to support carbon cap-

ture and storage demonstration plants.

Much of the funding for health research 

is channeled through the United King-

dom’s National Health Service, which 

was awarded £1 billion a year for the 

National Institute for Health Research 

(NIHR), a slight bump up from previous 

budgets. NIHR supports biomedical re-

search centers and, like the MRC, funds 

investigator-initiated grants. In addi-

tion, the state-owned company Genomics 

England will receive £250 million over 5 

years, a 12.6% boost, according to Science’s 

analysis, to help it finish sequencing the 

genomes of 100,000 people. Another £150 

million from the capital budget will go to-

ward an institute for research on demen-

tia. And a fund using £1 billion of U.K. 

overseas development aid and run in col-

laboration with the Bill & Melinda Gates 

Foundation will support research and de-

velopment of vaccines, drugs, and tests for 

malaria and other infectious diseases. 

In spite of the good news, U.K. research-

ers remain worse off than they were in 

2010, because for the 

past 5 years the science 

budget was not protected 

against inflation and 

eroded in real terms. The 

Campaign for Science & 

Engineering, a lobbying 

group, estimates that the 

erosion has deprived the 

research councils and 

other recipients of £1 

billion over 5 years. The impact has been 

felt by facilities such as the £400-million 

ISIS neutron source in Oxfordshire, which 

has run for two-thirds its usual number of 

days as it couldn’t pay electricity costs, ac-

cording to a recent report from the House 

of Commons’ Science and Technology 

Committee. 

Research leaders point out that this has 

caused the United Kingdom to slip fur-

ther down the international funding table. 

The U.K. government, they say, spends a 

smaller fraction—0.49% in 2013—of gross 

domestic product on public funding of 

science and technology than do other in-

dustrialized countries—about 40% less 

than Germany and the United States. “You 

simply can’t survive in a competitive en-

vironment like that,” says neuroscientist 

Colin Blakemore of University of London’s 

School of Advanced Study, a former direc-

tor of the MRC.

Meanwhile, the government is launching 

research initiatives in a way that some sci-

entists question. As part of the ring-fenced 

science budget, Osborne touted a new 

£1.5 billion fund for infectious disease that 

will, in effect, reduce the sums remaining 

for researchers to de-

vote to scientific priori-

ties they choose. “The 

government is more and 

more deciding what ar-

eas of science should 

be funded,” Blakemore 

worries. 

A recent review of 

the research councils by 

Paul Nurse, president of 

the Royal Society, calls for a new top-level 

fund for interdisciplinary research, grand 

challenges, and rapid-response grants. 

Although Osborne said the government 

would follow Nurse’s recommendations, 

it’s not clear how big that fund will be 

and whether it will also sap the budgets of 

the research councils. Some of these ques-

tions may be answered when the detailed 

funding allocations for the councils are 

announced early next year. Nurse hopes 

that his recommendations—including the 

creation of an overarching council called 

Research UK, to be headed by a distin-

guished scientist—will help raise the stat-

ure of science. ■

“As the dust settles, 
more people are 
thinking this is not 
such a good deal.”
Jenny Rohn, Science is Vital

4 DECEMBER 2015 • VOL 350 ISSUE 6265    1141SCIENCE   sciencemag.org

C
R

E
D

IT
S

: 
(G

R
A

P
H

IC
) 

A
. 

C
U

A
D

R
A

/
S

C
IE

N
C

E
; 

(D
A

T
A

 S
O

U
R

C
E

) 
A

N
D

R
E

W
 S

T
E

E
L

E
/

S
C

IE
N

C
E

O
G

R
A

M
.O

R
G

Published by AAAS



1142    4 DECEMBER 2015 • VOL 350 ISSUE 6265 sciencemag.org  SCIENCE

G
R

A
P

H
IC

: 
A

. 
C

U
A

D
R

A
/
S
C
IE
N
C
E

By Dennis Normile, in Sagamihara, Japan

B
elievers in second chances will be 

rooting next week for a space probe 

as it tries again to orbit Venus. Japan’s 

Akatsuki spacecraft, designed to study 

the planet’s curious atmosphere, shot 

past its target in December 2010 

when its main engine malfunctioned. After 

whipping around the sun 10 times since 

then, the star-crossed probe will get its shot 

at redemption on 7 December, when mission 

control plans to use four small attitude-con-

trol thrusters to slow it on its latest approach 

to Venus. 

Planetary scientists are crossing their 

fingers that the improvised retrorockets do 

the job. “It’s risky,” says Colin Wilson, a Ve-

nus specialist at the University of Oxford in 

the United Kingdom. However, he says, “I’ve 

great trust in the expertise of Akatsuki con-

trollers and the team behind them.”

Akatsuki’s 2-year mission aims to peel 

away some of the mystery of Venus’s dense, 

cloudy atmosphere. Mostly carbon dioxide, 

it includes a 20-kilometer-thick layer of 

sulfuric acid clouds, and it sweeps over the 

planet at speeds exceeding 300 kilometers 

per hour, or 60 times faster than Venus itself 

rotates. What drives the superrotation “is a 

fundamental physics question,” says Sanjay 

Limaye, a planetary scientist at the Uni-

versity of Wisconsin, Madison, and mem-

ber of the Akatsuki scientific team. To try 

to answer it, the probe will use a suite of 

cameras to observe cloud formation and 

movement as well as heat flux from the 

planet’s surface to the upper atmosphere. It 

will also record lightning flashes and send 

radio signals through the atmosphere to re-

ceivers on Earth to probe its temperature 

and composition.

Akatsuki is the second spacecraft in a de-

cade to peer into the venusian atmosphere. 

The European Space Agency’s (ESA’s) Venus 

Express mission, which ran from 2006 to 

2014, “filled in quite a bit of the knowledge 

gap about [Venus’] clouds and atmosphere,” 

Limaye says. Venus Express revealed that 

the atmosphere seems to be suffused with 

water vapor, that there is an unexpectedly 

large temperature gradient from surface to 

upper atmosphere, and that the superrota-

tion is, perplexingly, speeding up. But it did 

not solve the superrotation mystery. Com-

bining data from Venus Express and Akat-

suki “certainly will lead to an improvement 

of the understanding of the dynamics of the 

atmosphere of Venus,” says Håkan Svedhem, 

Venus Express project scientist at ESA in 

Noordwijk, the Netherlands. 

Launched on 20 May 2010, Akatsuki ex-

perienced smooth sailing until the orbital 

insertion attempt that December. After los-

ing contact with the craft, controllers with 

the Japan Aerospace Exploration Agency’s 

Institute of Space and Astronautical Sci-

ence (ISAS) here determined that Akatsuki’s 

main thruster, which should have slowed 

the craft enough for Venus’s gravity to grab 

it, had fired for less than 3 minutes of an 

intended 12-minute burn. Analyses and lab-

oratory tests suggested that leaking vapor 

from the fuel-burning oxidizer had reacted 

with fuel vapor, forming salt deposits that 

clogged a valve. 

When the thruster fired, the supply of 

fuel was restricted, resulting in an oxygen-

rich, fuel-poor mixture that burned so 

hot it destroyed the engine. “It was quite 

disappointing, but that’s space develop-

ment,” says Akatsuki principal investigator 

Masato Nakamura. The craft was stranded 

in a solar orbit that has now brought it 

close enough to Venus for a second try.

The Akatsuki saga is not the first time 

ISAS scientists have had to improvise to 

save a spacecraft. Hayabusa, an asteroid 

sample return mission, improbably made it 

back to Earth in 2010 with specks of aster-

oid dust after overcoming engine failures, 

fuel loss, and communications blackouts 

during its 6-billion-kilometer, 7-year odys-

sey (Science, 23 December 2011, p. 1629). 

Akatsuki should be an easier ship to right. 

With the main engine disabled, ISAS scien-

tists knew they would have to rely on the 

small attitude control thrusters to steer the 

craft into orbit. On 7 December, 5 years to 

the day after their first attempt at achieving 

orbit, controllers will fire the four thrusters 

on the bottom of the craft for 20 minutes. 

If that burn does not slow Akatsuki enough 

for Venus’s gravity to grab it, the team will 

flip the craft and fire the four top thrusters.

If all goes according to plan, Akatsuki 

will enter an elliptical orbit that will take 

the spacecraft 300,000 kilometers away 

from Venus at the farthest point—much far-

ther than the 80,000 kilometers originally 

intended. The new orbit will call for a new 

observational strategy. To track cloud move-

ments, scientists had planned to capture 

images at 2-hour intervals and stitch them 

into movies. With the cameras now so far 

away during most of the orbit, the images 

will be smaller and lower resolution. The 

team will snap pictures every 30 minutes 

to compensate.

One lingering worry is Akatsuki’s main 

antenna. The spacecraft strayed close to the 

sun on its odyssey. The ISAS team has con-

firmed that the cameras survived tempera-

tures that ran much hotter than anticipated. 

But the solder anchoring the high-gain an-

tenna may have melted, compromising the 

craft’s ability to transmit data. Nakamura’s  

team won’t be able to test the antenna until 

after the craft is in orbit. ■

SPACE SCIENCE 

Japanese probe primed for second run at Venus
Akatsuki spacecraft aims to plumb planet’s weird atmosphere 

Earth

Dec. 2010

Failure of Venus 

orbital insertion

Dec. 2015

New orbital 

insertion 

attempt

Initial trajectory 

of the probe

Corrected trajectory 

after 2010 failure

Initial planned 

orbit

Expected fnal 

orbit

Akatsuki entry 

May 2010

Launch of 

Akatsuki

10
8 km

Sun

300,000 km
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Venus

Second time a charm?

A failed engine burn sent Akatsuki whizzing past Venus 

in 2010. After 10 loops around the sun, controllers next 

week will use attitude control thrusters to slow the 

probe enough, they hope, to lock into a venusian orbit.
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The National Science Foundation (NSF) 

frequently cites its low overhead costs 

when asking Congress for more money for 

research. But there’s a downside to that ef-

ficiency—the risk of overloading the pro-

gram officers who manage research grants.

The workload problem became acute in 

2004, after the number of proposals sub-

mitted to NSF had soared by 37% in the 

previous 3 years to almost 44,000. That 

surge had sent success rates plummeting 

from 31% to 24%, a level that alarmed 

researchers. And there was no match-

ing increase in NSF’s cadre of roughly 

400 program officers.

Fearing that program officers would 

be drowned by the flood of applications, 

then-NSF Director Arden Bement at-

tacked the two factors that determine 

their workload: the num-

ber of proposals NSF re-

ceives and the size of the 

staff that manages them. 

He succeeded: The average 

number of proposals han-

dled annually by a program 

officer has declined by 11% 

in the past decade, from 

109 in 2004 to 97 last year.

On the demand side, 

NSF clamped down on 

new solicitations, a mecha-

nism that tends to gener-

ate more proposals than 

would arrive over the 

transom without special 

prompting. Some NSF 

programs also reduced submission win-

dows from twice a year to annually in 

hopes that researchers would send in 

fewer proposals.

The changes had their intended effect. 

Over the past decade, the annual num-

ber of proposals has grown by less than 

1%, reaching 48,051 in 2014. (There was 

a 2-year spike as researchers competed 

for a $3-billion windfall in federal stim-

ulus spending during the Great Reces-

sion, with applications topping 55,000 in 

2010. But the numbers dropped quickly, 

and for the past 3 years applications have 

been flat.)

At the same time, NSF’s scientific staff 

grew. NSF employed roughly 25% more 

program officers in 2014 than it had in 

2004, a rise from 402 to 496 with a peak of 

503 in 2012. The increase far exceeds the 

9% boost over the decade in NSF’s overall 

workforce, to just above 1300.

To add program officers without boost-

ing NSF’s overhead costs, Bement took 

advantage of the unusual nature of the 

agency’s scientific workforce and the way 

its budget is structured. The key was an 

increased reliance on “rotators”—scien-

tists who come to the agency for a few 

years under a 1970s law that allows such 

temporary absences from their home in-

stitution, typically a university, to work 

for the federal government. The number 

of rotators jumped 50%, to 190, between 

2004 and 2012, according to NSF’s Office 

of Inspector General. That is double the 

growth rate of the overall pool of program 

officers. Today, nearly one-third of NSF’s 

program officers are rotators, a much 

higher percentage than at 

any other federal agency. 

NSF says rotators bring 

with them fresh ideas 

gained through their re-

cent experiences in the 

lab. As an inducement, 

rotators can remain fac-

ulty members and receive 

their university salary, 

which is usually higher 

than an equivalent fed-

eral employee would 

earn. In fact, some mem-

bers of Congress think 

it’s too sweet a deal. At 

a recent hearing, legisla-

tors pressed NSF officials 

to justify the additional cost, estimated at 

$36,000 per rotator.

But NSF likes rotators for another rea-

son that doesn’t get discussed openly: 

They are paid out of the agency’s re-

search account. That’s a winning politi-

cal strategy because lawmakers would 

much rather give any additional dollars 

to NSF’s research budget than to its man-

agement account, which funds the rest of 

NSF’s workforce. 

Such savvy maneuvering hasn’t blunted 

NSF’s annual call for additional staffing.  

NSF Director France Córdova asked for 

15 new positions in her 2016 budget re-

quest—a boost that is “vital for managing 

increasing numbers of proposals and the 

subsequent increase in workload,” she told 

a Senate spending panel earlier this year. 

Congress has yet to act on that request. ■

NSF’s novel solution to a workload crunch
By Jeffrey Mervis

BEHIND THE NUMBERS

DATA CHECK

50
percent

Increase between 2004 

and 2012 in the number 

of rotators, visiting scientists 

who do stints at NSF.
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R
onald Goderie glances skeptically 

at a rickety wooden fence in the 

Danube delta. After a marathon 

journey from the Netherlands, 

some of the most unusual cattle 

in the world are about to arrive 

in this lonely corner of eastern 

Romania. “Don’t underestimate 

their strength,” the Dutch eco-

logist warns the son of a local farmer who 

will help take care of the herd. The dozen 

brawny creatures must remain quarantined 

in the pen for 24 days to satisfy veterinar-

ians that they are disease-free. Goderie’s 

worry is that the cattle may leap the fence, 

or smash through it.

For 7 years, Goderie has been breeding 

this line of animals with a remarkable vi-

sion in mind. The Taurus cattle are his lat-

est creations in a long quest to resurrect the 

aurochs, the fearsome ancestor of today’s 

cattle. The last of their kind died in the 

17th century. But the genes that endowed 

aurochs with traits such as massive horns 

and a grand stature persist, diluted and dis-

persed across dozens of cattle breeds.

Several efforts are underway to collect 

these genes by cross-breeding heritage cat-

tle, which predate the rise of industrial ag-

riculture. Creating a facsimile of primeval 

cattle is not the only goal. Goderie and oth-

ers intend to set the tough, self-sufficient 

animals free as part of an ambitious long-

term aim to “rewild” millions of hectares 

of abandoned farmland. They are counting 

on the heavyweights’ grazing and tram-

pling to prevent forests from encroaching 

on diverse grasslands. Rewilding Europe, 

a nonprofit conservation group, has pro-

vided about €200,000 over the past few 

years to help establish herds of cattle that 

resemble aurochs in Croatia, Portugal, P
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By conjuring the extinct ancestor of modern cattle, 
breeders are making Europe just a little wilder

By Erik Stokstad, in Sfântu Gheorghe, Romania

Bringing back 
the aurochs
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Spain, and now Romania.

Here in the Danube delta, Goderie hopes 

the Taurus cattle will not only graze for-

mer farmland, but also trample new paths 

through the reeds, creating habitat that 

will benefit birds and other wildlife. “Large 

herbivores grazing along the water’s edge, 

thousands of birds, wolves chasing the 

Taurus—this is our dream landscape,” says 

Deli Saavedra, a regional manager with 

Rewilding Europe, which paid €15,000 to 

transport the cattle some 3000 kilometers 

by road and river. 

Now, the breeders hope that genetics can 

get them closer to their dream. The nuclear 

genome of a 6750-year-old fossilized au-

rochs from the United Kingdom, published 

in October in Genome Biology, has helped 

confirm that the heritage breeds are most 

genetically similar to the original aurochs. 

Sequencing could also assist in pinpoint-

ing genetic markers that will accelerate and 

refine the work. “Back-breeding is a fairly 

crude way of developing an aurochslike 

animal,” says David MacHugh, a geneti-

cist at University College Dublin. Cloning 

an aurochs remains a distant prospect, as 

that would require finding an intact set of 

original chromosomes in a fossilized cell or 

stitching together new ones from the exist-

ing cattle genome. 

In any case, a genuine aurochs might be 

too dangerous, so breeders are content to 

approximate the beast. As Henrique Pereira 

of the German Centre for Integrative Bio-

diversity Research in Leipzig puts it, “Hav-

ing the closest breed to the aurochs has 

emotional value.” 

IN HIS CHRONICLES of Rome’s battles 

against the Gallic tribes, Julius Caesar de-

scribed the aurochs of southwest Europe. 

“These are a little below the elephant in 

size,” he wrote with a touch of exaggera-

tion. “Their strength and speed are ex-

traordinary; they spare neither man nor 

wild beast which they have espied.” Fos-

sils suggest that aurochs bulls stood as 

tall as 1.8 meters at the shoulder—roughly 

a quarter taller than a Holstein cow—and 

may have weighed a metric ton. They had 

menacing horns, with those of bulls up 

to an estimated 20 centimeters thick and 

nearly 130 centimeters long.

Cave painters depicted aurochs on the 

walls of Lascaux, France, more than 17,000 

years ago, and after the woolly mammoth 

went extinct several thousand years ago, 

the aurochs lived on as the tallest and 

heaviest mammal on the continent. Eco-

logists believe the animals helped main-

tain grassland ecosystems by roaming and 

consuming plants that smaller herbivores 

couldn’t digest. 

Aurochs were put on the path to extinc-

tion about 10,000 years ago, when farm-

ers in the Near East began domesticating 

them. (Oxen, despite their similar-sounding 

name, are domesticated and castrated 

bulls.) Those not tamed were hunted for 

meat. By the 13th century C.E., aurochs 

hung on only in Eastern Europe. As their 

numbers dwindled, royalty reserved the ex-

clusive right to kill them. The last known 

survivor died in a game reserve in 1627 in 

what is now Poland. 

First to propose resurrecting the aurochs 

was Feliks Paweł Jarocki, a zoologist at the 

University of Warsaw. In the early 19th cen-

tury, he sketched out an idea to bring back 

the aurochs by back-breeding existing kinds 

of cattle. Animal husbandry had always 

been a forward-looking enterprise, aimed 

at creating breeds with enhanced features, 

such as more meat or milk. Jarocki’s radical 

suggestion was to head backward in time by 

collecting relict traits.

No one tried that until the 1920s. Work-

ing in Berlin and Munich, Lutz and Heinz 

Heck—both zoo directors—crossed rare 

cattle from Germany, France, Spain, and 

other countries. By the early 1930s, the 

Hecks had fashioned a muscular breed 

with long horns. Touted as an example of 

Aryan-style eugenics, herds of Hecks were 

released onto the private hunting grounds 

of Hermann Göring, second-in-command 

of the Nazi party. 

Heck cattle survived the war, and their 

offspring can still be found in zoos, nature 

reserves, and a few farms. In 1991, the na-

ture conservation organization Arbeitsge-

meinschaft Biologischer Umweltschutz 

(ABU), in Bad Sassendorf, Germany, intro-

duced five Heck cattle to a nature reserve 

to help restore meadows and floodplains 

by grazing saplings. The Heck cattle got the 

job done, but even blue-ribbon specimens 

lack distinctive aurochs features such as 

lean limbs and a long head. ABU zoologist 

NEWS  |  REWILDING

Taurus cattle bearing primitive traits emerge 

from the mist at Kempen-Broek nature reserve in 

the Netherlands.
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Margret Bunzel-Drüke wanted ani-

mals that look more like aurochs. “I 

just like the idea,” she says. “Maybe 

it’s romantic.” 

In 1997, Bunzel-Drüke and col-

leagues began crossing Heck cattle 

with Italian Chianina, the world’s 

tallest cattle, and with Sayaguesa of 

Spain, which have long heads and 

white muzzles. Progress has been 

slow, she says. The generation time 

for cattle is 2 to 3 years, and some 

characteristics—such as the direc-

tion that curving horns point—only 

become permanent later in life, so 

breeders must wait to decide which 

individuals should be mated. Even 

if the first generation of offspring 

looks good, some of the next will lose 

desired traits or express unwanted 

ones, due to Mendelian inheritance. 

Breeders striving for a purebred ani-

mal must keep selecting and crossing 

the best offspring until the progeny 

have two copies of all the relevant 

gene variants. It’s a numbers game: 

Larger herds have higher odds of 

desired genetic combinations while 

preventing too much inbreeding. Because of 

limited pasture area, the ABU herd only has 

about 100 animals. 

Hoping to make faster progress, a pro-

gram at Hortobágy National Park in east-

ern Hungary has about 600 Taurus cattle 

in fenced pastures totaling 2400 hectares. 

Biologists with the Cologne Zoological 

Garden in Germany launched the effort af-

ter introducing wild horses to Hortobágy, 

a montane grassland that once was prime 

habitat for aurochs. “We wanted to have 

at least the illusion of a wild animal,” says 

Waltraut Zimmermann, a zoologist who 

recently retired from the zoo. She and col-

leagues have bred the Heck cattle with 

African Watusi, which have some of the 

largest horns among cattle, and various 

hybrids. Zimmerman says the program is 

close to having a pure-bred animal.

THE LATEST WRANGLERS to try 

their hand at reviving the aurochs 

are two startups in the Netherlands. 

One was founded by Goderie, a self-

employed ecologist who attributes 

his fascination with cattle to child-

hood visits to a farm, where he was 

impressed by their size and range 

of behaviors. “I got infected with 

the cow virus quite early,” he says. 

Goderie created the nonprofit 

Taurus Foundation a quarter-

century ago to promote “natural 

grazing” by cattle in Dutch nature 

reserves. He started stirring the 

primordial gene pool in 2008, 

when he launched his effort to 

breed aurochslike cattle that would 

be better adapted to Europe’s wild 

places. Working with scientific ad-

visers, Goderie narrowed a list of 

about 30 primitive breeds to six 

with obvious hallmarks, includ-

ing long-legged Maremmana; im-

posing Sayaguesa and Limia; and 

thick-horned Maronesa. Bulls and 

cows were brought to two nature 

reserves in the Netherlands, now 

totaling about 300 animals. 

The third generation, including those 

sent to the Danube delta, bears a good 

resemblance to aurochs, says Johan van 

Arendonk, a cattle geneticist at Wageningen 

University in the Netherlands, who advises 

the program. “I’m very pleased with what 

they have managed so far.” 

In 2013, collaborator Henri Kerkdijk-

Otten quit the Taurus Foundation and 

started the Uruz Project, named 

after the old Germanic word for 

aurochs. Kerkdijk-Otten is crossing 

only two heritage breeds at a time, 

which he says should lead more 

quickly to true-breeding lineages—

ones in which matings always pro-

duce offspring with the same traits. 

The breeds, such as Watusi, are 

relatively common and should have 

higher genetic diversity. “We can 

have aurochslike animals in just 

two generations with a minimum 

number of setbacks,” he says. 

Genetic findings suggest that 

both programs have a solid basis. 

Richard Crooijmans, an animal 

geneticist at Wageningen Univer-

sity, and doctoral student Maulik 

Upadhyay compared 770,000 ge-

netic markers, known as single 

nucleotide polymorphisms, from a 

range of heritage cattle with data 

from the aurochs genome. The re-

sults, which they submitted for 

publication last month, show that 

w

b

b

v
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Prime traits
The aurochs went extinct 400 years ago, but its genes persist in living 

breeds. By crossing heritage cattle, breeders are combining key traits.

On the last leg of a journey from the Netherlands, Taurus cattle arrive in the Danube delta of Romania, where they 

will help maintain habitat for birds and other creatures.
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Forelocks

Long, curly hair.

Coat color

Deep brown to black, 
with a white stripe 
running down the 
back. Light-colored 
muzzle.

Horns

Light-colored with dark tips. Up to 
130 cm long and 20 cm wide at base.

Size

Larger aurochs stood 
155–180 cm tall at the shoulder.

Shape

Long and slender legs, elongated 
and large head, strong neck and 
shoulder muscles. 
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the Italian Maremmana and the Spanish 

breeds are genetically among the closest to 

the aurochs, and that they preserve differ-

ent chunks of the ancient animal’s genome. 

Geneticists might someday be able to 

provide specific guidance to breeders. Now, 

they have to wait until animals are well 

into adulthood to know whether they have 

inherited DNA for some aurochs traits. To 

speed up the process, Crooijmans plans to 

sequence the genomes of 16 individuals 

from seven breeds in Goderie’s program. 

This should reveal genetic markers linked 

to the desired physical features. Such mark-

ers would reveal animals with the right 

genes, so they could be selected for mating 

as soon as they are sexually mature.

Within a decade, Goderie hopes, Taurus 

herds will be roaming free in biomes as di-

verse as deltas and arid scrublands. Work-

ing with Rewilding Europe, he has already 

established small herds in Portugal and in 

Croatia’s Velebit Mountains. In October, six 

Taurus joined wild horses on a former mili-

tary base in the Czech Republic, where they 

were introduced by the nonprofit European 

Wildlife. “Nearly all our cattle can survive 

quite extreme environments,” Goderie says. 

He hopes they will be aided not only by 

strength and hardiness but also by wiles. 

A reason for optimism is that defensive 

behaviors have emerged in other primitive 

cattle breeds that have gone feral. In the 

mountains of southern Bulgaria, for exam-

ple, Rhodope shorthorns defend themselves 

from wolves by forming a ring at night with 

their calves inside. Goderie hopes that nat-

ural selection will further hone his Taurus’s 

survival instincts as they fend for them-

selves. (Legally, however, they are not wild 

animals. E.U. regulations require, among 

other things, that cattle be given ear tags, 

generally within 3 days after birth, and 

some nations require vaccination and an-

nual blood tests.) 

The arrivals have gotten a mixed recep-

tion. Some forestry officials fear that the 

large herbivores will harm young trees if 

they wander out of the grasslands, says Re-

wilding Europe’s Saavedra. But local farm-

ers welcome the newcomers, he says. They 

sign multiyear contracts to watch over the 

cattle, in exchange for half of the offspring. 

Farmers hope the new genes will reduce in-

breeding in their own herds. 

ON A GRAY OCTOBER MORNING, Goderie 

adds Romania to the list of Taurus stomp-

ing grounds. The destination is a narrow 

field in the Danube delta near the small 

fishing town of Sfântu Gheorghe, accessible 

only by boat.

After driving from the Netherlands, a 

gleaming red truck floats down the last 

reach of the Danube on a rusty, 30-meter-

long barge. The nervous cattle are stamp-

ing their hooves and rocking the truck. 

“Ooomma,” murmur the Dutch handlers to 

soothe them. As a tugboat nudges the barge 

against the riverbank, Goderie must solve 

a problem. The truck is too heavy to drive 

on the sandy ground. He and several assis-

tants carefully coax the cattle in groups of 

four onto a jerry-rigged hay cart, which a 

tractor pulls the last few hundred meters to 

the pen. 

Goderie readily admits that a dozen Tau-

rus cattle by themselves won’t greatly en-

hance habitat in the delta, where countless 

farms with sheep and other livestock were 

abandoned over the last century. Alexandra 

Panait of Rewilding Europe agrees. “There 

is so much left to be done in the delta,” she 

says. “Step by step. Hoof by hoof.”

But as the last cows and bulls rush into 

the pen, Goderie exults in the moment. 

“Mission accomplished,” he exclaims. With 

Taurus as standard bearers, the aurochs’s 

genetic legacy has reclaimed a little more of 

its ancient realm.        ■

Heck 

cattle

BisonKonik 
pony

Garrano 

horse

Bosnian 

mountain 

horse

Przewalski's 
horse

Iberian 
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deer

Red 

deer

Roe 
deer

Moose

1

2

3

4

5

6

7

8

Taurus 

cattle

5. Hortobágy 

National Park, Hungary

At 800 km 2, the largest 

seminatural grassland in 

Europe. Electric fences 

limit cattle and horses to 

a 2.4 km2 reserve.

6. Velebit Mountains, 

Croatia

Forested limestone 

canyons with wolves, 

brown bears, and Eurasian 

lynx. Cattle and horses 

reintroduced to graze 

abandoned grasslands.

7. Rhodope Mountains, 

Bulgaria

A wildlife hot spot, these 

grasslands and forests are 

home to wolves, bears, 

raptors, and vultures. 

Rewilding aims to bring 

back large herbivores.

8. Southern Carpathians, 

Romania

Forests and grasslands with 

wolves and other predators. 

Bison brought from 

Sweden, Germany, and 

other countries now roam 

a 150 ha reserve.

1. Faia Brava reserve,

Portugal

Rugged, dry 

woodlands where 

wolves are returning. 

Cattle live in a fenced 

1000 ha reserve.

2. Oostvaardersplassen, 

the Netherlands

A reclaimed wetland and 

early experiment in 

rewilding, this 56 km2 

reserve attracted 

controversy when cattle 

starved during severe winters.

3. Lille Vildmose, 

Denmark 

A rare raised peat bog, 

which the Aalborg tourist 

bureau calls "Denmark’s 

answer to the savannah of 

East Africa." Red deer and 

boar live in fenced forests.

4. Lippeaue 

Naturschutzgebiet, 

Germany

Inside a 1.2 km2 nature 

reserve, grazers help control 

saplings in the Toodplain of 

the Lippe river, which Tows 

through farmland.

Europe goes wild
In addition to back-bred Taurus cattle, researchers and land managers have released a variety of other herbivores, 

including heritage breeds, into nature reserves and abandoned farmland. Wolves and bears are naturally return-

ing, raising hopes that wilder ecosystems will result.
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I
n April 2011, Nikita Zimov climbed into 

a heavy duty truck with six elk in the 

back and set out from Novosibirsk, a 

major city in southern Siberia, on a 

4000-kilometer trek to the edge of the 

world. Time was not on his side. He 

had to reach the Arctic town of Cher-

sky, where he and his father, Sergey, 

run a hardscrabble research outpost 

called the Northeast Science Station (NESS), 

before the spring thaw melted the frozen 

rivers that serve as winter roads in northern 

Siberia. White wooden crosses marked spots 

along the winding road where unlucky driv-

ers had perished. Two weeks into his jour-

ney, just 40 kilometers from home, Zimov 

hit a snowbank—his brakes were shot—and 

the truck tipped over. Unscathed, he phoned 

his father and spent the next 4 hours, cold 

and exhausted, leaning against a flimsy tarp 

that covered the truck’s roof to keep the elk, 

also uninjured, from bolting. “I was miser-

able,” he says. “Almost literally insane.”

Sergey swooped in to rescue Nikita and 

the elk, and the animals finally reached 

their destination: Pleistocene Park, a 14,000-

hectare reserve near Chersky founded by the 

elder Zimov 19 years ago. It’s a grand experi-

ment to test whether large herbivores—elk, 

moose, reindeer, horses, and bison—can, 

simply by grazing, bring back a grass-

dominated ecosystem called the mammoth 

steppe. That biome dominated the north-

ern reaches of Eurasia and North America 

for 2 million years, until the end of the last 

glacial period some 13,000 years ago, when 

the landscape turned to mossy tundra and 

sparsely forested taiga.

If the Zimovs are right, a brighter future 

for the entire globe may hinge on the experi-

ment’s success. A decade ago, Sergey and col-

leagues estimated that permafrost encircling 

the upper Northern Hemisphere contains 

a whopping 1 trillion tons of carbon—twice 

earlier estimates—and that this vast pool 

may be on the brink of leaking into the 

atmosphere. The finding was a clarion call 

to climate scientists to take the arctic carbon 

threat seriously. “This is the most dangerous 

territory in the world in terms of climate 

change,” Zimov declares.

Zimov’s calculations and field measure-

ments soon persuaded his colleagues. 

“Sergey comes up with these wild ideas. 

They seem implausible, but they turn out to 

be right,” says longtime collaborator Terry 

Chapin, an ecologist at the University of 

Alaska, Fairbanks. Now, Zimov is straining 

credibility again with his proposal for con-

taining the threat. He has called for rewild-

By Eli Kintisch, in Chersky, Russia  

Photography by Chris Linder

A father and son’s quixotic quest to bring back 
a lost ecosystem—and save the world

Born to rewild

Published by AAAS
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ing the Arctic: repopulating vast swaths of 

the permafrost zone of Eurasia and North 

America with large herbivores. By restoring 

the mammoth steppe, he says, those mega-

fauna would help to keep the permafrost in-

tact even as the atmosphere warms.

 “Sergey is a visionary, a challenger of par-

adigms,” says ecologist Heather Alexander of 

University of Texas, Brownville. But this par-

ticular vision may be a fantasy. Recreating 

the mammoth steppe’s estimated herbivore 

density—20 large animals per square kilo-

meter—would mean sustaining millions of 

beasts in Siberia. Yet the Zimovs have strug-

gled to keep a handful of herbivores alive in 

Pleistocene Park—a speck in the vastness 

of Siberia. As a testament to the challenge, 

the elk that Nikita risked his life to bring to 

Chersky had all died or hopped a fence and 

escaped within a year of their arrival. Sergey 

Zimov, however, appears unfazed by the gulf 

between the reality so far and his monumen-

tal vision. “It’s probably the biggest project 

ever,” he says, nonchalantly. 

SERGEY, with three colleagues, in 1980 

established NESS in a wooden hut along 

a small river near Chersky as an Arctic 

research redoubt of the Pacific Institute 

of Geo graphy in Vladivostok. Soviet-era 

Chersky was a bustling hub for gold miners 

and for scientists in transit to research bases 

near the North Pole. When the Soviet Union 

unraveled in 1991, “people were fleeing 

[Chersky], but Sergey said we should stay,” 

says ornithologist Eugene Potapov, a long-

time visiting scientist at NESS who works at 

Bryn Athyn College in Pennsylvania.

As Chersky emptied, NESS scientists ig-

nored an official request to return to Vladi-

vostok. Instead they capitalized on the Soviet 

collapse, gathering up speedboats and trucks 

at steep discounts and stockpiling food and 

fuel in shipping containers. “We were feast-

ing off the dead carcass of the Soviet Union,” 

says Nikita, who as a teenager spent a sum-

mer cleaning a 33-meter-long shipping barge 

that his dad would convert into a floating re-

search station.

The son of a Soviet naval officer, Sergey 

Zimov had a maverick’s temperament from 

the start, and it flourished in Chersky’s post-

Soviet isolation. He questioned the prevail-

ing theory for why mammoths, bison, and 

other arctic megafauna died out at the end of 

the Pleistocene. Most scientists believed the 

warming climate disrupted northern ecosys-

tems, changing the steppe grassland to tun-

dra and starving the beasts. Zimov thought 

proponents of that idea had cause and effect 

reversed. He knew that in northern Siberia, 

taiga and tundra turned grassy wherever it 

was disturbed, whether by wild horses or by 

one of Stalin’s gulags. In 1988, Zimov penned 

up 25 Yakutian horses, a breed adapted to the 

cold, and watched how they quickly trans-

formed mossy wet tundra into grassy pasture 

by gnawing on shrubs and fertilizing the soil. 

He theorized that herbivores had maintained 

the expansive mammoth steppe, and the 

land only turned to taiga and tundra after 

their numbers fell for another reason—pre-

sumably human hunting.

Intrigued by Zimov’s ideas, Chapin and 

James Reynolds, an ecologist at Duke Uni-

versity in Durham, North Carolina, visited 

NESS in the summer of 1993. “Zimov is like 

a spinning tornado of chaos, confusion, 

and creativity,” Reynolds penned in his di-

ary. They weren’t immediately sold on his 

big idea. Zimov “takes a few data points 

and if his hypothesis works, he’s convinced,” 

Chapin says. But the discussions were in-

vigorating, he says, and Reynolds came 

up with a model that reproduced Zimov’s 

conclusion. In 1995, the trio and Russian 

colleagues published a paper in American 

Naturalist declaring that “human hunting 

could have played as great a role as climate” 

in extirpating Arctic megafauna.

Zimov saw implications for the future as 

well. Pleistocene grasslands in northern Rus-

sia and northwest Alaska accumulated or-

ganic material over hundreds of thousands 

of years. The yedoma soil distilled from 

all that plant material is some of the most 

carbon-rich on the planet, and the soil runs 

deep, with an average thickness of 25 meters. 

It is now preserved under the tundra, deep-

frozen in permafrost. 

Ecologist Sergey Zimov believes restoring the 

Pleistocene mammoth steppe will protect permafrost 

and provide habitat for millions of herbivores.

NEWS |  FEATURES |  REWILDING
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Zimov and Chapin saw yedoma as a time 

bomb. A decade ago in Science, they con-

cluded that estimates of carbon content in 

Arctic soils were grossly underestimated, 

and that under “extreme” but plausible 

conditions some 500 billion tons of carbon 

would be liberated from yedoma within a 

century (16 June 2006, p. 1612). (Since then, 

the consensus Arctic carbon estimate has 

risen by another 50%; one recent study es-

timated that at the current atmospheric 

warming rate, carbon dioxide (CO
2
) and 

methane released from permafrost would 

warm the planet by an additional 0.3°C by 

2100.) Zimov had “basically discovered and 

explored a pool of vulnerable carbon approx-

imately equal to the entire pool in plants and 

unfrozen soils,” says ecologist Chris Field of 

the Carnegie Institution for Science in Palo 

Alto, California. 

By then, Zimov was seeing, on a small 

scale, the devastating effects of warming 

temperatures in the Arctic. At a 3-hectare 

plot near Chersky, Zimov 11 years ago used a 

bulldozer to strip away the moss and soil that 

insulate yedoma in the summer. Ice wedges 

in the exposed permafrost rapidly melted, 

laying bare the pitted, thawing soil. Soil bac-

teria set to work freeing CO
2
 and methane. 

Today, the site is pocked with 3-meter-deep 

melt pools and bizarre pillars of gray dirt. 

“This is the future we are facing if we cannot 

stabilize the permafrost,” Zimov says.

TO AVERT THAT FATE, Zimov has pro-

posed geoengineering permafrost on a 

global scale. He started small, with Pleis-

tocene Park, a 45-kilometer boat ride up 

the Kolyma River from Chersky. Its mod-

est entrance features a disgruntled cat and 

a metal fence in a patch of mud. Inside, 

50 hectares of grasses have replaced scrag-

gly larch and moss. Idling by a lakeshore are 

Yakutian horses whose grazing helped the 

grasses gain ground. The park, Sergey says, 

is “a war zone between two ecosystems.”

It’s also a war between Zimov’s vision 

and some mundane challenges. Key among 

them, he says, is raising an army of herbi-

vores without government support. The Zi-

movs have ranged hundreds of kilometers to 

stalk moose, driving them into rivers where 

they can haul the calves into boats and 

make off with them. In 2010, the Zimovs 

ventured 1000 kilometers north across the 

Arctic Ocean, steering clear of polar bears, 

to purchase six musk oxen from a wildlife 

reserve on Wrangel Island. Maintaining the 

menagerie has proven as difficult as acquir-

ing it: Dozens of Yakutian horses have fallen 

prey to bears and other predators or died 

after eating cowbane, a poisonous member 

of the hemlock family. Four bison from rela-

tively balmy Moscow died of exposure dur-

ing the harsh Chersky winter. These days 

about 70 animals roam the park, a fraction 

of the 1000 Sergey hoped to have amassed 

by now. 

Even so, the browsers are helping to 

spare the permafrost from climate warming. 

Grasses are better than mosses, shrubs, and 

trees at reflecting sunshine, so they are more 

effective insulators in the summer, when for 

weeks the Arctic sun doesn’t set. During the 

rest of the year, when northern Siberia is 

blanketed in snow, herbivores keep the per-

mafrost frozen by ensuring it is exposed to 

the frigid Arctic air. By trampling down the 

snow, they compact it and make it a poorer 

insulator; in some cases they sweep away 

the snow altogether to graze. In Pleistocene 

Park, two temperature loggers in boreholes 

show average permafrost temperatures 2°C 

colder in the grazed area. That temperature 

difference is “enough to protect the perma-

frost,” Nikita says.

Others aren’t so sure. If winters become 

warm enough, says Michelle Mack, a soil 

ecologist at Northern Arizona University in 

Flagstaff, trampling or sweeping away snow 

could have the opposite effect, allowing 

warmth to penetrate the soil more quickly. 

“It may well be that Sergey is right,” she says, 

but the Zimovs haven’t made their case rigor-

ously with models or data.

Chapin points out that other than cutting 

global greenhouse gas emissions, no solu-

tions, apart from Zimov’s, have emerged to 

address the “dire” prospect of permafrost 

carbon release. Zimov himself says it’s too 

early to draw firm conclusions. “Pleistocene 

Park is an experiment that must be contin-

Current landscape

With 

herbivores

15 years after 3oC climate warming

Without herbivores

Ice wedges

Soil pillars

CO
2

Averting an Arctic apocalypse
Zimov and colleagues have warned that thawing Arctic permafrost will release prodigious quantities of greenhouse gases. Introducing horses, deer, bison, and other 

large herbivores, they argue, would restore arctic grasslands. By insulating the permafrost, pastures would keep the soil and ice wedges from melting into a swampy 

morass—and keep much of the carbon safely bottled up.

Nastya Zimova cares for a moose calf purchased from 

a hunter for Pleistocene Park.
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ued for tens of years,” he says over moose 

stew one evening in NESS’s dining room, a 

soaring round room crowned with a mas-

sive Soviet-era satellite dish. 

But on his 60th birthday last summer, 

Sergey and a few dozen friends and col-

leagues celebrated his semiofficial retire-

ment with salmon caviar and vodka toasts 

at NESS. Now, the fate of Sergey’s living ex-

periment rests with his son. 

IN THE EARLY 2000s, Nikita attended one 

of Russia’s top science high schools, in No-

vosibirsk, and then stayed there at the state 

university for undergraduate and master’s 

degrees in math and computer modeling. 

Life in Novosibirsk offered more opportuni-

ties than moribund Chersky, where many 

buildings are abandoned and sinking into 

the thawing permafrost. “I didn’t think I 

would want to return,” he says.

“Getting Nikita to come [back] was 

the hardest scientific problem of my life,” 

Sergey says. Nikita worried whether he 

could build on his father’s legacy. “I know 

I can’t compete with my dad as a scientist. 

[But] I’m interested in managing the sta-

tion, growing the park.”

Over the years, NESS has grown into a 

sprawling compound that serves dozens of 

visiting scientists with soil and biological 

labs, state-of-the-art instruments, and tow-

ers that collect atmospheric data. “There’s 

nowhere comparable to Sergey’s station 

in the Russian Arctic,” says marine ecolo-

gist Robert Max Holmes of the Woods Hole 

Research Center in Falmouth, Massachu-

setts. Nikita wants to maintain that infra-

structure in a remote hot spot for Arctic 

field studies. With tensions high between 

Russia and the West, that’s a daunting chal-

lenge. Two major U.S. research grants—one 

supporting NESS as a teaching lab for un-

dergraduate and graduate students and the 

other paying for the remote sensing—ended 

this year, with no promises for renewal. The 

Russian government, meanwhile, provides 

only measly salaries.

 Yet fully testing Zimov’s ideas will take 

more money, land, and animals. To lay the 

groundwork, Nikita plans to expand Pleisto-

cene Park’s fenced area. And to raise aware-

ness inside Russia, the station recently cre-

ated a 300-hectare preserve eight time zones 

to the west, near Moscow. Called Wild Field, 

the pasture filled with horses, sheep, deer, 

antelope, and cows is meant to simulate the 

mammoth steppe, minus mammoths and 

other lost megafauna.

On the prowl for major funding, Nikita 

showed his father’s touch for schmoozing at 

the American Geophysical Union meeting 

in San Francisco, California, last December, 

treating colleagues to a party in his hotel 

room featuring Siberian vodka and beer 

chilling in an ice-filled bathtub. The many 

Arctic scientists who flock to Chersky bring 

dollars and euros that could help sustain the 

station and Pleistocene Park.

But running NESS is more rollercoaster 

ride than party. One day in early July, 

Nikita took a dozen visiting graduate stu-

dents waterskiing on the Kolyma River in a 

dilapidated motorboat, with techno music 

blasting from a portable stereo. The next 

day came a cluster bomb of lows. The per-

son who maintains an atmospheric sensing 

tower told Nikita he intended to quit; plant 

samples that visiting German botanists 

wanted to bring home were 160 kilograms 

too heavy, and sure to create a hassle at the 

airport; and a moose calf for which Nikita 

had paid $500 escaped after jumping a 

makeshift pen that Sergey had built. “I told 

him that he should hire a carpenter, but no, 

he insisted he would do it himself,” Nikita 

says. He watches his father, wearing a mos-

quito head net with a hole at mouth level 

for an ever-present cigarette, head off on an 

all-terrain vehicle in search of the stray calf.

“He is stubborn,” Nikita says with a shrug. 

“And I am stubborn.”        ■

Reporting for this article was supported 

by a grant from the Pulitzer Center on 

Crisis Reporting.

In a fenced-in section of Pleistocene Park, bison and other herbivores have transformed taiga into pasture. Scaling up is a daunting challenge.
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Destination: Imagination
This year’s finalists for the Royal Society Young People’s Book Prize cover topics 

as diverse as antimatter and the microbiome, but they share at least one thing in 

common. Whether encouraging readers to track the constellations in the night 

sky, begin their own bone collections, or master some simple sign language, each 

book invites kids to take a hands-on approach to learning. The competition, which 

began in 1988, celebrates well-written, accessible books that inspire “under-14s” 

to learn more about science. The shortlist below was compiled by a jury of adult 

judges, but the winning title, Utterly Amazing Science, was chosen by young 

people on judging panels throughout the United Kingdom. Which one would have 

secured your young reader’s vote?

Jake’s Bones
Reviewed by Julia Fahrenkamp-Uppenbrink 

In this richly illustrated book, 13-year-old 

Jake McGowan-Lowe explains to young 

readers what they can learn about animals 

from their bones. The book is based largely 

on Jake’s collection of animal bones, most 

of which he has collected in his native Scot-

land since he was 6 years old. Combining 

scientific fact with personal experience, the 

book provides a wealth of detail while re-

maining accessible throughout. Young read-

ers are likely to be drawn to Vulpy the fox, 

Oscar the hedgehog, George the roe deer, 

and many of the other animal skeletons that 

Jake presents. The enthusiasm of the author 

for his subject is tangible, and the practical 

tips about how to collect bones and how to 

look after your collection were enough to 

send my children to their wellington boots, 

notebook and other tools in hand. Readers 

who feel that they have not yet seen enough 

bones after reading the book should turn to 

Jake’s blog, www.jakes-bones.com, which has 

attracted more than 500,000 visitors to date. 

365 Science 
Activities
Reviewed by Rich Stone

For my 11th birthday, my parents gave me 

something I’d long desired: a chemistry set. 

The countless hours of experimentation in-

stilled an appreciation for science, and the 

scientific method, that continue to this day. 

I learned about distinguishing acids from 

bases and how, say, mixing hydrogen perox-

ide and potassium iodide could freak out my 

mother. But in hindsight, my horizon was 

limited. The worlds of biology and physics 

were largely terra incognita. I wish I had had 

a book like 365 Science Activities in elemen-

tary school. The authors have compiled a 

wide range of activities illustrated with car-

toons and diagrams. Whether it’s building 

an echo box out of a shoebox to learn about 

sound vibrations, making cardboard bugs 

that stand on water to learn about surface 

tension, or coaxing yeast to produce carbon 

dioxide to learn how bread rises, each activ-

ity makes use of stuff lying around the house 

or materials that can be bought cheaply in 

a department store. Most of the activities do 

not require adult supervision. A few struck 

me as filler—for example, making shadow 

puppets—but the vast majority yield nug-

gets of insights into scientific processes that 

should enable a lifelong appreciation for sci-

ence to take root at a young age. 

Tiny 
The Invisible World of Microbes

Reviewed by Caroline Ash 

This is a lovely book that even young chil-

dren who cannot yet read for themselves 

would relish. The ambition is high: to explain 

the significance of the world of microorgan-

isms that cannot be seen by the naked eye. 

The text by Nicola Davies and the delicate 

and charming illustrations by Emily Sutton 

combine highly effectively to show how the 

tiniest living organisms intervene in vast 

processes such as mountain erosion, climate, 

and epidemics. A boy and a girl accompany 

the reader through depictions of microbial 

scale: A teaspoon of dirt is compared to the 

population of India; a poliovirus particle is 

compared with Paramecium. Descriptions 

of form and function and ideas of the sheer 

ubiquity of microbes are shared with these 

characters across a dinner-table scene (even 

the cat has a bowl to sit in) and in the com-

post heap and garden. In terms of imagery, 

Sutton has succeeded in encapsulating con-

cepts that many scientists struggle with. The 

mind boggles at her highly detailed depic-

tion of bacterial replication.

Utterly Amazing 
Science
Reviewed by Jennifer Sills

Prepare to immerse yourself in the excit-

ing worlds of chemistry and physics as 

you peruse this collection of fundamental 

facts and eye-catching visuals. Each page 

features interactive elements—an atom 

pops off the page, flaps lift to provide more 

information about the chemical structure 

of each material on a bicycle, and a crank 

turns to show how a piston moves in an en-

gine. The text moves logically from atoms 

and molecules to states of matter, mixtures 

and solutions, basic chemical reactions, 

and materials. It progresses to force, grav-

ity, and magnetism and then moves on 

to machines and friction. The final pages 

explore energy, light, and heat. The book 

does not shy away from precise vocabulary. 

For example, a discussion of chemical mix-

tures defines colloids and then gives three 

examples: emulsions, aerosols, and foams. 

Yet each word is clearly described with 

examples (“When you use hairspray, you 

create a cloud of tiny liquid droplets float-

ing in air. This kind of mixture is called an 

aerosol”) and illustrated with simple dia-

grams. The book offers answers to many 

common questions: What makes sticky 

notes stick? Why don’t planes fall? How do 

bike brakes work? It even provides instruc-

tions for 13 “Do this at home” experiments 

ROYAL SOCIETY YOUNG PEOPLE’S BOOK PRIZE

Find out whether darker crayons melt faster than 

lighter ones with the help of 365 Science Activities.
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(and, inexplicably, one similarly formatted 

“Don’t try this at home” experiment). After 

reading, get ready to join your child as he 

or she creates a non-Newtonian fluid out 

of cornstarch, floats a paper clip on water’s 

skin, and saves a falling egg from crash 

landing by outfitting it with a parachute.

Night Sky Watcher
Reviewed by Keith Smith

This beginner’s guide to the night sky pro-

vides an engaging introduction to star-

gazing. There’s no need for a telescope 

because most of the observations can be 

done with the naked eye and the rest with 

a decent pair of binoculars. Each double-

page spread is covered by a large color 

illustration, surrounded by informative 

labels, interesting fact boxes, and sugges-

tions for practical activities. The book will 

be most useful for those ages 8 to 13, but 

younger children will still enjoy the pic-

tures and colorful presentation, and even 

adults may learn something new (I cer-

tainly did!). After starting with some ba-

sic facts about the night sky and practical 

tips on how to observe it, the book runs 

through the different objects that can be 

seen. Recognizable constellations such as 

Orion and The Plough are introduced first 

and then used to guide the reader to less 

obvious sights via “star-hopping,” which 

is clearly described. Both Northern and 

Southern Hemisphere sights are included, 

although there are a few confusing refer-

ences to “summer” or “winter” without 

specifying which hemisphere. A section on 

planets leads on to the Moon, both richly 

illustrated. The book ends with an eclectic 

selection of “unusual sights,” such as com-

ets, meteor showers, and eclipses, which 

should keep any budding young stargazer 

going back to the night sky. 

Frank Einstein and 
the Antimatter Motor
Reviewed by Hadassah Nusinovich Ucko, 

Solomon Nusinovich Ucko, and 

Yevgeniya Nusinovich

This book tells a fictional story about Frank 

Einstein, a boy genius who is trying to win 

his town’s science prize. He plans to use the 

prize money to save his grandfather’s work-

shop. His arch rival is T. Edison, a brilliant 

bully who tries to steal his inventions. The 

story follows Frank; his best friend, Wat-

son; and their two friendly self-assembled 

robots, Klink and Klank, as they try to in-

vent an antimatter-powered motor and out-

wit Edison and his chimpanzee assistant. 

This book is geared toward late elementary 

school–age children, and it contains plenty 

of child-friendly humor and clever plot 

twists. It also includes numerous scientific 

facts and explanations of the concepts be-

hind Frank’s inventions, cleverly illustrated 

with easy-to-understand diagrams labeled 

as “figures” to mimic the style of a scientific 

work. By using a chimpanzee character that 

is clever but cannot talk, the author also 

weaves in lessons in sign language, with the 

chimpanzee’s words fully illustrated with 

the matching signs and an American Sign 

Language alphabet provided for reference 

at the end of the book. The book is so enter-

taining that children may not even notice 

how much they are learning as they read it.

10.1126/science.aad8618

Composite image of the Crab nebula, a supernova remnant in the Milky Way galaxy.
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By Roberta A. Gottlieb1 and 

Daniel Bernstein2

T
he adult human heart is an intensely 

metabolically active organ, with a 

content of mitochondria that pri-

marily use fatty acids for adenosine 

triphosphate (ATP) production. Two 

papers in this issue, by Gong et al. (1) 

on page 1220 and by Wai et al. (2) on page 

1221, illustrate the importance of mitochon-

drial quality control in cardiac function 

during fetal life and in the adult heart.

During fetal life—a relatively hypoxic 

environment, and one in which cardiac 

workload is considerably lower—glucose is 

the major source for energy production. At 

birth, the heart undergoes dramatic meta-

bolic remodeling. Gong et al. examined 

whether this remodeling is accomplished 

by metabolic switching of fetal mitochon-

dria to fatty acid metabolism or whether 

fetal mitochondria are replaced by adult 

organelles. The authors used mutant mice 

that lack the ability to translocate the cy-

tosolic protein Parkin to the mitochondria. 

Parkin is a component of a multiprotein 

E3 ubiquitin ligase complex that targets 

proteins for degradation. Gong et al. dem-

onstrate the requirement for mitochondrial 

autophagy to eliminate fetal mitochondria. 

Thus, these mitochondria become isolated 

from the rest of the cell within a double-

membraned vesicle known as an autopha-

gosome, where they are destroyed (see the 

figure). This “mitophagy” is followed by the 

expansion of mitochondrial membranes 

with oxidative phosphorylation complexes 

optimized for fatty acid oxidation and 

maximal ATP production. Loss of Parkin-

dependent mitophagy during postnatal 

remodeling results in persistence of fetal 

mitochondria adapted to glucose utilization 

but unable to meet the contractile demands 

of the heart, leading to failure. These results 

support the growing recognition of the role 

of mitophagy in mitochondrial plasticity 

and metabolic reprogramming. 

Maintaining mitochondrial quality in 

long-lived cells, such as cardiomyocytes, de-

pends on a delicate balance of mitochondrial 

fusion, fission, mitophagy, and biogenesis. 

When cells experience metabolic or environ-

mental stresses, mitochondrial fusion and 

fission maintain functional organelles. An 

increase in fusion leads to mitochondrial 

elongation, whereas an increase in fission 

fragments mitochondria. Wai et al. gener-

ated mice with cardiac-specific deletion of 

the peptidase YME1L (yeast mitochondrial 

escape 1-like). Lack of this enzyme affects 

processing of the dynamin-like guanosine 

triphosphatase Opa1 (optic atrophy 1), which 

is required for the morphogenesis of inner 

membrane folds (cristae) in mitochondria, 

inner membrane fusion, and mitochondrial 

quality control. Using this elegant approach, 

the authors dissected the opposing roles of 

full-length Opa1, believed to regulate fusion, 

versus short-length Opa1, thought to regu-

late fission. When this intervention was tar-

geted to cardiomyocytes in the adult mouse, 

it resulted in mitochondrial fragmentation 

and a shift to glucose utilization, which are 

morphologic and functional changes typical 

of the failing heart. Surprisingly, simultane-

ous disruption of Opa1 processing in heart 

and skeletal muscle largely abrogated heart 

failure without affecting mitochondrial frag-

mentation. The authors show that glucose 

intolerance arising from the skeletal muscle 

disruption of Opa1 processing resulted in 

normalization of glucose uptake in the heart, 

revealing a fascinating instance of metabolic 

communication between heart and skeletal 

muscle. This finding led Wai et al. to a de-

tailed investigation of metabolic remodeling 

and ultimately the discovery that a high-fat 

diet could drive the glucose-utilizing heart 

mitochondria to revert to fatty acid oxida-

tion, despite the defect in Opa1 processing. 

The studies of Gong et al. and Wai et 

al. made use of complex genetic models 

supplemented by detailed proteomic and 

metabolomic analyses to dissect the role of 

mitochondrial dynamics in heart function. 

Gong et al. used mutant mice in which the 

mitochondrial protein mitofusin 2 (Mfn2), 

which is essential for fusion, is either not 

phosphorylated (AA mutant) or constitu-

tively phosphomimetic (EE mutant); the 

former impeded Parkin translocation to 

mitochondria, whereas the latter facilitated 

translocation. Although the AA mutant 

Quality control of mitochondria in cardiac muscle af ects heart function

Perinatal heart (during transition)

Adult heart (homeostasis)

Glucose + O
2

Autophagosome

Damaged

Fatty acids + O
2

Redistribution of FAO

enzymes and mtDNA

Fusion (Opa1)

Maintenance mitochondrial biogenesis

ATP ATP

Fatty acids + O
2

ATP

Biogenesis

Mitophagy

(Mfn2, Parkin)

Mitochondrial remodeling in the heart. During the perinatal transition, mitochondria adapted to glucose oxidation 

are eliminated via Mfn2-Parkin–dependent mitophagy. Mitochondrial biogenesis then gives rise to organelles adapted 

to fatty acid oxidation to support contractility. In the adult heart, damaged mitochondrial components must be 

replaced; their redistribution requires Opa1. FAO, fatty acid oxidation; mtDNA, mitochondrial DNA.

METABOLISM

Mitochondria shape cardiac metabolism
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MICROBIOLOGY

Phage therapy redux — 
What is to be done?
Bacteriophage biology should move beyond a 
model system to support human health

By Ry Young1,2 and Jason J. Gill1,3

P
hage therapy is the use of bacterio-

phages—viruses that infect and rep-

licate within a bacterium—to treat 

pathogenic bacteria. This approach 

had a short history in the premolecu-

lar era of Western medicine, but it 

died out before the mid-20th century mainly 

as a result of justly critical reports from the 

American Medical Association and the de-

velopment of chemical antibiotics (1).  Now, 

the global antibiotic resistance crisis and a 

new appreciation for the importance of the 

human microbiota have led to a resurgence 

of interest in phage therapy, not only in the 

classic sense of treating bacte-

rial infections (2) but also for 

its potential role in modulating 

microbiota (3). A landmark 2015 

meeting (4) on phage-based 

therapeutics hosted by the U.S. 

National Institute of Allergy 

and Infectious Diseases (NIAID) 

included not only phage biologists but also 

participants from private companies, public 

and governmental research organizations, 

clinicians, and the federal regulatory commu-

nity.  Opinions on the practicality of phage 

applications replacing traditional antibiotic 

regimens ranged from full-speed ahead, 

mostly from the biotechnology industry, to 

overt skepticism on the part of some physi-

cians.  In any case, participants left the meet-

ing convinced that a “Phage Therapy 2.0” is 

on its way. 

The primary focus in this new impetus is 

on the tailed phages, or Caudovirales, the 

most numerous and diverse biological enti-

ties in the biosphere (5).  These have a head, 

containing a linear double-stranded DNA 

molecule of 15 to 500 kilo–base pairs; a tail; 

and, in most cases, tail fibers (see the fig-

ure). The phage makes specific contacts with 

surface features (receptors) on its bacterial 

prey, using the tail itself or the tail fibers, or 

both. Once the DNA is injected into the cell 

through the tail, the phage pursues a replica-

tive cycle that culminates in host lysis, liber-

ating typically hundreds of progeny virions. 

Some Caudovirales phages, designated as 

temperate or lysogenic, have the additional 

ability to become stable components of the 

host genome by forming dormant prophages.

Classic phage therapy relied on the isola-

tion and use of naturally occurring phages 

found in the environment, and this trend 

dominates the recent literature. Phages 

are isolated, screened for their host ranges 

among pathogenic bacterial strains, and 

then evaluated in vitro or in vivo in animal 

models, sometimes formulated as mixtures 

of individual phages to cover the broadest 

host range.  Besides phages themselves, two 

other phage-related therapeutics are emerg-

ing: lysins (6) and tailocins (7).  Muralytic en-

zymes, or lysins, are used by phages both in 

the penetration of the DNA through the cell 

envelope and in the host lysis 

process that releases the prog-

eny virions (6).  These enzymes 

kill Gram-positive bacteria very 

rapidly, exhibit genus-level 

specificity, and, to date, do not 

generate resistant organisms. 

Tailocins, or phage tail-like bac-

teriocins, are essentially “headless” phages. 

Upon adsorption to a receptor, a tailocin 

particle effects lethal damage to the host cell 

envelope and thus exhibits single-hit lethality 

(7, 8).  Engineered tailocins can be retargeted 

to heterologous hosts and have several inher-

ent advantages, in that they can be deployed 

without the prospect of the environmental 

release of recombinant DNA and can be ad-

ministered as a defined dose (8). 

In the clinical and commercial sphere, re-

cent consolidation of several phage therapy 

companies has brought more focused pipe-

lines for clinical product development.  As 

would be expected, bacterial pathogens that 

are already difficult to treat with conven-

tional antibiotic therapy are receiving most 

of this early attention, including Pseudomo-

nas aeruginosa, Staphylococcus aureus, and 

Clostridium difficile.  All three of the phage-

based strategies described above (phage ther-

apy, tailocins, and lysins) are being pursued 

commercially, with products now in varying 

stages of preclinical development.  A hand-

ful of phase 1 and 2 clinical trials have been 

conducted or are in progress. Perhaps the 

largest of these is the ambitious Phagoburn 

study, evaluating phages as a treatment for 

had little impact on mitophagy induced by 

fasting, it revealed an important role for 

Mfn2-Parkin–dependent mitophagy in the 

critical perinatal window, when mitochon-

drial metabolic remodeling is maximal. Par-

kin-dependent mitochondrial remodeling 

occurs in other settings, including ischemic 

preconditioning (3), ischemia (4), statin car-

dioprotection (5), and sepsis (6), some of 

which involve metabolic remodeling (7, 8). 

Mitophagy is used to accomplish functional 

remodeling of mitochondria in a mouse 

myoblast cell line during differentiation 

to myotubes (9). Thus, it is likely that the 

Mfn2-Parkin pathway described by Gong et 

al. is not unique to the perinatal period but 

may also be invoked in other instances of 

large-scale metabolic remodeling. 

Gong et al. and Wai et al. illuminate the 

critical relationships among mitochondrial 

morphology, quality control, fuel utilization, 

and cardiac function. For example, whereas 

it has been suggested (10) that morphologic 

mitochondrial fragmentation is infrequent in 

the adult heart, the study by Wai et al. dem-

onstrates substantial fragmentation despite 

the structural rigidity of the cardiomyocyte. 

This expands the controversy over the im-

portance of mitochondrial fusion and fission 

in the mature heart. One limitation of both 

studies is their reliance on genetically altered 

mice to perturb mitochondrial dynamics. 

Although powerful, such models offer fewer 

insights into mitochondrial physiology in 

the healthy heart. The field will be advanced 

by the development of better tools to moni-

tor mitochondrial turnover in vivo (11). A 

critical next step is to determine the roles of 

mitochondrial fission and fusion in normal 

cardiovascular physiology and adaptation 

to nonpathologic stressors. A more complete 

understanding of how mitochondrial quality 

control contributes to cardiac homeostasis is 

needed to fully appreciate the link between 

impaired mitophagy and inflammation, 

revealed by recent studies (12, 13). This en-

hanced understanding of the role of mito-

chondrial dynamics in the heart should open 

possibilities for harnessing these processes 

for therapeutic potential.         ■
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infections associated with burn 

wounds (9).  Several companies 

have already developed and mar-

keted phage products for con-

trolling food-borne pathogens 

such as Escherichia coli O157:H7 

and Listeria monocytogenes (10). 

These developments were at-

tractive early applications for 

phages, owing to the genetic ho-

mogeneity of the target bacteria 

and the lower regulatory barri-

ers for registration of phages as 

food-processing aids.

Among the next steps that 

will be required for continued 

momentum is a prudent re-

assessment of the regulatory 

environment. The positive en-

gagement of members of the reg-

ulatory community at the NIAID 

meeting was reassuring in this 

regard.  Phages are inherently 

harmless to eukaryotic cells, so 

the health risks associated with 

phage therapeutics stem primar-

ily from the debris in the source 

bacterial lysates and the immu-

nological sequelae attendant to 

the introduction of virions into 

human tissues.  Nevertheless, 

some phage-specific rules should 

be established (2).  For exam-

ple, the use of lysogenic phages 

should be prohibited, mainly 

because they usually carry genes 

that alter the pathogenic potential of their 

hosts.  In addition, the identity of the host 

receptor should be established for any phage 

proposed for therapeutic use, in part because 

this would seem a minimal hurdle for any 

therapeutic but also so that combinations of 

phages can be assembled that are less likely 

to generate resistant hosts that are defective 

for a single receptor.  

Some effort toward standardization of 

phage collections and consistent use of 

phages across studies would also help the 

development of the field. To date, almost 

all of the published preclinical phage ther-

apy studies have used their own phages 

for each study.  Major hospitals should es-

tablish validated phage collections for in 

extremis, compassionate use applications, 

where, in many instances, the bacterial 

pathogen has been identified and could be 

tested for sensitivity to a library of phages 

(2).  As with many other narrow-spectrum 

antibacterials, the specificity of phages re-

quires the availability of rapid methods for 

identifying bacterial pathogens as a neces-

sary development in any scenario involving 

phage-based therapeutics.

The early abandonment of phage therapy 

by the 1940s was largely due to the poor 

understanding of what phages were or how 

they functioned (1).  Several newer phage 

therapy initiatives are attempting to leverage 

modern synthetic biology techniques such as 

in vitro genome assembly or yeast-based en-

gineering platforms, based on the idea that 

virulence and specificity features of effective 

phages can be identified and reassorted com-

binatorially to produce “ideal” killer phages 

optimized for various pathogens (11, 12).  

On this point, phage biology is still a “mile 

deep and an inch wide,” much of it derived 

from studies of classic phages like T4, T7, 

and lambda, chosen for their facile genetics 

in domesticated laboratory strains.  Despite 

its depth and rigor, this record is too narrow 

and elderly to be a stable underpinning for 

the coming tsunami of phage genomics, or 

for the application or engineering of phages 

as antibacterials in systems far removed 

from E. coli K-12. 

Aside from receptor recogni-

tion, many phages require in-

timate interactions with other 

host components, such as chap-

erones and transcription fac-

tors, to complete their life cycles, 

and these interactions must be 

understood in greater detail if 

routine engineering of phages 

is to become a reality. Moreover, 

plaque formation on agar plates 

or lysis of bacteria in shaker 

flasks is not likely to be a good 

predictor for efficacy in a thera-

peutic scenario. How phages are 

transported into the niches in-

habited by their bacterial targets 

in vivo, and how they interact 

with bacteria in their normal 

physiological state in the body, 

need serious attention.  In addi-

tion, there are new reports that 

phages have evolved features to 

exploit the surface architecture 

of human tissues for enhancing 

bacterial predation (13).  This 

discovery points to enhanced 

prospects for the application of 

phage engineering but also is in-

dicative of how many surprises 

may be in store for us now that 

phage biology is moving beyond 

its historic role as a model sys-

tem. Unlike chemical antibiotics, 

phages are biological entities of 

incredible diversity and adapt-

ability. That’s the good news and the bad 

news, especially since the majority of phage 

genes are of unknown function. In sum, cau-

tion, diligence, rigor, and patience are nec-

essary if phage biology is to realize its full 

potential in support of human health.        ■
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By KaKing Yan and Makoto Fujita

E
nzymes catalyze a wide range of slow 

biological reactions by crafting their 

local environments to accommo-

date and interact with reactants (1). 

Chemists aiming to design synthetic 

systems with enzyme-like activity 

have previously introduced conventional 

catalysts directly into an enzyme pocket to 

facilitate reactions of interest (2). On page 

1235 of this issue, Kaphan et al. (3) use a 

related strategy to speed up an alkyl-alkyl 

cross-coupling reaction that is prohibi-

tively slow on its own (4). However, instead 

of a natural enzyme, the authors use a syn-

thetic cocatalyst that forms a cage around 

their organometallic catalysts. The syn-

thetic enhances the rate of a key step of the 

reaction, reductive elimination, by at least 

a factor of seven.

The authors use a supramolecular cage 

that is self-assembled from organic ligand 

molecules (linkers) and metal ions (nodes) 

(see the figure, left). The host molecule is 

highly anionic and contains a hydrophobic 

cavity that favors entrapment of cationic 

compounds, including different organic 

and organometallic molecules. In such 

host-guest systems, noncovalent interac-

tions—such as aromatic interactions, elec-

trostatics and, hydrophobic effects—govern 

the interaction between the host and guest 

molecules. These comparatively weak forces 

can stabilize reactive intermediates (5−7), 

accelerate chemical reactions (8), and direct 

chemical processes to produce nonthermo-

dynamic products (9−11). 

A key property of enzyme catalysis is 

substrate size exclusion. The host’s recog-

nition of appropriately shaped and sized 

guests is often used in nature but rarely 

incorporated into standard homogeneous 

or heterogeneous catalysis. Kaphan et al. 

found that, in their system, the size of the 

phosphine ligand on the guest complexes 

is crucial. If this ligand is too big, the sub-

strate is neither entrapped nor catalyzed. If 

the ligand is too small, catalyst deactivation 

is observed.

The vast majority of chemical reactions are 

catalyzed by transition metal compounds. In 

many of these processes, reductive elimina-

tion is a key product-forming step. In the case 

of gold-catalyzed reactions, previous studies 

have suggested that reductive elimination 

from the Au(III) center proceeds through 

ligand dissociation before the release of the 

carbon-carbon bond coupling product (4, 

12, 13). Based on their data, Kaphan et al. ar-

gue for a different process, in which halide 

dissociates from the gold complex before it 

is encapsulated by the host. This generates 

a transient cationic Au(III) dialkyl complex 

within the anionic cage cavity. Due to the 

steric congestion imposed by the cage, the 

entrapped Au(III) complex spontaneously 

undergoes alkyl-alkyl cross-coupling to give 

an alkane product (see the figure, right). This 

reaction would be very sluggish without the 

supramolecular cage. 

CATALYSIS

A speedy marriage in 
supramolecular catalysis
Cross-coupling reactions can be accelerated by trapping 
the metal catalyst in a confi ned space
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Caged gold. (Left) Kaphan et al. use a synthetic metal-organic assembly 

as an enzyme mimic catalyst. L = N,N’-bis(2,3-dihydroxybenzoyl)-1,5-

diaminonaphthalene. (Right) They performed a general reaction in which 

a highly anionic metal-ligand cluster catalyst facilities facile reductive 

elimination of gold (III) dialkyl complex in mild condition.
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By Nick M. Haddad

T
ransportation corridors have long 

helped to spread people into more re-

mote places (1). In the past century, a 

burgeoning road network has grown 

in concert with the human popula-

tion, connecting people across entire 

continents. The immense benefits of roads 

connecting people to agriculture, natural 

resources, mines, and each other must be 

reconciled with their severe environmental 

degradation. 

Roads directly replace nature on the road’s 

path. Low-intensity paths of soil or stone 

clear natural habitats, and asphalt and con-

crete erase nature entirely. At least 64 million 

lane-km of paved and unpaved roads cover 

19 million hectares of Earth’s surface (see 

the graph) (2). The road network is expected 

to grow in concert with the growing human 

population and rising consumption (3). 

Roads also initiate effects that radiate 

outward. Natural systems near roads and 

their rights of way (the areas reserved and 

cleared adjacent to them) are degraded by 

exposure to changes in wind, temperature, 

and nutrients and by increased abundances 

of destructive invasive species (see the 

graph) (4). Nearly 70% of U.S. forest lies 

within 1 km of a road (5). Effects of road 

disturbances can be extensive; for example, 

carbon sequestration is lowered within 1.5 

km of tropical forest borders, thus degrad-

ing ecosystems and reducing the benefits of 

these forests to people (6).

Even more devastating, roads have spill-

over effects, with people clearing newly acces-

sible forests, plowing prairies, and draining 

wetlands (see the graph). Be it urban build-

out in the southeastern United States (7) or 

deforestation in the Brazilian Amazon (8), 

roads spawn clearing of natural areas. 

Finally, although roads create corridors for 

people, they sever corridors for wild nature. 

Just as people require corridors for transpor-

tation, wildlife requires natural corridors for 

their dispersal and migration. Roads isolate 

plant and animal populations, thus degrad-

ing diversity and ecosystems. A single road 

reduces gene flow by bighorn sheep to lev-

els expected for populations separated by 

more than 15 km (9). The conflict between 

connections for people and those for wildlife 

becomes most apparent when 

vehicles and wildlife collide, 

estimated at 1 to 2 million colli-

sions with large animals annu-

ally that cost $8 billion in the 

United States alone (10). 

The effects of roads can be 

reduced through judicious 

routing, design, and reduction. 

Both in developed and develop-

ing regions, such careful road 

planning can benefit people 

while minimizing harm to the 

environment (4, 10, 11). Proper 

road siting, design, and man-

agement not only helps to pro-

tect valuable ecosystem services 

and biodiversity but also al-

lows natural ecosystems to aid 

in control of erosion, flooding, 

and landslides. Collaboration 

between national governments 

and international develop-

ment agencies can prevent the 

worst environmental outcomes 

(12). For example, spatial plan-

ning for a highway connecting 

Studies that integrate transition metal ca-

talysis with a supramolecular assembly of-

ten use one of two general strategies. In the 

first, the metal catalyst is covalently linked 

to the ligand framework. This method is 

widely applied in metal-organic framework 

(MOF) catalysis through postsynthetic mod-

ification (14). The second strategy is that 

used by Kaphan et al., in which catalysts are 

trapped in the cavity of a framework using 

noncovalent interactions. For both strate-

gies, previous studies reported modest rate 

acceleration or product inhibition, limiting 

the value of these systems for practical ap-

plications. Kaphan et al. observed neither 

limitation. Instead they found enzyme-like 

behavior: Elemental steps of a catalytic cycle 

can be accelerated to a practical level; reac-

tion mechanisms differ in the presence and 

absence of the supramolecular host; and 

size selectivity of substrates is imposed by 

the host molecule. These are all appealing 

features not only to organic chemists but 

also to biochemists and material scientists. 

Despite the impressive work by Kaphan et 

al., use of supramolecular catalysts in prac-

tical industrial applications is still a long 

way off. The major road block is the limited 

range of substrates that can be catalyzed 

compared with well-known homogeneous 

or heterogeneous catalysts. Small changes in 

substrate can lead to dramatic drops in re-

activity or selectivity (15). Nevertheless, it is 

remarkable that the performance of Kaphan 

et al.’s meticulously designed system is on 

a par with that of natural enzymes. More 

important, the work may stimulate other 

chemists to integrate synthetic supramolec-

ular systems with existing transition metal 

catalysts to achieve reactivity that neither 

alone can reach.        ■
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Corridors for people, 
corridors for nature
How can the environmental impacts of roads be reduced?
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Radiating effects of roads. The global areas affected by roads are 

compared to the area of the forested Amazon and to deforested land 

area in the Brazilian Amazon that lies within 5.5 km of roads (8). The road 

area is calculated as their length (2) times a standard road width of 3 m. 

The right of way (the maintained area immediately adjacent to the road) 

was assumed to be 10 m wide, a minimum width to account for variation 

across nations. The radiating area of degrading effects caused by roads in 

habitats unmaintained for roads was taken as 100 m wide (50 m on each 

side of the road) for each lane. These distances are well within common 

effects propagating from habitat borders to their interiors. [Data for area 

of forested Amazon comes from PRODES, 2012 data, which is publicly 

available at http://www.dpi.inpe.br/prodesdigital/prodes.php]
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the capitals of Acre and RondÙnia in Brazil 

included measures to reduce deforestation 

in an adjacent land area of 250,000 km2. In 

Costa Rica, Braulio Carrillo National Park 

was created in conjunction with a highway 

connecting San JosÈ and Puerto LimÛn (4).

Roads can be sited to benefit people while 

minimizing their environmental and social 

costs. Laurance et al. (11) have identified re-

gions around the globe where road creation 

would have high agricultural benefit and low 

environmental cost, and other regions where 

road creation should be avoided because of 

low agricultural benefit and high environ-

mental cost. Scientific efforts like these to 

systematically account for costs and benefits 

of roads, especially where agricultural use is 

expanding, will now have to be adopted by 

the national, regional, and local governments 

that plan and create roads.

It is possible to connect landscapes for na-

ture along or across roads. Along roads, res-

toration of natural vegetation in public land 

maintained adjacent to roads offers support 

for the plants and animals whose habitats 

have been cleared. Such efforts are increas-

ingly adopted in the developed world. One 

model is the U.S. state of Iowa, which main-

tains these areas for prairie and other habi-

tats. Given that much of the land adjacent to 

roads is already in the public domain, resto-

ration of native habitats will connect land-

scapes, especially along low-traffic roads with 

lower rates of animal mortality. To reduce the 

likelihood of further land-use change adja-

cent to roads, protected areas can be created 

that also include sensitive areas nearby (4). 

Once roads are sited, the potential conflict 

between people and nature can be avoided 

through construction of compatible cor-

ridors across roads for wildlife. Road over-

passes and underpasses can be created to 

mimic natural corridors. These are endowed 

with environmental conditions needed for 

plants and animals to pass. Such corridors 

are created in increasing numbers in North 

America, Europe, Asia, and Australia. Where 

done well, these corridors for nature are wide 

(50 to 100 m to accommodate all wildlife), 

unobstructed, and well-spaced (2 km), with 

fencing along roadsides that guides animals 

away from cars and toward safe passage (10, 

13, 14). 

Targeted siting of new roads will be most 

immediate in reducing environmental harm, 

and corridors and roadside conservation can 

help to protect wildlife. But an even stronger 

future vision would reduce the rate and ex-

tent of road construction. This is at odds with 

the growing number and affluence of people. 

Yet, alternative systems of transportation 

are possible. For example, less branched and 

more connected roads can minimize loss and 

fragmentation of habitat (7, 15), and shifts 

from road to rail for transport between major 

hubs reduce incentives to transform land use 

between them (3).        ■ 
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C
urrent international climate nego-

tiations seek to catalyze global emis-

sions reductions through a system of 

nationally determined country-level 

emissions reduction targets that 

would be regularly updated. These 

“Intended Nationally Determined Contribu-

tions” (INDCs) would constitute the core of 

mitigation commitments under any agree-

ment struck at the upcoming Paris Confer-

ence of the Parties to the United Nations 

Framework Convention on Climate Change 

(UNFCCC) (1). With INDCs now reported 

from more than 150 countries and cover-

ing around 90% of global emissions, we 

can begin to assess the role of this round of 

INDCs in facilitating or frustrating achieve-

ment of longer-term climate goals. In this 

context, it is important to understand what 

these INDCs collectively deliver in terms of 

two objectives. First, how much do they re-

duce the probability of the high-

est levels of global mean surface 

temperature change? Second, 

how much do they improve the odds of 

achieving the international goal of limiting 

temperature change to under 2°C relative to 

preindustrial levels (2)? Although much dis-

cussion has focused on the latter objective 

(3–5), the former is equally important when 

viewing climate mitigation from a risk-man-

agement perspective.

A comprehensive assessment of these 

questions depends on two important consid-

erations. First, although the current nego-

tiations seek to create a durable framework 

for mitigation action, the current round of 

INDCs extend only through 2025 or 2030 

(1). Because temperature change depends 

on cumulative emissions over the entire 

century and beyond (6, 7), the INDCs must 

be viewed as a first step in a longer process, 

with an important part of their contribu-

tion being the subsequent paths that they, 

and the Paris framework, enable. Assessing 

the implications of Paris therefore requires 

consideration of multiple possible emissions 

pathways beyond 2030. Second, because 

of uncertainties in the global carbon-cycle 

and climate-system response (7), the contri-

bution of the INDCs to global temperature 

change needs to be assessed from a probabi-

listic perspective rather than a deterministic 

one (8). 

Accordingly, we calculate probabilistic 

temperature outcomes over the 21st century 

for four global emissions scenarios meant 

to represent different possible future de-

velopments with and without INDCs. Our 

analysis indicates that the INDCs deliver 

improvements for both objectives—both re-

ducing the probability of the worst levels of 

temperature change to 2100 and increasing 

the probability of limiting global warming 

to 2°C (see the figure). However, the degree 

to which either objective is achieved will de-

pend on the level of ambition beyond 2030.

CLIMATE POLICY

Can Paris pledges avert 
severe climate change?
Reducing risks of severe outcomes and improving 
chances of limiting warming to 2°C

Fig. 1: Global CO
2
 emissions and probabilistic temperature outcomes of Paris. (A) Global CO

2
 emissions from energy and industry (includes CO

2
 emissions from all fossil 

fuel production and use and industrial processes such as cement manufacture that also produce CO
2
 as a byproduct) for the four emissions scenarios explored in this study. The 

IPCC AR5 emissions ranges are from (12). The IPCC AR5 baseline range comprises scenarios that do not include new explicit GHG mitigation policies throughout the century. The 

IPCC AR5 2°C ≥ 50% range comprises scenarios that limit global warming until 2100 to less than 2°C with at least a 50% chance. The faint lines within the IPCC ranges represent 

the actual emissions trajectories that determine the range (12). (B) Likelihoods of different levels of increase in global mean surface temperature change during the 21st century 

relative to preindustrial levels for the four scenarios. Although (A) shows only CO
2
 emissions from energy and industry, temperature outcomes are based on the full suite of GHG, 

aerosol, and short-lived species emissions generated by the GCAM (9) simulations (see SM). The Illustrative 50% scenario in (B) corresponds to an emissions pathway that 

achieves a 50% chance of maintaining temperature change below 2°C until 2100 (see SM). Other 50% pathways could lead to a range of temperature distributions depending on 

cumulative CO
2
 emissions and representations of other GHGs. 
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EMISSIONS PATHWAYS. To develop the 

emissions pathways (see the figure, part A), 

we use a global integrated assessment model 

[GCAM (9)], although our core findings do 

not hinge on the particular character of this 

model [see the supplementary materials 

(SM)]. Probabilistic temperature outcomes 

over the 21st century are then calculated us-

ing a global climate model [MAGICC (10)] in 

a setup representing the latest climate-sen-

sitivity assessment of the Intergovernmental 

Panel on Climate Change (IPCC) (11). 

Our analysis begins with two reference 

scenarios. The Reference–No policy scenario 

assumes no new greenhouse gas (GHG) 

mitigation actions throughout the 21st cen-

tury and serves as a counterfactual against 

which to compare the other scenarios. The 

Reference–Low policy scenario illustrates a 

world in which there are no new GHG miti-

gation actions through 2030, and countries 

“muddle through” with weak policies be-

yond 2030 that achieve a 2% annual rate of 

improvement in CO
2
 emissions per unit of 

Gross Domestic Product (GDP) (“decarbon-

ization rate”) (see SM and table S1).

The Paris–Continued ambition and Paris–

Increased ambition scenarios illustrate 

potential implications of the INDCs. Both 

assume that parties meet their INDC goals 

through 2030 (see SM and table S4), but 

then assume different decarbonization rates 

beyond 2030. We do not take up the ques-

tion of how likely individual countries are to 

achieve their INDCs, but rather assume that 

these goals are met and pursue the ques-

tion of how that successful implementation 

shapes potential future options. 

The Paris–Continued ambition scenario 

assumes that countries continue to decar-

bonize their economies beyond 2030 with 

the same annual decarbonization rate that 

was required to achieve their INDCs be-

tween 2020 and 2030. If their decarbon-

ization rate is below a specified minimum 

(2% per year), they instead follow a path 

defined by that 2% minimum rate (table 

S1). In contrast, the Paris–Increased ambi-

tion scenario assumes a higher minimum 

decarbonization rate (5% per year) beyond 

2030. This minimum rate is consistent with 

the average decarbonization rate required 

by the European Union and the United 

States to achieve their INDCs from 2020 to 

2030 (SM). 

TEMPERATURE PROBABILITIES. Using the 

above scenarios, we estimate probabilistic 

temperature outcomes over the 21st century 

(see the figure, part B). The Paris–Continued 

ambition scenario reduces the probability of 

temperature change exceeding 4°C in 2100 

by 75% compared with the Reference-Low 

policy scenario and by 80% compared with 

the Reference–No  policy scenario. If miti-

gation efforts are increased beyond 2030, 

as in the Paris–Increased ambition sce-

nario, the chance of exceeding 4°C is almost 

eliminated. 

The INDCs hold open the possibility 

of maintaining temperature changes be-

low 2°C, although none of our scenarios 

eliminates the possibility that temperature 

change could exceed 2°C. In the Paris-Con-

tinued ambition scenario, the probability of 

limiting warming to 2°C increases to 8% as 

opposed to virtually no chance in the two 

Reference scenarios. If ambition is scaled 

up after 2030—as in the Paris–Increased 

ambition scenario—the probability of lim-

iting warming to 2°C increases to about 

30%. If we assume even greater post-2030 

emissions reductions, the probability of 

limiting warming to less than 2°C could 

be 50% or more. Indeed, many scenarios 

in the literature assume emissions through 

2030 that are comparable to or higher than 

our Paris scenarios, yet limit warming to 

2∞C in 2100 with at least 50% probability, 

with many exceeding 66% (see the figure, 

part A) (12). These scenarios include rapid 

emissions reductions beyond 2030. Many 

also include negative global emissions in 

the second half of the century, based on 

large-scale deployment of bioenergy in 

conjunction with carbon capture and stor-

age (13–15). 

Two key factors should be considered 

when interpreting results of this analysis. 

First, to limit warming to any level, CO
2
 

emissions at the global level must ultimately 

be brought to zero (6). Although the two 

Paris scenarios provide meaningful benefits 

relative to the two Reference scenarios, if 

emissions are not brought swiftly to zero 

beyond 2100, the chances of extreme tem-

perature change after 2100 could be much 

higher and the chance of limiting warming 

to 2°C much lower. 

Second, the above analysis is based on 

one set of assumptions about key drivers 

of emissions such as technologies, regional 

population, and GDP. Although it is beyond 

the scope of this study to assess probabilities 

of achieving future emissions pathways, al-

ternative assumptions are certainly possible 

(14), and the choice of assumptions might 

influence emissions pathways as well as pre-

cise probabilities associated with scenarios 

in this study. [Implications of alternative 

drivers are explored in figs. S5 to S8 and the 

(SM).] Nevertheless, key qualitative insights 

will remain the same: The Paris scenarios re-

duce probabilities of extreme warming and 

increase the probability of limiting global 

warming to 2°C this century, but depend on 

a robust process that allows pledges to be 

progressively tightened over time.        ■
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By Karen O’Brien

T
his month, representatives from more 

than 190 nations are gathering in Paris 

to participate in the 21st Conference 

of the Parties (COP21). There is wide-

spread demand for a universal and 

binding political agreement that will 

limit the global average temperature increase 

to less than 2∞C above its preindustrial value. 

But an agreement by itself does not guaran-

tee action and desirable outcomes, and cur-

rent pledges are far from sufficient to limit 

warming to 2∞C. Nor are new technologies 

and energy infrastructure a panacea. Meet-

ing this ambitious target and adapting to the 

impacts and risks associated with a warmer 

world will require transformations of 

a scope, magnitude, speed, and pen-

etration that are unprecedented in 

human history. Without an instruc-

tion manual, where do we begin? 

A good place to start is to look at 

political agency, which in the context 

of climate change refers to the capac-

ity to positively influence the collec-

tive future through transformative 

change. Research on transformation 

identifies various pathways through 

which to address climate change, 

including technological innovations, 

market mechanisms, government 

regulations, new economic models, 

and the promotion of lifestyle and 

behavioral changes. The relative im-

portance of each is widely contested 

(1). Should we call upon individuals to ride 

a bicycle, eat less meat, and avoid flying, or 

instead try to create support for such behav-

iors by constructing bicycle lanes, increas-

ing vegetarian options, and ending fossil 

fuel subsidies? 

Climate solutions are likely to emerge 

from interactions among all of the above. 

But can individuals really make a difference? 

Their perceived influence has generally been 

limited to behavioral change, consumption 

choices, voter participation, and the setting 

of examples. Such actions are important 

but do not address structural factors—the 

norms, rules, regulations, and institutions 

that influence individual and collective pref-

erences and actions that are key to social 

transformations.

Increased consumption, long-distance va-

cations, and individualized transportation 

are material and cultural manifestations 

of a larger social context (2). Some argue 

that changing this context calls for radical 

approaches, such as transforming the capi-

talist economic system with its assumption 

and goal of continuous growth (3). The cur-

rent emphasis on “green growth” is consid-

ered to be a reformist approach, rather than 

one that will effectively reconfigure systems 

and practices (4).

Because of the scope and scale of trans-

formations needed to reduce climate change 

risks and vulnerability, a more expansive 

view of political agency is required—a view 

that captures an individual’s ability to con-

tribute to transformations both by changing 

behavior and by influencing structures and 

systems. Political agency has traditionally 

been reserved for political parties, unions, 

bureaucracies, states, and international ac-

tors, as well as individual leaders who are 

entrusted with the power to act on behalf of 

others (5). A broader and deeper understand-

ing of political agency recognizes that indi-

vidual change and collective change are, in 

fact, connected.

In recent years, committed individuals have 

been working with cities, schools, businesses, 

communities, nations, and government in-

stitutions and networks, with the intent to 

challenge energy policies, change investment 

practices, rethink disaster risk management 

strategies, and transform aspects of everyday 

life that were previously considered non-

negotiable (6). A broader notion of political 

agency recognizes that such seemingly small 

actions of individuals can have widespread 

global effects (7). Cooperative behavior can 

cascade through social networks, and each 

person in a network influences more people 

than they might think (8). The prevailing 

opinion in a population can be reversed rap-

idly when only 10% of the committed agents 

propose and argue for an alternative opinion 

(9). Rapid large-scale transformations thus 

can and often do emerge from changes at the 

individual and local levels. By expressing po-

litical agency, individuals play an important, 

yet often overlooked, role in transformations 

toward sustainability.

The political agency of individuals is evi-

denced through a proliferation of climate 

change initiatives. These include grassroots 

movements such as 350.org, the World May-

ors Council on Climate Change, the Youth 

Climate Movement, the Women’s 

Earth and Climate Action Network, 

and other organizations made up of 

individuals who are confronting en-

trenched interests, challenging old 

practices, and engaging directly with 

alternatives that emphasize sustain-

ability and social justice. The politi-

cal agency of individuals can also be 

expressed through decisions made 

within traditional organizations, 

such as companies involved in the 

Oil and Gas Climate Initiative, the 

Norwegian government’s withdrawal 

of pension fund investments in coal-

burning utilities, and the Guardian 

newspaper’s expanded focus on cli-

mate change.

Nonetheless, the speed of transfor-

mations necessary to mitigate and adapt to 

climate change in an equitable and sustain-

able manner is likely to require not only a 

broader notion of political agency, but also 

a deeper one. A deeper notion of political 

agency draws attention to the beliefs, val-

ues, and world views that maintain habits 

and the status quo (10). Beliefs may include 

the ideas that change has to come from the 

top, that economic legacies are separate or 

more important than ecological legacies, or 

that reducing CO
2
 levels alone will address 

the challenges of climate justice and global 

sustainability. Political agency involves ques-

tioning assumptions and challenging what 

is taken by many as given, recognizing that 

CLIMATE CHANGE

Political agency: The key 
to tackling climate change
Individuals play a central role in the transformations 
required to avoid dangerous climate change

Rising waters. Floodwaters in Malabon City north of Manila, Philippines on 

15 March 2012. Climate change is expected to increase the flood risk in many 

parts of the world unless greenhouse gas emissions are reduced drastically. 
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worldview transformations can play an ex-

plicit role in the development of prosocial, 

life-affirming behavior (11). It also involves 

engaging with alternatives and pursuing 

solutions that may be invisible to the main-

stream view, such as permaculture.

A wider and deeper sense of political 

agency is a potent but so far mostly latent 

force for transformation. Changing one’s diet, 

mode of transport, or political vote can be 

important. But transformations to sustain-

ability will depend on individuals express-

ing political agency in many different ways, 

which can include participating in grassroots 

community initiatives such as the transition 

town movement, starting conversations with 

family and friends about alternative vaca-

tion ideas, or engaging with sustainability 

solutions though art and literature. What is 

important here is the recognition that indi-

viduals can effect change by engaging with 

ideas, activities, and conversations that trig-

ger reflection and collaborative action. 

COP21 is expected to attract as many as 

50,000 participants, reflecting a growing rec-

ognition that business-as-usual approaches 

are insufficient for avoiding dangerous cli-

mate change (12). A recent survey conducted 

in 20 countries by the Pew Research Center 

shows that most of the public believes that 

policy changes will not be enough, and that 

lifestyle changes will be necessary to address 

climate change (13). In the aftermath of the 

Paris climate conference, one lifestyle change 

will stand out as key: cultivating political 

agency to lead transformative change. The 

delegates who gather at COP21 will define 

the boundaries for climate change that are 

considered acceptable and achievable, but 

it is individuals who will ultimately decide 

the future.        ■
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Silica-supported catalysts 
get a new breath of life
Methods emerge for dispersing metals as stable 
nanoparticles on silica surfaces 

By Stuart Soled

In heterogeneous catalysis, metals, metal 

oxides, and metal sulfides are traditionally 

dispersed as nanoscale particles on a support 

with a large surface area, so as to maximize 

the number of exposed active sites. Histori-

cally, alumina supports have been used for the 

majority of refining applications, but where 

acid sites catalyze unwanted isomerization 

or oligomerization reactions, silica would 

be a better choice. Despite this advantage, 

silica has often been considered a problem-

atic support—an “ice skating rink”—because 

of the difficulty of forming strongly interact-

ing precursors that wet the surface to yield 

well-dispersed particles. However, the past 

two decades have witnessed slow but steady 

progress in advancing several science-based 

approaches that will allow industrial-scale 

preparation of silica-supported catalysts.

Noble metals used as industrial catalysts 

play key roles in hydroisomerization, de-

hydrocyclization, hydrogenation, and ring-

opening reactions, which are important in 

catalytic reforming, aromatic saturation, and 

lubricant dewaxing. Because noble metals 

often cost thousands of dollars per kilogram, 

low loadings of the metal (generally 0.1 to 1 

weight percent) are necessary, and forming 

nanoscale particles is necessary to expose a 

large fraction of surface atoms. Worldwide, 

the refining market for catalysts is a >$5 bil-

lion enterprise in which the two largest pro-

cess areas for supported catalysts, catalytic 

reforming and hydroprocessing, constitute 

>50% of that total (1). Reported data indicate 

that silica-supported catalysts represent <1% 

of the total in these two areas. 

An early design strategy for supported 

metal catalysts was reported in an intrigu-

ing 1979 paper that applied colloidal chem-

istry methodology to supported catalysts 

(2). Specifically, the surface of a metal-oxide 

support particle suspended in water will as-

sume a charge depending on the pH of the 

suspension and the nature of the metal ox-

ide surface. Small, highly charged cations at-

tached to surface OH groups keep the surface 

negatively charged through a wide pH range. 

An electrostatic attraction between the oxide 

support and the impregnate can be created 

by matching the impregnate charge (by us-

ing either an anionic or cationic species) with 

the pH of the suspension. When the pH of 

the suspension containing the small sup-

port particles is at a pH lower than the sup-

port isoelectric point, the support surface is 

positively charged and an anionic precursor 

is chosen; the opposite is done if the pH is 

above the isoelectric point of the support. 

For example, platinum tetraamine hydroxide 

cationic complexes adsorb on a negatively 

charged alumina support at pH above 9. This 

approach is widely applicable as long as an 

appropriate precursor complex is available 

in the correct pH range. This technique also 

scales fairly easily to the complex surfaces of 

industrial catalyst supports. In newer em-

bodiments, core-shell metal structures on bi-

metallics are created by sequential addition 

of appropriate precursors (3). This approach 

has been applied to multiple systems by Reg-

albuto and co-workers (4).

Another approach controls the environ-

ment used during precursor decomposition 

by creating discrete intermediates that can 

interact more strongly with the support. For 

example, with supported copper or cobalt 

catalysts, introduction of nitric oxide (NO) 

during the thermal decomposition (calci-

nation) of the cobalt nitrate precursor on 

silica produces evenly spaced metal-oxide 

nanoparticles that are then easy to reduce to 

uniformly distributed metal crystallites (5, 6). 

The introduction of NO appears to create 

hydroxy-nitrate intermediates that wet the 

silica well, whereas metal oxides formed by 

calcining the noninteracting nitrate precur-
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USA. E-mail: stu.soled@exxonmobil.com

“The present state of 
knowledge also allows a 
reassessment of processes 
where alumina has been used 
but may not be optimal.”
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sors form large oxide particles and large, 

clustered metal particles after reduction. 

Different temperatures, gas exposures, and 

modes of drying can make a large difference 

in particle formation, as evidenced by the 

preparation of uniform cobalt on silica par-

ticles by using fluid bed drying at 100oC in a 

nitrogen rather than air flow (7). These ap-

proaches, which have been led by de Jong, de 

Jongh, and their co-workers are also scalable. 

However, for each system, the particular 

technique (NO addition, drying variations, 

etc.) must be empirically determined.

A third approach involves using simple 

water-soluble bifunctional organics—amino 

alcohols or amino acids—to form impreg-

nates that interact strongly with silica. 

These bifunctional organics (such as tri-

ethanolamine and arginine) provide ma-

jor advantages compared to using simple 

organic acids, which have served as more 

commonly used dispersion aids. With sup-

ported ruthenium and iridium, the prepa-

ration of optimal catalysts requires partial 

decomposition of the impregnate to form 

an anchored complex, which is then re-

duced and cleaned by hydrogenolysis to re-

move the organic fragment (8). In this way, 

ruthenium or iridium oxides, which are mo-

bile on the silica surface, never form. 

Other noble metals that do not have mo-

bile oxide phases, such as platinum, palla-

dium, and rhodium, can have their organic 

complex oxidized and reduced (see the fig-

ure). This technique has the advantage of 

keeping the two metals mixed and is well 

suited for making bimetallic alloy particles. 

It is widely applicable to most transition 

metals, but at high metal loadings and for 

large-scale preparations, the oxidation of 

organics must be controlled to avoid run-

away exothermic reactions. In that regard, 

it is probably more suitable for noble met-

als that are generally kept at low loading 

levels.

These new approaches and our in-

creased understanding of the scientific 

basis of controlling impregnations, metal 

nanostructures, and site homogeneity on 

silica-supported catalysts portend a wider 

use of these catalysts in the future. The 

present state of knowledge also allows a 

reassessment of processes where alumina 

has been used but may not be optimal. 

Increasing efforts to learn to control tex-

tural properties (surface areas, pore sizes, 

and pore volumes) on physically strong 

extrudates will also help propel this area 

forward, as most applications require this 

type of support particle. ■
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By Ebrahim Karimi1 and Robert W. Boyd1,2

S
ince the inception of quantum the-

ory, scientists and philosophers have 

been puzzled by the apparent in-

determinacy of physical properties 

prior to the measurement process. 

These problems suggest that quan-

tum mechanics might ultimately be incom-

patible with basic notions of “realism”—that 

is, the view that a physical system possesses 

inherent properties that are independent 

of procedures used to measure them. This 

issue lies at the core of the famous gedan-

ken experiment of Einstein, Podolsky, and 

Rosen (EPR) (1) and of attempts to develop 

a conceptual understanding (2–4) of EPR 

correlations.

The concept of entanglement was ini-

tially introduced by Schrödinger (2) in his 

response to EPR. Entanglement refers to 

the strong, nonclassical correlations that 

can exist between two spatially separated 

quantum systems. Over the past 40 years 

or so, numerous studies have confirmed 

that nature does behave in the manner 

described by Schrödinger (5). In particu-

lar, the laws of physics have been found 

to be inherently nonlocal: The results of a 

measurement at one position in space can 

dictate the possible outcome of a measure-

ment performed at a different position.

In recent years, the term entanglement 

has come to be used in a more general 

context, including single-particle entan-

glement (6, 7) and classical entanglement 

(8–11). We do not endorse this new nomen-

clature. Ascribing a new meaning to a term 

that has been in wide use in quantum phys-

ics for more than 80 years can only lead to 

confusion. But more deeply, these new situ-

ations lack the key feature—nonlocality—

that led to the concept of entanglement in 

the first place. For example, single-particle 

Size selection on silica. (A and B) Transmission elec-

tron micrographs (TEMs) show a sample prepared with 

an aqueous tetraamine platinum hydroxide solution and 

calcined at 350°C followed by reduction. The result is a 

distribution of metal particle sizes. (C) The TEM shows 

a platinum-arginine preparation with air calcination at 

425°C. Small, uniformly distributed metal crystals form 

upon reduction.

PHYSICS

Classical 
entanglement?

1Department of Physics and Max Planck Centre for Extreme 
and Quantum Photonics, University of Ottawa, Ottawa, 
Ontario K1N 6N5, Canada. 2Institute of Optics, University 
of Rochester, Rochester, NY 14627, USA.E-mail: ekarimi@
uottawa.ca; boydrw@mac.com 

Entanglement is a 
property of the quantum 
world; classical systems 
need not apply
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entanglement refers to correlations of two 

different degrees of freedom of an individ-

ual particle; this situation cannot lead to 

nonlocal correlations. Moreover, a classical 

system cannot possess any quantum corre-

lations (classical correlations are incapable 

of describing quantum correlations).

For the situations just described, we pre-

fer to use the term “nonseparable states.” 

To see why, we must examine the relation 

between entanglement and nonseparabil-

ity. A basic tenet of quantum mechanics 

is that the wave function of any entangled 

state is necessarily nonseparable. For ex-

ample, consider the quantum state |ψ〉 = 

(|�〉
1
|�〉

2
 − |�〉

1
|�〉

2
)/  2, where |�〉

1
 means that 

particle 1 is in quantum state �, the other 

(spatially separated) particle 2 is in state �, 

and similarly for the other quantities. The 

state ψ has the property that if a measure-

ment of particle 1 shows it to be in state 

�, then a measurement of particle 2 will 

certainly show it to be in state �, and vice 

versa. Nonetheless, before any measure-

ment is performed, there is an equal proba-

bility for each particle to be in either state � 

or �. Although all entangled states are non-

separable, it is not true, in our view, that 

all nonseparable states are entangled (see 

the figure). We prefer not to describe non-

separable states in terms of entanglement, 

because there is no sense of nonlocality for 

this situation. In fact, no classical system 

can produce true quantum entanglement, 

of the sort that Einstein called “spooky ac-

tion at a distance.”

Let us next recall the work of John Bell 

(3), who examined whether correlations in 

the EPR form could be explained in terms 

of “local hidden variables.” The idea here 

is that these correlations could be the con-

sequence of some classical random process 

involving a degree of freedom that is un-

known to (hidden from) the experiment-

ers. These variables are local, in the sense 

that they are carried separately by each of 

the particles. Bell was able to show that 

if a certain inequality involving directly 

measurable quantities were violated, then 

this violation would rule out the possibility 

of interpretation in terms of local hidden 

variables. To date, experimental studies (5) 

have produced evidence in favor of conven-

tional quantum mechanics and have ruled 

out alternative local and crypto-nonlocal 

statistical interpretations (3, 4).

Turning now to some deeper issues in-

volving single-particle and classical en-

tanglement: In the single-particle case, 

nonseparability among different degrees 

of freedom of a single particle can be used 

to test other statistical models, such as 

noncontextual realistic models (7). How-

ever, several studies have recently reported 

(9–11) the violation of a Bell inequality for 

nonseparable classical systems, and some 

have even suggested this violation would 

shift the quantum-classical boundary (10). 

If such a paradoxical interpretation were to 

be valid, it would indicate basic flaws with 

the current understanding of quantum 

mechanics.

However, in our view such an interpreta-

tion is not correct. These violations do not 

indicate quantum behavior, as they occur 

only at a purely formal level. Expressions 

derived to describe nonlocal, two-particle 

entanglement (that is, Bell inequalities) 

have been evaluated with laboratory results 

obtained from an entirely different physical 

system, which involve various degrees of 

freedom of a classical (9–11) system. It is not 

surprising that these expressions can take 

on meaningless values, as argued already in 

(8). It should also be clear that these tests 

cannot provide information on the nature 

of quantum theory, because there is no need 

to invoke quantum mechanics to describe 

classical physics. We point out, however, 

that even though these nonseparable clas-

sical states cannot be used to address any 

fundamental questions in quantum me-

chanics, they are proving to be useful in ap-

plications such as quantum metrology (12) 

and quantum information.■
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Separable and nonseparable states of a classical light field. (A) A circularly polarized light beam with an 

azimuthally varying phase distribution. Such a state is said to be separable, as it can be represented as the product 

of a spatially varying phase distribution and a polarization state vector. (B) A linear superposition of the state of (A) 

with another state with the opposite phase variation and the opposite circular polarization (7). In this case, the state of 

polarization varies as a function of position across the light beam, and the state cannot be described as the separable 

product of a function of position and a state of polarization.

“…the term entanglement 
has come to be used in 
a more general context, 
including single-particle 
entanglement and classical 
entanglement. We do 
not endorse this new 
nomenclature.”
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INSIGHTS

By Allison S. Cleary

A 
remarkable degree of heterogeneity 

exists within individual breast can-

cers. Indeed, intratumoral heteroge-

neity has been appreciated since the 

19th century, when Rudolf Virchow 

and other early pathologists noted 

the morphologic heterogeneity among indi-

vidual tumor cells. More recently, can-

cer genome–sequencing studies have 

revealed the presence of multiple 

genetically distinct tumor cell popu-

lations, termed subclones, coexist-

ing within individual breast cancers 

(1–5). This intratumor heterogeneity 

poses significant challenges in treatment ef-

forts, but it also raises interesting questions 

about the nature of tumor progression. 

The leading theory that attempts to ex-

plain genetic subclonal diversity within 

tumors is the clonal evolution theory that 

applies the principles of Darwinian evolu-

tion to expanding tumor cell populations 

(6). As such, individual subclones are often 

depicted as self-interested competitors in a 

battle for the position as the dominant, or 

“fittest,” tumor cell clone. However, in na-

ture, the “fitness” of a given species often 

depends upon its ability to interact and co-

operate with others in its environment. If 

we consider genetically distinct tumor cell 

subclones as discrete species 

within the tumor micro-

ecosystem (7), would those 

same ecological principles 

apply? In fact, could the ge-

netic heterogeneity within 

individual breast cancers be 

a cause, rather than a conse-

quence, of clonal evolution 

and tumor progression? 

As a graduate student in 

Edward Gunther’s labora-

tory at the Pennsylvania 

State University College of 

Medicine, I became fasci-

nated with the idea that this commonly 

observed subclonal diversity might have a 

functional role in breast tumor development 

and progression. For my graduate disserta-

tion project, I chose to investigate this idea 

further using the classic MMTV-Wnt1 mouse 

mammary tumor model (8). In this model, 

mammary-specific expression of the Wnt1 

oncogene is known to produce tumors with 

a mixed-lineage histology: that is, the 

tumors consist of both luminal and 

basal epithelial cell populations. 

Secreted Wnt1 protein is produced 

exclusively by the luminal epithelial 

population and interacts with the 

basal cell population through short-

range paracrine signals (9). The mixed-lin-

eage character of these tumors was generally 

thought to derive from a hierarchical orga-

nization, in which tumors originated from 

a common progenitor cell whose progeny 

were capable of differentiating into both of 

the component epithelial lineages (9–12). 

Thus, although exhibiting apparent cellular 

heterogeneity, all of the tumor cells were 

thought to represent a single clone. 

Using somatic mutations in the HRas on-

cogene as a marker for clonality, we found 

that some tumors did indeed conform to a hi-

erarchical organization and displayed iden-

tical HRas mutations in both the luminal 

and basal tumor cell subsets. Yet, for other 

tumors, mutations in HRas were detectable 

only within the basal epithelial compart-

ment. Conversely, Wnt1 expression, as deter-

mined by quantitative reverse transcription 

polymerase chain reaction (qRT-PCR) and 

set (as high or low) relative to an unsorted 

sample, was markedly enriched within the 

luminal subset. Consequently, these tumors 

contained at least two genetically distinct 

subclones: one composed of Wnt1high HRas-
wild-type luminal cells and another composed 

of Wnt1low HRasmutant basal cells (13). What’s 

more, this apparent biclonality proved to be 

a stable property within the tumors. Nota-

bly, after isolating each of the subclones, we 

found that neither was capable of propagat-

ing tumor growth alone. An admixture of the 

two populations, however, was found to be 

extremely tumorigenic, which suggested a 

cooperative relationship existed between the 

two subclonal groups (see the figure). 

Next, we wondered what would happen if 

that cooperative interaction was interrupted. 

We knew that tumor growth for this model 

strictly depended upon continued Wnt1 

signaling. But, if the cells were deprived of 

that signal, could tumor growth be rescued 

by providing access to an alternate source 

of Wnt1? We hypothesized that, if these tu-

mors were truly biclonal and dependent 

upon a cooperative interaction between the 

two subclones, then the cells might be able 

to reestablish a similarly interdependent re-

lationship with an unrelated population of 

cells—for instance, one derived from a com-

pletely separate animal. To address this ques-

tion, we utilized an inducible version of the 

MMTV-Wnt1 model in which Wnt1 produc-

tion is contingent upon administration of the 

small molecule, doxycycline. Biclonal tumors 

generated in this inducible model were then 

transplanted into the mammary fat pads of 

either wild-type host mice or mice in which 

Wnt1 is continuously expressed. Upon with-

drawal of doxycycline, tumors on the wild-

type host animals regressed 

completely. However, after 

doxycycline withdrawal, the 

tumors transplanted onto 

the Wnt1 host animals re-

gressed only partially before 

exhibiting rapid tumor re-

growth. Further molecular 

analysis revealed that the 

relapsed tumors were not 

only biclonal, but chimeric: 

composed of donor-derived 

Wnt1low HRasmutant basal cells 

and host-derived Wnt1high 

HRaswild-type luminal cells 

(13). Indeed, these chimeric 

tumors had recruited Wnt1-

producing luminal cells from 

the surrounding epithelium 

Biclonal tumor

No tumor growth

No tumor growth

Biclonal tumor

Basal cells

Basal and

luminal cells

Luminal cells
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Wnt1 tumors with a biclonal organization require both subclones for tumor propagation. 

Tumors identified as containing genetically distinct luminal Wnt1high HRaswild-type and basal Wnt1low 

HRasmutant subclones were separated by fluorescence-activated cell sorting (FACS) into their 

component cell populations and then transplanted, either separately or as a 1:1 admixture, into 

mammary fat pads of wild-type host animals. Animals receiving either subclone alone failed to 

develop tumors, whereas the cell mixture containing both subclones was highly tumorigenic. 
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and had incorporated those new cells into 

the growing tumors, which restored the bi-

clonal cooperative interaction. In fact, many 

of the chimeric tumor relapses had com-

pletely replaced the original luminal cell 

clone with a new one. Together, these results 

demonstrated a functional codependence 

between the distinct tumor cell subclones 

within these tumors. It also reinforced the 

idea that there may be a selective advantage 

for the active preservation of subclonal het-

erogeneity, in some cases. 

Indeed, our study (13) was among the first 

to definitively establish a functional require-

ment for interclonal cooperation within 

a spontaneous mammalian tumor model. 

Since then, several additional studies have 

described cooperative interactions between 

various tumor cell subpopulations (14–17), 

which suggests that this may be a relatively 

common mechanism for the maintenance of 

subclonal diversity. Recent studies have also 

reported a role for interclonal cooperation 

in the process of tumor metastasis as well 

(18, 19). 

Ultimately, it has yet to be determined 

what role interclonal cooperativity plays in 

human breast cancers. Although normal 

mammary gland physiology depends heavily 

upon various paracrine interactions among 

the diverse populations of cells that make up 

the mammary ductal epithelium, the degree 

to which human breast tumor cells maintain 

comparable paracrine relationships remains 

unknown. Should interclonal cooperation 

prove to be an important driver of human 

breast cancers, it may proffer opportunities 

for intervention via pharmacologic uncou-

pling of key interclonal interactions.        ■
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University of Colorado where she was first introduced to basic science 
research. From there, she continued her studies at the Pennsylvania 
State University College of Medicine in their combined M.D., Ph.D. 
program. While at Penn State, she was fortunate to complete her 

Ph.D. thesis research in the laboratory of Dr. Edward Gunther, studying mammary gland 
physiology and breast cancer. Cleary is currently finishing up her M.D. degree and is in the 
process of applying to Pathology Residency Training Programs on the Physician-Investiga-
tor Track. She hopes to be able to continue her work in breast cancer and tumor heteroge-
neity during this next phase in her training.
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the University of Cambridge. He is a recipient of the 2015 Weintraub 

Award for Graduate Research and, in 2013, he was listed by Forbes magazine as one of the 
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Ero Postdoctoral Fellow in Conservation Science, based at the Department of Integra-
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By Ludmil B. Alexandrov

A
ll cancers originate from a single 

cell that starts to behave abnor-

mally, to divide uncontrollably, and, 

eventually, to invade adjacent tis-

sues (1). The aberrant behav-

ior of this single cell is due 

to somatic mutations—changes 

in the genomic DNA produced 

by the activity of different muta-

tional processes (1). These muta-

tional processes include exposure 

to exogenous or endogenous mutagens, 

abnormal DNA editing, the incomplete fi-

delity of DNA polymerases, and failure of 

DNA repair mechanisms (2). Early studies 

that sequenced TP53, the most commonly 

mutated gene in human cancer, provided 

evidence that mutational processes leave 

distinct imprints of somatic mutations on 

the genome of a cancer cell (3). For exam-

ple, C:G>A:T transversions predominate in 

smoking-associated lung cancer, whereas 

C:G>T:A transitions occurring mainly at 

dipyrimidines and CC:GG>TT:AA double-

nucleotide substitutions are common in 

ultraviolet light–associated skin cancers. 

These patterns of mutations matched the 

ones induced experimentally by tobacco 

mutagens and ultraviolet light, respectively, 

the major, known, exogenous carcinogenic 

influences in these cancer types, and 

demonstrated that examining patterns of 

mutations in cancer genomes can yield in-

formation about the mutational processes 

that cause human cancer (4).

When I started my Ph.D. at Mike Strat-

ton’s lab at the Wellcome Trust Sanger In-

stitute, large-scale global initiatives, such 

as the International Cancer Genome Con-

sortium, had started performing molecular 

characterization of thousands of cancer 

patients around the world (5). However, 

at that time, there had only been limited 

characterization of patterns of mutations 

imprinted by mutational processes. During 

my Ph.D. studies, I explored the possibility 

of leveraging the available cancer genomics 

data to elucidate the mutational processes 

operative in human cancer. I started by con-

ceptualizing the problem and developing a 

mathematical model that describes the 

interconnection between the activity 

of mutational processes in cancer 

cells and the mutational catalogs 

generated by next-generation se-

quencing of cancer genomes (6). 

The mathematical model was sub-

sequently used to develop a computa-

tional approach (6), which I later applied to 

thousands of sequenced human cancers (7). 

Biologically, the somatic mutations in a 

cancer genome are the cumulative result of 

the mutational processes that have been ac-

tive since the very first division of the fer-

tilized egg from which the cancer cell was 

derived (2). Different mutational processes 

often generate unique combinations of mu-

tation types, and we termed these patterns 

“mutational signatures.” Multiple distinct 

mutational signatures may be recorded on 

the genome of a single cancer cell and, as 

such, an individual cancer genome is insuf-

ficient for identifying all imprinted muta-

tional signatures. However, the availability 

of thousands of samples in which muta-

tional signatures are present with different 

frequencies makes it possible to decipher 

their patterns. Mathematically, a set of mu-

tational catalogs of cancer genomes could 

be examined as a linear mixture of un-

known numbers of mutational signatures. 

The mutational catalogs of these cancer 

genomes are known from DNA sequencing, 

and the aim is to identify the patterns of the 

mutational signatures as well as the num-

ber of mutations attributed to each signa-

ture in each sample. This problem belongs 

to a well-known class of blind source sepa-

ration (BSS) problems, in which mixtures 

of recordings need to be separated with 

very little information about the underly-

ing mixing process. To solve this cancer-

specific BSS problem in a practical way, I 

developed a computational framework that 

uses the previously established multiplica-

tive update algorithm for non-negative ma-

trix factorization (8). The framework was 

extensively evaluated with simulated and 

real data, demonstrating that it allows one 

to accurately identify mutational signatures 

both from whole-genome and whole-exome 

sequenced samples (6). 

Initially, I applied the developed compu-

tational framework to the somatic muta-

tions found in 21 whole-genome sequenced 

breast cancers (9, 10). Analysis revealed the 

existence of multiple distinct mutational 

signatures (9), and we were able to explore 

the activity of these signatures over time 

(10). This initial application of the devel-

oped computational framework was fol-

lowed by a comprehensive global analysis of 

mutational signatures across the spectrum 

of human neoplasia (7). I curated the major-

ity of publicly available data and compiled 

a data set encompassing ~5 million somatic 

mutations from the mutational catalogs 

of 7042 primary cancers of 30 different 

classes. These data revealed the existence of 

21 distinct mutational signatures in human 

cancer. Some were present in many cancer 

types, notably a signature attributed to the 

APOBEC family of cytidine deaminases (7, 
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11); others were confined to a single can-

cer class. For some of these processes, the 

underlying biological mechanism is still 

unknown. However, some of the identified 

mutational signatures were associated with 

age of cancer diagnosis, tobacco smoking, 

exposure to ultraviolet light, treatment with 

anticancer drugs, presence of BRCA1 or 

BRCA2 mutations, activity of polymerase η, 

activity of polymerase ε, and inactivation of 

mismatch repair genes.

The performed comprehensive pan-

cancer analysis was complemented by a 

plethora of studies focusing on individual 

cancer types. In the last year of my Ph.D. 

studies, I contributed to further elaborat-

ing the understanding of mutational signa-

tures in breast cancer (12), prostate cancer 

(13–15), liver cancer (16), renal cancer (17), 

B cell lymphoma (18), a diverse set of child-

hood cancers (19), multiple myeloma (20), 

and acute lymphoblastic leukemia (21). Ad-

ditionally, I participated in mapping the sig-

natures of the somatic mutational processes 

in human mitochondria (22) as well as in 

understanding the mutational processes 

operative in normal somatic cells (23, 24). 

Overall, the pan-cancer analysis and the 

hitherto mentioned research resulted in 

identifying 30 distinct signatures of somatic 

Similarity of the mutational 

pattern

All cancer types Deamination of 

5-methylcytosine

C>T at CpGSignature 1

Similarity of the mutational 

pattern

Twenty-two diferent 

cancer types

APOBEC1, APOBEC3A, or

APOBEC3B

C>T at TpCSignature 2 

Statistical association with 

mutations in BRCA1 or BRCA2

Breast, ovarian, and 

pancreatic cancer

Defective repair of DNA 

double-strand breaks 

based on homologous 

recombination

Uniform mutational signatureSignature 3 

Similarity of the mutational 

pattern and statistical association

Lung, head and neck, and liver 

cancer

Tobacco smokingC>A mutations with strand biasSignature 4 

N/AAll cancer types Unknown etiologyMostly uniform mutational signature with 

some peaks of T>C mutations at ApT

Signature 5 

Similarity of the mutational 

pattern and statistical association

Seventeen diferent cancer 

types but most prevalent in 

colorectal and uterine cancers

Defective DNA mismatch 

repair

C>A mutations and C>T at 

GpC mutations

Signature 6 

Similarity of the mutational 

pattern

Malignant melanoma and 

lip cancers

Ultraviolet lightC>T at dipyrimidinesSignature 7 

N/ABreast cancer and 

medulloblastoma

Unknown etiologyC>A mutations with a moderate 

strand bias

Signature 8

Similarity of the mutational 

pattern and statistical association

Chronic lymphocytic 

leukemias and B-cell 

lymphomas

Polymerase ηT>G transversions at ApT and TpTSignature 9

Statistical associationColorectal and uterine cancers Polymerase εC>A at TpCpT and C>T at TpCpGSignature 10

Similarity of the mutational 

pattern and statistical association

Malignant melanoma and 

glioblastoma multiforme

Treatment with 

temozolomide

C>T substitutionsSignature 11

N/ALiver and uterine cancer UnknownT>C substitutions with strand biasSignature 12

Similarity of the mutational 

pattern

Twenty-two diferent 

cancer types

APOBEC1, APOBEC3A, 

or APOBEC3B and REV1

C>A and C>G at TpCSignature 13

N/ALow grade glioma and 

uterine cancer

Unknown etiologyC>A mutations and C>T at 

GpC mutations

Signature 14

Similarity of the mutational 

pattern

Stomach and lung cancer Defective DNA mismatch 

repair

C>T at GpC mutationsSignature 15

N/ALiver cancer Unknown etiologyT>C mutations at ApT with extremely 

strong strand-bias

Signature 16

N/AEsophagus cancer, liver 

cancer, stomach cancer, and 

B-cell lymphoma

Unknown etiologyT>G at TpT and T>C at CpTSignature 17

N/ANeuroblastoma Unknown etiologyC>A mutationsSignature 18

N/APilocytic astrocytoma Unknown etiologyC>T mutations

C>A and C>T mutations

Signature 19

Similarity of the mutational 

pattern

Stomach cancer Defective DNA mismatch 

repair

Signature 20

SIGNATURE NUMBER CHARACTERISTIC MUTATIONAL PATTERN MOST COMMON CANCER TYPES PROPOSED ETIOLOGY ETIOLOGY PROPOSED BASED ON:

Signatures of mutational processes in human cancer
Detailed patterns of the mutational signatures as well as most up-to-date information could be found at our website (25).
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mutational processes, most of which were 

previously unknown.

These 30 mutational signatures are 

briefly summarized in the table.

In summary, my Ph.D. thesis provided 

a basis for deciphering mutational signa-

tures from cancer genomics data and de-

veloped the first comprehensive census of 

mutational signatures in human cancer. 

The results reveal the diversity of muta-

tional processes underlying the develop-

ment of cancer and have far-reaching 

implications for understanding cancer 

etiology, as well as for developing cancer 

prevention strategies and novel targeted 

cancer therapies.        ■
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N/AStomach cancer Unknown etiologyT>C mutationsSignature 21

Similarity of the mutational 

pattern and statistical association

Urothelial (renal pelvis) 

carcinoma and liver cancers

Exposure to aristolochic 

acid

T>A mutationsSignature 22

N/ALiver cancer Unknown etiologyC>T mutationsSignature 23

Similarity of the mutational 

pattern and statistical association

Liver cancers Exposures to aCatoxinC>A mutations with strand biasSignature 24

N/AHodgkin lymphomas Unknown etiologyT>A mutations with strand biasSignature 25

Statistical associationBreast, cervical, stomach 
and uterine cancer

Defective DNA mismatch 
repair

T>C mutationsSignature 26

N/AKidney cancer Unknown etiologyT>A mutations with strand biasSignature 27

N/AStomach cancer Unknown etiologyT>G mutationsSignature 28

Statistical associationGingivo-buccal oral squamous 

cell carcinoma

Tobacco chewingC>A mutations with strand biasSignature 29

N/ABreast cancers Unknown etiologyC>T mutationsSignature 30

SIGNATURE NUMBER CHARACTERISTIC MUTATIONAL PATTERN MOST COMMON CANCER TYPES PROPOSED ETIOLOGY ETIOLOGY PROPOSED BASED ON:

Signatures of mutational processes in human cancer (continued)
Detailed patterns of the mutational signatures as well as most up-to-date information could be found at our website (25).
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By Adam T. Ford*

F
rom children’s stories to the logos of 

professional sports teams, images on 

commercial products, and the icons of 

conservation, few organisms capture 

our imagination like large carnivores. 

From a scientific perspective, 

understanding the context in which 

predators shape ecosystem pro-

cesses is one of the most pressing 

endeavors in modern ecology (1). 

In central Kenya, large carnivores—

such as leopards and globally endan-

gered African wild dogs—prey upon antelope, 

which themselves limit the abundance of 

plants. These wildlife species vie with com-

mercial ranchers, as well as traditional 

pastoralists and their livestock for limited 

resources (2). Together, these actors interact 

against a backdrop of pronounced environ-

mental variation and the unique patchwork 

of trees on grassland that characterizes tropi-

cal savannas. Through my dissertation re-

search, I combined long-term monitoring of 

wildlife populations, high-resolution satellite 

imagery, fine-scale tracking of animal move-

ments, and a series of field experiments to 

quantify these interactions and their conse-

quences for ecosystem structure.

Specifically, I discovered that impala—an 

abundant, deer-sized antelope—are caught 

between “the devil and the deep blue sea”: 

they must avoid the claws and teeth of their 

predators and the thorny and chemical de-

fenses of their food (3, 4). Global Positioning 

System (GPS) tracking reveals that impala 

avoid areas characterized by dense tree cover 

(see the figure). In such areas, leopards and 

wild dogs more effectively attack and kill 

their prey, which makes tree cover “risky” 

when viewed through the eyes of an impala 

(3). However, trees are also an important food 

source for impala, and feeding trials showed 

that impala prefer trees with fewer thorns, 

even if these less-thorny trees are better 

defended with noxious chemicals (3). This 

combination of habitat and food preferences 

means that impala deplete the abundance 

of their preferred (and less thorny) forage 

in safe habitats, yet forgo access to this pre-

ferred forage in risky habitats. Consequently,  

an impala’s fear of being eaten increases the 

prevalence of thorny trees in safe areas, 

and safeguards less-thorny trees in 

risky areas.

There are three critical implica-

tions of this study (3). First, and 

from the perspective of a plant, 

there are two pathways to success—

either defend yourself from herbivores by 

growing large thorns or thrive in areas that 

are risky to your enemies. Second, fear of 

predation and diet preference interact to 

shape the spatial patterning of tree species 

across entire landscapes (about 200 km2). 

Third, because the open areas in which 

impala aggregate for safety arise from old 

(>10-year) cattle corrals, traditional pasto-

ralism plays a key role in shaping the inter-

actions among carnivores, their prey, and 

plants. The implications of this last point 

are profound, because it demonstrates that 

people are inextricably embedded within 

this food web. Indeed, the preferred plants 

that impala relinquish in risky areas could 

be used for livestock forage, a critical eco-

system service that may help mitigate the 

impact of episodic droughts that plague 

East Africa.

Whereas fear of predation can powerfully 

shape ecosystems and animal behavior (3, 

5), so too can the direct consumption of 

prey. After a 20-year absence, African wild 

dogs naturally recolonized areas of central 

Kenya and now prey upon the region’s most 

abundant antelope, the dik-dik. Theory pre-

dicts that this strong, top-down pressure 

in the food chain should trigger a trophic 

cascade; in other words, after wild dog 

recovery, herbivory by dik-dik will relent 

and plant abundance will increase. To test 

this prediction, I linked the movement and 

diet composition of wild dog packs with 

changes in the size of the dik-dik popula-

tion over a 14-year period. I then identified 

which plants are vulnerable to browsing 

by dik-dik. Finally, I quantified herbivory 

by means of a series of replicated and con-

trolled dik-dik exclosures, separately estab-

lished before and after wild dog recovery.

There were strong, top-down effects in 

this food chain, but no evidence that wild 

dog recovery caused a trophic cascade. The 

population of dik-dik declined by 33% be-

cause of predation by wild dogs, and dik-

dik reduced the abundance of some tree 

species by up to 84% (6). However, the ef-

fect of herbivory did not diminish in the 

presence of wild dogs (6). This finding was 

surprising because overall plant growth 

(both inside and outside dik-dik exclosures) 

was greater following wild dog recovery. 

Had experiments not been used, as often is 
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the case in large-carnivore studies, I would 

have incorrectly concluded the existence of 

a trophic cascade. My results highlight the 

very important finding that a positive cor-

relation between plant and large carnivore 

biomass is insufficient evidence to validate 

a trophic cascade.

The potential for large carnivores to trig-

ger trophic cascades has been used to justify 

the conservation of these iconic species and 

to restore landscapes (1, 7). Until now, there 

have been significant gaps in the empiri-

cal support for this interaction, particularly 

when applied to savannas (8). Specifically, 

widespread reliance on correlative methods 

has made it challenging to attribute changes 

in plant and herbivore biomass to trophic 

cascades (8). These natural experiments often 

lack control and replication and, therefore, 

suffer from confounding variation (8). More-

over, previous work in this field has been con-

ducted primarily in the temperate biomes of 

Europe and North America. In the absence 

of a more rigorous assessment of the trophic 

cascade hypothesis, and one that involves a 

greater diversity of species and biomes, there 

is a void in our knowledge of how some of the 

world’s most recognizable and charismatic 

carnivores interact with their environment. 

Given the loss of large carnivores from many 

parts of the world (1, 7, 9), their recovery in 

other areas (6, 10), and efforts being made to 

conserve these species in human-occupied 

landscapes (11–13), it is critical that we de-

velop a clearer understanding of when and 

where trophic cascades will emerge. Through 

the pairing of experiments with landscape-

level analyses, my research has unraveled 

the ecological contexts that determine when 

large carnivores generate trophic cascades in 

an African savanna.
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How trophic cascades emerge. Some key interactions between people, large carnivores, antelope, and plants in a 

savanna landscape. The creation and abandonment of (A) cattle corrals creates openings in (B) woody cover. Areas of 

high woody cover are used by predators, like (C) African wild dogs, for hunting, which coincides with (D) the distribution of 

predation risk [shown here as the per-capita risk of mortality] across the landscape. As a result, prey, like (E) the impala, 

avoid areas of high woody cover and find safety in the open areas created by abandoned cattle corrals. The GPS-recorded 

movements of (E) an adult female impala, are shown by the black dots in panels (B) and (D). This animal was tracked every 

20 min over the course of a year. Impala prefer and suppress the abundance of less-thorny acacia plants, like (F) Acacia 

brevispica, compared with thorny species like (H) Acacia etbaica. As result of impala’s risk-avoidance behavior and diet 

preference, (G) the proportion of stems in the tree community containing the less-thorny species is highest in the risky 

areas that impala avoid (see black dots tracking impala movement); whereas (I) thorny plants are more abundant in the 

open areas where impala aggregate (as shown by the black dots in GPS). Details of this study are described in (3).
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By Johannes F. Scheid*

S
ince its discovery in 1981, HIV has 

killed over 25 million people; more 

than 33 million humans are now 

infected worldwide. Despite exten-

sive efforts, a vaccine against HIV 

remains elusive. The reason 

for this lies in HIV’s remarkable 

mutability. 

Soon after HIV infection, the 

immune system attacks the vi-

rus, which then escapes immune 

recognition by mutating its surface 

envelope protein, gp140. The escaped vi-

ral variants are targeted again by the im-

mune system, and what follows is a race 

between virus and the immune system in 

which the virus continually diversifies and 

remains one step ahead in most patients. It 

is surprising, that 5 to 10% of HIV patients 

eventually develop high titers of “broadly 

neutralizing” serum antibodies that neu-

tralize a diverse panel of HIV isolates (see 

the figure, part A). Until recently, very little 

was known about the composition of these 

broadly neutralizing serum responses, 

which is why I set out to characterize them 

during my Ph.D. thesis.

For this, I developed a technique that 

allowed me to isolate single HIV-specific 

memory B cells (1). Memory B cells origi-

nate from germinal center reactions 

and carry their affinity maturated 

antibodies on the cell surface (2). I 

exploited this feature using a fluo-

rescently labeled version of gp140 

and flow cytometry in order to iden-

tify a population of gp140-binding 

B cells (see the figure, part B). Once we 

identified this population, we used single-

cell sorting and polymerase chain reac-

tion (PCR) to amplify the immunoglobulin 

genes of single gp140-specific B cells (see 

the figure, part C) (3, 4).

We applied this technique to six different 

HIV-infected patients with broadly neutral-

izing sera. From these patients, we cloned 

432 monoclonal antibodies specific for 

gp140; this allowed us to gain insight into 

the molecular nature of these individuals’ 

HIV antibody responses (3). We found that 

each response comprised 22 to 50 differ-

ently expanded B cell clones. The majority 

of these families of antibodies displayed ex-

traordinary levels of somatic hypermutation. 

Cloning each antibody’s matching heavy- 

and light-chain gene into expression vectors 

allowed us to reproduce the antibodies and 

to characterize their epitopes, affinity, and 

neutralizing activity. We found that 70% of 

the antibodies bound to the gp120 portion of 

the gp140 trimer and 30% bound to gp41 (3, 

5). The gp120-specific antibodies bound with 

nanomolar affinities to sub-epitopes, includ-

ing the CD4-binding site (CD4bs), gp120 

core, the variable loops, or the CD4-induced 

site on gp140 (3, 6). The proportion of clones 

targeting these epitopes varied among dif-

ferent patients, in contrast to previous re-

sults, which reflected immunodominance of 

certain epitopes. When we tested them for 

neutralizing activity, we were able to recon-

stitute the breadth of serum neutralizing ac-

tivity in two out of the four patients in this 

study but only with high concentrations of 

pooled antibodies. This indicated to us that 

we were missing an important part of the ac-

tivity in the patients’ sera. 

To address this, I turned to a characteristic 

feature of the HIV antibodies we had found; 

their high levels of mutation. I knew the 

mutations were central to antibody function 
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SCIENCE & SCILIFELAB PRIZE

HIV-specific B cell response in patients 
with broadly neutralizing serum activity
Antibody characterization from single B cells led to identifi cation of monoclonal 
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because they lost their binding and neutral-

izing activity when reverted to their germ-

line sequences (3, 7). This high frequency of 

mutations could, however, impede our anti-

body identification if mutations occurred in 

PCR primer-binding sites. I therefore opted 

to move the 5′ primer further upstream and 

away from potentially mutated regions. In 

side-by-side comparisons, we found that the 

redesigned PCR primer set recovered highly 

mutated clones not identified with the origi-

nal primers. We then decided to combine 

this improved amplification strategy with 

single-cell sorting, in which a modified ver-

sion of gp120 (2CC core) was used as a target 

antigen. The 2CC core was shown to pref-

erentially bind to neutralizing antibodies 

directed at the CD4bs and CD4-induced site 

on gp140 (8). Similar to our previous find-

ings, a majority of the 576 new antibodies we 

cloned from two new and two of the previ-

ously studied patients were members of dif-

ferently expanded B cell clones (9). However, 

many of the clones now carried even more 

mutations than we had previously observed. 

Moreover, six highly mutated B cell clones 

showed potent and broad neutralizing activ-

ity directed to the CD4bs and a new epitope 

that bridges gp120 and gp41 (9–11). The best 

performing of the new antibodies, 3BNC117, 

showed an average 80% inhibitory concen-

tration on 95 different HIV strains of 1.4 µg/

ml; this was broader and more potent than 

any of the previously described antibodies 

against HIV (9). 

The exceptional potency and breadth of 

3BNC117 set off a number of collaborative 

studies to investigate its in vivo therapeutic 

effect (see the figure, parts D and E). These 

revealed that 3BNC117 alone or in combina-

tion with other neutralizing antibodies could 

suppress plasma viremia to levels below de-

tection in mice and nonhuman primates (12, 

13). Moreover, intravenous administration of 

3BNC117 protected rhesus macaques from 

challenge with simian HIV (13). In a phase-I 

human clinical trial conducted at The Rock-

efeller University Hospital, eight out of eight 

viremic individuals off antiretroviral therapy 

who received one dose of 3BNC117 at 30 mg/

kg body weight showed rapid decreases in 

their viral loads, from 0.8 to 2.5 log
10

 depend-

ing on the individual (14). Further clinical 

trials with 3BNC117 are under way (see the 

figure, part F). 

To determine whether broad and potent 

CD4bs antibodies share common sequence 

features, we aligned the 10 best CD4bs an-

tibodies from our study (9). This revealed 

a conserved consensus sequence that cov-

ered 68 immunoglobulin heavy chain vari-

able region (Igh-V) residues. In addition, all 

10 of these antibodies arose from only two 

closely related germline Igh-V genes. Given 

that these antibodies were isolated from 

different individuals infected with different 

HIV strains, this key observation suggests 

that the path to this class of antibodies is 

restricted—an important consideration for 

ongoing efforts to elicit this class of anti-

bodies by vaccination (9, 15, 16).

This project has started an exciting jour-

ney from a bedside observation that certain 

individuals develop broad serum activity 

against HIV, to the bench, where we devel-

oped a technique to characterize this type 

of activity, and back to the bedside, where 

one of these antibodies is now being in-

fused in clinical trials (see the figure). The 

single–B cell isolation approach has now 

been adapted and modified by other groups 

working on HIV (17, 18). By investigat-

ing some exceptional antibody responses 

against this constantly evading virus, our 

colleagues and we hope to broaden our 

therapeutic armament against HIV and de-

sign an efficient HIV vaccine.        ■
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Exoskeleton progress 
yields slippery slope
W. CORNWALL’S FASCINATING News Feature 

on the growing use of exoskeletons in the 

military—i.e., robotically augmented ambu-

latory systems—documented a number of 

technical hurdles yet to be overcome in this 

emerging technology (“In pursuit of the 

perfect power suit,” 16 October, p. 270). In 

addition to their military potential, exoskel-

etons will aid many civilians suffering from 

restricted mobility. However, despite their 

possibilities, exoskeletons pose substantial 

ethical, legal, and social concerns that will 

quickly become all the more relevant with 

the rapid growth of both the military and 

civilian industries.  

The ability to augment otherwise healthy 

individuals with military-grade exoskeletons 

starts us down the slippery slope of human 

enhancement, a challenging area with broad 

repercussions in conventional society rang-

ing in applications  from medicine to sports. 

Additionally, in transforming soldiers into 

quasi-machines, we risk further dehuman-

izing warfare and its human actors, raising 

the potential for abuse not only by the 

enemy, but by commanding officers. This 

capacity for exploitation can also affect civil-

ian workers who will use exoskeletons in 

heavy industries.  

Even corrective uses associated with 

restoring abilities to the disabled raise 

social justice concerns relating to the 

availability of, and accessibility to, this 

life-altering technology. Therapeutic 

implementations may also compel us to 

redefine nontrivial concepts of disability 

and ableness in light of the growing capac-

ity to technologically supplement human 

frailties; additionally, current legal and 

regulatory structures may be unable to 

appropriately fit newly abled individuals 

within current disability conventions. 

Not only will exoskeletons likely raise 

novel legal issues relating to product 

liability, but the potential to implant 

brain machine interfaces (BMIs) within 

the posterior parietal cortex, resulting in 

preconscious control over the exoskeleton, 

may challenge longstanding near-universal 

tenets of criminal law. In most jurisdic-

tions, an individual cannot be guilty of a 

crime if they lack the threshold mens rea 

and actus reus (i.e., a guilty mind resulting 

in a guilty action). BMIs, particularly those 

supplemented with artificial intelligence, 

could result in arguably involuntary actions 

that confound criminal culpability and 

conceivably put into question even more 

fundamental issues of free will. In anticipat-

ing, promptly acknowledging, and perhaps 

even tackling these and other concerns, we 

can preempt and preclude potentially ham-

pering legislation and regulation that might 

inhibit innovation. 

Dov Greenbaum

Zvi Meitar Institute for Legal Implications of Emerging 
Technologies, Interdisciplinary Center, Herzliya 

Israel and Department of Molecular Biophysics and 
Biochemistry, Yale University School of Medicine, 

New Haven, CT 10463, USA. 
E-mail: dov.greenbaum@yale.edu  

Torture’s inefficiency 
long established
IN THE 16 October issue, R. J. McNally 

reviews a book by Shane O’Mara, Why 

Torture Doesn’t Work (“Cruel and unuse-

ful punishment,” Books et al., p. 284). I 

applaud the efforts of the reviewer and the 

author to publicize this issue, and I would 

like to remind readers that the inefficiency 

of torture has long been established, in 

modern times first and foremost by the 

Central Intelligence Agency (CIA) itself—the 

organization at the heart of the current 

torture dilemma.

McNally claims that “few scholars have 

scrutinized” the question of whether “abu-

sive questioning reliably causes people to 

reveal truthful information that they would 

otherwise refuse to disclose,” but this is only 

true in a qualified sense. In the 1950s and 

1960s, the CIA managed a series of front 

organizations, such as the Human Ecology 

Fund, to issue grants for empirical studies 

of human stress responses. The CIA enlisted 

numerous behavioral science researchers 

who did not know that their research was 

contributing to a torture manual (1, 2).

Although using neuroscience may be 

a new way to demonstrate that physical 

distress induces “neurocognitive deficits,” 

the CIA had well determined by 1963 that 

“psychologists and others who write about 

physical or psychological duress frequently 

object that under sufficient pressure sub-

jects usually yield but that their ability to 

recall and communicate information accu-

rately is as impaired as the will to resist” (3). 

The CIA’s Counterintelligence Interrogation 

(KUBARK) manual also observed that “in 

general, direct physical brutality creates 

only resentment, hostility, and further defi-

ance” rather than useful information (4).

The purpose of torture is not to produce 

useful information; rather, “all coercive 

techniques are designed to induce regres-

sion” (3)—that is, specifically, to erase the 

individual will by exploiting the psycholog-

ical and physical dependence of captives 

on their captors. Ending the practice of 

torture would seem to involve more than 

a new, convincing demonstration of its 

inutility as a means of obtaining informa-

tion. In this light, then, perhaps the more 

important assumption to reexamine relates 

to the disturbing notion that torture has 

any purpose beyond the exacting of pain, 

control, and domination.

David R. Witzling

University of Wisconsin-Milwaukee, Milwaukee, 
WI 53212, USA. E-mail: drw@frametheweb.com
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Pollution threatens 
migratory shorebirds
IN ADDITION TO the destruction and 

loss of coastal wetlands along migration 

routes (“Hostile shores,” C. Larson, News 

Features, 9 October, p. 150), contamination 

in the Yellow Sea poses a critical threat to 

migratory shorebirds. 

Edited by Jennifer Sills

LETTERS

A soldier tests a system built to augment walking per-

formance. The ethical, legal, and social implications of 

exoskeletons such as this one have yet to be explored.
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TECHNICAL COMMENT 

ABSTRACTS

Comment on “Worldwide evidence 

of a unimodal relationship between 

productivity and plant species 

richness”

Lauri Laanisto and Michael 

J. Hutchings

Fraser et al. (Reports, 17 July 2015, p. 302) 

report that a hump-backed model describes 

the worldwide relationship between 

productivity and plant species richness in 

grassland communities. We reanalyze their 

data from a larger-scale perspective, using a 

local species pool. This influences richness 

far more strongly than productivity, and, 

when this is taken into account, the hump-

backed richness-productivity relationship 

disappears.

Full text at http://dx.doi.org/10.1126/science.

aad4836

Response to Comment on “Worldwide 

evidence of a unimodal relationship 

between productivity and plant species 

richness”

Lauchlan H. Fraser, Meelis Pärtel, Jason 

Pither, Anke Jentsch, Marcelo Sternberg, 

Martin Zobel

Laanisto and Hutchings claim that the 

local species pool is a more important 

predictor of local plant species richness 

than biomass and that when the species 

pool is considered there is no hump-

backed relationship between biomass 

and richness. However, we show that by 

calculating a more appropriate measure 

of species pool, community completeness, 

both regional and local processes shape 

local richness.

Full text at http://dx.doi.org/10.1126/science.

aad4874

China’s coastal wetlands have suffered 

from serious pollution, and Bohai Bay 

in the northwestern Yellow Sea has been 

particularly affected. Annual fluxes of 

mercury, cadmium, lead, and arsenic from 

13 coastal cities in this area are estimated 

to be 30, 400, 1400, and 2000 tons per 

year, respectively, into Bohai Bay (1). 

The pollution of inorganic nitrogen and 

phosphorous, oil, and heavy metals has led 

to a sharp decline of fishery resources (2), 

greatly decreasing the food supply avail-

able to migratory shorebirds. 

Pollutants in water, mud, and organisms 

from the area can cause substantial harm 

to bird health. For example, cadmium, 

arsenic, and lead in fish and shellfish from 

Yantai exceeded the limits in China’s food 

safety standard (3), and the DDT levels in 

shellfish exceeded the wildlife quality crite-

ria at most sampling sites in Bohai Bay (4). 

Some metals and persistent organic pol-

lutants can accumulate in shorebirds, by 

means of biomagnifications along the food 

chains. Many chemicals can cause changes 

to the avian thyroid gland and/or disrup-

tions in the reproductive system, although 

acute mortality has rarely been reported. 

For example, exposure of Kentish plovers 

to the Prestige oil spill adversely affected 

their reproductive performance by chang-

ing egg quality (5). Moreover, the Yellow 

Sea region has been contaminated heavily 

with plastic debris (6), which can result in 

health disorders and even death (7). 

Some emerging anthropogenic pollu-

tions may result in unexpected negative 

impacts on bird behaviors. Offshore wind 

energy applications are increasing in the 

region, including in Rudong and the Bohai 

Bay, the two most critical sites in the whole 

flyway. Electromagnetic radiation gener-

ated from wind farms is likely an emerging 

threat to bird orientation (8). In addition, 

artificial lights in the coastal zones could 

have negative and deadly effects, especially  

on fledglings (9). 

Zhenwu Tang,1 Qifei Huang,2* 

Zhiqiang Nie,2 Yufei Yang2 
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◥

PLANT ECOLOGY

Comment on “Worldwide evidence of
a unimodal relationship between
productivity and plant
species richness”
Lauri Laanisto1* and Michael J. Hutchings2

Fraser et al. (Reports, 17 July 2015, p. 302) report that a hump-backed model describes the
worldwide relationship between productivity and plant species richness in grassland
communities. We reanalyze their data from a larger-scale perspective, using local species
pool. This influences richness far more strongly than productivity, and, when this is taken
into account, the hump-backed richness-productivity relationship disappears.

S
ince it was first proposedmore than 40 years
ago, the unimodal relationship [hump-backed
model (HBM)] between plant species rich-
ness and productivity has been one of the
most persistentmodels in plant ecology (1).

Although it has been confirmed many times at a
local scale (2, 3), its applicability at a global scale
is still debated (1–8). While the HBM certainly
applies in some regions and habitats, such as
high-latitude grasslands (3), richness-productivity
relationships tend to be positive in tropical areas
(2–4). It is known that ecosystem stability and
regional dispersal patterns influence diversity at
different productivities (2) and that species’ habitat
productivity preferences are often determined by
phylogenetic niche conservatism (4). Consequently,
the plant species richness-productivity relationship
is strongly contingent upon large-scale historical
and biogeographical differences between habitats
and species (2, 3, 9). However, such factors have so
farbeenpoorly integrated into richness-productivity
models (2, 7, 10, 11). Only after assessing their
influence on richness should the influence of
more localized ecological processes, such as com-
petition, be taken into consideration.
The case for adopting a different approach to

assessment of the relationship between plant
species richness and productivity locally and glob-
ally follows fromnumerousmetastudies that have
shown a diversity of empirical relationships be-
tween species richness and environmental pa-
rameters, including productivity, in different
geographical regions. These different relationships
have been attributed to divergent species pool
dynamics and differences in evolutionary history
(2–4, 9, 10). Thus, the shape of local richness-
productivity relationships appears to be primarily

dependent on large-scale processes, with local-
scale interactions having less influence (3).
The HBM has been subjected to several re-

gional and globalmeta-assessments, with contra-
dictory outcomes. This hasmainly been interpreted
as a consequence of methodological inconsisten-
cies between case studies included in the meta-
data (1, 6, 12). A logical step to address this problem
is to conduct meta-experiments using consistent
methodology (1, 5, 12), but the results of two re-
cent global-scale HBM meta-experiments, using
very similar methods, have also been contradic-
tory; one found no relationship between plant

species richness and productivity (5), whereas
the other found a hump-backed relationship (1).
The raw data of the latter study has been made
available (13), and the results presented here are
based on further analysis of these data.
The sampling design of Fraser et al.’s study (1)

is basedon8-m-by-8-mgrids,with each containing
64 1-m2 plots. Altogether, therewere 157 grids (13).
Living and standing dead biomass and species
richness data were collected from each plot from
every grid (1). Collection of species pool data was
optional for contributors to themeta-experiment
(12), and species pool data were not used in
Fraser et al.’s analysis, even though comparison
of absolute values of species richness on a global
scale for different habitats is considered problem-
atic at best, and the use of species pool data has
been recognized as preferable (9, 11). To estimate
local species pool sizes, we extracted data on the
total number of species recorded in each grid.
There was a strong positive correlation between
the size of the local species pool and the mean
species richness of the plots within each of the
grids (Fig. 1). Local species pool size had a much
stronger effect onmean species richness (r2 = 0.74)
(Fig. 1) than productivity (r2 values ranging from
0.071 to 0.127, depending on spatial scale of analy-
sis) [see figure S2 in (1)].
We then calculated the mean living + dead

biomass per plot in each grid (productivity, sen-
su Fraser et al.) and the mean percentage of the
local species pool that was recorded in the plots
in each grid. The relationship between mean
percentage of the local species pool recorded in
the plots and mean productivity was not sig-
nificant, and there was no evidence of a hump-
backed relationship between these variables
(Fig. 2).
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Fig. 1. Relationship between the mean number of species found in the plots of a single grid (number
of species) and the total number of species found in that grid (local species pool). Each dot (n =
157) represents one 8- by 8-m grid containing 64 1-m2 plots. [Data from (9)]
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This analysis shows the critical role of large-
scale factors—in this case, the size of the local
species pool—indeterminingplant species richness
(9) and that the inclusion of pertinent (macro)
ecological context in the analysis significantly im-
proves the explanatory power of the data and
changes the shape of the relationship between
plant species diversity and productivity.
The question of whether there are general laws

and principles in ecology has been long debated

and remains open. One point of view is that his-
torical contingency, and the complexity of eco-
logical phenomena, prevent the existence of
generalizations that amount to laws in ecology
(14). Another view is that ecological laws do exist,
but with many exceptions (15), making it very
difficult to find models that apply to all or even
most ecological systems (2, 3, 14). A possible ex-
ception is the positive correlation between the
size of the local species pool and local species

richness. This appears to be one of very few con-
sistent patterns in ecology, despite all the con-
tingent processes and interactions involved in
the assembly of ecological communities (15), sug-
gesting that studies of species richness conducted
at large spatial scales and across many habitat
types should consider species pool size as poten-
tially the most influential determinant of local
species richness (9). The analysis presented here
demonstrates that it has far more power than
productivity for explaining plant species richness
at a global scale. This contribution shows a simple
way of including local species pool size estimates
in species richness-productivity studies when
it is not possible to undertake complete species
inventories.
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Fig. 2. Relationship between mean percentage of local species pool represented in the plots and
mean productivity (living+standing dead biomass) in the plots (n = 157).When only live biomass is
used as ameasure of productivity, a slightly positive relationship between these variables is observed (r2 =
0.0339, P = 0.0236), but there is no evidence of a hump-backed relationship. However, this positive
relationship is strongly influenced by the data from the two most productive sites in the data set (i.e., the
two data points at the top right of Fig. 2).These were both temperate wetland grasslands in Ohio [sites
90 and 92 in (9)] at which only a single species was recorded within the grids.This species was also found
in all of the plots within each of the grids.Thus, amean of 100%of the local species pool was present in the
plots of both grids; excluding thesedata causes the relationship between percentage of local species pool
represented in the plots and mean living biomass in the plots to become nonsignificant (r2 = 0.0082, P =
0.2717). [Data from (9)]
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PLANT ECOLOGY

Response to Comment on “Worldwide
evidence of a unimodal relationship
between productivity and plant
species richness”
Lauchlan H. Fraser,1* Meelis Pärtel,2 Jason Pither,3 Anke Jentsch,4

Marcelo Sternberg,5 Martin Zobel2

Laanisto and Hutchings claim that the local species pool is a more important predictor
of local plant species richness than biomass and that when the species pool is considered,
there is no hump-backed relationship between biomass and richness. However, we show
that by calculating a more appropriate measure of species pool, community completeness,
both regional and local processes shape local richness.

S
pecies diversity varies fromhabitat to habi-
tat. Because species diversity has been re-
lated to ecological processes and ecosystem
functions, it is important to predict wheth-
er species diversity may be high or low in

any given environment (1). Our recent Report (2)
provides evidence from data collected from grass-
lands in 19 countries and six continents of a uni-
modal relationship between herbaceous species
richness and aboveground plant biomass plus
plant litter, such that themaximumpotential spe-
cies richness occurs at intermediate levels of bio-
mass production. We tackled the question of the
diversity-productivity relationship because of its
foundational role in ecological research and its
controversial history (2–7). The datawere collected
at the 1-m2 scale, within 8-m-by-8-m grids, so that
we could test linear and quadratic regressions at 1,
2, 4, 9, 16, 25, and 64 m2 scales. At each scale, the
best descriptor of the relationship was a concave
quadratic regression, but explanatory power dimi-
nished with increasing scale (2).
We point to the relevance of our findings

and the scaling approach in our analysis be-
cause it provides a comparative to Laanisto and
Hutchings (8). Through a reanalysis of our data,
Laanisto and Hutchings (8) argue that the local
species pool has a stronger effect on species
richness than primary productivity. We are in
agreement that large-scale processes play a role
in governing local-scale diversity, but it is chal-
lenging to account for large-scale processes in

an empirical study such as ours. Thus, instead
of addressing whether it is more reasonable to
seek for a relationship between species richness
and primary productivity, or local species pool,
we would rather ask what the relative role of
local and regional factors is in shaping the em-

pirically observed relationship between diversity
and productivity.
Laanisto and Hutchings emphasize geograph-

ic variation in the shape of the response curve
(“While the HBM [hump-backed model] certain-
ly applies in some regions and habitats, such as
high-latitude grasslands… richness-productivity re-
lationships tend to be positive in tropical areas”).
In fact, there are two confounding aspects in this
statement: geographical region (with different bio-
geographic history) and ecosystem type (grassland
versus forest). Positive relationships come predom-
inantly from forests (9). We chose to avoid mix-
ing different ecosystems because of the different
processes that may be acting.
In their figure 1, Laanisto and Hutchings’s

regression of local richness versus species pool
is problematic because these two variables are
inherently related, not independent, and local
richness cannot exceed species pool size (10).
Furthermore, all species recorded in an 8-m-by-8-m
grid underestimates the local species pool. There
are some techniques to overcome this problem—
for example, estimating species pool size using
Chao estimations (11). When applying this tech-
nique, we achieve a more complete estimate
(Fig. 1A).
In figures 1 and 2 in (8), the analysis used by

Laanisto and Hutchings could be more mathe-
matically correct by calculating community com-
pleteness. When plotting richness against species
pool, there is an upper limit wherewe do not have
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Fig. 1. Regional and local processes shape local species richness in globally distributed grass-
lands. The relationship between (A) the Chao estimation of local species pool found in the plots of a
single grid [local species pool (Chao)] and the total number of species found in that grid; (B) the mean
number of species found in the plots of a single grid (mean richness) and the local species pool (the
shaded area represents impossible values where no data points can be found; (C) the log(richness/dark
diversity) (communitycompleteness) and the log(local species pool); and (D) the community completeness
and the mean biomass found in the plots of a single grid [log(Productivity)]. Each dot (n = 157) represents
one 8- by 8-m grid containing 64 1-m2 plots [data from (14)]. Semitransparent dots are used to indicate
overlapping revealed as a darker shade.

 o
n 

D
ec

em
be

r 
6,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
D

ec
em

be
r 

6,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/


data points because richness cannot be larger
than the pool. We can, however, apply a recently
developed technique to model the overall trend
between pool and richness using a log-ratio meth-
od of community completeness: log(local richness/
dark diversity), dark diversity includes species
that belong to the species pool but are currently
not present locally (10, 12, 13). We cannot cal-
culate completeness for sites where there is no
dark diversity—i.e., two monoculture sites were
excluded, but these two points were outliers in
any event. When we back-transform the trend
line, we can see that the local richness is indeed
positively related to local species pool size (Fig. 1B).
The trend line, however, has a significant curva-
ture. Curvature can be measured as the negative
slope between community completeness and log
species pool size (Fig. 1C). Thus, local richness is
not a constant proportion of species pool, and
when the size of the species pool increases, rel-
atively fewer species are represented in 1-m2 plots.
This means that there are likely some local pro-
cesses limiting richness.

Community completeness is a better way to ex-
press how the local species pool is realized in local
plots than percentage (there are no upper and
lower limits), and it works in log scale. Commu-
nity completeness is negatively related to site pro-
ductivity (log total biomass) (Fig. 1D). Here, the
species pool effect has been taken into account,
but we still see that, at high productivity, the spe-
cies pool is realized less in local plots compared
with low productivity. This can be due to com-
petition. Thus, both regional and local processes
shape local richness, but local processes are prob-
ably more important at high productivity.
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Conceptual image of telomeres 

(red), the protective ends 

of our chromosomes, which 

shrink as we age.
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T
he dream of cheating death has evolved into a scientific 

quest to extend healthy life span. Scientists and doctors are 

looking for ways to maximize the number of years that we 

live free of chronic diseases, cancer, and cognitive decline. 

But before we can intervene, we have to understand the 

cellular and molecular mechanisms that drive aging and se-

nescence. Some clues reside in our telomeres, the tips of our 

chromosomes that shrink with age. Others lie in our stem 

cells, which can only go on for so long repairing our tissues. 

Our mitochondria, too, the so-called powerhouses of the cell, may 

hold some answers to prolonging youthfulness. Other research points 

to changes in the gut microbiota associated with frailty in the aged. 

At a mechanistic level, the modulation of coenzyme NAD+ usage or 

production can prolong both health span and life span. Current gero-

science initiatives aim to harness basic insights in aging research to 

promote general advances in healthy aging.

Questions remain throughout the aging field. By tweaking every-

thing from genes to diets to environmental temperature and mating, 

scientists have created Methuselah flies and other remarkably long-

lived animals while garnering fundamental insights into the biology 

of aging. Still, researchers puzzle over the most basic questions, such 

as what determines the life spans of animals. Meanwhile, a handful 

of molecular biologists are searching for ways to measure a person’s 

biological, as opposed to chronological, age, but that quest, too, has 

proved elusive. 

An ever-growing literature addresses both theoretical and prag-

matic approaches to the challenge of aging. In this special issue, we 

have focused mainly on the cellular aspects of mammalian aging, 

with the goal of spurring future developments in promoting health 

span, if not life span. 

By Stella Hurtley, Leslie Roberts, 
L. Bryan Ray, Beverly A. Purnell, and Caroline Ash

PUTTING OFF THE INEVITABLE

SCIENCE   sciencemag.org

TOWARD HEALTHY
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Cats and dogs are revealing some surprising insights 
into how animals age  By David Grimm

sciencemag.org  SCIENCE1182    4 DECEMBER 2015 • VOL 350 ISSUE 6265

WHY WE OUTLIVE OUR PETS

Lily, a long-haired dachshund, 

at 8 months, 2 years, 7 years, 
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J
eanne Calment has nothing on 

Creme Puff, the cat. The oldest liv-

ing human made it to the ripe age 

of 122—not bad for a species with 

an average life span of 71 years. But 

Creme Puff, a Texas feline that al-

legedly subsisted on bacon, broc-

coli, and heavy cream, more than 

doubled the longevity of her kind, 

surviving a reported 38 years. Bluey, an Aus-

tralian cattle dog, was no slouch either. At 

age 29, he became the oldest canine on re-

cord, living more than twice as long as the 

average pooch.

For centuries, scientists have tried to 

understand the human life span. What sets 

the limits? What can be done to slow down 

the clock? Now, they’re beginning to ask the 

same questions of our pets. As in humans, 

the answers have been hard to come by. But 

some intriguing hypotheses are emerging—

ideas that may help explain everything from 

why small dogs live longer than big ones to 

why cats tend to outlast our canine pals.

Figuring out how animals age is a “fas-

cinating problem,” says Daniel Promislow, 

an evolutionary geneticist at the University 

4 DECEMBER 2015 • VOL 350 ISSUE 6265    1183SCIENCE   sciencemag.org
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of Washington, Seattle, and co-leader of the 

Dog Aging Project, which aims to extend the 

canine life span. “It integrates behavior, re-

production, ecology, and evolution. If we can 

understand how to improve the quality and 

length of life, it’s good for our pets and it’s 

good for us. It’s a win-win.”

SCIENTISTS HAVE BEEN PONDERING the 

mysteries of aging for more than 2000 years. 

“The reasons for some animals being long-

lived and others short-lived, and, in a word, 

causes of the length and brevity of life call for 

investigation,” wrote Aristotle in 350 B.C.E. 

The Greek philosopher suspected the an-

swer had something to do with moisture: 

Elephants outlast mice, he reasoned, because 

they contain more liquid and thus take lon-

ger to dry up. The idea hasn’t exactly held 

water, but Aristotle’s observation that bigger 

animals tend to live longer has. Indeed, it’s 

the only trend today’s scientists agree on.

“All of the other hypotheses have fallen 

apart,” says Steven Austad, a biogeronto-

logist at the University of Alabama, Birming-

ham. One of the most popular ideas of the 

past 100 years has been that animals with 

higher metabolic rates live shorter lives be-

cause they run out their body clock faster. 

But “it hasn’t held up,” Austad says. Parrot 

hearts can beat up to 600 times per minute, 

for example, but they outlive by decades 

many creatures with slower tickers. Other 

assumptions, for example that short-lived 

animals generate more tissue-damaging 

free radicals or have cells that stop dividing 

sooner, also lack strong evidence. “A lot of 

simple stories have vanished,” he says. 

Austad should know something about ani-

mals. He worked as a lion trainer in the early 

1970s, until one of the big cats tore up his 

leg—an injury that persuaded him to study, 

rather than tame, the world’s creatures. By 

the mid-1980s, he was observing opossum 

behavior in Venezuela as a postdoc when he 

began to notice how quickly the marsupials 

aged. “They’d go from being in great shape 

to having cataracts and muscle wasting in 

3 months,” he says. Austad also noticed some-

thing even more intriguing: Opossums on a 

nearby island free from predators seemed 

to age slower—and live longer—than their 

mainland counterparts.

The observation helped explain why 

Aristotle’s key insight continues to hold 

true. Large animals tend to live longer, 

says Austad, because they face fewer dan-

gers. It’s not a simple question of survival, 

he says, but rather the result of millions of 

years of evolutionary pressure. Whales and 

elephants can afford to take their time grow-

ing because no one is going to attack them, 

he explains. And that means they can invest 

resources in robust bodies that will 

allow them to sire many rounds of 

offspring. Mice and other heavily 

preyed-on small animals, on the 

other hand, live life in fast-forward: 

They need to put their energy into 

growing and reproducing quickly, 

not into developing hardy immune 

systems, Austad says. “You wouldn’t 

put a $1000 crystal on a $5 watch.”

 

WHEN IT COMES TO OUR PETS, 

the bigger-is-better theory gets 

flipped on its ear. Cats live an av-

erage of 15 years, compared with 

about 12 years for dogs, despite gen-

erally being smaller. And small dogs 

can live twice as long as large ones. 

Yet the lesson of Austad’s opos-

sums may still apply. Gray wolves, 

the ancestors of dogs, live a maxi-

mum of 11 or 12 years in the wild, 

whereas wildcats can live up to 

16 years. This suggests that the 

two species face different evolu-

tionary pressures, Austad says. 

Wolves are more social than cats 

and thus more likely to spread 

infectious disease, he says; wild-

cats, on the other hand, keep to 

themselves, reducing the spread of 

disease, and are adept at defend-

ing against predators. “Cats are so 

incredibly well-armed, they’re like 

porcupines”—an animal that nota-

bly also has a long life span for its 

size, more than 20 years. Indeed, 

two other small animals that are 

good at avoiding danger, naked Maximum longevity (years)

Adult weight (grams)
Bowhead whale

Galapagos tortoise
Green sea turtle

ChimpanzeeNurse shark

Little brown bat

House 

mouse

Red-faced 
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Exceptions

Bats and naked mole rats 

live much longer than 

expected for their size 

because they are good at 

avoiding predators.

Longevity favors the big guys
As a general rule, larger animals live longer than smaller ones.

“I don’t think there’s a set 
max. longevity for any species. 
… Maybe a thousand years 
from now you could have a 
dog that lives 300 years.”
João Pedro de Magalhães, 

University of Liverpool
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mole rats and bats, can live 30 and 40 years, 

respectively. (Mole rats spend most of their 

time underground, whereas bats can sim-

ply fly away.) Mice, meanwhile, live just a 

couple of years—unless they’re eaten first.

When it comes to why small dogs tend to 

outlive big ones, the story gets a bit more 

complicated. Large dogs like the 70-kilogram 

Irish Wolfhound are lucky to make it to age 7, 

whereas tiny pooches like the 4-kilo Papillon 

can live 10 years longer. Most dog breeds are 

less than a couple of hundred years old, so 

evolutionary pressure clearly isn’t at work. 

Instead, hormones like insulin-like growth 

factor 1, which swells dogs to big sizes, may 

play a role; researchers have linked the 

protein to shorter life spans in a variety of 

species, though the mechanism is unclear. 

Larger canines also tend to grow faster, 

notes the Dog Aging Project’s Promislow, 

which could result in “jerry-built” bodies 

that are more susceptible to complications 

and disease. Big dogs do tend to have more 

health problems than small ones—German 

Shepherds are prone to hip dysplasia, for ex-

ample, and Siberian Huskies are plagued by 

autoimmune disorders—though these could 

also be the result of inbreeding. 

 Despite the differences between cats and 

dogs, both pets are living longer than ever 

before. Dog life expectancy has doubled in 

the past 4 decades, and housecats now live 

twice as long as their feral counterparts. The 

reasons can largely be chalked up to better 

health care and better diet. Americans will 

spend $60 billion on their pets this year, 

with a large chunk of that going to human-

like health care (think annual physicals and 

open-heart surgery) and premium food. 

“The same things that allow us to live lon-

ger also apply to our pets,” says João Pedro 

de Magalhães, a biogerontologist at the Uni-

versity of Liverpool in the United Kingdom 

who maintains AnAge, the world’s largest 

database of animal life spans. The trend may 

not continue, though: More than half of U.S. 

pets are overweight or obese, and they are 

exposed to the same pollutants and carcino-

gens we are.

All of this uniquely positions dogs and 

cats to solve the riddle of how we ourselves 

grow old. After all, we have more medical 

records on them than on any other animal, 

save humans, and we learn more about their 

biology and genomes every day. Perhaps 

they hold the clues to slowing down the body 

clock for all of us—and maybe even stopping 

it. “I don’t think there’s a set max. longevity 

for any species,” Magalhães says. “The real 

question is, ‘How far can we go?’ Maybe a 

thousand years from now you could have a 

dog that lives 300 years.”

That’s good news, especially if our life 

spans increase dramatically as well. After 

all, who wants to live forever if you can’t live 

with your best friend? ■

Poppy, recognized as the 

world’s oldest cat in 2014, 

lived to the ripe age of 24.
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By Jon Cohen

DEATH–DEFYING 

EXPERIMENTS
Pushing the limits of life span in animals could 

someday help lengthen our own

for a growth hormone receptor, GHR-KO 11C 

was a beneficiary of Bartke’s effort to tease 

out the forces that drive aging. Other re-

searchers have bred or engineered animals 

from mice down to flies, worms, and even 

yeast to vastly exceed their normal spans. 

The effort is yielding insights into aging, 

but researchers concede that there is also 

a Guinness World Records–ish fascination 

about it. “‘My animal lives longer than 

yours’ is highly clickable,” says Richard 

Miller, who studies the biology of aging at 

the University of Michigan, Ann Arbor.

Miller’s own elderly mice have enjoyed 

a few brief moments in the limelight. The 

first came 2 years before GHR-KO 11C 

squeaked to fame when Miller claimed the 

title of having “the world’s oldest normal 

lab mouse.” Dubbed IdG1-030, the mouse 

lived 1449 days, and its death elicited an 

obituary in the ironically short-lived Sci-

ence of Aging Knowledge Environment. 

“Born and raised in a small plastic cage in 

Ann Arbor, Michigan, IdG1-030 was one of 

a set of quintuplets born to a mated pair 

whose own parents had romped, poor but 

free, in the barnyards of Moscow, Idaho,” 

read the heart-wrenching obit. The goal 

was to compare wild mice with their labo-

ratory cousins, which have been bred for 

short life spans to make it easier to com-

plete experiments.

As Miller stressed in IdG1-030’s death no-

tice, his lab had not restricted the caloric 

intake of the mouse, a tried-and-true way to 

extend the life span of many species, includ-

ing mice. Miller wrote that his mouse “was 

clearly willing to accept an asterisk in the 

record books as the price for a life of ready 

access to all-you-can-eat meals.” Today, sev-

eral lab mice have passed their fourth birth-

days, including one in Miller’s lab named 

Yoda, a nod to the oldest Jedi master in Star 

Wars. “We now have at least five genes, two 

diets, and five drugs that extend mouse life 

spans,” Miller says. “There’s an enormous 

amount that’s been learned.”

Geneticist Gary Churchill at The Jackson 

Laboratory in Bar Harbor, Maine, currently 

has the oldest living mice, several of which 

are 4.5 years old. “They’ve been dropping 

off,” Churchill laments. “I’m not holding 

my breath, but we could still make it to 

5 years.”

RESEARCHERS WHO STUDY Drosoph-

ila melanogaster, the fruit fly elevated to 

super star status in genetic studies by Nobel 

laureate Thomas Hunt Morgan, have never 

reported a Yoda, GHR-KO 11C, or IdG1-030. 

“There is no oldest fly,” says Marc Tatar, an 

O
n 8 January 2003, a mouse made 

news because it died.

Unlike other caged animals that 

gain notoriety, this dwarf mouse 

was not particularly cute or char-

ismatic. He had not performed a 

silly pet trick or some astonishing 

intellectual feat. This laboratory 

mouse, a resident of Southern Il-

linois University in Carbondale, won noto-

riety because he lived 1819 days. “He missed 

his fifth birthday by a week, which is kind 

of unheard of in life span for a mouse,” says 

Andrzej Bartke, the zoologist who ran the 

lab that bred and studied the murine won-

der unimaginatively dubbed GHR-KO 11C.

Bartke is too modest: It was unheard 

of. Lab mice typically live half as long, and 

GHR-KO 11C had, by Bartke’s calculations, 

lived beyond 180 human years. “As pleasant 

as it was for us to get this notice and public-

ity, it’s an n of 1,” he stresses. “I didn’t get 

too excited.” (Some colleagues suspect there 

was a lab mix-up and GHR-KO 11C did not 

live as long as reported, but—reluctant to 

be seen as competing for a ridiculous title—

keep their doubts quiet.)

Deliberately mutated to knock out a gene 

This 1463-day-old mouse is part of a long-lived 

cohort at The Jackson Laboratory.
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evolutionary biologist at Brown University. 

“We don’t really pay that much attention. 

People who work on Drosophila look at co-

horts and populations.” 

Nobody even knows the average life span 

of Drosophila, Tatar says, because the flies 

are so sensitive to diet, temperature, ac-

cess to mates, and other environmental 

forces. “In my lab, the average might be 40, 

50 days, and long-lived ones might be 80 

or 90.” That said, his lab and others have 

shown that they can produce long-lived fly 

populations by mutating genes—including 

the comically named Indy (I’m not dead 

yet)—that affect metabolic pathways. 

Evolutionary biologist Michael Rose, 

whom Malcolm Gladwell profiled in The 

New Yorker in 1996 for his creation of 

“Methuselah” flies, pushed their life spans 

to 4 months and more by selectively breed-

ing them for longevity. Rose, 

who works at the University of 

California (UC), Irvine, insists 

that he no longer is interested 

in setting records. Just the 

same, he says, “Our Methuselah 

flies wipe the floor with every-

one else’s mutant Drosophila,” 

adding, “what most people 

work with in most labs is inbred 

garbage.” His lab now studies 

how aging can be stopped. “It 

renders the question of the lon-

gest-lived organism meaning-

less,” he says.

James Carey’s landmark fly 

studies also challenge the no-

tion of an upper age limit. 

Carey, an entomologist at UC 

Davis, and colleagues studied 

1.2 million medflies at a fac-

tory in Mexico that bred sterile 

versions of these fruit-destroy-

ing pests as part of a biologi-

cal control strategy. The work, 

reported in Science in 1992, 

helped overturn the theory 

that mortality risks increase with age. The 

percentage of medflies that die at a certain 

day, it turns out, decreases as they age. So 

if you have a population of medflies that 

reaches 100 days, you might see 10% of 

them die by 110 days, but between 110 and 

120 days the mortality rate could drop to 

9%. “It was a big surprise that there’s a 

slowing of mortality,” Carey says. “You still 

have a high probability of dying, but it’s 

just not as high.”

The findings suggest that “there’s not a 

wall of death,” he says. He points to Jeanne 

Calment, the longest-lived human on record, 

who died in France at age 122. “It’s inconceiv-

able to me that 122 will never ever be broken 

in the history of humankind,” he says.

LONGEVITY RESEARCHERS have had 

the most success increasing the life span 

of Caenorhabditis elegans, the soil round-

worm that Nobel laureate Sydney Brenner 

brought into the lab in 1963 to study neural 

development. “We have single gene muta-

tions with the greatest percentage increase 

in any animal life span by far,” says molecu-

lar geneticist Robert Shmookler Reis of the 

University of Arkansas for Medical Sciences 

in Little Rock.

In 2008, Reis and colleagues reported in 

Aging Cell that two strains of C. elegans with 

mutations in the same gene, age-1, had an 

average life span of 145 to 190 days—nearly 

10 times longer than the wild-type worms 

living in the same environment. The oldest 

worm in their study lived 270 days. “We 

were astonished,” Reis says. “The first time 

we did it I said ‘No, no, they can’t still be 

alive, you must be looking at descendants 

of the starting worms.’ Except these worms 

were absolutely sterile!” The researchers are 

still working to explain the extraordinarily 

long life spans, but have evidence that their 

longevity is tied to silencing of insulinlike 

signaling pathways and stress responses. 

The worms, bizarrely, had “near normal” 

motility and feeding rates—similar to wild-

type worms at one-tenth their age—until 

they neared death. “The last few worms to 

die are always on their last legs,” says Reis, 

who quickly adds, “I know they don’t have 

legs, but they don’t look that great.”

THE SPECIES that still holds the lab longev-

ity sweepstakes is Hydra vulgaris, a tiny 

relative of the jellyfish made up of three 

lineages of self-renewing stem cells that—

unlike in other species—do not lose their 

capacity to replace themselves as they age. 

Evolutionary biologist Daniel Martínez of 

Pomona College in Claremont, California, 

in 1998 published a study in Experimen-

tal Gerontology describing how 145 Hydra 

had lived in his lab for 4 years without 

any signs of aging, leading to his claim 

that they “may be potentially immortal.” 

His work purported to end a century-old 

scientific debate about whether these crea-

tures age.

“After I published this initial paper I 

stopped,” Martínez says. “I couldn’t figure 

out what to do. You can’t study aging in 

something that doesn’t age.” The Hydra 

had to be fed three times a week with live 

brine shrimp and were fussy about salin-

ity (hate it), their own waste, 

temperature, and overfeed-

ing. “I was just sick of them,” 

he said. “I put them in alcohol 

and killed them.”

When researchers from a 

Max Planck institute in Ger-

many convinced Martínez that 

there was more to learn from 

these apparently immortal ani-

mals, he restarted his experi-

ments. Working together, the 

two groups now have Hydra 

that are 10 years old. “There’s 

no evidence of aging, no decay 

in reproduction, and no sign of 

mortality,” he says. The team 

also has shown that FoxO, a 

gene that increases tolerance to 

oxidative stress—and is linked 

to longevity in Drosophila and 
C. elegans—may play a central 

role in Hydra’s ability to main-

tain its stem cells.

In contrast to H. vulgaris, its 

cousin, H. oligactis, will senesce 

if confronted by lowering wa-

ter temperatures. Basically, the cooler water 

prompts the Hydra to switch from its usual, 

asexual mode of reproduction to sexual re-

production. “They switch from being stem 

cells into differentiated cells,” Martínez 

notes. Now, he’s comparing the two Hydra 

species to learn what controls the change. 

Last year Martínez’s collaborators 

claimed in Nature that 5% of adults cared 

for in a lab would still be alive after 1400 

years; the others would have died of ac-

cidents and disease, but not old age. “I’m 

reluctant to say that what we’re going to 

learn in Hydra will make us immortal,” 

Martínez says. “But you never know when 

you’re going to learn something that will 

apply to humans.” ■

Wild mice on 

regular diet

Ames dwarf mice 
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Ames dwarf mice 

on calorie-restricted diet
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Getting more mileage from mice
Dwarf genes and very low-calorie diets independently contribute to mouse survival.
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A 
few years ago, molecular bio logist 

John Sedivy took an online quiz 

billed as a test of his true, “bio-

logical” age. Among questions 

about how often he smoked and 

exercised was an odd one: what 

kind of car he drove. Sedivy first 

checked the box for a small se-

dan. Then, out of curiosity, he 

switched his answer to a large SUV. 

Opting for the bigger vehicle subtracted 

3 years from his age. Later, at an aging con-

ference in Europe, the Brown University 

researcher joked that Americans had fig-

ured out the secret to longevity: “Drive big 

honking cars.”  

More-scientific efforts to determine bio-

logical age—how rapidly a person’s body 

is aging, regardless of their chrono logical 

age—are equally fraught, Sedivy says. After 

decades of failed efforts to identify “bio-

markers” in blood and different tissues 

that correspond to the aging process, sci-

entists still don’t agree on whether “bio-

logical age” can be measured, or even what 

it means. Indeed, despite some companies’ 

claims, “there’s no way that you can take 

SPECIAL SECTION     AGING

THE FINAL COUNTDOWN
In the race to find a biological clock, there are plenty of contenders

By Emily Underwood
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a sample of someone’s skin or blood and 

tell them what their true ‘biological’ age 

is,” he says.

Yet the allure of an objective test for 

aging is powerful. Such a test could, for 

example, aid the search for antiaging 

drugs and help doctors plan treatments 

for older patients. Recent advances in the 

molecular biology of aging have yielded a 

host of candidates. All rely on molecular 

changes linked to aging, but all are con-

founded by individual variation or by other 

processes, such as disease, that may speed 

or slow aging. As aging pioneer Carol 

Greider of Johns Hopkins University 

in Baltimore, Maryland, puts it, 

“My guess is that there is going 

to be a huge amount of hetero-

geneity in any marker.” 

TELOMERE LENGTH.  In the 1980s,  a trio 

of biologists—Grieder; Elizabeth Blackburn, 

then at the University of California (UC), 

Berkeley; and Jack Szostak, then at Har-

vard Medical School in Boston—wowed the 

scientific world with the discovery that pro-

tective caps on the ends of chromosomes, 

called telomeres, must maintain a certain 

length for cells to continue dividing. They 

also found a mechanism for repairing and 

lengthening damaged telomeres: an en-

zyme called telomerase. 

The work later won the Nobel 

Prize, in part because it promised 

profound insights into aging. Be-

cause telomeres get shorter every 

time a cell divides, many researchers 

viewed them as a clocklike molecu-

lar aging signature. Despite intriguing 

population-wide correlations between telo-

mere length, disease, and mortality, how-

ever, subsequent efforts to use telomeres as 

the long-sought aging biomarker have sput-

tered, Greider says. Among the confounding 

variables is the diversity of telomere lengths 

among people of the same age, she notes. 

Recently, scientists have also discovered an 

apparent tradeoff between the age-buffering 

effects of long telomeres and a greater risk 

of some cancers, she adds. 

Such caveats have not prevented a num-

ber of companies and researchers, includ-

ing Greider’s former mentor Blackburn, 

from developing commercial telomere-

based tests. In 2010, Blackburn co-founded 

the Menlo Park, California–based company 

Telome Health, now Telomere Diagnos-

tics, which provides analyses of telomere 

length in cells from a person’s saliva to 

their doctors. Although the tests are not 

meant to predict how long an individual 

will live, Blackburn emphasizes, they may 

help physicians evaluate a patient’s risk 

for a variety of age-related diseases and 

early mortality. Blackburn has recently dis-

tanced herself from the company—a year 

ago she donated all her shares to a non-

profit organization.

Grieder served on the advisory board of a 

Menlo Park–based biotechnology company 

called Geron in the 1990s, but left because 

she felt the company was overstating the 

tests’ clinical benefits. She still doubts that 

such tests hold much value for consumers 

at present. Only extremely short telomeres, 

resulting from genetic disorders known as 

telomere syndromes, are known to cause 

disease, she says. 

Others share her skepticism. The value 

of such tests for individuals lies mostly in 

their “cocktail party” appeal, says Jerry 

Shay, a biologist at the Texas Southwestern 

Medical Center in Dallas. Still, Shay serves 

as consultant to the Madrid-based company 

Life Length, which claims to be able to cal-

culate a person’s biological age by the me-

dian length of their telomeres for roughly 

$395 a pop.  He’s convinced that the tests do 

more good than harm—if one’s telomere age 

were higher than expected, “that might be 

tap on the shoulder, letting you know that 

you’re doing something wrong” in terms of 

lifestyle or diet, he says. 

GENES AND DNA. In 2013, bioinformati-

cist and geneticist Steve Horvath at UC Los 

Angeles, proposed a new aging clock based 

on epigenetics, DNA alterations due to 

the addition and removal of chemical tags 

called methyl groups. Methylation can alter 

gene expression, and its pattern across the 

genome is known to evolve over the course 

of a lifetime. 
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Horvath has 

discovered what 

he believes to be a 

molecular aging sig-

nature in that pattern. By 

analyzing methylation lev-

els at 353 sites on the genome 

from more than 13,000 human tis-

sue samples, he developed an algorithm 

that can predict an individual’s chrono-

logical age with more than 90% accuracy. 

Then he zeroed in on specific organs and 

tissues to measure his algorithm’s perfor-

mance. Would it show that tissues that are 

more prone to disease age faster than the 

body’s average? 

 He found provocative patterns: cancer-

prone breast tissue, for example, was sev-

eral years older than the body as a whole, 

according to his epigenetic clock. Samples 

of cerebellum taken from deceased cente-

narians, in contrast, showed a compara-

tively youthful pattern of DNA methylation.

 Horvath isn’t yet sure what causes these 

differences, but he hopes they point to fun-

damental aging mechanisms that might be 

delayed or interrupted with drugs or other 

interventions. Although a number of in-

dependent labs have replicated his find-

ings, scientists need a better understanding 

of what drives the epigenetic clock before 

the approach can be used in the clinic, says 

Horvath, who has no plans to commercial-

ize his clock right now.

 Other groups are attempting to use dif-

ferent genetic indicators to distinguish 

patterns of healthy aging from those of 

disease. This month, researchers described 

an approach based on certain mutations 

that accrue steadily over time in human 

tissue. Unlike the bursts of mutations trig-

gered by exposure to environmental factors 

such as UV light or tobacco smoke, these 

mutational “signatures” show a strong, 

linear correlation with a person’s 

chronological age,  says Ludmil 

Alexandrov, a theoretical bio-

logist at the Los Alamos Na-

tional Laboratory in New 

Mexico and co-author of 

the new study, published in 

Nature Genetics. People who 

accumulate these mutations 

faster than others may age 

faster and be at higher risk of 

cancer, he adds. 

All such markers need to be in-

dependently replicated and better under-

stood before the community will embrace 

them, Sedivy says. Prospective, longitudinal 

studies testing whether people with specific 

patterns of methylation or gene expression 

are actually at higher risk of disease or 

death are also badly needed, Greider says. 

LONG-LIVED PROTEINS. Although gene 

expression and methylation clearly change 

with time, neither is a direct measure of the 

damage that time inflicts on the body’s cells 

as they age, says Martin Hetzer, a molecular 

biologist and co-director of the Glenn Cen-

ter for Aging Research at the Salk Institute 

in San Diego, California. Hetzer recently in-

troduced another, speculative aging clock, 

based on the changes that accumulate in the 

body’s oldest proteins.

Unlike cells in the liver or intestines, 

which regularly regenerate, nerve cells in 

the brain and some cells in the heart never 

divide. “They are literally as old as you are,” 

Hetzer says.  Scientists have long assumed 

that even if the cells do not regenerate, the 

proteins within them must be replaced on 

a regular basis. Recently, however, Hetzer 

and colleagues made what he 

describes as a “shocking” dis-

covery in mice: Rather than 

constantly being replaced, 

some proteins actually persist 

throughout an animal’s entire 

life span. 

Because long-lived proteins 

are more likely to accumulate 

damage and lose function, they 

might be a way to track the 

aging process, Hetzer and his 

team believe. In a September 

study in Cell Systems, they extracted tens of 

thousands of proteins from the livers and 

brains of 6-month-old mice—the equivalent 

of young human adults—and compared 

them with proteins from the same tissues 

in geriatric, 24-month-old mice. They found 

468 changes in protein abundance between 

the young and old animals—some proteins 

increased with age, whereas others de-

clined—as well as 130 proteins that changed 

location over time. 

Most of the age-related changes in the 

rats occurred in the brain and in-

volved proteins key to functions 

such as neuronal plastic-

ity, cell organization, and 

memory formation. This is 

“super interesting,” Hetzer 

says, because aging-related 

neurodegenerative diseases 

often involve damaged or 

misfolded proteins, such as 

the amyloid protein that builds 

up in the brains of patients with 

Alzheimer’s disease.  Amyloid doesn’t 

normally last long in the brain, but might 

do so under diseased conditions, or when it 

gloms together in the telltale plaques of the 

disease, Hetzer speculates. 

The team is now searching for a way to 

track chemical changes and damage in long-

lived proteins, and explore their effect on 

cellular function and aging, he says. Even 

if they do discover an aging clock based on 

proteins, he adds, it could be hard to turn 

into a practical aging test because invasive 

biopsies or postmortem samples are needed 

to extract the telltale proteins.

METABOLITES IN BLOOD. A practical ag-

ing biomarker should be cheap, and easy 

to detect in blood samples, says Eline 

Slagboom, a molecular epidemiologist at 

Leiden University Medical Center in the 

Netherlands. Her group is running a multi-

generational study of 3500 people ages 40 to 

110, looking at metabolites in blood serum 

and plasma that correspond to cardiovascu-

lar health, depression, dementia, diabetes, 

and mortality. One candidate is a substance 

called α1-acid-glycoprotein, which has been 

shown to increase with age and 

be associated with higher mor-

tality risk. Slagboom’s group 

is also exploring the relation 

between metabolic health and 

aging in a joint study with 20 

other Dutch cohorts, including 

25,000 people between the ages 

of 15 and 110.

In a smaller study, Slagboom 

and her colleagues are sizing up 

the entire field of aging clocks 

by pitting them head-to-head. 

They are collecting data on telomere length, 

methylation, metabolites, and gene expres-

sion in 6000 people ages 20 to 90, to de-

termine which, if any, marker best predicts 

mortality and disease. 

The stakes are high, says Luigi Fontana, 

a systems biologist at Washington Univer-

sity in St. Louis in Missouri. Meaningful 

biomarkers are “really, really important” 

to move aging research forward, because 

they could enable short-term clinical tri-

als of promising antiaging drugs such as 

rapamycin, he says. They could also help 

tease out which elderly people are healthy 

enough to benefit from a hip replacement 

or new medication, who needs extra sup-

port, training, or nutrition before such an 

intervention, or who shouldn’t be treated 

at all, Slagboom says. 

In the end, no single marker is likely to give 

a definitive reading of a person’s true age, 

Sedivy says—it will take multiple markers to 

paint a true picture. Nor will tests focused on 

any single organ or tissue reveal how much 

of a person’s allotted time remains. Aging 

researchers, he says, should take their cue 

from the way a mechanic would size up a 

used car: as a collection of parts, aging at dif-

ferent rates, some more critical than others. 

After all, “if you blow a tire, it’s not so seri-

ous,” Sedivy says. But, “blow a transmission, 

and you’re dead.” ■
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REVIEW

Healthy aging: The ultimate
preventative medicine
Matt Kaeberlein,1* Peter S. Rabinovitch,1 George M. Martin1,2

Age is the greatest risk factor for nearly every major cause of mortality in developed nations.
Despite this, most biomedical research focuses on individual disease processes without much
consideration for the relationships between aging and disease. Recent discoveries in the field
of geroscience, which aims to explain biological mechanisms of aging, have provided insights
into molecular processes that underlie biological aging and, perhaps more importantly,
potential interventions to delay aging and promote healthy longevity. Here we describe some of
these advances, along with efforts to move geroscience from the bench to the clinic.We also
propose that greater emphasis should be placed on research into basic aging processes,
because interventions that slow aging will have a greater effect on quality of life compared with
disease-specific approaches.

T
hemajor focus of biomedical research has
traditionally been the pathogenesis and
treatment of individual diseases, particularly
those with substantial effects on morbidity
and mortality. Within the U.S. National

Institutes of Health (NIH) there are institutes
dedicated to research toward treatments for cancer
(National Cancer Institute); eye disease (National
Eye Institute); heart, lung, and blood disease (Na-
tional Heart, Lung, and Blood Institute); infec-
tious disease (National Institute of Allergy and
Infectious Diseases); arthritis, musculoskeletal,
and skin diseases (National Institute of Arthritis
and Musculoskeletal and Skin Diseases); neuro-
logical disease and stroke (National Institute of
Neurological Disorders and Stroke); and diabetes,
digestive disease, and kidney disease (National
Institute of Diabetes and Digestive and Kidney
Diseases). Even at the National Institute on Aging
(NIA), more than one-third of the 2014 research
budgetwas allocated for a single target—Alzheimer’s
disease—and this percentage has increased to more
than 50% in 2015. This disease-specific focus has
unquestionably had a profound effect onmedical
care and human health; many new treatments
have been developed that are helping people live
longer today than ever before. However, despite
notable advances in management, we have been
largely unsuccessful at postponing, ameliorating,
or preventing the accumulation of morbidities
during aging. As a consequence, people are living
longer but often suffering frommultiple diseases or
disabilities of aging. This has important societal and
economic implications.Many families struggle to
care for elderly relatives who survive for years or
even decades with reduced quality of life, while
nations devote an increasing proportion of finite re-
sources toward medical care for aging populations.

Introducing geroscience

These issues have, in part, spurred efforts to in-
crease recognition of the importance of basic

research on the biology of aging. This has resulted
in a series of major advances in a field once
known as biogerontology but which has recently
become known as geroscience. Such work has
demonstrated that biological aging is modifiable
and has provided tangible approaches to enhance
healthy longevity. A promising new initiative, the
NIHGeroscience InterestGroup, has been created
to expedite collaborative efforts to discover the
mechanisms of aging that constitute the major
risk factor for virtually all of their focused disease

interests (1). The underlying hypothesis is that
delaying the rate of biological agingwould simul-
taneously delay the onset and progression of
each of these diseases, a prediction supported by
experimental data in laboratory models (2). This
has at least two major implications for transla-
tional biomedical research. First, it is critical to
account for the biological effects of aging when
developing therapies for chronic disease, some-
thing that is often not appropriately managed in
preclinical studies that use young animal models.
Consider, for example, the efficacy of vaccine ther-
apies, which generally work potently in young
animals but poorly in the context of an aged im-
mune system.Most preclinical studies in this area
involve young animals, yet the corresponding clin-
ical applications are, in many instances, targeted
toward the elderly. A specific case for which this

may have important implications is in the develop-
ment of cancer immunotherapies (3).
The second and most profound implication

from the link between aging and disease is that
successful modifications of the intrinsic rates of
aging will provide amuchmore effective approach
for improving healthy longevity, relative to strat-
egies aimed at treating or curing an individual
disease. This will occur because therapies aimed
at a single chronic disease, evenwhenmaximally
successful, are generally unable to affect other di-
seases of aging. The added value from targeting
the underlying processes of aging directly, and
thereby delaying multiple age-related declines in
function, has been referred to as the “longevity div-
idend” (4). Efforts to quantify this dividend, based
onprojections frompreclinical experimental data,
predict substantial benefits in individual quality
of life (health span), as well as important society-
wide economic and productivity gains (5).
It is clear that directly targeting aging is theo-

retically superior to treating individual chronic di-
seases, but until recently, translational approaches
to achieve this goal have been just that—purely
theoretical. This is now changing. Over the past
decade, numerous studies have identified key
mechanisms of aging (6), along with targeted
interventions that modulate those mechanisms
and extend healthy longevity in laboratory model
systems.Within the past few years, we have begun
to see the first steps toward translation of these
laboratory discoveries into clinical applications.

Translational geroscience

Now we will focus on the initial forays into trans-
lational geroscience and themajor challenges and
opportunities they present. We have identified
several interventional strategies for which there
is evidence of attenuating or reversing the biolo-
gical aging process in model systems; therefore,
these strategies may have translational potential
for improving humanhealth span (Box 1). Our list
is not exhaustive, nor does it predict precisely
where the field will go; rather, it indicates those
areas that currently appear most promising for
the development of effective interventions to en-
hance a person’s quality of life by delaying aging.
To determine the broad utility of a particular in-
tervention for improving healthy longevity in
people, several questions must be addressed, in-
cluding: (i) Is it relatively easy to implement?
(ii) Can it be effective when started in mid-life
(or later)? (iii) Do the benefits outweigh the risks?
However, there are at least two major hurdles

to overcome before clinical interventions in aging
can be rigorously validated in people. The first is
the time scale over which human aging occurs.
One way to assess the efficacy of an intervention
for delaying biological aging is to demonstrate
substantial improvements in the progression of
aging-related conditions. Yet, unless there are in-
termediate outcomes, this method may require
very long clinical trials, because many aging-
related conditions progress over decades. Recent ad-
vances toward thedevelopmentof true biomarkers
of biological aging rate (i.e., epigenetic or metab-
olomic signatures)may provide surrogatemeasures,
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“It is clear that directly
targeting aging is
theoretically superior to
treating individual chronic
diseases, but until recently,
translational approaches to
achieve this goal have been
just that—purely theoretical.”
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although these will also need to be validated, at
least initially, in a similar manner. These strict-
ures are greatly relaxed, however, if the inter-

vention can be shown to reverse physiological
parameters of aging. Although this is a higher bar
to reach, there is evidence that itmay be achieved

by some interventions that target mechanisms
of aging. For example, mTOR inhibitors such as
rapamycin (Box 1) can partially rejuvenate im-
mune stem cell (7) and cardiac (8, 9) function in
mice and can perhaps also restore immune func-
tion in elderly people (10). The second major chal-
lenge for clinical assessment of interventions that
modify biological aging is a regulatory one, at least
in the United States. At present, efforts to target
the basic processes of biological aging do not have
a defined regulatory path at the U.S. Food and
Drug Administration (FDA). Thus, it may not
yet be possible to receive FDA approval for an
intervention whose primary indication is to delay
the onset, rates, or progression of aging. How-
ever, in consultation with the FDA, a strategy has
recently been proposed that would enable re-
searchers to partially bypass these hurdles and
assess the efficacy of metformin against human
aging in a randomized, double-blind clinical trial
over 5 to 6 years. The Targeting Aging with
Metformin (TAME) clinical trial seeks to enroll
individuals who have already been diagnosed
with any age-associated condition for the pur-
pose of determining whether metformin is ef-
fective at delaying the diagnosis of other age-
associated conditions (11). Because the time
between diagnosis of the first and second age-
associated conditions will be compressed, the
study is expected to detect delays on the order of
15 to 30% (depending on the specific age-related
condition). Should the results prove to substan-
tially delay the onset of aging disorders, the
TAME study may provide a possible regulatory
path for clinical trials of agents designed to retard
biological aging.
As an intermediate to human clinical studies,

one option is to apply translational geroscience
to companion (pet) dogs (12). Dogs suffer from
many of the same age-associated diseases and
functional declines that affect humans, albeit at
an accelerated rate, and veterinary practitioners
are adept at recognizing and diagnosing geriatric
diseases in dogs. Dogs also have substantial genet-
ic and phenotypic diversity. Moreover, compan-
ion dogs and cats share the human environment
to an extent unmatched by any other nonhuman
animal. Substantial increases in healthy longev-
ity in companion dogs would not only provide
important insights into similar efforts in people
but would also directly improve the quality of life
for pet dogs and their owners. A pilot study asses-
sing the effects of short-term rapamycin treatment
on cardiac aging in middle-aged companion dogs
is under way (13), and a longer-term intervention
study has been proposed that would also assess
the effects of rapamycin treatment on cancer inci-
dence, cognitive decline, immune function,mobil-
ity, and life expectancy in middle-aged dogs (12).

Future prospects

We have briefly outlined the case for concerted
efforts to determine the mechanisms by which in-
trinsic processes of aging lead tomany of themost
devastating human health disorders, including
heart disease, diabetes, cancer, and dementia.
We have also pointed to promising advances in
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Box 1. Geroscience interventions with translational potential.

Dietary restriction: Dietary restriction (DR) is the most studied intervention for delaying
aging (16). Although not universally effective, a majority of studies have documented significant
increases in both life span and health span when DR is applied in laboratory models, including
nonhuman primates (17). Limited studies also indicate important health benefits, including reversal
of disease risk factors (16), in people who practice DR. Although DR is not a viable translational
approach at the population level, research in this area has incited the search for alternative
dietary modifications (e.g., low-protein diets) or small-molecule DR mimetics (e.g., mTOR
inhibitors, see below) that can provide the health benefits of DR without requiring reduced food
consumption.

Exercise: A large body of literature provides evidence that the health benefits of exercise are
consistent with the enhancement of health span (18, 19). However, poor compliance, especially
in the elderly population, makes this intervention challenging to apply. Thus, there is high interest
in developing pharmacologic interventions that would synergize with lower levels of exercise.

mTOR inhibitors: Rapamycin extends life span and promotes health span in mice, as well as in
simpler organisms. Treatment beginning late in life is sufficient to extend life span, reverse cardiac
decline, and improve immune function in mice (20). A recent study also reported that a rapamycin
derivative significantly boosts immune function in elderly people (10).

Metformin and acarbose: Metformin and acarbose are widely used antidiabetes drugs.
Metformin improves health span in mice and may slightly extend life span (21), whereas acarbose
markedly extends life span in male mice and modestly extends life span in female mice (22). In a
nonrandomized retrospective analysis, diabetic patients taking metformin have reduced mortality
compared with diabetic patients not receiving metformin, and they may live longer than
nondiabetics not receiving metformin (23).

NAD precursors and sirtuin activators: As discussed by Verdin in a companion Review (24),
nicotinamide adenine dinucleotide (NAD) precursors such as nicotinamide riboside and
nicotinamide mononucleotide have been reported to improve health span in mouse models of
muscle aging and cognitive decline. The mechanism of action is not clear, but it may involve
activation of sirtuin NAD-dependent protein deacetylases, along with enhanced mitochondrial
function (25). Other, possibly more specific, sirtuin activators also improve health span and slightly
extend life span in mice (26).

Modifiers of senescence and telomere dysfunction: Senescent cells accumulate during
aging and secrete factors that promote inflammation and cancer (27). As discussed in the
companion Review by Blackburn et al. (28), telomere dysfunction is a major cause of cell
senescence, and strategies to enhance telomerase function offer promise for improving health
span (29), although the possibility of increased cancer risk must be addressed. Likewise, genetic
and pharmacological strategies to target and kill senescent cells enhance both life span and
markers of health in short-lived mice with high levels of senescent cells (30, 31).

Hormonal and circulating factors: Age-related changes in important hormones (including
sex-steroids, growth hormone, and insulin-like growth factor 1) are well documented; however, the
risks and benefits of hormone supplementation in aging remain largely controversial (32). As
discussed in the companion Review by Goodell and Rando (33), heterochronic parabiosis
experiments in which the circulatory system of an aged mouse is shared with that of a young
mouse suggest that additional, more subtle humoral factors affect age-associated declines in
several tissues, including the brain, muscle, liver, and heart (34). Some progress has been made
toward defining these factors (35), and an effort is under way to determine whether transfusion of
young plasma can delay Alzheimer’s disease (36).

Mitochondrial-targeted therapeutics: As discussed in the companion Review by Wang and
Hekimi (37), mitochondrial dysfunction is a major contributor to aging and age-related diseases,
although the mechanisms are more complex than initially suggested by the Harman’s free radical
theory of aging (38). Attention is now being directed to interventions that augment mitochondrial
function, energetics, and biogenesis, including mitochondrial-targeted antioxidants and NAD
precursors (39).

AGING 



translational research that have the potential to
delay or conceivably prevent most such disorders.
However, there is a caveat that requires more
thorough investigation: the degree to which in-
terventions that retard aging and delay the on-
set of age-related disorders will be accompanied
by a compression of morbidity. In other words,
will such interventions regularly lead to an in-
crease in the ratio of health span to life span?
Will our medicated centenarians lead fulfilling
liveswith eventual sudden collapse, or will they
suffer from proportionally protracted durations
of chronic disease? Although some research on
centenarians suggests a compression ofmorbidity
(14)—and rapamycin, in particular, appears to dis-
proportionately enhancemanymeasures of health
span in mice (15)—future progress in geroscience
interventions will need to be carefully monitored.

REFERENCES AND NOTES

1. J. B. Burch et al., J. Gerontol. A Biol. Sci. Med. Sci. 69
(suppl. 1), S1–S3 (2014).

2. M. Kaeberlein, F1000Prime Rep. 5, 5 (2013).
3. C. Gravekamp, D. Chandra, Crit. Rev. Oncog. 18, 585–595 (2013).
4. S. J. Olshansky, D. Perry, R. A. Miller, R. N. Butler, Ann. N. Y.

Acad. Sci. 1114, 11–13 (2007).
5. D. P. Goldman et al., Health Aff. 32, 1698–1705 (2013).
6. L. Fontana, L. Partridge, V. D. Longo, Science 328, 321–326

(2010).
7. C. Chen, Y. Liu, Y. Liu, P. Zheng, Sci. Signal. 2, ra75 (2009).
8. J. M. Flynn et al., Aging Cell 12, 851–862 (2013).
9. D. F. Dai et al., Aging Cell 13, 529–539 (2014).
10. J. B. Mannick et al., Sci. Transl. Med. 6, 268ra179 (2014).
11. E. Check Hayden, Nature 522, 265–266 (2015).
12. M. Kaeberlein, Vet. Pathol. 10.1177/0300985815591082 (2015).
13. E. Check Hayden, Nature 514, 546 (2014).
14. A. S. Ash et al., J. Gerontol. A Biol. Sci. Med. Sci. 70, 971–976

(2015).
15. S. C. Johnson, G. M. Martin, P. S. Rabinovitch, M. Kaeberlein,

Sci. Transl. Med. 5, 211fs40 (2013).
16. D. Omodei, L. Fontana, FEBS Lett. 585, 1537–1542 (2011).
17. R. J. Colman et al., Nat. Commun. 5, 3557 (2014).
18. E. M. Mercken, B. A. Carboneau, S. M. Krzysik-Walker,

R. de Cabo, Ageing Res. Rev. 11, 390–398 (2012).
19. B. W. Wang, D. R. Ramey, J. D. Schettler, H. B. Hubert,

J. F. Fries, Arch. Intern. Med. 162, 2285–2294 (2002).
20. S. C. Johnson, P. S. Rabinovitch, M. Kaeberlein, Nature 493,

338–345 (2013).
21. W. De Haes et al., Proc. Natl. Acad. Sci. U.S.A. 111, E2501–E2509 (2014).
22. D. E. Harrison et al., Aging Cell 13, 273–282 (2014).
23. C. A. Bannister et al., Diabetes Obes. Metab. 16, 1165–1173 (2014).
24. E. Verdin, Science 350, 1208–1213 (2015).
25. S. Imai, L. Guarente, Trends Cell Biol. 24, 464–471 (2014).
26. S. J. Mitchell et al., Cell Reports 6, 836–843 (2014).
27. J. Campisi, L. Robert, Interdiscip. Top. Gerontol. 39, 45–61 (2014).
28. E. H. Blackburn, E. S. Epel, J. Lin, Science 350, 1193–1198

(2015).
29. B. Bernardes de Jesus, M. A. Blasco, Curr. Opin. Cell Biol. 24,

739–743 (2012).
30. D. J. Baker et al., Nature 479, 232–236 (2011).
31. Y. Zhu et al., Aging Cell 14, 644–658 (2015).
32. C. C. Zouboulis, E. Makrantonaki, Rejuvenation Res. 15,

302–312 (2012).
33. M. A. Goodell, T. A. Rando, Science 350, 1199–1203 (2015).
34. M. J. Conboy, I. M. Conboy, T. A. Rando,Aging Cell 12, 525–530 (2013).
35. A. Bitto, M. Kaeberlein, Cell Metab. 20, 2–4 (2014).
36. M. Scudellari, Nature 517, 426–429 (2015).
37. Y. Wang, S. Hekimi, Science 350, 1204–1207 (2015).
38. M. Gonzalez-Freire et al., J. Gerontol. A Biol. Sci. Med. Sci. 70,

1334–1342 (2015).
39. D. F. Dai, Y. A. Chiao, D. J. Marcinek, H. H. Szeto,

P. S. Rabinovitch, Longev. Healthspan 3, 6 (2014).

ACKNOWLEDGMENTS

Geroscience in our laboratories and the labs of others at the
University of Washington is supported by the Nathan Shock Center
of Excellence in the Basic Biology of Aging, NIA grant P30AG013280.

10.1126/science.aad3267

REVIEW

Human telomere biology: A
contributory and interactive factor
in aging, disease risks, and protection
Elizabeth H. Blackburn,1* Elissa S. Epel,2 Jue Lin1

Telomeres are the protective end-complexes at the termini of eukaryotic chromosomes.
Telomere attrition can lead to potentially maladaptive cellular changes, block cell division,
and interfere with tissue replenishment. Recent advances in the understanding of human
disease processes have clarified the roles of telomere biology, especially in diseases of
human aging and in some aging-related processes. Greater overall telomere attrition
predicts mortality and aging-related diseases in inherited telomere syndrome patients,
and also in general human cohorts. However, genetically caused variations in telomere
maintenance either raise or lower risks and progression of cancers, in a highly cancer
type–specific fashion. Telomere maintenance is determined by genetic factors and is also
cumulatively shaped by nongenetic influences throughout human life; both can interact.
These and other recent findings highlight both causal and potentiating roles for telomere
attrition in human diseases.

T
he telomere is a highly regulated and dy-
namic complex at chromosome ends, con-
sisting of a tract of tandemly repeated short
DNA repeats and associated protective pro-
teins (Fig. 1) (1).

The telomereprotects the genomicDNA through
various mechanisms. One function is to prevent
the end of the linear chromosomal DNA from
being recognized as a broken end. This prevents
processes—such as DNA end-joining, DNA
recombination, or DNA repair—that would lead
to unstable chromosomes. The general chromo-
somal DNA replication machinery cannot com-
pletely copy the DNA out to the extreme ends of
the linear chromosomes. Over the course of cell di-
visions, this leads to attrition of chromosome ends.
This deficiency can be resolved in eukaryotes by
the cellular ribonucleoprotein enzyme telomerase,
which can add telomeric repeat sequences to the
ends of chromosomes, hence elongating them to
compensate for their attrition (2).
Other damage-causing mechanisms can also

contribute to telomere-shortening processes; these
include nuclease action, chemical (such as oxi-
dative) damage, and DNA replication stress. To
offset these various processes, telomerase, as well
as recombination between telomeric repeats, can
act to replenish telomere length (3).
In many human cell types, the levels of telo-

merase (or of its action on telomeres) are limit-
ing, and in humans, telomeres shorten throughout
the life span. The degree of shortening is roughly
proportionate to risks of common, often comor-
bid, diseases of aging as well as mortality risk.
Inherited telomere syndromes (4, 5) have been

highly informative for dissecting the roles and
interactions of telomere maintenance defects
in the general population’s human aging and
age-related diseases. Declining telomere main-
tenance has pathophysiological effects on cells
that can lie upstream of, as well as interact with,
a number of the cellular hallmarks of aging (6).
Because the effects of compromised telomeremain-
tenance in humans play out in cell- and tissue-
specific ways, they consequently differ between

SCIENCE sciencemag.org 4 DECEMBER 2015 • VOL 350 ISSUE 6265 1193

1Department of Biochemistry and Biophysics, University of
California, San Francisco, CA 94143, USA. 2Department of
Psychiatry, University of California, San Francisco, CA 94143,
USA.
*Corresponding author. E-mail: elizabeth.blackburn@ucsf.edu

Chromosome

Telomere

Single stranded
DNA-binding

protein complexes

Single stranded
DNA overhang

5’

3’

Repeated G-rich
double-stranded 
DNA sequence 

5’

Shelterin proteins

Fig. 1. Telomere structure. The human telomere
complex consists of a chromosomal-terminal tract
of a tandemly repeated DNA sequence bound by
protective shelterin component proteins, with addi-
tional protective proteins on the overhanging single-
stranded end region of the telomeric DNA repeat.
This simplified schematic does not indicate details
of the protein structures or of the architecture of
the telomeric complex.



the various diseases of aging. Particularly among
cancers, genetic determinants for longer telomeres
raise risks in cancer type–specific ways. Recent
advances in understanding the links of mortality
and aging-related diseases to telomere mainte-
nance, driven by genetic and nongenetic inputs,
highlight the roles of telomere maintenance in
diseases of aging, and their subtleties, in humans.
Telomere biology in model systems has been ex-
tensively reviewed (1–4, 7–11).
Here, we will focus on human genetic and

clinical findings as to whether telomere short-
ness in humans is a bystander or a cause of dis-
eases and syndromes of aging. The best current
understanding is that telomere shortening can
both promote and be a result of disease etiology
and progression and may in some situations set
up a vicious cycle that interacts with other dis-
ease processes.

Telomere loss and replenishment

Many adult human cells, such as fibroblasts,
have very low or no detectable telomerase. Such

cells, in tissue culture, undergo progressive telo-
mere shortening. When the telomeres become
critically short or sufficiently damaged, the de-
protected telomeres set up a sustained formofDNA
damage signaling. This causes altered transcript-
ional profiles, and cells to become senescent.
Depending on cell type, the senescent cell char-
acteristics have various consequences (Fig. 2) (11).
In humans and model organisms (including

mammalian), telomeric DNA is often particu-
larly susceptible to damage and abnormalities
that occur genome-wide. First, the G-cluster–
rich telomeric DNA is chemically more prone
to oxidative damage reactions than is the general
genome (12). Second, the telomere-bound pro-
tective proteins block or deflect DNA repair
processes (10). Third, as a result, the sustained
DNA signaling elicited by telomeric DNA dam-
age is not resolved (7), and often cannot be un-
less by telomerase action, which, as described
above, is often limiting in human cells.
It may seem paradoxical that telomeres, which

are a part of the genome dedicated to genomic

protection, are so susceptible to damage. How-
ever, telomeres may be “first responders” to
threats to genomic stability and problems with
DNA maintenance, by which telomeric DNA
acts as the “canary in the coal mine,” altering the
cells’ responses before damage to informational
genetic coding sequences occurs.
In general, although in cells of most human

tissues telomeres shorten throughout human life,
the idea of a constantly ticking mitotic clock is
also over-simplistic. It is heavily confounded by,
among other factors, the variable levels of telo-
merase activity—and hence variable capacities for
telomere length replenishment—in stem cells.
These can constantly renew somatic tissue cells.
For example, telomerase is enriched in hemopoi-
etic and intestinal villus stem cells and their tran-
sit amplifying cells in growth phase hair follicle
cells, and in other stem cells including germ-
line lineage cells and embryonic stem cells. Fur-
thermore, it is not knownhowmuch of the normal
senescence or death observed inmanyhuman cells
in vivo can be attributed to causes other than
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Fig. 2. Long-term maintenance of telomeric DNA length requires telomerase. (A) Replication of telomeric DNA. Elongation of one DNA strand, via
the reverse transcriptase mechanism of telomeric DNA synthesis by telomerase, is followed by synthesis of the other telomere DNA strand by DNA
polymerase. (B) As cells divide, shortening of telomeres through incomplete DNA replication and other processes causing attrition can be balanced by
compensatory telomere-elongating action by telomerase. (C) Net telomere shortening when telomerase is insufficient leads to critically short telomeres.
Telomere damage signaling leads to cession of cell division and other cellular responses.
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telomere-initiated DNA damage signaling result-
ing from loss of telomere protection (11).

Telomere regulation is highly interactive

Human telomeric DNA forms a scaffold for a
hierarchy of proteins ranging from nucleosomal
histones to shelterin components to condition-
ally associating DNA repair factors (Fig. 1) (1).
Telomere replenishment and its regulation are
part of extensive networks of cellular interac-
tions. These include tight regulation of telomer-
ase expression and action and of a complex of
telomere-protective proteins called shelterin. In
addition to protecting telomeres from deleterious
DNA damage response processes (1), shelterin
components have dual roles: They both recruit
telomerase to telomeres and prevent it from act-
ing on them in highly regulated fashions. Other
factors, including DNA repair proteins, also pay
transient visits to telomeres, some via shelterin
component-specific interactions. Shelterin compo-
nents have other functions besides telomere main-
tenance (Box 1). Thus, they have exquisitely
balanced roles, and a dynamically regulated
balance of shelterin component actions is im-
portant, rather than simply having larger amounts
of them.

Aging in humans versus
model organisms

Apart from overt signs of aging in humans—such
as hair graying, skin wrinkling and spotting, mus-
cle wasting, and altered adiposity—susceptibility
to diseases dramatically increases aswe enter the
last decades of life. Such aging-related diseases
prominently include, but are not restricted to, in-
sufficient immune function, cardiovascular diseases,
cancers, diabetes, depression, and cognitive decline.
Some of these seemingly unrelated age-related
diseases occur together in the same person more
often than expectedby chance (comorbiddiseases).

Life spans vary by over 5 orders of magnitude
across eukaryotes. Extrapolating findings from
laboratory model systems may present problems
because of the long, multidecades time frame of
human aging, as well as differences such as body
mass and other evolutionary differences. Telo-
meres shorten throughout the human life span,
including during the aging portion of life. In
marked contrast, critical telomere shortening
appears to be negligible during the normal aging
of the mostly much more short-lived animal
models used for laboratory studies of aging. Thus
(unless telomere maintenance is experimentally
deleted genetically), laboratory mice and rats
normally die of old age with intact and relatively
long telomeres (13), as do other commonly studied
short-lived nonmammalian models, such as the
worm Caenorhabditis elegans (9), zebrafish (14),
and the African turquoise killifish (8). During
evolution, the telomerase-mediated system of
telomere maintenance was completely lost from
the fruit fly Drosophila (15). Determining which
mechanistic underpinnings of aging are applica-
ble to humans requires consideration of the steps
or mechanism (or mechanisms) that are rate-
limiting on the human aging time frame. These
are not necessarily the same ones that are rate-
limiting in a shorter-lived mammal.

Genetics: Telomere compromise can
cause diseases

That inadequate telomeremaintenance can cause
several eukaryotic aging phenotypes in laboratory
model organisms is demonstrated only by exper-
imentally deleting telomere maintenance genes
(4, 8, 9, 13, 16, 17). For example, in mice a com-
plete null genotype for a telomerase component
or a telomere protective protein causes, after
telomeres have shortened sufficiently to become
deprotected, characteristic accelerated aging phe-
notypes (4, 13). The challenge has been to deter-

mine the degree to which, in humans, telomere
maintenance deficiency causes these samedisease
processes during normal aging.
Monogenetic inherited disorders of telomere

maintenance clearly demonstrate, at the simplest
conceptual level, that unprotected telomeres can
play causal roles in aging and diseases of aging
of humans. Such diseases are caused by Men-
delian mutations that compromise telomere
function. They usually (but not always) manifest
as very short telomeres in vivo. This results from
excessive telomere shortening, with consequent
loss of telomere capping and protection. As
described above, the resultant signaling from
the damaged telomeres causes phenotypes that
lead to diseases.
Such single-gene inactivating mutations are

known in 11 human genes to date. Each mutated
gene has a known, molecularly defined, direct
function in telomere maintenance: It encodes
either a telomerase component (TERC, TERT,
DKC1, NOP10, NHP2, orWRAP53) or a telomere-
binding protein, found on telomeres in vivo and
shown experimentally to have an essential telo-
mere protection function (TINF2, RTEL1, POT1,
CTC1, and TPP1) (4, 5).
These inherited diseases comprise a seeming

plethora of tissue- and organ-specific pathologies
and disease classifications. All are united by
one common causal molecular mechanism: the
response to unprotected (usually drastically short-
ened) telomeres. They parallel many pheno-
types of experimental mouse models that are
null for a telomere maintenance gene (18–20).
We refer to this clinically diverse collection of
monogenetic mutation diseases as “inherited
telomere syndromes.” These diseases are frequent-
ly autosomal-dominant. In humans, functional
haploinsufficiency often underlies the pathology
and gene dose, and hence the level of the relevant
telomere maintenance pathway gene product is
important for protection against an organism-
wide range of diseases and syndromes.
In patients, clinical variability, incomplete pen-

etrance, and variable expressivity of the mutation
occur (5). Yet inherited telomere syndromes are
increasingly understood to fall into characteristic
patterns. They can include one or more of the
following: loss of immune function through loss
of bonemarrow stem cell reserves, certain cancers
(hematological such as leukemias and myelodys-
plastic syndrome, or squamous-cell skin and gastro-
intestinal cancers), pulmonary fibrosis (accounting
for themost frequent single-genemutational cause
of this disease), gastrointestinal disorders, liver cir-
rhosis, and neuropsychiatric conditions. Patients
often have additional phenotypes of accelerated
aging, including diabetes, myocardial infarction,
hair graying, and skin pigmentation (20).
Mouse models of telomerase deficiency usually

require several generations before their pro-
gressive telomere shortness reaches the point
when phenotypes manifest (4, 8, 9, 13, 16). Sim-
ilarly, a hallmark of monogenetic human telomere
syndromes is genetic anticipation, with succeed-
ing generations of mutation carriers in a family
pedigree having successively earlier disease onsets,
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BOX 1. Recently emerged off-telomere functions of shelterin components.

Various shelterin components are found throughout the nucleus as well as on telomeres;
some of these are transcription factors that act genome-wide. Multiple shelterin components,
from budding yeast to mammals (and thus presumably in humans), show highly regulated
binding to a plethora of genomic nontelomeric sites, where they control transcription of several
cell and developmental stage–specific gene networks. For example, the evolutionarily conserved
shelterin RAP1 has transcriptional roles. Genetic manipulations of RAP1 in mice cause gender-
specific obesity even though the telomeres are not damaged. Hence, other gene networks, in
addition to DNA damage and stress responses, are controlled by shelterin components acting as
transcription factors and can be affected by their balance at telomeres versus other genomic
locations (61).

Shelterin components, in turn, are themselves regulated by gene expression and modification
pathways that are cell type– and developmental stage–specific. For example, a well-studied
longevity-promoting transcription factor, FOXO3, increases the expression of the essential telomere-
protective POT1a in mouse neuronal stem cells. Such regulation may be especially important for
these recently recognized off-telomeric roles of shelterin components.Thus, the influence of telo-
mere complexes extends from transcriptional responses caused by DNA damage responses to
uncapped telomeres, to themultifunctional shelterin components that act as transcription factors to
reprogram networks that include metabolic genes (61).

These multiple layers reveal nuanced, two-way conversations between telomere integrity and
cellular and organism functions. How they interplay throughout multiple tissues and stages of
human life is likely to be complex.



and the types of diseases are also characteristically
different down the generations. Particularly in
later generations of families, early death results.
Together with themousemodels, these observa-
tions provided a crucial insight: proof that short
telomeres themselves are themajormechanistic
cause of the disease phenotypes. Strikingly, dis-
ease even manifests in noncarrier offspring when
they inherit short telomeres from an affected
carrier parent (4, 5, 21).
Telomeres also exert context-dependent im-

pacts on diseases. As well as telomere syndrome
symptoms, human carriers of monogenetic telo-
merase mutations develop emphysema and chro-
nic obstructive pulmonary disease, specifically if
they are smokers (22). The interactive nature of
telomere compromise is elegantly demonstrated
by combining telomerase deletion with a muta-
tion for a disease gene. In diverse genetically
definedmouse transgenic models of humanmo-
nogenetic diseases, even at early generations after
telomerase loss in the double-mutant mice, telo-
mere shortness and dysfunction synergize with
the genetic lesion to cause the full organism-wide
range of human symptoms and pathology, which
in the single-mutant animals is often incomplete
(Box 2) (23–25). Thus, telomere dysfunction can
interact with other disease etiologies and could
contribute aspects to human diseases that origi-
nate from other primary causes. Furthermore, in
addition to attrition from lack of telomerase-
mediated replenishment, other forms of telomere
damage, such as oxidative damage accumulating
with age, could also underlie contributions of
telomere dysfunction to diseases of aging.

Disease potentiator andmortality predictor

Although the inherited telomere syndromes of-
ten manifest earlier and with greater severity,
their phenotypes are those of diseases that in-
crease dramatically with aging in the general
human population. Many of the common dis-
eases of human aging—including poor immune
function (26), cancers (27, 28), diabetes (29), and
cardiovascular disease (30)—are predicted by and/
or associated with shortness of telomeres in total
leukocytes or peripheral blood mononuclear cells
(PBMCs).
Mean leukocyte telomere length (LTL) or PBMC

TL reflects systemic influences on telomere main-
tenance in other tissues and, importantly, the
senescent status of circulating cells of the im-
mune system. A role for inflammation has been
extensively documented for the pathological pro-
gression of such diseases as cardiovascular dis-
ease, diabetes, and possibly dementias. Because
of the pro-inflammatory processes engendered
by immune cell senescence, telomere attrition in
immune cells has relevance for the etiology of
these conditions.
Most human diseases of aging are influenced

by complex genetic as well as nongenetic inputs.
The mouse model examples (Box 2) show that
causality inferred for a disease could be incom-
plete if telomere shortness is not taken into ac-
count. Unbiased genome-wide association studies
(GWASs) on loci that affect white blood cell

(leukocyte) human telomere length have con-
sistently uncovered loci containing known telo-
merase and telomere-protective protein genes.
Mendelian randomization established a causal
relationship for LTL shortness and increased cor-
onary artery disease (CAD) risk in one such large
European study (31). This identified seven top
common-gene variant alleles that together ex-
plain ~1% of the total LTL variation. The top-
scoring five (TERC, TERT, NAF1, OBFC1, and
RTEL1) of these seven genes encode components
with molecularly defined, direct actions on telo-
meres. The allele scores for these same seven
common genes linked to shorter telomeres were
predictive in additive fashion of risk of CAD. The
risk for CAD was ~20% higher than usual in those
individuals with the highest allele score for six out
of these seven top-scored shorter-telomere gene
common variants (31). Common single-nucleotide
polymorphisms (SNPs) of NAF1 and OBF1C have
also been shown to associate with coronary heart
diseases (CHD) (32, 33). Cardiovascular and other
diseases of general population aging are also seen
in monogenetic inherited telomere syndromes.
Hence, at least some common diseases, such as
CAD and CHD, may be considered as partial
“telomere syndromes.” A recent paper also re-
ported that the short telomere length allele of two
of the SNPs described in (31) (TERT andOBFC1) is
associated with higher risks for Alzheimer’s
disease (34), thus establishing a causal relation-
ship between short TL and a higher risk for AD.
The minimum telomere length needed to en-

sure human telomere protective stability in white

blood cells is 3.81 kb (35). Thus, a small change in
human white blood cell telomeres has a bigger
functional impact than its absolute magnitude
might suggest. For example, the GWAS LTL gene
(31) with the largest effect, the telomerase RNA
component TERC, causes a mean telomere length
decrease of 117 base pairs (bp) per TERC telomere-
shortening allele. In a typical middle-aged adult’s
~5-kb repeat leukocyte telomeric DNA tract length,
this allele effect represents an ~10% drop in the
effective 1.19 (that is, 5 – 3.81) kb functional telo-
mere reserve. Mean LTL is usually the measure
performed for feasibility and cost reasons, and it
is unknown to what extent the more resource-
intensivemeasurement of the shortest telomeres
will add information useful for many clinical
studies.
As humans age, average telomere length de-

clines, and mortality increases. Chronological
age accounts for less than 10% of human telo-
mere length variation. Recent large cohort studies
have clarified that independent of age and other
previously knownmortality risk factors, the degree
of telomere shortness is also a clear statistical
predictor of human all-cause mortality (36, 37).
But telomere length maintenance is highly inter-
active, and as described below, telomere measures
show much greater predictive power when com-
bined with other factors.
A recent California 100,000-adult study, in

which 75 years is the age of maximum mortality
risk, showed that in humans aged above 75 years,
the trend of telomere shortness with age is re-
versed (38). This V-shaped relationship and trend
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BOX 2. Additive/synergistic effects of telomere attrition and specific disease genes.

In mouse models with Wrn−/− Terc−/− double (62) or Wrn−/− BlmM3/M3 Terc−/− triple mu-
tations (23), the telomerase deletion phenotypes appear in earlier generations after deletion
of TERC, as opposed to the sixth generation in a Terc−/− but otherwise wild-type background
(23, 62).

Additional phenotypes specific to human Werner and Blooms are also observed and are
more severe than are Wrn−/− or Wrn−/− BlmM3/M3 mice with wild-type TERC. Recent in
vitro work showed that added telomerase protects Werner syndrome lineage-specific human
stem cells from premature aging (24), which reinforces a previous finding that indicated that
telomere dysfunction contributes to premature aging phenotype in Werner syndrome (63).

In the diabetic Akita mouse that carries a mutation in the insulin gene, Ins2C96Y/WT,
misfolded insulin causes endoplasmic reticulum stress and leads to b-islet cell apoptosis
(25). TERC deletion in the Akita background leads to increased b-islet cell apoptosis and
greater loss of glucose tolerance compared with that from the Ins2C96Y/WTmutation alone,
suggesting that the assault of telomere dysfunction and ER stress are additive.

Duchenne muscular dystrophy is a muscle-wasting disease caused by a mutation in
dystrophin, which results in muscle degeneration and premature death. The mouse model
with the same human mutation has surprisingly mild phenotypes. However, double-mutant
mice that lack dystrophin and have shortened telomeres (mdx/mTRKO) develop phenotypes
that mirror those seen in humans, including severe functional cardiac deficits such as
ventricular dilation, contractile and conductance dysfunction, and accelerated mortality (64).
These cardiac defects are accompanied by telomere erosion. Telomere length in cardiomyo-
cytes of the mdx/mTRKO G2 mouse is shorter than that of the G2 mouse in which mTR was
knocked out, demonstrating that the dystrophin mutation exacerbates telomere attrition.
Again, a synergistic effect is seen for both the telomere and Duchenne muscular dystrophy
phenotypes.

These findings broaden the scope of possible consequences of shortened telomeres for
aging and disease and highlight that often, “the action is in the interaction.”

AGING 



to longer cross-sectional telomeres in the oldest
subjects suggests that increased telomere length
with increasing exceptional longevity is associated
with selection for survival. This interpretation is
reinforced by previous findings: LTL in the
Nicoya Peninsula Exceptional Longevity popula-
tion in Costa Rica was consistently longer for the
Nicoya Peninsula population compared with the
control Costa Rica population across ages, but
only until the age defined as extreme longevity
—95 years and above—at which age the two
groups’ telomere length curves converged (39).
This selection bias can help explain some previous
mixed findings on telomere length and mortality.
Most mortality in the large cohorts studied

to date for LTL results from common diseases
of aging, prominently cardiovascular diseases,
cancers, and diabetes. Therefore, predictions
of future incidences of such diseases and of
future mortality are expected to be consistent.
Indeed, in a graded fashion, white blood cell
telomere shortness prospectively predicted higher
future incidences (new diagnoses) of both car-
diovascular diseases and all cancers combined,
across the following 10 years (40). In a large
cohort, it predicted both cardio-
vascular and all-cancers mortal-
ity in a 7-year average follow-up
(36). Short telomeres predicting
future disease onset is consistent
with telomere attrition having a
causal role but is not proof. The
proof for a partial contributory
role for telomere shortness came
from the GWASs on CAD described
above. It is biologically consistent
with the disease and mortality phe-
notypes of inherited telomere syn-
drome patients and mice null for a
telomere maintenance gene.

Cancers: Telomerase
teetering on the brink
In tumor cells, which often behave
as though effectively immortalized,
telomeremaintenance becomes en-
sured by various routes. In 80 to
90% of fully malignant human
tumors, cancer cell telomerase ac-
tivity is up-regulated compared with normal tis-
sue counterparts. Yet the more than 200 types of
cancers in humans result from a wide range of
cancer etiologies and series of events. As ex-
pected from this diversity, cancers vary regard-
ing how telomere maintenance up-regulation—
or its compromise—promotes the complex pro-
cesses of cancer etiology and progression. On the
one hand, the inherited telomere syndromes
show that organism-wide inadequate telomerase
action causes high frequencies of hematological,
squamous cell, and gastrointestinal tumors. These
all involve tissues whose high demands for stem
cell replenishment become compromised by the
lack of telomere maintenance. Mutations in the
gene encoding shelterin component POT1 cause
a specific human glioma type (brain tumor), and
the molecular nature of these mutations indi-

cates that they may cause improperly capped
telomeres or possibly alter telomerase action
(41). On the other hand, a germline activating
mutation in the promoter of the telomerase com-
ponent TERT, identified in a family pedigree, that
increased TERT expression only ~1.4-fold was
sufficient to cause fully penetrant melanoma
(42). Also, in multiple population-based cohorts,
common germline longer-LTL variants in known
telomeremaintenance genes, especially telomerase
genes, raised risks ofmelanomas, nonsmokers’ lung
cancer, and many gliomas (43). Thus, even mildly
over-activating telomeremaintenancepromotes risks
of subsets of cancers. Telomere maintenance–
promoting alleles potentially prolong survival of
certain cancer-prone or precancerous cells, in-
creasing their chances of undergoing the mul-
tiple steps that generate tumors.

Nongenetic factors: Life stressors
and lifestyle

Heritability estimates of human telomere length
range from 30 to 80%. Very short telomeres
are inherited in telomere syndrome mutation
families (21). Similarly, it has been suggested

that in the general population, in addition to
conventional heritable genetic factors, the di-
rect inheritance of telomeres through the pa-
rental gametes could account for a considerable
proportion of the estimated heritability of telo-
mere length (44).
However, telomere length heritability declines

with age (45), and substantial nongenetic in-
fluences, especially shared environmental influ-
ences, have been demonstrated (46). Epigenetic
influences on telomere length may help mediate
the large number of now-recognized nongenetic
environmental and other factors that affect telo-
mere maintenance. When just the telomere-
lengthening alleles of three telomere maintenance
genes were considered alone, they increased all-
cancers mortality risk (36). Yet with longer ob-
served telomeres, all-cancers mortality was lower.

Hence, the impacts of genetic versus nongenetic
causes of longer telomeres differ on cancers
(Fig. 3). Nongenetic, including epigenetic, in-
fluences on telomeremaintenance therefore are of
considerable interest for their roles in disease
etiologies.
In humans, associations between stress and

telomeres can be seen early in life. Newborn
human telomere length was shorter in propor-
tion to the stress levels experienced by the
mother during her pregnancy (47). Degrees of
exposure to violence or neglect in childhood and
to various categories of adverse childhood events
(ACEs) were associated with substantially shorter
telomere lengths, as measured either in children
or retrospectively in adults (48). “Dose-dependent”
effects of exposure to stressors on telomere short-
ness have also been observed in adults. Examples
include durations of exposures to domestic vio-
lence, unmedicated depression, or caregiving for
a family member with chronic illness (49). Ex-
perimental studies exposing young birds to stress
demonstrate that chronic psychological stress is
a causal factor in telomere shortening (50).
Mechanisms of the stress-telomere relation-

ship are starting to be examined
and are likely multifold. The
transmission of maternal stress
to offspring may be mediated
through direct effects, parental
shorter gamete telomere length,
epigenetics, or indirect effects, such
as by alterations in the intrauterine
environment due to elevated stress
hormones or poor nutrition (50, 51).
Several studies in birds have shown
maternal transmission of stress is
in part through glucocorticoid ex-
posure in either mother or egg
(50). In humans, shorter telomeres
are associatedwith greater cortisol
reactivity (52), and in vitro work
suggests that high glucocorticoids
may dampen down telomerase
activity (53).
Such studies provide sugges-

tive evidence that chronic psy-
chological stress may be one causal
factor in telomere shortness in

humans. Adults with major depressive disease
tend to have shorter telomere length (54), es-
pecially with greater severity and duration of
depression (55). Telomere shortness is thus
likely a result of the disease, although short-
ening may also precede onset of depression in
children at high risk (52).
Other factors reported to be associated with

telomere length range from social and environ-
mental factors to lifestyle factors, such as smoking
or exercise (49, 56). Although observed telo-
mere length, or a telomere-related allele, may
alone have a small effect on disease, the effect
can be magnified by, for example, depression
(57) or smoking (58, 59). Thus, interactive
effects of nongenetic and genetic telomere de-
terminants are potentially powerful and are rela-
tively unexplored.
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Fig. 3. Different inputs to telomere maintenance have disease-specific
consequences. Observed telomere length results from combined genetic
and nongenetic inputs. Longer observed telomeres are associated with lower
overall risks for mortality and diseases. The variants of telomere maintenance
genes that promote longer telomeres decrease CAD and Alzheimer’s disease
risks yet raise risks of specific cancer types and for combined all-cancers
mortality. Nongenetic influences that lead to better telomere length mainte-
nance are protective.



Clinical ramifications and conclusions
A single mechanism—loss of telomere protec-
tive function—causes the inherited telomere
syndromes that result in aging-like disease
pathologies. Their organism-wide nature pro-
vides a strong hint that in the often comorbid
diseases of aging (such as diabetes and car-
diovascular disease), telomere shortness could
similarly be a shared underlying contributing
factor (Fig. 4).
Except for rare telomere syndromes, telomere

measures only produce statistical estimates of
probability and alone are not specifically diag-
nostic for an individual. Because telomere length
is affected by so many nongenetic factors, mea-
sures of telomere length maintenance may be a
proxy for assessing the “exposome”—that is, all
of the exposures promoting disease. Research
on interactions between independent and over-
lapping pathways influencing human telomere
length is in its earliest stages. It will be im-
portant, in the new era of precision medicine
studies, to determine whether combining other
predictors—genomic associations, clinical, behav-
ioral, and disease data—with telomere length
measures can increase the precision of predict-
ing disease progression and outcomes. A striking
example of synergism comes from a study of a
cohort of bladder cancer patients. Shorter mean
LTL measured at the time of diagnosis in blad-
der cancer was not alone significantly associ-
ated with future mortality. However, when
combined with a depression diagnosis, median
survival time was reduced from 200 months
(all other groups) to 31 months in multivariate
analyses that adjusted for demographic and
clinical variables (57).
Telomere maintenance in humans encom-

passes a surprisingly delicate trade-off between
reducing risks of many aging-related diseases
while raising risks of certain less common but
often lethal cancers. Clinically unproven unreg-
ulated nostrums purporting to boost telomerase
action thus could plausibly engender long-term
cancer risks. Telomere biology is best viewed in

context: It shows promise as a powerful inter-
active factor that could be helpful in precision
medicine for clinical health monitoring and
assessing disease. How genetic and nongenetic
determinants of telomere length maintenance
may interact—with each other and with other
disease etiologies—to become rate-limiting for
disease risks requires future research. Early
observational evidence from human studies in-
dicates that health behaviors may buffer effects
of stress or depression on telomere length (56)
and that behavioral interventions may improve
telomere maintenance in certain settings (60).
Continued mechanistic research will increase
understanding of the plasticity of telomere
maintenance and identify when and how inter-
vention can be effective for affecting disease
and health.
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depicted as an underlying, shared, interactive contributor to the etiologies of aging and aging-related
diseases. Because both nongenetic and genetic influences affect it, telomere maintenance is a
malleable and integrative indicator of overall health.
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REVIEW

Stem cells and healthy aging
Margaret A. Goodell1* and Thomas A. Rando2*

Research into stem cells and aging aims to understand how stem cells maintain tissue
health, what mechanisms ultimately lead to decline in stem cell function with age, and
how the regenerative capacity of somatic stem cells can be enhanced to promote healthy
aging. Here, we explore the effects of aging on stem cells in different tissues. Recent
research has focused on the ways that genetic mutations, epigenetic changes, and the
extrinsic environmental milieu influence stem cell functionality over time. We describe
each of these three factors, the ways in which they interact, and how these interactions
decrease stem cell health over time.We are optimistic that a better understanding of these
changes will uncover potential strategies to enhance stem cell function and increase tissue
resiliency into old age.

T
he aging process remains one of the central
mysteries of biology, both from an evolu-
tionary perspective (why we age) and from
a mechanistic perspective (how we age).
Organismal aging is the failure of an in-

tegrated system that balances genetic programs
for survival and reproduction. As reflected in the
“disposable soma” theory (1), resources that are
available to an organism are allocated either to
survival or to reproduction, both of which are
essential for the propagation of the species as
evolved in the wild. However, additional factors
come into play when species are protected from
extrinsic causes of mortality (such as predation,
starvation, and exposure), as is the case formodern
Homo sapiens as well as animals on farms, in
zoos, and in the laboratory. In those cases, in-
dividuals within the species are more likely to
live far beyond the ages of their wild counter-
parts, allowing the emergence of phenotypes of
aging and age-related diseases that would rarely
if ever be manifest in the wild; we consider this
“protected aging.”
One of the central features of protected aging

is prolonged survival beyond the ages of peak
reproductive fitness (Fig. 1). The fact that indi-
vidual members of any species rarely live beyond
this stage in the wild means that there would
have been no evolutionary pressure to select for
genetic mechanisms to assure maintenance of
somatic tissues into old age. The homeostatic
mechanisms that are necessary to preserve func-
tion throughout life are thus predicted to lose
robustness over time. Furthermore, formost spe-
cies, growth-suppressive mechanisms take over
from growth-promotingmechanisms around the
time of reproductive maturity. This critical tran-
sition, and the perpetuation of growth-suppressive

mechanisms beyond it, likely account for the
progressive degradation of tissue function that
characterizes protected aging. As such, what is
generally called “aging” represents the inter-
section of a gradually failing system selected
for early growth and reproductive fitness with
the cumulative effects of growth-suppressivemech-
anisms and acquired somatic insults. Modulation
of any aspect of this network could potentially
accelerate or decelerate the process of aging.
The ability of an organism to ensure healthy

function during adult life depends on homeo-
static mechanisms. In many organs of mature
vertebrates, resident stem cells participate in tis-
sue maintenance and regeneration after injury,
with variations in these roles across different
tissues. For example, neural stem cells (NSCs) are
important for ongoing generation of new neu-
rons in specific regions of the brain but play a
limited role in damage repair. In contrast, skel-

etal muscle stem cells (MuSCs, or satellite cells)
play a minimal role in muscle maintenance but
vigorously engage in regeneration after injury.
Hematopoietic stem cells (HSCs) and intestinal
stem cells (ISCs) do both, contributing to on-
going production of differentiated cells and also
repairing tissue after injury.
During protected aging, the extent to which

stem cells continue to maintain their cognate
tissues depends on their own health. Although
stem cells have characteristics (e.g., turnover rate,
a specialized niche) that may protect them from
insults associated with aging, data also indicate
that stem cells deteriorate with age (2). Further-
more, any aberrations in stem cellsmay be carried
forward into their differentiated progeny, contrib-
uting to tissue aging. As such, the question
remains as to how effectively stem cell popula-
tions maintain tissue health, what the limitations
of that capacity are, and what the mechanisms
are that ultimately lead to decline in stem cell
function. Research in stem cells and aging is
geared toward these questions, with one long-
term goal being the maintenance or restoration
of youthful characteristics in aged somatic stem
cells to promote healthy tissue aging. Here, we
focus on threemajor areas of recent research in
stem cell aging: genetic mutations, epigenetic
changes, and extrinsic factors. We also consider
how these influences are interrelated, and how
in the future we might be able to enhance stem
cell function and increase tissue resiliency into
old age by modulating these factors.

Somatic mutations, stem cells, and age

For decades, we have understood that environ-
mental insults such as irradiation and xenobiotic
exposure can lead to accumulation of somatic
mutations in a variety of tissues. Indeed, this
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Fig. 1. Model of stem cell use over the life span. During embryogenesis and organismal growth, stem
cells are highly active and contribute to tissue formation and growth. During the prime reproductive phase,
growth is suppressed. Stem cells maintain and repair tissues. Properties of stem cells during these first
two phases would be subject to forces of natural selection, because these phases of survival and re-
production would be critical to the propagation of the species. Beyond the period of reproductive maturity
as fecundity declines, which is also the period of “protected aging,” cell and tissue functions are predicted
to be under little or no evolutionary pressure, both because they are predicted to have negligible effect on
species survival and also because, in the wild, survival beyond this point markedly diminishes. It is during
this phase that stem cell functionality (although not necessarily stem cell number) declines in most
tissues, in some cases precipitously.
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concept underlies views of increased
cancer incidence with age. How-
ever, it has remained unclear how
the accumulation of somatic mu-
tations affects either organismal
aging or aging of stem cells. Recent
work from the hematopoietic sys-
tem has begun to shed some light
on these issues.
If somatically acquiredmutations

are rare,most cells in the peripheral
blood should be virtually identical
in their genome sequence; hence,
blood can be used to assess the
“germline status” of an individu-
al’s genetic complement. However,
deep genome sequencing studies
investigating mutations that con-
tributed to leukemia development
revealed that normal blood cells of-
ten harbor passenger mutations
(unrelated to the leukemia) much
more frequently than expected (3).
These data indicate that blood pro-
genitors acquire random mutations
constantly, on the order of 10muta-
tions per HSC per year, many of
which then appear in small frac-
tions of differentiated blood prog-
eny (3). When this deep sequencing
approach was extended to blood
samples from tens of thousands of
individuals across many ages, a
striking pattern arose: Specific so-
matically acquired genetic variants were often
present in a large fraction of blood cells (Fig. 2),
up to 70% in some cases (4–7). Although blood
cells were thought to be generated from ~1000
active stem cells in young adults (8), the ex-
planation for the high proportion of blood cells
with particular somatic mutations was that a
single stem cell clone was dominating the gen-
eration of the peripheral blood in some indi-
viduals. This collapse of highly polyclonal into
quasi-monoclonal hematopoiesis increases with
age; between 5 and 20% of 70-year-olds show
clear evidence of this state, and almost all in-
dividuals above the age of 90 are estimated to
have a single dominant stem cell clone generat-
ing a substantial proportion of their blood (9).
The notion of clonal collapse is revolutionizing

our view of HSC dynamics with age, and there is
intense interest in understanding the potential
mechanisms of this phenomenon. One clue has
come from examining the genes that are most
commonly mutated in these large clones. Muta-
tions in about 20 genes are recurrently asso-
ciated with clonal hematopoiesis. The top two,
DNMT3A and TET2, are epigenetic regulators
that control DNA methylation status. Both are
frequently mutated across many hematologic
malignancies, and their loss leads to increased
numbers of stem and progenitor cells (promot-
ing self-renewal) while hindering their ability
to differentiate in mouse models (10–13), al-
though the precise mechanisms through which
these mutations act is not well understood. The

third recurrentlymutated gene,TP53, is themost
frequently mutated gene across all cancers (14)
and its product, p53, is considered the “guardian
of the genome” because of its central role in re-
gulating cellular responses to stress and DNA
damage. In mice, Tp53 has been shown to regu-
late HSC proliferation (15) and its deficiency leads
to age-related stem cell expansion (16).With each
HSC acquiring around 10 mutations per year,
any individual stem cell will harbor 700 to 800
mutations in later decades of life (3). Most of
these mutations will be neutral, although some
will have a deleterious effect, potentially leading
to the arrest or elimination of those cells. Thus,
mutations seen in advanced age are those com-
patible with the cell’s long-term survival.
Together, data from humans andmice suggest

that acquired somatic mutations can confer a
growth or survival advantage to the target stem
cell, enabling its expansion and leading to a
preponderance of its progeny in the blood with
age.What are the long-term health implications?
The vast majority of individuals who exhibit clo-
nal hematopoiesis will not develop hematologic
malignancy during their remaining life span.
Nonetheless, they are at significantly higher risk
of developing age-associated blood diseases such
as myelodysplastic syndrome, aplastic anemia,
and leukemias (5) associatedwith the acquisition
of additional mutations. Moreover, individuals
with clonal hematopoiesis are at higher risk for
earlier mortality when all causes are considered,
with myocardial infarctions and strokes having

the strongest association (5). Furthermore, aging-
associated diseases such as type 2 diabetes have
also been correlated with blood-based genomic
aberrations (17). The mechanisms behind these
correlations are not understood, but mutations
in stem cell regulators likely affect the function
of their progeny; HSCs are continuously gen-
erating an array of immune cells, platelets, and
red blood cells, all of which have an impact on
disease resistance, inflammation, clotting, and
tissue oxygenation. Because the blood system
supports all tissues in the organism, any age-
related impairment of stem cells manifest in their
progeny could conceivably affect distant tissues
and therefore healthy aging.
Is there evidence for aging-associated clonal

expansion of stem cells in other tissues, and does
this affect tissue heath? This phenomenon, al-
though not yet examined on a large scale, is
known to occur in other tissues. For example,
stem cells are generally responsible for generat-
ing the differentiated epithelial cells in a very re-
stricted surface area of young skin. However, in
normal aged Sun-exposed skin,marked expansion
of clones associated with specific mutations—
including TP53 and the stem cell regulator
NOTCH1—occurswell beyond thoseoriginal bound-
aries (18). Remarkably, almost 20% of normal
skin cells have these potent expansion-promoting
NOTCH1 mutations. The relatively low incidence
of cancer acquisition despite the high frequency
of clones bearing cancer-associated mutations
is a testament to the mechanisms that restrain

1200 4 DECEMBER 2015 • VOL 350 ISSUE 6265 sciencemag.org SCIENCE

~1000 HSCs active Collapse of diversity: one dominant clone

Skin stem cells have limited domain Marked expansion of some clones

Young

Skin

Blood

Aged
Time

Fig. 2. Stem cell diversity and dynamics with age. Top: Peripheral blood from young individuals is generated
from around 1000 active stem cells. By the age of 70, the clonal diversity collapses, resulting in dominance of one
HSC clone, such that about 20% of individuals have one clone that dominates 20 to 80% of blood cell production.
Bottom: Representation of the surface of skin. Young skin is continuously replenished from stem cells, each with a
highly restricted domain (represented by circles). Random mutations generate small variations across the surface
in terms of stem cells and their progeny (colored circles). With time, some clones expand markedly, resulting in
clonally derived patches with a common set of genetic variants (18).
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malignancy development. The effect of these
expanded mutant clones on age-related changes
of tissue function (including the critical barrier
function of the skin), and on organismal health
generally, is unknown but warrants investigation,
given the striking associations of clonal collapse
in the hematopoietic system.
Together, these and other studies demonstrate

that somatic mutations that arise in stem cells
confer an advantage that leads to their expansion
within a tissue over many years. Many of the so-
matic mutations repeatedly observed are asso-
ciated with cancer, and this may underlie the
correlation between tissue-specific cancer inci-
dence and stem cell proliferation (19). More im-
portant, we expect that clonal dominance in the
blood, andpossibly in other tissues, canhave broad
effects on healthy aging of the cognate tissues.

Epigenetic erosion with age

Epigenetic regulation refers to the mechanisms,
mainly DNA methylation and histone modifica-
tions, that license regions of the genome for ex-
pression while shutting down others. There has
been great interest in understanding the extent
to which erosion of these genome-scale regula-
torymechanisms leads to dysregulated control of

gene expression, contributing to the decline of
stem cell and tissue function with age. Genetic
evidence in model organisms has supported the
notion that aberrant epigenetic regulation affects
organismal aging. For example, in Caenorhabditis
elegans, a genetic screen revealed that loss of
function of Wdr5—a gene encoding a histone
methyltransferase that leads to trimethylation
of lysine 4 on histone 3 (designated as H3K4me3
and generally considered to be a mark of ex-
pressed genes)—led to extended life span (20).
Although H3K4me3 generally marks promoters,
the histonemark covers the entire coding unit at
a subset of genes controlling cellular identity; this
pattern is associated with very high gene expres-
sion and transcriptional elongation (21). However,
research is needed to understand why reduction
of H3K4me3 should be correlated with longer life
span. Similar efforts in yeast have shown that
lower levels of another histone mark, H3K36me3,
reduced replicative life span, whereas ablating
genes that diminish the mark increased yeast
life span (22). Reduction of the H3K36me3 mark
was associated with transcriptional infidelity and
cryptic transcripts.
Howdo these and other findings relate to aging

in mammalian stem cells? Although not exten-

sively examined, current data support the concept
that epigenetic regulation erodes in aging stem
cells. In concordance with the C. elegans findings,
H3K4me3 tends to increase in aging HSCs, par-
ticularly on the genes involved in maintaining
HSC identity (23). In both HSCs and MuSCs, the
repressive H3K27me3 mark increased with age
(23, 24). In HSCs, this increase was associated
with repression of some genes that direct specific
differentiation programs such as the lymphoid
fate, known to diminish with age. In MuSCs,
the increase was associated with repression of
genes encoding histone genes themselves (24);
this finding is of interest because of the relation-
ship between histone gene expression and yeast
replicative life span (25). Interestingly, mesenchy-
mal stem cells (MSCs) from aged individuals
show a decline in H3K9me3, a mark associated
with proper maintenance of heterochromatin.
Loss of this mark is also found in MSCs har-
boring the Werner’s progeria syndrome muta-
tion (26), again linking epigenetic erosion with
aging.
Finally, age-related changes in DNA methyla-

tion have been examined in HSCs. DNA methyl-
ation was decreased at genes associated with the
promotion of self-renewal andwas increased near
genes associated with differentiation (23, 27). Poly-
comb proteins are factors generally involved in
gene silencing. Regions with histones bearing
Polycomb-associated marks (H3K27me3) tended
to becomehypermethylated, a phenomenonnoted
previously in other tissues in mouse and human
(28). Changes in methylation may play a role in
inhibiting the expression of tumor suppressor
genes, thereby increasing the possibility of malig-
nant transformation.
Overall, these epigenetic changes in aging stem

cells are consistent with the functional deficits
that have been repeatedly observed: With aging,
HSCs appear to increase in numbers but simul-
taneously lose differentiation capacity (23, 27).
Nonetheless, the extent to which these changes
are correlative versus causal is not yet clear and
merits further exploration. In HSCs and MuSCs,
the precise epigenetic regulationobservedat young
ages appears to drift. This drift is aligned with
the general aging process: The identity and gen-
eral function of the stem cells remain the same,
but they cannot regenerate their cognate tissues
quite as well as they did before.

Extrinsic factors affect aging stem cells

The influence of the local and systemic environ-
ment on stem cell function during protected
aging has been demonstrated by exposing young
stem cells to an aged environment, and vice
versa. These studies have used strategies such
as heterochronic transplantation, in which cells
derived from a donor of one age are transplanted
into a recipient of a different age, or hetero-
chronic parabiosis, in which two mice of dif-
ferent ages are adjoined to create a shared
circulatory system, thus exposing cells in one
animal to the systemic environment of the other
(29) (Fig. 3). When young stem cells were sub-
jected to an aged systemic milieu by heterochronic
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Parabiosis

Fig. 3. Intrinsic and extrinsic factors influence age-related changes in stem cell function.
Distinguishing cell-intrinsic changes from cell-extrinsic changes (e.g., arising from the cellular environment)
in cell function has been aided by heterochronic studies. In heterochronic transplantation, stem cells
isolated from either young or old donors are transplanted into young or old hosts, and cellular function
is then analyzed in these four-way comparisons (young into young, young into old, old into young, old
into old). In parabiosis, animals are joined to promote the development of a single, shared circulatory
system, thus exposing cells in one animal to the systemic environment of the other animal. In this case,
the cellular functions in young or old partners in the heterochronic pairs (young-to-old) are compared
to those in isochronic pairs (young-to-young and old-to-old).



parabiosis, they exhibited functional decline that
resembled accelerated aging (30, 31). On the
other hand, the converse was also true: Aged
cells placed in a young environment or exposed
to a youthful systemic milieu exhibited more
youthful characteristics, suggesting that it may
be possible to ameliorate certain aging features.
These findings have led to the search for “age-
promoting” factors in old blood (see below) and
for “youth-promoting” factors in young blood
(32–34) [but see also (35)]. Together, these studies
demonstrate that stem cells are profoundly in-
fluenced by their environment and imply that
blood-borne factors may be responsible for at
least some of the age-associated declines in stem
cell functionality.
Efforts to identify specific aging-associated cir-

culating factors have repeatedly highlighted pro-
inflammatorymolecules, such as cytokines in the
blood, as key drivers of cell and tissue aging (36).
One of the first “aging factors” identified by hete-
rochronic parabiotic studies was the cytokine
CCL11 (31). The levels of this protein increase
with age in the blood, and administration of this
cytokine into the circulation of young animals
led to a decline in NSC activity, as occurs during
normal aging. Likewise, the related inflammatory
cytokine Rantes was found to be elevated in the
HSC niche with age and to contribute to the age-
related myeloid skewing in the hematopoietic
lineage (37).
In addition to cytokines, other immune system–

associatedmolecules have been shown to change
with age and promote aging phenotypes. Plasma
levels of the complement protein C1q were shown
to increase with age and to promote age-related
MuSC decline by activation of the Wnt signaling
pathway (38, 39). Similarly, b2-microglobulin, a
component of the major histocompatibility com-
plex, was found to be elevated in the blood of aged
mice and to contribute to an age-related decline
in NSC function (40). The increase in proinflam-
matory factors, along with the concomitant

decrease in factors that promote tissue repair,
likely contributes to aging phenotypes in many
tissues.

Somatic natural selection of stem cells

From the studies discussed above, we can ap-
preciate at least three key influences on somatic
stem cells within an aging organism. Stem cells
acquire many somatic mutations over time, they
experience epigenetic drift, and they are bathed
in a broader milieu that can negatively influence
function. Among the cells in any given stem cell
population, each cell brings its unique character-
istics (e.g., mutations) and experiences (e.g., ex-
posure to local cytokines) to the evolving adaptive
landscape. We propose that these forces interact
over time to result in selective pressure on indi-
vidual stem cells: Stem cells that have acquired,
through somaticmutation or epigenetic drift, the
characteristics best adapted to the aged environ-
mental milieu will become enriched in the popu-
lation, as a result of Darwinian-like natural
selection that occurs in vivo during aging (“so-
matic natural selection”). These stem cells have
characteristics that confer optimal survival in the
protected aging environment, regardless of other
functional capabilities. Any detrimental charac-
teristics they have assumed will be conveyed to
the tissue via their progeny, in proportion to their
relative abundance.
This view of clonal dynamics has both theo-

retical and experimental foundations. Mathemat-
ical modeling of stem cell populations predicts
that constant competition in a closed environ-
ment will lead to domination by one stem cell,
even in the absence of any selection (so-called
“neutral drift”) (41), analogous to population drift
of species leading to fixation of traits evenwithout
selection, particularly in small populations (42).
Moreover, certain mutations or environmental
pressures should accelerate this phenomenon,
selecting for stem cells with particular adaptions
[akin to a changed fitness landscape (43)].

Studies of themurine small intestine have borne
out these ideas. Differentiated cells of the intes-
tinal villi are continuously replenished by stem
cells that reside at their bases in specialized crypts.
Each crypt contains several stem cells that com-
pete to populate the adjacent villi. Even in the
absence of selection, individual stemcells overtake
an entire crypt in a completely random fashion, as
predicted by neutral drift theory (Fig. 4) (44, 45).
Mutations that even marginally increase prolif-
eration, such as in the K-ras oncogene, accelerate
crypt clonality (46). In specific environmental con-
texts, somemutations appear particularly adaptive.
Stem cells with a Tp53mutation have no advan-
tage in a normal crypt, but in an inflammatory
environment that mimics colitis, the Tp53-mutant
stem cells rapidly take over and their progeny
dominate production of the entire crypt (47).
Although not established experimentally, we

speculate that similar forces lead to the emer-
gence of clonal dominance as a feature of the
aging hematopoietic system (Fig. 2). This hypoth-
esis would predict that few of the acquired mu-
tations in HSCs would confer an advantage in
the young environment, allowing hematopoie-
sis to remain highly polyclonal. By contrast, the
samemutations, compounded by epigenetic drift,
could confer a distinct survival and/or prolifer-
ative advantage in the changing milieu of age,
allowing for the expansion of specific HSCs and
clonal dominance. Indeed, in youngmice, Tp53
knockout HSCs have no particular advantage,
but in old hosts they expand relative to their nor-
mal counterparts (16).We speculate thatDNMT3A
and TET2 mutations may similarly confer an
advantage in the aging environment. This view
is supported by the observation that some mu-
tations associated with clonal hematopoiesis
(e.g., in splicing factors) only become prevalent
after the seventh decade (5, 7, 9), which suggests
that the aging environment is particularly impor-
tant for the emergence of HSC clones with these
mutations. This model of continuous Darwinian
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Fig. 4. Neutral drift of stem cell populations. Left: The small intestine comprises villi (v) containing differentiated cells that are replenished (arrows)
from the progeny of stem cells residing in the crypts (c). Right: When crypts are viewed from above, en face (as if cut on the dashed line), several stem
cell domains (each represented by a different color) are present. With age, the crypt stem cells continuously compete with each other, such that over
time, all the stem cells in an individual crypt originate from one stem cell. These presumptions are based on mouse data (44). Certain genetic alterations
and environmental conditions can accelerate this process.
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selection acting on variants across a population
in a changing landscape also applies to cancer
development, an inherently aging-associated
phenomenon (48).
Considered more broadly, highly dynamic

tissues such as the gut and bone marrow have
stem cells that, in effect, continuously compete
with each other. Thus, any cell-intrinsic change,
genetic or otherwise, that confers a growth or
survival advantage may lead to predominance of
particular stem cells (Fig. 5). This is important
because the selective environment (adaptive land-
scape) changes with age. In aged organisms,
factors such as systemic inflammation may offer
an advantage to stem cells with particular char-
acteristics. The stem cells that respond best in an
aged or injured environmentmay not be themost
effective at regenerating healthy tissue if their
progeny also bear somatic mutations or exhibit
epigenetic drift. These general principles are
likely in effect throughout many tissues, albeit
manifesting differently depending on factors
such as tissue turnover rate, local interactions
among stem cells, physical constraints on cell
interchange, and the magnitude of alterations
in the adaptive landscape. For example, in tissues
such as skeletalmuscle, inwhich there is thought
to be lower stem cell interchange and tissue turn-

over, internal competition and selective forces
may be less important. Even in the gut, stem cell
competition occurs almost exclusively within, and
not between, individual crypts. Thus, gaining a
broader understanding of the role that somatic
stem cell competition plays across many tissues
will be important in the future.
Finally, how do the environment and somatic

mutations interact together with epigenetic mod-
ulation? Epigenetic drift likely occurs even in the
absence of particular somatic mutations, driven
by, and promoting adaption to, the changing en-
vironmental milieu. The frequent selection for
mutations in epigenetic regulators (e.g., DNMT3A
and TET2) may suggest that these afford a degree
of epigenetic plasticity that hastens adaption to the
aged environment.

Conclusions

Taken together, recent studies on somatic muta-
tions, epigenetic drift, and the environmental
influences on stem cells usher in a new view of
aging and the challenges to preserving healthy
tissue function over time. After organismal growth
ceases, stem cells effectively maintain tissues
through the peak reproductive years. Subse-
quently, there are no effective mechanisms that
have been evolutionarily selected to preclude the

gradual loss of cell and tissue health. Instead, a
variety of genetic, epigenetic, and environmental
factors allow drift until the aging environment
acts strongly enough to select for particular (usu-
ally detrimental) characteristics (Fig. 5). The
mutant stem cells that accumulate with age are
not causes of aging per se; they simply exploit the
aged environment to become dominant. In turn,
the functional deficiencies they confer on their
progeny contribute to the phenotypes associated
with aging.
With these views, what strategies or interven-

tions can be envisioned to extend healthspan by
targeting stem cells? Two approaches emerge
naturally from the studies discussed. First, it
seems as if the phenotypes of aging stem cells
may be at least partially reversible. As noted
above, heterochronic parabiosis studies suggest
that factors in young blood might partially ame-
liorate the functional deficits of aged stem cells
(30, 31). Furthermore, the injection of plasma
from young mice into the circulation of aged
mice has recently been shown to induce a more
youthful state of cells in the brain of the old
animal (32). These findings indicate that at least
some aspects of cellular aging may be reversible,
perhaps through reprogramming of the epige-
nome (49). Indeed, interventions that clearly ex-
tend organismal life span evenwhen applied late
in life, such as rapamycin treatment (50), may
enhance stem cell function in aged animals. As
such, it may be that treatments that directly
enhance the function of aged stem cells do so
by acting on the epigenome to adopt a more
youthful state.
Is it possible to reduce the acquisition of

somatic mutations? Most are probably the in-
evitable consequence of cell division and de-
amination events that result in C→T transitions
(51, 52).
Assuming we cannot eliminate mutations

altogether, another approach would be to alter
the adaptive landscape so as to select for more
functional cells. By the time that the protected
aging phase begins, stem cells will already have
acquired a burden of somatic mutations (a largely
inevitable consequence of cell division) and have
drifted epigenetically. We suggest that monitoring
changes and modulating the environment early—
such as reducing inflammatory mediators and
otherwise slowing the transition of the systemic
environment that occurs with age—may limit
the development of clonal dominance, allowing
the polyclonal state to be sustained longer (Fig.
5). Alternatively, providing a new adaptive
landscape in which different stem cell variants
are better adapted to thrive could likewise con-
tribute to themaintenance of tissue health. Along
these lines, it is interesting that genetic manipu-
lations early in life that preserve proliferative
homeostasis of gut stem cells in Drosophila lead
to life-span extension (53). It may be that early
life treatments that extend life span, such as
caloric restriction, do so in part by altering the
adaptive landscape to prevent detrimental clo-
nal dominance and preserve tissue function.
We are optimistic that better understanding of
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Time
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Typical aging;
clonal dominance

Adaptive landscape
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Fig. 5. Model of age-related selection for stem cells with new characteristics and potential out-
comes. In young individuals, a polyclonal population of HSCs gives rise to a heterogeneous population
of blood cells. With age, stem cells acquire somatic mutations and experience epigenetic drift.
Concurrently, attrition (“collapse”) of some clones occurs and the adaptive landscape gradually shifts.
This may be caused in part by changes in humoral factors (such as circulating cytokines or inflammatory
factors) or changes in the cellular environment that regulates the stem cells, the so-called niche (change
could occur in niche composition or behavior). The result of a changing landscape and clonal attrition
may be a population bottleneck that provides an opportunity for clones with a selective advantage to
expand. Ultimately, this leads to quasi-monoclonality and to the dominance of particular clones. In prin-
ciple, it could be possible to intervene to alter the forces that drive toward deleterious quasi-monoclonality
(dashed arrows). Any intervention that suppresses the change in the adaptive landscape would tend to
preserve the healthy polyclonality (diversity maintenance) of youth. Likewise, understanding any growth
or survival advantages conferred upon HSCs with “nondeleterious” somatic mutations or epigenetic
changes could allow for a rational modulation (“clonal switch”) of the adaptive landscape to select for
those clones rather than deleterious clones.



the mechanisms of stem cell dysregulation and
selection with age will enable new rational inter-
ventions based on these principles.
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REVIEW

Mitochondrial dysfunction and
longevity in animals:
Untangling the knot
Ying Wang and Siegfried Hekimi*

Mitochondria generate adenosine 5´-triphosphate (ATP) and are a source of potentially
toxic reactive oxygen species (ROS). It has been suggested that the gradual mitochondrial
dysfunction that is observed to accompany aging could in fact be causal to the aging
process. Here we review findings that suggest that age-dependent mitochondrial
dysfunction is not sufficient to limit life span. Furthermore, mitochondrial ROS are not
always deleterious and can even stimulate pro-longevity pathways. Thus, mitochondrial
dysfunction plays a complex role in regulating longevity.

T
he primary andmost essential function of
mitochondria is to produce energy for
the cell. The oldest explanation for aging,
the rate-of-living theory, postulates that
aging and life span are regulated by the

rate of energy metabolism, with lower rates
leading to longer life spans. However, the ap-
peal of the rate-of-living theory has been weak-
ened by its failure to accurately predict the
observed relationships between energy ex-
penditure and life span. This is not to say that
mitochondrial and energy metabolism don’t
play a crucial role in aging, but their relation-
ship to aging might not be simple. Mitochondria
do muchmore than produce energy. Particularly
relevant to aging, the mitochondrial electron
transport chain (ETC) leaks electrons and gen-
erates reactive oxygen species (ROS) during
normal respiration. Thus, a potentially harm-
ful elevation of ROS production occurs when
the ETC function is perturbed. The mitochon-
drial free-radical theory of aging posits that
biological aging results from the production of
ROS and the ensuing damage. However, direct
manipulation of cellular ROS levels within the
biologically meaningful range does not accel-
erate aging or decrease life span. Here we review
the relationships between normal mitochondrial
function, mitochondrial dysfunction, ROS genera-
tion, and life span.

Deleterious mitochondrial dysfunction

Numerous studies have described damage to
mitochondria in aged cells and organisms, in-
cluding in human samples. This damage in-
cludes a gradual decline in respiratory chain
capacity, decreased activities of individual ETC
complexes, elevated oxidative damage, decreased
mitochondrial content, morphological abnor-
malities in mitochondrial structure, and in-
creased fragility of aged mitochondria during
experimental isolation (Fig. 1) (1). In exploring

the implications of these observations for the
aging process, a key question is whether the
observed damage and dysfunction are severe
enough to cause the other degenerative pheno-
types of aging.
There isnodoubt thatmitochondrial dysfunction

can severely damage the organism.Humanpatients
with mutations inmitochondrial DNA (mtDNA) or
innuclear genes coding for proteins that function in
themitochondrial ETC are generally severely affect-
ed. They often show multisystem disorders that
include myopathy, encephalopathy, stroke, and
hearing loss (2). Most mitochondrial disorders
present with neurological and muscular symp-
toms. It is thus generally postulated that cells
with high energy demands, such as those in the
central nervous system and muscles, are more
susceptible to the reduced energy output of de-
fective mitochondria and are consequently more
strongly affected by mitochondrial impairment.
There is, however, considerable clinical variabil-
ity among mitochondrial disease patients, and
some mutations only affect particular tissues, re-
flecting a diversity of distinct diseasemechanisms
that are still poorly understood. To understand
these conditions, a variety of mouse knockout
(KO) models have been developed for nuclear-
encodedmitochondrial proteins (3). These include
mutants carrying KO mutations in genes that
are required for the assembly and function of
ETC complexes, mutants with defects in the
production of mobile electron carriers [cyto-
chrome c and ubiquinone (UQ)], and mutants
lacking necessary factors for the maintenance
of mitochondrial dynamics or the integrity of
mtDNA. In virtually every case, complete germline
KO causes embryonic to perinatal lethality.
Tissue-specific conditional KOs, mostly targeted
to neurons or muscles, result in abnormal
mitochondria with severe deficits in respira-
tory chain function, giving rise to a variety of
disease phenotypes. Most show severe progres-
sive loss of tissue function, such as progressive
skeletal muscle weakening, movement im-
pairment, and neurobehavioral abnormalities.
All result in death within the first year of life,
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with life spans reduced to less than 40% of the
normal (3).
Much research on whymitochondrial dysfunc-

tion gradually develops with time has focused
onmtDNA.Mutations and deletions inmtDNA
increasewith age, and clonally expandedmtDNA
damage is more abundant in those areas of aged
tissue that also show mitochondrial ETC dys-
function (4). These findings and many earlier
studies led to the notion that continuous accu-
mulation of mtDNA damage may play a causal
role in the aging process. One particular model
that has been used to study this is the “mutator”
mouse. In these mice, the proofreading func-
tion of the mtDNA polymerase gamma (Polg) is
defective, which leads to the accumulation of
randommutations and deletions inmtDNA (5, 6).
Decreased life span and an array of phenotypes
reminiscent of normal aging have been observed
in homozygous mutator mice (PolgD257A/D257A).
The mice exhibit decreased content and activity
of ETC complexes, lower respiratory chain capac-
ity, and lower ATP (adenosine 5´-triphosphate)
levels, as well as an activation of apoptotic path-
ways (5, 6). However, most studies of themutator
mice have reported negligible increases in oxi-
dative stress, which often accompanies disrup-
tion of ETC function in the KO mouse models
described above (6). This is of interest because
oxidative stress, whether causative of aging or
not, has been commonly regarded as a reliable
biomarker of aging. In fact, it has often been sug-
gested that ROS could be responsible for aging
by acting as mutagens on mtDNA in somatic
cells, inducing a vicious cycle inwhich themtDNA
mutations lead to defective ETC function, thereby
producing even more mtDNA-damaging ROS.
It is thus noteworthy that a recent study using
amitochondria-targetedmass spectrometry probe
detected an increase in hydrogen peroxide in the
mutator mice close to the end of their life span

(7). However, no increase was found in young
mutatormice, despite their already elevated level
of mtDNAmutations, nor was any increase found
in old wild-type mice by this technique. Thus,
although high mitochondrial ROS may contrib-
ute to the shorter life span of mutator mice, a
hypothesis that is supported by the beneficial
effects of some antioxidant interventions (8),
its role in normal aging is probably not of great
importance. In Drosophila and human brain tis-
sue, age-related increases in mtDNA mutations
are not caused by oxidative stress (9, 10), further
weakening the vicious-cycle hypothesis of mito-
chondrial aging.
Beyond this, the quantitative findings with the

mutator mouse argue against the notion that
damage to mtDNA causes aging. In the homozy-
gousmutatormice, life span is shortened, but the
mtDNA mutation load is much higher than that
detected in aged animals or elderly humans (11).
Heterozygous mutator mice are born with a mu-
tation burden 30 times higher than that of aged
wild-type mice, yet they lack overt phenotypes
and have a normal life span (11). This calls into
question whether the naturally occurring slow

accumulation of age-related mtDNA
mutations has a leading role in causing
aging, rather than representing only
one of the types of damage accumu-
lation that accompany aging. A differ-
ent mouse strain, the mtDNA deletor
mouse, is also relevant in this context.
These mice accumulate large-scale
mtDNA deletions in postmitotic tis-
sues but do not have a shortened life
span, although they exhibit late-onset
respiratory dysfunction in a subset of
tissues (12). These findings further un-
dermine the notion that damage to
mtDNA or mitochondrial dysfunction
is sufficient to accelerate aging.

Uncoupling mitochondrial
dysfunction and aging
Not all partial losses of mitochondrial
function result in shortened life span,
and some can even result in increased
life span (13). UQ is an obligate electron
carrier in the ETC, and MCLK1 (also
known as COQ7) is the penultimate
enzyme in the mitochondrial UQ bio-

synthetic pathway. Mice missing one copy of
Mclk1 appear superficially normal and live longer
than their wild-type littermates, despitemarkedly
reduced mitochondrial respiration. Overall UQ
concentrations in whole mitochondria extracts
are normal in these heterozygous mice, but they
are lower in the inner membrane fraction. This
causes a decrease in respiratory chain capacity,
which in turn results in low ATP generation.
Production of mitochondrial ROS (mtROS) ap-
pears to be increased in the mutant, whereas
overall ROS levels are not. The extended longevity
of these mutants is also associated with slow de-
velopment of the biomarkers of aging, highmacro-
phage expression of HIF-1a (hypoxia-inducible
factor 1a), and an enhanced immune response
(13). However, it is not known whether these
phenotypes are necessary or sufficient for the
observed increase in longevity.
SURF1 is an inner mitochondrial membrane

protein required for the assembly of complex IV
(cytochrome c oxidase), a protein complex needed
for oxidative phosphorylation. A knockout model
of Surf1, in which a premature stop codon was
inserted into exon 7, resulted in viable mice with
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Fig. 1. Age-dependent gradual mitochondrial dysfunction.Various mitochondrial defects are found to accompany
aging. However, their role in causing aging is unclear.

Box 1. Benefits of preserving or boosting mitochondrial function.

PGC-1 is a transcription coactivator of mitochondrial biogenesis, oxidative metabolism,
and ROS-handling enzymes. Overexpression of PGC-1a has been used to preserve or boost
mitochondrial function. In mice, increased muscle PGC-1a leads to preservation of muscle function
during aging (40). In fruit flies, overexpression of PGC-1a in intestinal stem and progenitor cells
leads to a longer life span (41). The mechanisms underpinning these effects are uncertain.

NAD+ (nicotinamide adenine dinucleotide) is a coenzyme for many reactions in oxidative
phosphorylation and the tricarboxylic acid cycle. NAD+ levels decline with age. Boosting
NAD+ levels has been shown to increase life span in C. elegans and improve health indicators
in old mice (17, 42). The effects are mediated by sirtuins and are associated with more
and healthier mitochondria.



increased life span (14). These mice
exhibited the anticipated decrease
in complex IV activity, which was 30
to 50% of normal. Mitochondrial res-
piration was mildly affected in some
tissues, but no change in mtROS
production was detected. Other phe-
notypic features include lower fat
mass, elevated protein expression of
the mitochondrial biogenesis regula-
tor PGC-1a (peroxisome proliferator–
activated receptor gamma coactivator
1a) (Box 1), increased insulin sensitiv-
ity, resistance to calcium-inducedneu-
ronal death, and an increase in the
expression of some of the proteins
involved in themitochondrial unfolded
protein response (UPRmt) (14–16).
There are other indications that the
UPRmt could participate in life-span
determination in mammals: Con-
served longevity-promoting interven-
tions, such as overexpression of SIRT1
and rapamycin and resveratrol treat-
ments, induce the UPRmt in mam-
malian cells (17, 18). However, it
remains unclear how the loss of SURF1
extends life span. SOD2 is a mito-
chondrial matrix superoxide dismu-
tase that serves as a first line of defense
against oxidative stress by converting
superoxide to hydrogen peroxide. Sod2 hetero-
zygous (Sod2+/−) mice show increased oxidative
stress, as indicated by inactivation of ROS-sensitive
enzymes, higher sensitivity to oxidative stress,
impaired mitochondrial respiration, and higher
levels of DNA oxidative damage in both the nu-
cleus and mitochondria (19). Despite this, Sod2+/−

mice appear normal and have a wild-type life
span. Thus, mitochondrial damage induced by a
decrease in antioxidant defenses is not suffi-
cient to compromise longevity in mice.
It is conceivable that impaired mitochon-

drial function does not shorten life span until
it reaches a critical threshold. This argument
provides a potential rationale for why, despite
the prime importance of mitochondria for many
cellular functions, some mitochondrial defects,
such as those mentioned above, are not associ-
ated with a shortened life span. However, even
mice that have suffered severe and prolonged
mitochondrial dysfunction are able to live as

long as control mice when mitochondrial func-
tion is partially restored at mid-life (20). Mutant
mice in which theMclk1 gene was globally deleted
in 2-month-old adults (aogMclk1 KO) showed a
severe loss of UQ and impaired mitochondrial
respiration. Heart, kidney, and skeletal muscles
had only 50% of the normal respiratory rate.
The mutant mice died at around 9 months of
age with severe phenotypes, including small size,
absence of fat, hair loss, low blood glucose, ele-
vated lactate, low triglycerides, intervals of cata-
tonia, and severe neurological symptoms (20).
UQ biosynthesis can be restored in the absence
of the MCLK1-catalyzed step by treatment with
an appropriate unnatural biosynthetic precur-
sor, 2,4-dihydroxybenzoate (2,4-DHB) (21). Treat-
ment of KO mice with 2,4-DHB shortly before
death led to virtually full phenotypic recovery,
with animals looking essentially wild-type (ex-
cept for a small deficit in weight), despite only
partial normalization of mitochondrial function.

The treatment resulted in full restoration of a
normal life span, even though the mice had
lived almost their entire lives with mitochon-
drial dysfunction (20). Thus, neither chronic nor
acutely severe mitochondrial dysfunction is suf-
ficient to produce irreversible phenotypes that
limit life span.

Insights from invertebrate studies

Several of the studies with vertebrates de-
scribed above fail to support a causal role for
mitochondrial dysfunction in the aging pro-
cess. Moreover, recent work with invertebrate
animal model systems suggests that mitochon-
drial dysfunction in fact can lead to the gen-
eration of intracellular signals that stimulate
anti-aging processes. It is widely assumed that
the mechanisms of aging are conserved and can
be studied in model organisms, including the
nematode Caenorhabditis elegans and the fruit
fly Drosophila melanogaster. In C. elegans, clk-1
is the ortholog of the mouse Mclk1 gene dis-
cussed above. Twenty years ago, the clk-1 mutant
was the first long-lived mutant to be described
in which increased longevity was associated
with mitochondrial dysfunction (22). Several
more long-lived C. elegans mutants were subse-
quently found to be associated with mitochon-
drial dysfunction (23, 24). In addition, it was
found that using RNA interference (RNAi) to
knock down C. elegans genes whose products
function in mitochondria frequently resulted in
increased life spans (25, 26), a phenomenon that
also appears to be conserved in Drosophila (27)
and possibly mice (18). At least some of the muta-
tions appear to increase life span by mechanisms
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Fig. 2. Pro-longevity responses to mitochondrial stress. (A) In C. elegans, pro-longevity signaling by mtROS acts
through the intrinsic apoptosis pathway. This is further modulated by key stress-response pathways. (B) The UPRmt

has been suggested to link mitochondrial stress to life-span extension, but it is still uncertain whether its activation
alone is sufficient to extend life span.

Box 2. ROS in other mechanisms of life-span extension.

ROS acting as signals have been linked to the longevity resulting from disturbed insulin
and insulin-like growth factor 1 signaling in C. elegans (43). Mitochondria also have frequently
been implicated in the longevity associated with caloric restriction (CR). In C. elegans,
a CR regime imposed by inhibition of glycolysis via 2-deoxy-D-glucose promotes ROS
formation and subsequent longevity (44). However, mtROS generated by paraquat can
further extend the life span of the eating-defective eat-2 mutant, suggesting that the
mechanism of CR is distinct from the life-span extension initiated by mtROS (28). The
C. elegans transcription factor SKN-1 (homolog of vertebrate NRF1/2), which is crucial to
the response to oxidative stress, also has recently been implicated in linking mitochondrial
function to CR (45).
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that are distinct from those that underlie the
effects of RNAi (23). However, whether distinct
mechanisms are at work, and even which mecha-
nisms are engaged by RNAi knockdowns to in-
duce longevity, remain controversial.

Long-lived electron transport
chain mutants
A point mutation in the C. elegans isp-1 gene,
which encodes the iron sulfur protein of mito-
chondrial respiratory complex III, leads to mito-
chondrial dysfunction but also to a dramatically
increased life span (24). The mitochondrial dys-
function in the isp-1 and similar long-lived ETC
mutants, such as the nuo-6 mutant, elevates
mitochondrial superoxide generation (28). This
elevation appears to be necessary for extended
longevity, which is suppressed by treatment with
antioxidants. A pro-longevity role for super-
oxide generation is further supported by the
observation that treatment with very low con-
centrations (0.1 mM) of the mitochondrial su-
peroxide generator paraquat can dramatically
increase the life span of wild-type animals with-
out impairing their mitochondrial function, but

this treatment has no effect on the long-lived
ETC mutants (28). This supports the notion that
increasedmtROS generationwith aging does not
mean that ROS cause aging, but rather that
mtROS are part of a stress response that com-
bats the damage accumulation that accompanies
aging (Box 2) (29).
Recent findings suggest that one of the prin-

cipal mechanisms by which mtROS act as pro-
longevity signaling molecules is via the intrinsic
apoptosis signaling pathway, by activating a
specific pattern of changes in gene expression
without inducing cell death (Fig. 2A) (30). The
intrinsic pathway of apoptosis is physically as-
sociated with mitochondria and is sensitive to
mtROS in vertebrates, where it contributes to
homeostasis by eliminating unwanted or dys-
functional cells. In C. elegans, this signaling path-
way can be used in two ways: either to stimulate
apoptosis when it is triggered by expression of
EGL-1 or to stimulate greater survival when it is
triggered by expression of CED-13 and mtROS.
The mtROS presumably act on CED-9 (BCL2-like),
which is tethered to the mitochondrial outer mem-
brane, or CED-4 (APAF1-like), which is bound by
CED-9 (Fig. 2A). The expression of the ced-13
gene is known to be controlled by the p53 C.
elegans homolog CEP-1, which also affects mtROS
pro-longevity signaling (31, 32). Studies in yeast

have suggested that mtROS can also affect lon-
gevity by triggering a noncanonical activation
of DNA damage pathways (33).
Altered energy metabolism in the long-lived

ETC mutants (low oxygen consumption and ATP
levels) might also play a role in their longevity,
because mtROS in these mutants alters ATP-
dependent behaviors and developmental pro-
cesses, possibly by redirecting ATP use toward
protective processes (30). This is consistent with
findings that the metabolic regulators adeno-
sine 5 -́monophosphate (AMP) kinase and HIF-1a
modulate the effects of the mtROS pathway
(34, 35).

Activating the UPRmt

The UPRmt allows cells to cope with the presence
of unfolded ormisfolded proteins inmitochondria
by conveying a stress signal to the nucleus and
up-regulating mitochondrial chaperones and
proteases (36). It has been proposed that UPRmt

activation promotes longevity and is responsible
for the life-span extension induced by resveratrol
and rapamycin treatments (17), as well as for the
life-span extension that follows the mitochon-
drial dysfunction induced by RNAi knockdown
of ETC components (23, 37) or components of the
mitochondrial translation machinery (Fig. 2B)
(18). However, the mechanisms induced by RNAi
and by the long-lived ETC point mutations ap-
pear to be fully distinct, in particular because
their effects on life span are additive (23).
Nevertheless, the question ofwhether activation

of the UPRmt is sufficient for life-span extension
remains open. Activation of the UPRmt can be
uncoupled from life-span extension in C. elegans
(38). For example, gain-of-function alleles of
atfs-1, which encodes the nuclear transcription
factor that turns on the UPRmt by sensing
mitochondrial stress, do not lengthen life span.
Furthermore, loss-of-function atfs-1 alleles do
not always prevent the longevity induced by
RNAi knockdown of ETC subunits.
Even though the ATFS-1–dependent UPRmt

and other mechanisms of mitochondrial protein
homeostasis (39) might not confer longevity by
themselves, they might be needed to permit
life-span extension in long-lived mutants with
stressed mitochondria, such as clk-1 and isp-1
mutants (37, 39). The extended life spans of the
mutants were abolished when the activation of
these pathways, which shield mitochondria from
the consequences of dysfunction, was prevented,
because this intervention resulted in very severe
synthetic phenotypes.
There are thus two distinct mechanisms of

life-span extension by dysfunctional mitochon-
dria: one mechanism induced by point muta-
tions in ETC subunits, which increases mtROS
generation and engages the apoptotic pathway,
and onemechanism induced byRNAi knockdown
of components of the ETC and of the mitochon-
drial translationmachinery. The role of mitochon-
drial protein homeostasis in eithermechanism is
less clear, but it might be protective and thus
facilitate life-span extensions induced by mito-
chondrial stress (Fig. 2B).

Conclusions
Studies in both vertebrates and invertebrates
demonstrate the intimate connection between
mitochondria and longevity. On the one hand,
there is no doubt that mitochondria wear down
with age. However, by itself, this functional de-
cline appears to be insufficient to cause aging.
On the other hand, some deviations fromnormal
mitochondrial states can elicit responses that are
protective and extend longevity. These findings
point to unexpectedly complex links between
mitochondria and longevity.
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“There is no doubt that
mitochondria wear down
with age. However, by itself,
this functional decline
appears to be insufficient
to cause aging.”



REVIEW

NAD+ in aging, metabolism,
and neurodegeneration
Eric Verdin

Nicotinamide adenine dinucleotide (NAD+) is a coenzyme found in all living cells. It serves
both as a critical coenzyme for enzymes that fuel reduction-oxidation reactions, carrying
electrons from one reaction to another, and as a cosubstrate for other enzymes such
as the sirtuins and poly(adenosine diphosphate–ribose) polymerases. Cellular NAD+

concentrations change during aging, and modulation of NAD+ usage or production can
prolong both health span and life span. Here we review factors that regulate NAD+ and discuss
how supplementation with NAD+ precursors may represent a new therapeutic opportunity
for aging and its associated disorders, particularly neurodegenerative diseases.

N
icotinamide adenine dinucleotide (NAD+)
is a key cellular factor for intermediary me-
tabolism. Originally defined as a molecular
fraction (“cozymase”) that accelerated fer-
mentation in yeast extracts, its chemical

structure was resolved as a nucleotide sugar phos-
phate. The nicotinamide portion of NAD+ is the
site of reduction-oxidation (redox) reactions, and
its reduced form (NADH) serves as a key energy-
transfer intermediate between different meta-
bolic pathways (Fig. 1).
The medical importance of NAD+

was established early with the discov-
ery of pellagra, a disease character-
ized by four “Ds”: dermatitis, diarrhea,
dementia, and death. A heat-stable
dietary factor (known as pellagra-
preventing factor) that cured pellagra
was determined to be a NAD+ pre-
cursor called niacin. This provided
the first evidence of a therapeutic
role for what is now vitamin B3 (1).
Although pellagra is rare in the

developed world, decreased cellular
NAD+ concentrations occur under de-
fined conditions, including aging, and
supplementation with NAD+ pre-
cursors may be useful against aging
and its chronic diseases. Here we re-
view recent findings on NAD+ biol-
ogy and their implications for normal
aging and age-associated diseases.

NAD+ biosynthesis, degradation,
and salvage

Beyond its role as a coenzyme in redox reactions,
NAD+ is an important cosubstrate for three classes
of enzymes: (i) the sirtuins (SIRTs), (ii) the aden-
osine diphosphate (ADP)–ribose transferases (ARTs)
and poly(ADP-ribose) polymerases (PARPs), and
(iii) the cyclic ADP-ribose (cADPR) synthases (CD38
and CD157). NAD+ is consumed by these enzymes
and continuously degraded (Fig. 1). To maintain
stable cellular concentrations of NAD+, organisms

primarily use a nicotinamide salvage pathway
but also rely on several biosynthetic pathways.

NAD+ biosynthetic pathways

Nicotinamide adenine dinucleotide can be syn-
thesized from diverse dietary sources, includ-
ing nicotinic acid and nicotinamide, tryptophan,
and nicotinamide riboside (NR). The major di-
etary source of NAD+ is nicotinic acid, a form of
niacin (i.e., vitamin B3) that can be transformed

into NAD+ through three steps in the Preiss-
Handler pathway (Fig. 2). A key enzyme in this
pathway isnicotinamidemononucleotide adenylyl-
transferase (NMNAT), which transforms nicotinic
acid mononucleotide (NAMN) into nicotinic acid
adenine dinucleotide (NAAD) in the presence of
adenosine triphosphate (ATP). Three forms of the
enzyme have distinct subcellular localizations:
NMNAT1 in the nucleus, NMNAT2 in the cytosol
andGolgi, andNMNAT3 in the cytosol andmito-
chondria (2–4). This enzyme is also important
in the NAD+ salvage pathway.
Synthesis of NAD+ from tryptophan occurs in

the kinurenine pathway (5) (Fig. 2). The first step
is conversion of tryptophan to N-formylkinurenine

by indoleamine 2,3-dioxygenase (IDO) or tryp-
tophan 2,3-dioxygenase (TDO). IDO and TDO
activities lead to metabolites in the kinurenine
pathway that modulate the activity of the mam-
malian immune, reproductive, and central ner-
vous systems. This is a rate-limiting step in the
pathway, and both enzymes are frequently over-
expressed in cancer and may contribute to
immune tolerance to cancer cells through their
immunomodulatory activities. Another key step
is transformation of 2-amino-3-carboxymuconate
semialdehyde (ACMS). This compound spontane-
ously condenses and rearranges into quinolinate,
which serves as a precursor to NAD+ synthesis
(Fig. 2). However, under most circumstances,
ACMS is decarboxylated by ACMS decarboxylase
into 2-amino-3-muconate semialdehyde (AMS),
leading to its oxidation into acetyl–coenzyme
A (CoA) via the tricarboxylic acid (TCA) cycle.
If the ACMS decarboxylase enzymatic capac-
ity is exceeded by an excess of tryptophan (6),
quinolinate is transformed into NAMN, thus
linking with the Preiss-Handler pathway (Fig. 2).

NAD+ salvage pathway

This is the key pathway for maintaining cellular
NAD+ levels. The NAD+-consuming enzymes—the
SIRTs, ARTs, and PARPs—all generate nicotin-
amide as a by-product of their enzymatic activities.

Nicotinamide regulates their activities as an in-
hibitory factor by binding in a conserved NAD+

pocket and also as a biosynthetic precursor to
NAD+ via activity of nicotinamide phosphoribo-
syltransferase (NAMPT). This enzyme recycles
nicotinamide into nicotinamide mononucleotide
(NMN), which is converted into NAD+ by the var-
ious NMNATs (discussed above). This pathway
leads to recycling of nicotinamide into NAD+ and
relieves nicotinamide inhibition of NAD+-consuming
enzymes. NAMPT is expressed in low amounts
in pancreatic b cells and neurons, which might
allow it to become more rapidly limiting in these
cells (7). NAMPT can be either intracellular
(iNAMPT) or extracellular (eNAMPT).
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NAD+ as an enzyme cosubstrate
Nicotinamide adenine dinucleotide is a critical
cofactor for other enzymes, including the sirtuin
protein deacetylases, the ADP-ribose transferases
and PARP, and the cADPR synthases (CD38 and
CD157).

The sirtuin protein deacylases

These proteins are conserved from bacteria to
humans. They remove acyl groups from lysine
residues on proteins in a NAD-dependent man-
ner. NAD+ is cleaved between nicotinamide and
ADP-ribose, and the latter serves as an acyl ac-
ceptor, generating acyl-ADP-ribose (Fig. 1). The
demonstration that Sir2 is an NAD+-dependent
protein deacetylase (8) suggested that Sir2 enzy-
matic activity could be coupled to metabolic
status, a model supported by the observation
that, in Saccharomyces cerevisiae, Sir2 is neces-
sary for life-span extension in response to calorie
restriction (9).
Sirtuins sense intracellularNAD+concentrations

and transduce a signal via protein deacylation,
predominantly modifying acetyl but also succinyl,
malonyl, glutaryl, palmitoyl, and other fatty acids
(10, 11). Yeast sirtuin Sir2 was identified as a gene
controlling aging in yeast, and this function was
confirmed inworms andDrosophilamelanogaster
(12–14). After questions were raised as to the ro-
bustness of these effects and confounding varia-
bles in the genetic background of the strains
used (15), follow-up studies have confirmed the
life-span–extending effects of Sir2 orthologs in
flies andworms (16–18) and for SIRT1 and SIRT6
in mice (19, 20).
There are seven sirtuins in mammals in differ-

ent subcellular compartments: nuclear for SIRT1,
SIRT6, and SIRT7; cytoplasmic for SIRT2; and
mitochondrial for SIRT3, SIRT4, and SIRT5. The
possibility thatNAD+ concentrations are regulated
semi-independently in different cellular compart-
ments could allow local changes in NAD+ concen-
trations to differentially affect the activity of
distinct sirtuins.
Calorie restriction, a decrease in caloric intake

(by 10 to 40%) without malnutrition, has been
shown to increase life span and health span in
all organisms in which it has been tested. The
benefits of calorie restriction on metabolism and
other cellular functions, such as cognition, depend
onNAD+ sensing by SIRT1. The protein deacetylase
of SIRT1 functions as an epigenetic regulator by
targeting specific histone-acetylated residues
(e.g., H3K9,H3K14, andH4K16) but also regulates
transcription by deacetylating transcription fac-
tors (such as TP53, NF-kB, PGC-1a, and FOXO3a)
(21). As discussed above, NAD+ concentrations
fluctuate in a circadian manner and thereby link
the peripheral clock to the transcriptional regu-
lation of metabolism by epigenetic mechanisms
through SIRT1. The core components of the cir-
cadian clock, BMAL1 and CLOCK, directly regu-
late expression of NAMPT in the NAD+ salvage
pathway in mice. SIRT1 protein abundance is
relatively stable, but its deacetylase activity de-
pends on NAMPT to generate NAD+, and SIRT1
enzymatic activity oscillations correlate with the

circadian production of NAD+. Key targets of
SIRT1 include lysines 9 and 14 of histone 3 at
multiple loci of genes that oscillate under circa-
dian control (22). SIRT1 also regulates ribosomal
biogenesis, an energy-consuming process in eu-
karyotes, particularly in proliferative tissues. SIRT1
is presumably activated through increased levels
of NAD+ during the transition to glucose starva-
tion, and it deacetylates histone H3K9 at ribo-
somal DNA loci, in cooperation with a protein
complex that contains nucleomethylin, the het-
erochromatin methyltransferase SUV39H1, and
SIRT1 (23).
Sirtuin 1 is phosphorylated by protein kinase A

as a consequence of adrenergic receptor activa-
tion during fasting. This induces a shift in its
Michaelis constant (Km) for NAD

+ that sensitizes
the enzyme for fluctuations in NAD+ concentra-
tions (24). SIRT6, which is also localized in the
nucleus, is linked to aging by regulating telomere
stability and inflammation through NF-kB signal-
ing. Deacetylation of histoneH3K9 appears to be
the modification connecting SIRT6 activity with
these aging pathways. Loss of SIRT6 leads to
progeria, whereas gain of function extends life
span in male mice by 15% (19, 25–27).

Sirtuin 3 is the major mitochondrial protein
deacetylase (28). Its expression is enhanced by
fasting and calorie restriction and is decreased
during aging and by a high-fat diet (29). SIRT3
deacetylates and thereby increases the enzymatic
activity of key mitochondrial proteins involved
in the protection against oxidative stress and in
intermediary metabolic pathways, such as fatty
acid oxidation, the urea cycle, and oxidative phos-
phorylation (30–35). SIRT3 is necessary for the
protective effect of calorie restriction on age-
associated hearing loss (30). Without SIRT3,
mice develop a syndrome similar to themetabolic
syndrome in humans, which results in glucose
intolerance, mild obesity, chronic inflammation,
dyslipidemia, and steatohepatitis (29). Mitochon-
drial NAD+ concentrations fluctuate in a diurnal
manner andmediate a change inmitochondrial oxi-
dative activity in a SIRT3-dependentmanner (36).
In worms, nicotinamide is metabolized into

1-methylnicotinamide (MNA) by a nicotinamide-
N-methyltransferase (anmt-1). Loss of anmt-1 sup-
presses the life-span effect of Sir2.1. Thus, Sir2.1
might increase life span by generating nicotin-
amide, which is then transformed intoMNA.MNA
serves as a substrate for the aldehyde oxidase
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GAD-3 to generate hydrogen perox-
ide, which may promote a mito-
hormesis response, in which a mild
stress in mitochondria promotes a
protective response in the whole
cell (37, 38). The implications for
the mammalian NAD+-sirtuin-aging
link and its relevance tomammalian
systems are not clear but warrant
further study.

Poly(ADP-ribose) polymerases

There are 17 genes encoding PARP-
related proteins (39). Activated PARP1
and PARP2 catalyze the transfer of
multiple ADP-ribose moieties from
NAD+ to protein acceptors, gener-
ating long poly(ADP-ribose) (PAR)
chains. Other PARPs are enzymati-
cally inactive or catalyze the transfer
of mono-ADP ribose to acceptor
proteins and are less important for
modulating cellular NAD+ concen-
trations. PARP1 is themost abundant
PARPand is expressed ubiquitously.
This DNA-dependent nuclear PARP
is strongly activated by DNA dam-
age, leading to consumption of a
large amount of cellular NAD+. In
fact, DNA damage leads to a de-
crease (up to 80%) in cellular NAD+

concentrations. PARP1 is important
in DNA damage detection and re-
pair, as well as in a cell’s decision to
repair itself or die after a genotoxic
insult (40). PARP1 also promotes
ribosomal RNA biogenesis by PARylation of
several nucleolar proteins and is required for
assembly of cytoplasmic stress granules that
regulate the stability and translation of mRNA
in response to stress (41).
Selective PARP inhibitors are in development

or are already approved for cancer treatment.
They show synthetic lethality with defects in
homologous replication or are tested in combi-
nation therapy with chemotherapy or radiation
therapy (42). These inhibitors are also being tested
as anti-inflammatory drugs in stroke and myo-
cardial infarction.

NAD+ as an enzyme cofactor

Nicotinamide adenine dinucleotide and its phos-
phorylated derivative, nicotinamide adenine di-
nucleotide phosphate (NADP), serve as essential
coenzymes for hydride-transfer enzymes (Fig. 3).
They participate in redox reactions as hydride
acceptors (NAD+ and NADP+) or donors [NADH
or NADPH (reduced forms)]. These two redox
pairs are kept in chemical opposition: NAD+ is
mostly maintained in its oxidized form; NADP is
mostly in its reduced form, NADPH. As a coen-
zyme, NAD+ is essential for energy generation by
transferring reducing equivalents from glycolysis
(from the activity of glyceraldehyde-3-phosphate
dehydrogenase) and from the TCA cycle under
the formofNADH.Whenoxygen is limiting,NADH
is converted to NAD+ by reduction of pyruvate

into lactate.With oxygen, cytoplasmicNADHtrans-
fers its reducing equivalent through the malate-
aspartate shuttle or the glycerol-3-3-phosphate
shuttle to themitochondrial matrix (Fig. 3). These
reducing equivalents are oxidized by complex I
of the electron-transport chain (ETC), thereby
coupling glycolysis and the TCA cycle to ATP
synthesis via oxidative phosphorylation. NADP is
critical in several pathways, including fatty acid
oxidation and cholesterol synthesis, as well as in
redox protection. In these reactions, NAD+ and
NADH (or NADP and NADPH) interconvert but
are not consumed.
Deterioration of mitochondrial function and

the accompanying cellular energy deficit have
emerged as critical factors in aging and diseases
of aging (particularly neurodegenerative diseases).
A number of pathways that extend life span
help tomaintain mitochondrial function, includ-
ing mitochondrial biogenesis (43). The critical
role of NAD+ in mitochondrial intermediary
metabolism suggests that variations in NAD+

concentrations in this compartment may affect
metabolic efficiency, aging, and aging-associated
diseases. This model is supported by the obser-
vation that components of the malate-aspartate
NADH shuttle, which transfers reducing equi-
valent fromNADH in the cytoplasm to NADH in
the mitochondrial matrix, are required for life-
span extension in response to dietary restric-
tion in yeast (44).

Competition between NAD+-consuming
enzymes for shared NAD+ pools
Although three classes of enzymes use NAD

+,

they have distinct roles in aging. Sirtuins are
emerging as keymediators of increased life span,
and PARPs and NAD

+
hydrolases exhibit the op-

posite effect. The evidence supporting this emerg-
ingmodel is detailed below (Fig. 4). An interesting
competitive relationship exists between SIRT1
and PARP1 or CD38 for NAD

+ (45). For example,
PARP1 activity increases during aging, as DNA
damage accumulates, and in response to high-
energy intake (46–48). Because PARP1 and SIRT1
have relatively similar values of Km for NAD [50
to 97 mM for PARP1 versus 94 to 96 mM for SIRT1
(24, 49–52)], the decrease in NAD+ concentra-
tions that occurs when PARP1 is activated (up
to an 80% decrease, starting from 200 to 500 mM
under basal conditions) leads to a decrease in
SIRT1 activity.
The antagonistic relationship between SIRT1

and PARP1 goes beyond competition for NAD:
SIRT1 also inhibits PARP1 through deacetylation
and at the transcriptional level (53, 54), and their
activities on key cellular proteins are opposing.
For example, activity of the transcription factor
NF-kB is suppressed by SIRT1-mediated deacetyl-
ation of its component p65/RelaA, whereas NF-
kB is transcriptionally activated by PARP1. In
the case of tumor protein p53, it is activated
by PARP1 under conditions of genotoxic stress
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and inactivated by SIRT1 through deacetylation
(55–57).
An extreme example of PARP1 activation oc-

curs in patients with xeroderma pigmentosum
group A (XPA), a nucleotide excision DNA repair
disorder with severe neurodegeneration. The
clinical neurological features of XPA (progressive
cerebellar degeneration, peripheral neuropathy,
and sensorineural hearing loss) are similar to
those in two other DNA damage disorders: ataxia
telangiectasia (AT) and Cockayne syndrome (CS).
Further, hierarchical clustering of primary mito-
chondrial diseases with DNA repair disorders
based on shared symptoms and manifestations
shows a clustering of these DNA damage disor-
ders (CS, XPA, AT) with several primary mito-
chondrial disorders [such asMEGDEL syndrome,
Charcot-Marie-Tooth disease type 2A2, andNARP
(neuropathy, ataxia, and retinitis pigmentosa)
syndrome] and also with Friedreich ataxia, a dis-
order associatedwith defectivemitochondrial SIRT3
activity, suggesting a shared pathogenicmechanism,
perhaps driven by NAD+ depletion (58, 59).
PatientswithXPA showPARP1hyperactivation,

NAD+ depletion, and decreased SIRT1 activity
(Fig. 4). They also show mitochondrial abnor-
malities, including decreased mitochondrial au-
tophagy (mitophagy), presumably as a consequence
of decreased activity of the NAD+–SIRT1–PGC-
1a axis (60). This mitophagy defect in XPA, CS,
and AT can be suppressed by treatment with
PARP inhibitors or by supplementationwithNAD+

precursors, such as NMN and NR (60). This con-
cept was validated in amouse CSmodel (csbm/m)
that carries a mutation in the ortholog of hu-
man Cockayne syndrome B, csb. These mice dis-
play features characteristic of human Cockayne
syndrome—for instance, decreased life span,mito-
chondrial abnormalities (hyperpolarized, increased
O2 consumption), and neuronal damage in the
cerebellum and inner ear. As with XPA, PARP
inhibitors or NAD+ precursors suppressed these
phenotypes (61). A high-fat diet associated with a
small increase in the ketone body b-hydroxybutyrate
also suppressed these abnormalities. Intact SIRT1
was necessary for each of these interventions
(high-fat diet, NAD+ precursors, or PARP inhib-
itors), which suggests that hyperactive PARP leads
to decreased NAD+, decreased SIRT1 activity,
and defectivemitochondrial function, thus resulting
in an energy deficit and increased oxidative stress
(Fig. 4). The ketone body b-hydroxybutyrate in-
hibits class I histone deacetylases (HDAC1,
HDAC2, and HDAC3) and increases expression
of MT2 and FOXO3A (62). Because FOXO pro-
teins regulateNAMPT, oxidative stress, and aging,
b-hydroxybutyrate may indirectly regulate NAD+

concentrations, sirtuin function, and aging.
A similarmodel based on PARP activation and

NAD+ depletion was invoked for aging in mice
and worms. NAD+ concentrations are reduced in
aged mice and worms, and restoring NAD with
nicotinamide riboside or PARP inhibitors prevents
age-associated metabolic decline and promotes
longevity in worms. These effects depend on the
SIRT1 worm ortholog, sir-2.1, and induction of
mitonuclear protein imbalance (48).

Another parallel situation has been described
in the case of cyclic ADP-ribose synthases (CD38,
CD157) and brings further support for the model
proposed above. Both proteins produce cyclic
ADP-ribose fromNAD+andwere initially described
as lymphocyte-specific ectoenzymes.However, they
occur in other tissues, both inside and outside
cells. CD38 is a major NAD+-consuming enzyme,
and mice lacking CD38 show increased NAD+

concentrations in the brain, liver, and muscles.
Furthermore, due to their resulting enhanced en-
ergy expenditure and highermetabolic rates, these
animals are protected against obesity, despite a
high-fat diet (63–65).
Their resistance to obesity is mediated in part

through an NAD+-dependent activation of the
SIRT-PGC1a axis (65). In contrast, CD38 over-
expression in a cell line that resulted in a 35%

decrease of cellular NAD+ concentrations was as-
sociated with a lower growth rate, increased
oxidative stress, and decreased expression of
proteins that function in glycolysis, antioxidant
response, and DNA repair (66).

Nutritional precursors for
NAD+ synthesis

As the field focuses on supplementing NAD pre-
cursors to remedy the decrease in NAD+ that
occurs with aging, our understanding of the
mechanisms of precursor import and conversion is
still rudimentary. Precursors for NAD+ synthesis
can be provided by the diet in several forms (Figs.
2 and 3). Tryptophan feeds into the de novo

synthesis pathway and could be an important
precursor for NAD+, but the activity of ACMS
decarboxylase diverts ACMS from NAD synthe-
sis andmay explain why tryptophan is a relatively
poor NAD+ precursor (6).
Intestinal brush border cells hydrolyze NAD+

into NMN and 5′-AMP. NMN is hydrolyzed to
NR and nicotinamide (67). Nicotinic acid can
be derived directly from diet or the activity of
nicotinamide deamidase in the gut microbial
community. Inside the cell, nicotinic acid feeds
into the Preiss-Handler pathway. NR can also
be obtained from the diet (milk) and from par-
tial digestion of NAD+ and NMN. The fate of
NMN and NR after ingestion as supplements or
after injection is not clear. The cell-surface
protein CD73 processes NAD+ into NMN and
NMN into NR, therefore providing a possible

mechanism for entry of NMN and NAD+ into
cells (68, 69) (Fig. 3).

NAD+, mitochondrial function, and aging

Loss of mitochondrial function is a hallmark of
aging and age-associated diseases (70). An inter-
esting link has emerged between NAD+ metabo-
lism, SIRT1, SIRT3, and mitochondrial function.
NR and PARP inhibitors increased life span in
worms via activation of the mitochondrial un-
folded protein response UPRmt by sir2.1 (48). Be-
cause the ETC is a multiprotein complex made
up of proteins encoded by both the nuclear and
mitochondrial genomes, unbalanced gene expres-
sion from both genomes results in stoichiometric
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variations between different subunits in com-
plex I of the respiratory chain. These partially
unfolded proteins activate themitochondrial un-
folded protein response UPRmt. In a separate
study, decreased nuclear NAD+ was associated
with defective SIRT1 activity and down-regulation
ofTFAM, themain transcription-replication factor
for the mitochondrial genome. This resulted in
an early decrease in the expression of mitochon-
drial genome–encoded proteins in the ETC and a
pseudohypoxic state resembling the Warburg
effect, with increased glycolysis and decreased
activity of complexes I, III, and IV but not com-
plex II, which is composed of only nuclear-encoded
proteins (71). Short-term (1 week) supplementation
of these mice with NMN restored mitochondrial
homeostasis inmuscles, which suggests thatNAD+

supplementation can restore some reversible as-
pects of the aging process (71). Both observations
are consistent with the model indicating that an
imbalance in the relative stoichiometries of
mitochondria- versus nucleus-encoded ETC pro-
teinsmay induce life-span extension via activation
of the UPRmt. In support of such a mechanism,
mutation or reduced function in nuclear genes
encoding ETC components in yeast, Caenorhab-
ditis elegans, Drosophila, and mice increase life
span through activation of the mitochondrial un-
folded protein response UPRmt (72).
Although SIRT1 has emerged as a key NAD+

target in mediating its beneficial effects, mito-
chondrial NAD+ metabolism and SIRT3 are also
important in aging. SIRT3 is necessary for the
protective effect of calorie restriction against age-
associated hearing loss and oxidative stress
(30, 34). Furthermore, loss of SIRT3 is associated
with induction of a pseudohypoxic state similar
to that detected in aging (71). Loss of SIRT3 is
associated with accelerated development of the
metabolic syndrome in mice on a high-fat diet,
and a SIRT3 polymorphism in humans is associ-
ated with decreased SIRT3 enzymatic activity
and increased risk for the metabolic syndrome
(29). Complex I is the major hydride acceptor
from NADH inmitochondria, and inhibition of
its activity traps the NADH in its reduced form
(Fig. 3). Thus, loss of complex I of the respiratory
chain through inactivation of one of its subunits
(Ndufs4) is associated with an increase in NADH
and a relative decrease in NAD+. This decrease in
NAD+ leads to decreased SIRT3 activity, pro-
nounced mitochondrial protein acetylation, and
accelerated heart failure in response to chronic
stress (73). Most of these consequences are rec-
tified after supplementation with NMN (73).
SIRT3 is also necessary for the protective effect
of NR and Wlds (a fusion protein encompassing
NMNAT1, see below) against noise-induced hear-
ing loss (29).
Defects of the mitochondrial ETC are one of

themost frequent forms of human heritablemeta-
bolic diseases. Two recent studies tested NR sup-
plementation in twomousemodelsofmitochondrial
myopathy: Deletormice carry a patientmutation
in Twinkle, a mitochondrial replicative DNA heli-
case, and Sco2 knockout mice are characterized
by impaired cytochromecoxidasebiogenesis (74, 75).

In both mouse lines, NR supplementation in-
creasedNAD+ concentrations andmitochondrial
biogenesis and also delayed disease progression
(74, 75), suggesting a protective role forNRagainst
mitochondrial diseases and dysfunction associ-
ated with aging (22, 76–81).

Variation in NAD+ concentrations
during aging

Nicotinamide adenine dinucleotide concentra-
tions depend on several variables, including the
cellular redox state (NAD+/NADH ratio) and the
rates of NAD+ synthesis andNAD+ consumption.
NAD+ ismuchmore abundant thanNADH, so we
expect that variations in total NAD+ concentration,
rather than in theNAD+/NADHratio, are themain
factor affecting sirtuin activity. However, changes
in the NAD+/NADH ratio have been reported in
muscle during the aging process (82). Although
classical experiments have suggested that NAD+

concentrations were held constant (83), recent evi-
dence indicates that cellular NAD+ concentrations
change under various conditions. Importantly, they
fluctuate in a circadian manner, through activa-
tion of the NAD+ salvage pathway (22, 80).
Nicotinamide adenine dinucleotide concen-

trations increase in response to conditions
associated with lower energy loads, such as fast-
ing, glucose deprivation, calorie restriction, and
exercise (22, 76–81). In contrast, NAD+ concen-
trations decrease in animals on high-fat diets
(46, 84–88) and during aging and senescence
(47, 48, 71, 75, 82, 88–90).
The fact that NAD+ concentrations increase

under conditions that increase life span or health
span and decrease during aging or under condi-
tions that decrease life span or health span sup-
ports the working model that decreased NAD+

levels contribute to the aging process and that
NAD+ supplementation might exert protective ef-
fects during aging. Indeed, NAD+ supplementation
increases life span in yeast and worms (48, 91).
Why do concentrations of NAD+ decrease dur-

ing the aging process (47, 48, 71, 75, 82, 88–90)?
The fact that supplementation with NMN (a
product of NAMPT) corrects defects associated
with aging may indicate that the NAD salvage
pathway is deficient in aging. Decreased NAMPT
expression occurs in several tissues (e.g., pancreas,
white adipose tissue, and skeletalmuscle) during
aging (89), resulting fromdefective circadianrhythm
regulation by CLOCK and BMAL (22) or from the
oxidative stress and chronic inflammation asso-
ciated with aging (7) (Fig. 4). NAD+ might be con-
sumed through hyperstimulation of NAD-consuming
enzymes, particularly PARP1, the activity of which
increases during aging as DNA damage accumu-
lates (47, 48).
Several key experiments highlight the protec-

tive role ofNAD+ and sirtuins in aging. First, NAD+

and SIR2 are critical for the life-span extension in
response to calorie restriction in yeast (9). NAD+

supplementation with NR increases life span in
yeast and is dependent on NR kinases and SIR2
(92). NR also increases NAD+ concentrations in
mammalian cells and mice, activates SIRT1 and
SIRT3, and causes increased oxidative metabo-

lism and protection against metabolic abnormal-
ities induced by consumption of a high-fat diet
(84). NR promotes longevity in worms in a sir-
2.1–dependent manner (48).

NAD+ metabolism in obesity, fatty liver
disease, and type 2 diabetes

Pancreatic b cells and neurons may represent dis-
tinct frailty points in NAD+ metabolism: These
tissues express the lowest amount of NAMPT,
the rate-limiting enzyme in the NAD+ salvage
pathway (7). The roles of the two forms appear
contradictory: Increased eNAMPT is linked with
obesity, nonalcoholic fatty liver disease, and type
2 diabetes (93, 94); in contrast, iNAMPT appears
to decrease in abundancewith age or in response
to the inflammatory cytokine tumor necrosis fac-
tor a (88). Nutritional supplementation with the
NAD+ precursor NMN restores NAD+ levels in
mice with high-fat diet–induced type 2 diabetes
and improves glucose intolerance and lipid pro-
files in older mice (88).

NAD+ metabolism and neurodegeneration

Several key observations support a role for the
NAD+-sirtuin axis in neuroprotection. Axon degen-
eration has a key role in peripheral neuropathies;
often precedes neuronal cell death in neurode-
generative disorders, such as Alzheimer’s and
Parkinson’s disease; and can be induced directly
by nerve injury in a process called Wallerian de-
generation. A mouse strain called Wallerian de-
generation slowmice (Wlds) contains a spontaneous
dominant mutation that delays this degenera-
tion (95, 96). In theWlds mouse, a 85-kb tandem
triplication generates a fusion protein between
Ufd2a (ubiquitin fusion degradation protein 2a)
and the Nmnat1 protein, a key enzyme in the
NAD+ salvage pathway and the Preiss-Handler
pathway (Fig. 2) (97). TheWldsmutation protects
against neuronal insults, including Parkinson’s
disease, hypoxic-ischemic injury, toxic neuropathy
(taxol), and others (97). Although the native
Nmnat1 is a predominantly nuclear protein, it is
unclear whether the Wlds fusion protein exerts
its neuroprotective activity in the nucleus, axon,
or mitochondria (97). The enzymatic activities of
Nmnat1 and SIRT1 are necessary for the neuro-
protective activity of Wlds (98). Wlds also
protects against noise-induced hearing loss
(99). Intense noise exposure causes hearing loss
by inducing degeneration of spiral ganglia neu-
rites that innervate cochlear hair cells. Adminis-
tration of NR prevents noise-induced hearing
loss and degeneration of spiral ganglia neurites,
even after noise exposure. These effects appear to
be mediated in the mitochondria, because SIRT3-
overexpressing mice are resistant to noise-induced
hearing loss and SIRT3 deletion abrogates the
protective effects of NR and Wlds in mice (99).
Further evidence for a role of NAD+ metabo-

lism in neuroprotection comes from a screen con-
ducted in vivo to identify small molecules that
enhance hippocampal neurogenesis in adult mice
(100). An aminopropyle carbazole compound called
P7C3 appeared to mitigate the death of newborn
neurons. P7C3 was improved to yield derivatives
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with marked neuroprotective activity in animal
models of Parkinson’s disease, amyotrophic lat-
eral sclerosis, and concussive injury (101–103).
This compound was identified as an allosteric
activator of NAMPT, the rate-limiting factor in
NAD+ salvage, and was shown to protect cells
treatedwith theNAD+-depletingdrugdoxorubicin
(104). Studies involving this compound have been
limited to its neuroprotective effects, but aging
rats treated with P7C3 maintained their body
weight when compared to aged vehicle-treated
rats (104). Thus, PC73 might influence other age-
related conditions, such as frailty.

Conclusions

The body of work reviewed above indicates that
decreased NAD+ concentrations contribute to the
aging process and to the pathogenesis of the
chronic diseases of aging. These results also sup-
port the idea that NAD+ supplementation pro-
tects against aging and its associated conditions.
The experiments reviewed here also raise expec-
tations that NAD+ supplementation might be
useful during normal human aging. Although
such a prospect is clearly exciting, our under-
standing of NAD+ metabolism and its regulation
during aging in humans remain fragmentary. In
particular, little is understood about the phar-
macological properties of NR or NMN as drugs:
How are NR and NMN modified by the gut
microbiome? How are they absorbed? What is
their fate in the blood and in different organs?
What sirtuins are they activating and in which
tissues? Most experiments with NR involved large
amounts of this compound (400 mg/kg of body
weight in mice, corresponding to 28 g for a 70-kg
adult). This raises important concerns about the
exact mode of action of NR or its absorption.
For clinical applications, it will be critical to con-

duct rigorous double-blind and placebo-controlled
clinical trials in humans. More work will also be
necessary to gain a full understanding of the role
of sirtuin activation against aging. SIRT1 increases
life span in mice only when overexpressed in a dis-
tinct regionof thebrainbutnotwhenoverexpressed
in the whole organism (20, 105). Resveratrol and
other sirtuin activators protect against the dele-
terious metabolic effects of the Western diet but
initially did not appear to increase life span in
mice (106–109). However, two recent studies show
that SIRT1 activators can also modestly increase
life span in mice on a regular chow diet (110, 111).
Although SIRT1 activation is clearly protective

in terms of metabolism, its increased activity
might pose considerable risk in other organs. For
example, SIRT1 is a key factor in T helper 17 CD4
cells that contribute to autoimmune diseasewhen
hyperactivated (112). Similarly, loss of SIRT1 or
inhibition of its activity promotes the develop-
ment of another CD4 T cell subset, the regulatory
T cells, which protects against autoimmunity
(113, 114). Global SIRT1 activation, induced by
SIRT1 activators or via an increase in NAD+ con-
centration, might therefore place susceptible
individuals at increased risk of autoimmune
diseases. Similarly, because some tumors show
increased NAMPT expression, interventions that

increase NAD+might enhance or promote tumor
development (115).
These concerns notwithstanding, the studies

reviewed here have ignited considerable interest
in manipulating NAD+ concentrations in ther-
apeutic efforts aimed at disease prevention and
life-span extension. Future rigorous clinical test-
ing in humans will tell us whether this early prom-
ise will become a reality.
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PERSPECTIVE

Gut microbiota and aging
Paul W. O’Toole* and Ian B. Jeffery

The potential for the gut microbiota to affect health has a particular relevance for older
individuals. This is because the microbiota may modulate aging-related changes in innate
immunity, sarcopaenia, and cognitive function, all of which are elements of frailty.
Both cell culture–dependent and –independent studies show that the gut microbiota of
older people differs from that of younger adults. There is no chronological threshold or
age at which the composition of the microbiota suddenly alters; rather, changes occur
gradually with time. Our detailed analyses have separated the microbiota into groups
associated with age, long-term residential care, habitual diet, and degree of retention
of a core microbiome. We are beginning to understand how these groups change with
aging and how they relate to clinical phenotypes. These data provide a framework for
analyzing microbiota-health associations, distinguishing correlation from causation,
identifying microbiota interaction with physiological aging processes, and developing
microbiota-based health surveillance for older adults.

P
rolongation of life span is a triumph of
modern medicine, with most citizens of
developed countries now looking forward
to four-score-years-plus on the planet. The
challenge now is to promote health span

and to reduce the duration and severity of morbid-
ity that precedes death. Simultaneously, changes
in family and societal structures mean that an
increasing proportion of older people desire, or
are required to be capable of, independent living.
The greatest barrier to independent living is frail-
ty. Frailty occurs because of the accumulation of
disorders rather than the chronological age of an
individual. An “organ” in the human body that
might not be expected to follow the general tra-
jectory of physiological decline is that consisting
of the microorganisms in the gut. Bacterial cells
in the gut do not age per se, but people growing
older may begin to experience comorbidities as-
sociated with the gut and with gut bacteria. So
the question naturally arises as to how the micro-
biota in the human gut might affect the aging
process, or if the gut microbiota simply changes
as a function of age.
The gut microbiota composition of the elderly

differs considerably between individuals in the
ELDERMET cohort that we have studied most
extensively (1). We observed a shift in the micro-
biota toward a Bacteroidetes-predominated pop-
ulation in frailer older individuals compared to
younger individuals (1). However the variation in
themicrobiota profiles of these elderly subjects is
large, so this trend is minimally informative in
terms of prediction of the phenotype. This large
variance can be explained by external factors in-
fluencing the microbiota, such as diet, exercise
and mobility, medication, and cohabitation pat-
terns (2), even after adjusting for the inferior health
of residential care subjects. To identify associations
with the phenotype and external influencing
factors, we need to identify patterns in the other-

wise heterogeneous microbiota populations
within aging individuals. We have therefore per-
formed a fine-detail analysis using model micro-
biota associations generated through the use of a
data-mining technique that successfully identi-
fied four subpopulations within the microbiota
that are associatedwith biological phenotypes (3).

These subpopulations, or microbiota profiles,
were operationally defined as core, reduced core,
diversity-associated, and longstay/age associated.
A single individual’s microbiota profile can con-
sist of one or more of these subprofiles, as well as
a number of rare species and strains. Age-related
changes in themicrobiota that are least influenced
by other environmental factors can be identified
in a relativelyhomogeneousdata set of community-
dwelling people (Fig. 1A, top), and this gradient
is mirrored by length of stay in residential care
(Fig. 1B, top).
The mechanism of microbiota change with age

is not totally understood because the importance
of senescence of the gut and the altered physical
environment therein has not yet been systemat-
ically investigated. Extreme-age people (cente-
narians) have amicrobiota that differs from those
of older adults (4), consistent with general age-
related microbiota trends (Fig. 1). Lifestyle, and
particularly diet, play a large role, since aging is
often accompanied by a reduction in the amount
and variety of fiber-containing foods, and there is

often a risk ofmalnutrition (2). Lower fiber intake
leads to a decrease in microbiota diversity, which
may be detrimental to gut health (5). The risk of
malnutrition is associated with increased micro-
biota diversity, particularly with a coabundant
Clostridiales subpopulation. This is admittedly a
counterintuitive idea, becausemany studies have
shown that in adults, highermicrobiota diversity
correlateswith beinghealthier.However, the com-
position of themicrobiota associatedwith the risk
of malnutrition is also associated with age in the
community-dwelling people and their duration of
stay in residential care (3). The Clostridiales sub-
population is also significantly associated with in-
creased frailty, even after adjusting for age, to a
much greater degree than loss of gut microbiota
diversity.
There is evidence that loss of gut microbiota

diversity can occur and does affect the aging pro-
cess. Although not significantly associated with
chronological aging, loss of diversity in the core
microbiota groups is associated with increased
frailty and reduced cognitive performance. The
microbiota changes associated with duration in
long-term care can be treated as a proxy for the
changes associated with biological aging (Fig. 1)
and the knowndeterioration in health that occurs
when people enter long-term care. The group of
organisms that are affected themost by aging are
thediversity-associated taxa, comprisingPrevotella
and associated genera (Fig. 1). Their abundance
also declines rapidly once individuals enter long-
term care (2), but these organisms occur in
high proportions in less than half the community-
dwelling subjects of the ELDERMET cohort to
begin with (3). The core microbiota are those
taxa that are present in the vast majority of the
subjects in appreciable proportions and, thus in
our study, any loss of these taxa defines a mi-
crobiota profile as low diversity (3). The core mi-
crobiotamay decline and be supplanted by highly
abundant species, but the full core microbiota is
rarely lost. Thus, the microbiota associated with
low diversity is a subset of the core microbiota.
The age-related changes in themicrobiota that

we observed in theELDERMETdata sets can large-
ly be associated with diet and reduced abundance
of taxa from the diversity-associated core group.
However, several specific coabundant taxa do
seem to be associated with old age and risk of mal-
nutrition. In the fruit fly,Drosophila melanogaster,
the composition and diversity of the microbiota
are correlated with food intake and the bacteria
associated with the food (6). Diet and the micro-
biota of Drosophila act in concert on the health
of the fly (7); for example, the microbiota asso-
ciated with young flies promotes amino acid
harvest during undernutrition. In a Drosophila
model of aging (6), an age-related taxonomic pro-
file develops that is characterized by bacterial
overgrowth, and acquisition of aging-related
taxa associates with subsequent mortality (6).
Targeting of aging-related taxa in Drosophila
using antibiotics increased fly life span. Obvi-
ously one cannot directly extrapolate these find-
ings to humans, but the fruit fly could still be a
useful discovery tool and model for investigating
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the drivers, consequences, and mechanisms of
age-related microbiota change.
Our most detailed analysis of microbiota com-

position changes over time in the elderly was
based on multiple time points and samples per
individual (2). Previously we assumed that be-
cause the diversity in the long-stay subjects was
lower than that of community dwellers, this led to
instability of the microbiota, and when com-
bined with the high-frequency use of antibiotics
in the elderly population, the composition of the
microbiota would be vulnerable to change (2).
However, detailed investigation of the micro-
biota over time did not support a model of un-
stable low diversity. Over a 3-month period, a
similar level of microbiota instability was seen
among people living in the community and in
those in long-stay residential homes, and anti-
biotic treatment increased instability in both
subject groups. The real difference between
community and long-stay microbiota types was
detected when the microbiota was monitored for
more than 6 months. In the community, these
differences were similar to those occurring dur-
ing the initial 3months, whereas in the residential
care population, this change was significantly

greater, indicating that changes were at least
partially cumulative (3). The most unstable mi-
crobiota profiles, showing the largest shifts in
composition, tended to be low-diversity pro-
files. After an initial change, diversity tended to
recover best among people living in the com-
munity and less well in those in long-stay resi-
dential care.

Conclusion

Diet-microbiota-health interactions must be viewed
in the broader context of the genetic and lifestyle
changes that accompany aging, and the notable
and sometimes conflicting effects of diet alone.
For example, dietary restriction extends life span
in a wide range of animal models from nematodes
to Rhesus monkeys [reviewed in (7)], by mech-
anisms that include modulation of key pathways
involved in nutrient sensing, metabolism, and
inflammation. Restriction of specific amino acids
can also be effective in increasing longevity. The
activity of the innate immune system may also
be directly influenced by members of the micro-
biota (8), making it challenging to dissect these
mechanisms, especially in humans. As elderly
people age and/or spend time in a long-stay res-

idential facility, they gain a long-
stay–associated defined population
of bacteria that are associated with
increased frailty (Fig. 1). Centenar-
ians also experience an overall de-
cline in microbiome function (9),
and these changes occur simulta-
neously with physiological loss of
function. Considering the weight of
evidence summarized elsewhere in
this issue that the gut microbiota
modulates or affects cardiometa-
bolic and inflammatory processes,
then the microbiota alterations that
occur during aging may mean that
some subjects are more prone to
accelerated aging-related health loss.
However, as some frailty-associated
alterations may increase the diver-
sity of the age-related microbiome,
the assessment of diversity or sta-
bility by longitudinal sampling may
be a less useful parameter to mon-
itor than the phylogenetic com-
position of the microbiota. Several
ongoing national and international
studies, such as the NuAge project
(10), will apply multi-omics anal-
ysis to determine if microbiota
changes are correlative or causa-
tive of health loss and how other
physiological processes are in-
volved. This will establish if the
microbiota could be a target for di-
agnostics that characterize aging
health status, or could be a direct
target for interventions that pro-
mote healthier aging by modulat-
ing the microbiota composition and
function.
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RESEARCH
Efficient high-harmonic 
generation in the ultraviolet  
Popmintchev et al., p. 1225

SOLAR PHYSICS

Electron acceleration 
in solar flares 
Magnetic reconnection during 

a solar flare releases energy 

into the Sun’s atmosphere, 

some of which is converted 

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S

into accelerated particles in the 

plasma. Chen et al. combined 

radio and ultraviolet observa-

tions of a solar flare to identify 

the termination shock region 

where electrons are acceler-

ated to relativistic speeds. 

They confirmed these results 

with magneto-hydrodynamic 

simulations. This improved 

knowledge of the mechanism 

behind flares improves our 

understanding of the solar 

wind and space weather. 

— KTS

Science, this issue p. 1238

CATALYSIS 

Faster elimination 
inside a cavity 
Metals are adept at shuffling 

molecular bonds. They pry apart 

two atoms and then pair each 

one with a different partner. 

Sometimes the atoms get stuck 

on the metal, though, and the 

newly partnered products aren’t 

released. Kaphan et al. designed 

a strategy for accelerating this 

elimination process (see the 

Perspective by Yan and Fujita). A 

hollow supramolecular capsule 

captured a gold or platinum 

complex and induced rapid bond 

formation between the carbon 

atoms in methyl groups bound to 

the metal. Generalization of this 

strategy could open the door to a 

wide range of chemical transfor-

mations that are currently held 

up by slow eliminations. — JSY 

Science, this issue p. 1235; 
see also p. 1165

PALEOCLIMATOLOGY

Climate change and Norse 
migration patterns
It has been suggested that 

conditions of the Medieval Warm 

Period (~950–1250 CE) enabled 

the westward expansion of the 

Norse from Europe to Greenland 

and North America. The subse-

quent Little Ice Age (~1300–1850 

CE) eventually drove their retreat 

from the western North Atlantic. 

Young et al. present chronological 

data for alpine glacial moraines 

on Baffin Island and western 

Greenland. Their findings suggest 

that cold conditions prevailed 

during the Medieval Warm Period 

in the eastern North Atlantic. This 

calls into question the notion 

that climate change alone led 

Vulnerable short-tailed albatross 

(Phoebastria albatrus) nest in Japan 

and are responding to protection 

measures in Japan, Canada and the USA

c 
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Not enough protection for migrating birds 

A
nimals that migrate pass through a varying number of regions. Each of these regions 

contributes to a different component of their life cycles. Runge et al. looked at the degree 

of protection migratory birds receive, globally, across their breeding and wintering ranges. 

A remarkably low percentage of migratory birds receive adequate protection across their 

entire ranges. Given that over half the world’s migratory bird populations are declining, 

these results emphasize the urgency with which we must act to protect birds across their entire 

migratory cycle. — SNV

Science, this issue p. 1255
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METABOLIC DISEASE

Inflammation improves 
insulin resistance
One of the hallmarks of diabetes 

is insulin resistance, a condition 

in which insulin accumulates 

because the body cannot effec-

tively use it. Although insulin 

resistance occurs in both age- 

and obesity-associated diabe-

tes, Bapat et al. now report that 

the underlying cellular mecha-

nisms that drive these diseases 

differ. An overzealous inflam-

matory response contributes 

to obesity-associated insulin 

resistance. In contrast, an immu-

nosuppressive subset of T cells, 

called regulatory T cells (T
regs

), 

promoted insulin resistance in 

aging mice. Aged but not obese 

mice that lacked these cells 

experienced improvement in 

Edited by Kristen Mueller

and Jesse Smith
IN OTHER JOURNALS

RESEARCH   |   IN SCIENCE JOURNALS

to the retreat of the Norse from 

Greenland. — KVH

Sci. Adv. 10.1126.sciadv.1500806 
(2015).

NEURODEVELOPMENT 

Maturation of olfactory 
neurons
The sense of smell depends 

on neurons in the olfactory 

epithelium to perceive chemical 

scents. Each neuron specializes 

with one receptor. Hanchate et al. 

now show that the one-for-one 

relationship is not as simple as 

thought. As new neurons develop 

to replenish the olfactory epithe-

lium, they initially express several 

different alleles of olfactory 

receptors. Then, as each neuron 

matures, they specialize to 

express a single receptor. — PJH

Science, this issue p. 1251

HUMAN GENETICS 

Putting both heart and 
brain at risk 
For reasons that are unclear, 

newborns with congenital heart 

disease (CHD) have a high risk of 

neurodevelopmental disabilities. 

Homsy et al. performed exome 

sequence analysis of 1200 CHD 

patients and their parents to 

identify spontaneously arising 

(de novo) mutations. Patients 

with both CHD and neurodevel-

opmental disorders had a much 

higher burden of damaging de 

novo mutations, particularly in 

genes with likely roles in both 

heart and brain development. 

Thus, clinical genotyping of 

patients with CHD may help to 

identify those at greatest risk of 

neurodevelopmental disabilities, 

allowing surveillance and early 

intervention. — PAK

Science, this issue p. 1262

EDUCATION

Toward a level playing 
field?
Do free learning resources 

benefit the disadvantaged and 

decrease gaps between rich 

and poor? Hansen and Reich 

studied the relationships between 

socioeconomic status (SES) and 

enrollment in and completion of 

free Massive Open Online Courses 

(MOOCs) offered by Harvard and 

MIT. Students from low-SES back-

grounds were less likely to enroll 

in MOOCs and earn a certificate 

than their high-SES peers. Thus, 

although there are many free 

online learning opportunities, it is 

not safe to assume that they will 

“level the playing field.” — BJ

Science, this issue p. 1245

WATER RESOURCES 

Local decisions with 
global consequences 
Some estimates suggest that 

humanity has already exceeded 

our sustainable global water 

footprint: the balance between 

fresh water use and supply. It 

seems that the situation may 

be more unsustainable than we 

realize. Jaramillo and Destouni 

analyzed hydroclimatic data for 

100 large basins dating back to 

1901. Better accounting of local 

water use revealed larger than 

anticipated effects on the global 

water cycle. For example, local 

regulation of surface water flow 

and expanded regional irrigation 

activities have increased global 

evapotranspiration rates. — NW 

Science, this issue p. 1248

IMMUNOLOGY

When inhibitors don’t 
mimic knockouts
The T helper 2 (T

H
2) subset of 

lymphocytes releases cytokines 

implicated in the pathogenesis of 

asthma, a process that requires 

the kinase ITK. ITK-knockout 

mice are resistant to airway 

inflammation, suggesting that 

ITK inhibitors might be used to 

treat human asthma. However, 

Sun et al. found that an ITK-

specific inhibitor aggravated 

disease symptoms in a mouse 

model of asthma. The airways 

of these mice had more T cells 

and higher levels of cytokines 

that are typically released by T
H
2 

lymphocytes. Thus, targeting ITK 

activity in asthma patients may 

exacerbate disease. — JFF

Sci. Signal. 8, ra122 (2015).

Airplane applying oil dispersant 

off the Louisiana coast
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multiple metabolic parameters. 

Scientists will need to determine 

whether T
regs

 in adipose tissue 

contribute to age-associated 

insulin resistance in humans and 

how they may do so. — KLM 

Nature 10.1038/nature16151 (2015).

PROTEIN ENGINEERING

Engineering enzymes to 
stand alone
Enzymes efficiently synthe-

size many useful compounds. 

However, in many cases, their 

need to associate with other 

proteins limits their biosynthetic 

utility outside of cells. Buller et 

al. used directed evolution (a 

method of protein engineering 

that mimics of the process of 

natural selection) to increase the 

catalytic activity of the β subunit 

of the tryptophan synthase 

complex (TrpB). TrpB makes 

l-tryptophan from l-serine and 

indole but is inefficient on its 

RNAs transcribed from genes, 

Vandivier et al. performed a 

high-throughput annotation 

of modified ribonucleotides 

within mRNA. They found that 

modifications were not random 

but rather distributed to spe-

cific types of RNAs, such as on 

degrading transcripts and long 

noncoding RNAs, or specific 

sites within transcripts, such 

as regions that regulate RNA 

splicing. Overall, their studies 

suggest that marks regulate the 

stability of mRNA transcripts. 

— LMZ 

Plant Cell 10. 1105/ tpc. 15. 00591 (2015).

X-RAY OPTICS

Guiding x-rays on a chip

For visible, infrared, and 

ultraviolet wavelengths of light, 

the ability to guide the light is 

very well served by a variety 

of mature platforms such as 

waveguides, optic fibers, and 

photonic crystals. Going to 

shorter wavelengths such as 

x-rays, however, provides a for-

midable challenge, because the 

light is penetrating and readily 

escapes attempts at confine-

ment. By fabricating engineered 

channels in a layer of tantalum 

using electron beam lithogra-

phy, Salditt et al. demonstrate 

the ability to guide hard x-rays 

in the curved waveguides and 

show that they can do so with 

channels of surprisingly small 

radii of curvature. The demon-

stration shows the possibility 

of extending the functionality 

of integrated optics to the x-ray 

regime. — ISO

Phys. Rev. Lett. 115, 203902 (2015).

CANCER

Tumors evolve free of 
Darwinian constraints
Mutations help shape how 

tumors evolve. What constrains 

the diversity of these mutations 

is less clear. Ling et al. deter-

mined the spectrum of 

single-nucleotide variations in 

286 samples from a single hep-

taocellular carcinoma tumor. 

They then modeled how muta-

tions accumulated in tumors 

using population genetic theory. 

Their analysis predicted that 

the tumor harbored more than 

100 million mutations. Such 

high genetic diversity suggests 

that the tumors evolve in a non-

Darwinian manner, because 

Darwinian evolution gener-

ally reduces genetic diversity 

within a population. These 

results imply that microscopic 

tumors are likely to be highly 

diverse, suggesting that even 

these tumors could quickly 

develop resistance in the face of 

therapy. — GR 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/
pnas.1519556112 (2015). 

MATERIALS SCIENCE

Switching locally or 
globally
Dynamic materials that can 

switch between two or more 

states have found a range 

of applications, from shape-

memory materials to those with 

changeable surface adhesion 

properties. Lee et al. explore 

the properties of 1,3,5-tris(4-

carboxyphenyl)benzene (BTB) 

absorbed from solution onto 

the surface of freshly cleaved, 

highly oriented pyrolytic graph-

ite. BTB forms an open network 

structure and is able to accom-

modate polyaromatic guest 

molecules. However, though the 

application of a voltage bias, the 

network structure collapses, 

squeezing out the guest mol-

ecules in the local region. The 

same squeezing effect can also 

be achieved globally, by chang-

ing the temperature, thus giving 

two ways to tune the overall 

surface properties. — MSL

ACS Nano 10.1021/acsnano.5b06081 

(2015).

own. Mutations that restored 

activity to TrpB alone act 

through the same mechanism 

as partner protein binding. 

Both use a mechanism called 

allostery, in which changes dis-

tant from the active site affect 

enzymatic activity. The stand-

alone TrpB provides a simplified 

platform to produce noncanoni-

cal amino acids. — VV 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/
pnas.1516401112 (2015). 

TRANSCRIPTION

Plants chemically modify 
their mRNAs 
When Arabidopsis plants 

respond to stress, they often 

chemically modify their RNA 

transcripts; for instance, add-

ing methyl groups to specific 

ribonucleotides. Such changes 

can alter RNA function and 

stability. In order to charac-

terize such modifications on 

OIL SPILLS

Dispersants suppressed oil degradation

T
he 2010 Deepwater Horizon blowout released hundreds of 

millions of liters of oil into the Gulf of Mexico. One of the 

main mitigation strategies to prevent oil from reaching 

the shore—and potentially to stimulate natural bacte-

rial communities capable of degrading oil and gas—was 

the application of 7 million liters of chemical dispersant. At 

the time, little was known about the effect these dispersants 

might have on hydrocarbon biodegradation rates. In a series 

of laboratory experiments, Kleindienst et al. observed that the 

same dispersant used in 2010 actually suppresses the major 

hydrocarbon-degrading groups in favor of dispersant-degrading 

bacteria. This confounding effect of dispersants therefore may 

explain why field data collected during the spill showed lower 

than expected biodegradation of oil and gas. — NW

Proc. Natl. Acad. Sci. U.S.A. 10.1073/pnas.1507380112 (2015).

Reversible surface configurations 

in a two-component network
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 HEART MITOCHONDRIA 

A change of heart 
(mitochondria)
Mitochondria provide an 

essential source of energy to 

drive cellular processes and 

are particularly important in 

heart muscle cells (see the 

Perspective by Gottlieb and 

Bernstein). After birth, the 

availability of oxygen and 

nutrients to organs and tissues 

changes. This invokes changes in 

metabolism. Gong et al. studied 

the developmental transitions 

in mouse heart mitochondria 

soon after birth. Mitochondria 

were replaced wholesale via 

mitophagy in cardiomyocytes 

over the first 3 weeks after birth. 

Preventing this turnover by 

interfering with parkin-mediated 

mitophagy specifically in cardio-

myocytes prevented the normal 

metabolic transition and caused 

heart failure. Thus, the heart 

has coopted a quality-control 

pathway to facilitate a major 

developmental transition after 

birth. Wai et al. examined the 

role of mitochondrial fission and 

fusion in mouse cardiomyocytes. 

Disruption of these processes 

led to “middle-aged” death from 

a form of dilated cardiomyopa-

thy. Mice destined to develop 

cardiomyopathy were protected 

by feeding with a high-fat diet, 

which altered cardiac metabo-

lism. — SMH

Science, this issue p. 1220, p. 1221; 

see also p. 1162

PEROVSKITE LEDS 

Brighter perovskite LEDs 
Organic-inorganic hybrid 

perovskites such as methyl 

ammonium lead halides are 

attractive as low-cost light-

emitting diode (LED) emitters. 

This is because, unlike many 

inorganic nanomaterials, they 

have very high color purity. Cho 

et al. made two modifications to 

address the main drawback of 

these materials, their low lumi-

nescent efficiency. They created 

nanograin materials lacking free 

metallic lead, which helped to 

confine excitons and avoid their 

quenching. The perovskite LEDs 

had a current efficiency similar 

to that of phosphorescent 

organic LEDs. — PDS 

Science, this issue p. 1222

LASER PHYSICS 

Short wavelengths birth 
shorter ones 
The shortest laser pulses—

with durations measured in 

attoseconds—arise from a 

process termed high-harmonic 

generation (HHG). Essentially, 

a longer, “driving” pulse draws 

electrons out of gaseous atoms 

like a slingshot, and, when they 

ricochet back, light emerges 

at shorter wavelengths. Most 

HHG has been carried out using 

light near the visible/infrared 

boundary for the driving pulse. 

Popmintchev et al. used an 

ultraviolet driving pulse instead, 

which yielded an unexpectedly 

efficient outcome. These results 

could presage a more gener-

ally efficient means of creating 

x-ray pulses for fundamental 

dynamics studies as well as 

technological applications. 

— JSY 

Science, this issue p. 1225

QUANTUM HALL EFFECT 

Mixing interactions and 
superlattices 
Under the influence of an exter-

nal magnetic field, the energies 

of electrons in two-dimensional 

systems group into the so-called 

Landau levels. In the cleanest 

samples, interactions among 

electrons lead to fractional 

quantum Hall (FQH) states. If 

such a system is then subjected 

to a superlattice potential, it is 

unclear whether the fragile FQH 

states will survive. To address 

this question, Wang et al. 

sandwiched graphene between 

two layers of hexagonal boron 

nitride. Transport measurements 

on the superlattice showed that 

some FQH states did survive. 

Furthermore, the interplay 

between interactions and the 

superlattice potential produced 

additional, anomalous states. 

— JS 

Science, this issue p. 1231

BLACK HOLES 

Magnetic fields near the 
event horizon 
Astronomers have long sought 

to examine a black hole’s event 

horizon—the boundary around 

the black hole within which 

nothing can escape. Johnson et 

al. used sophisticated interfer-

ometry techniques to combine 

data from millimeter-wavelength 

telescopes around the world. 

They measured polarization just 

outside the event horizon of Sgr 

A*, the supermassive black hole 

at the center of our galaxy, the 

Milky Way. The polarization is a 

signature of ordered magnetic 

fields generated in the accretion 

disk around the black hole. The 

results help to explain how black 

holes accrete gas and launch 

jets of material into their sur-

roundings. — KTS

Science, this issue p. 1242

GENE REGULATION 

Broad versus restricted 
expression 
Color vision in fruit flies requires 

the restricted expression of 

light-sensing rhodopsins with 

different wavelength sensitivities 

in subsets of photoreceptors. 

However, all photoreceptors 

express factors that transduce 

and amplify the visual signal. 

Rister et al. found that the 

distinct expression patterns are 

determined by a highly tunable 

regulatory motif. Genes that 

are broadly expressed have a 

palindromic variant of the motif. 

Spatially restricted rhodopsin 

genes display single–base-pair 

changes that alter the sym-

metry of the palindrome and 

are critical for subtype-specific 

expression. These findings on 

the differential regulation of 

gene expression in fly photore-

ceptors have implications for the 

evolution of neuronal subtype 

diversity. — BAP

Science, this issue p. 1258

SOCIAL SCIENCE

Individuals, together 
against climate change
Can the actions of individu-

als play a role in preventing 

dangerous climate change? In 

a Perspective, O’Brien argues 

that both the speed and scale of 

the changes required to address 

climate change are so substan-

tial that they cannot be left to 

governments and existing insti-

tutions. Individuals have tended 

to be overlooked as agents of 

such transformative change. 

Yet seemingly small actions of 

individuals and networks can 

have widespread global effects. 

Individuals can challenge deeply 

held notions that maintain 

habits and the status quo. By 

leading change, the actions of 

individuals can be a key part of 

effective mitigation of climate 

change, alongside technological 

and policy advances. — JFU

Science, this issue p. 1170

INFLUENZA

Stalking a flu vaccine
A universal flu vaccine has been 

a Sisyphean trial—despite suc-

cessful seasonal vaccines, the 

immune system must start over 

when meeting newly mutated 

influenza strains. Andrews et al. 

took an in-depth look, over time, 

at the B cell response to the 

pandemic 2009 H1N1 vaccine. 

People with low titers of pre-

existing antibodies were more 

likely to generate a broadly 

reactive response that targets 

the more conserved hemagglu-

tinin (HA) stalk region, whereas 

those with higher levels of pre-

existing antibodies responded 

by targeting the more variable 

HA head. The preexisting head 

antibodies were immunodomi-

nant and prevented clear access 

Edited by Stella Hurtley
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to the stalk. These data suggest 

that recipients’ exposure history 

will be critical in designing a 

universal flu vaccine. — ACC

Sci. Transl. Med. 7, 316ra192 (2015).

ECOLOGY

Roads, roads everywhere
Over the past century, an ever-

expanding network of roads 

has spread over our planet. In a 

Perspective, Haddad considers 

the environmental impacts of 

this network. Roads often lead 

to land-use change as people 

clear newly accessible land for 

agriculture or housing. Roads 

also fragment ecosystems and 

cause widespread wildlife losses 

through collisions with vehicles. 

Road planning and construction 

can help to protect wildlife from 

the worst effects of roads; for 

example, through the con-

struction of wildlife corridors. 

However, these measures are 

not enough to prevent the habi-

tat fragmentation and land-use 

change that accompany the 

growing global road network. 

— JFU

Science, this issue p. 1166
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HEART MITOCHONDRIA

Parkin-mediated mitophagy directs
perinatal cardiac metabolic maturation
Guohua Gong, Moshi Song, Gyorgy Csordas, Daniel P. Kelly,
Scot J. Matkovich, Gerald W. Dorn II*

INTRODUCTION: During heart development,
increased oxygenation during the early peri-
natal period and a change in nutrient availabil-
ity evokes a switch in mitochondrial substrate
preference from carbohydrates to fatty acids.
This metabolic switching is reversed in adult
heart disease. Genetic “reprogramming” ofmito-
chondria plays a role in developmental and
disease-relatedmetabolic transition-
ing, but how mitochondrial plasticity
is governed is unclear.Here,we found
that mitophagy induced by PINK1-
mitofusin 2 (Mfn2) –Parkin signaling
was central to perinatal switching
from glycolytic to fatty acid metab-
olism inmouse hearts. TheMfn2-Parkin inter-
action provoked generalizedmitophagic removal
of fetal cardiomyocyte mitochondria during the
first 3 weeks of life and was a prerequisite for

introduction of mature cardiac mitochondria
optimized for fatty acid metabolism.

RATIONALE: We considered that the highly
ordered paracrystallar structure of ATP bio-
synthetic pathwaysmakes it unlikely thatmito-
chondria can behave as flexible fuel organelles,
readily adjusting their metabolism to differing

substrate availability. Rather, we pos-
ited that mitochondria optimized for
a given metabolic milieu must be re-
placed when conditions change, as
during the perinatal period. In sup-
port of this notion, late fetal and adult
cardiomyocytemitochondria have dis-

tinct morphologies as well as metabolic pref-
erences. Because targeted autophagic elimination
of individualdamagedmitochondria (mitophagy)
is mediated by the Parkinson’s disease factors

PINK1andParkin,weexaminedtheconsequences
of cardiac-specific Parkin loss-of-function on
perinatal mitochondrial maturation and meta-
bolic transitioning in mouse hearts. Whereas
Parkin deletion from adult hearts had no dis-
cernible adverse effects, cardiomyocyte-specific
Parkin ablation from the first day of life was
lethal in most mice before 3 weeks of age; in
survivingmice, mitochondrial maturationwas
arrested at the fetal stage.

RESULTS: To interrupt Parkin-mediatedmito-
phagy with more precision than gene ablation,
we expressed PINK1 T111 and S442 phosphoryl-
ation site Mfn2mutants. In cultured fibroblasts,
the glutamic acid (E) substituted phosphomimic
mutantMfn2EE spontaneously recruitedParkin
to mitochondria and promoted mitophagy,
whereas alanine (A) substituted nonphosphoryl-
atable Mfn2 AA prevented Parkin translocation
and interruptedmitophagy stimulated bymito-
chondrial depolarization.
We expressedwild-typeMfn2,Mfn2 EE, and

Mfn2 AA in mouse hearts. Mfn2 AA, when ex-
pressed perinatally but not at or after wean-
ing, provoked cardiomyopathy that was lethal
by 7 to 8 weeks. Cardiomyocyte mitochondria
of surviving young adult Mfn2 AA mice had
an eccentric morphology and impaired pal-
mitoylcarnitine use, which are typical features
of fetal heart mitochondria. The transcriptional
signature of juvenile Mfn2 AA hearts was dis-
tinguished from age-matched controls by de-
pressed abundance of fatty acid and branched
chain amino acidmetabolismmessenger RNAs,
again resembling fetal hearts. Mitochondrial
biogenesis was impaired, and metabolite pro-
filing of young adult Mfn2 AA hearts revealed
developmental metabolic arrest at the peri-
natal stage—that is, impaired fatty acid use
and preserved glycolytic function. Thus, inter-
ruptingParkin-mediatedmitophagy inperinatal
mouse hearts prevented normal maturational
metabolic transitioning to fatty acids through
retention of fetal cardiomyocyte mitochondria.
Mitophagy was a prerequisite for mitochon-
drial biogenesis in this context.

CONCLUSION: Fetal cardiomyocytemitochon-
dria undergo perinatal PINK1-Mfn2-Parkin–
mediated mitophagy and replacement by
mature adult mitochondria, rather than tran-
scriptional reprogramming. Mitophagic mito-
chondrial removal underlies developmental
cardiomyocyte mitochondrial plasticity and
metabolic transitioning. Facilitating develop-
mentally programmed mitochondrial turnover
is functionally distinct from canonical selective
targeting and removal of damaged mitochon-
dria by Parkin in other contexts.▪

RESEARCH

1220 4 DECEMBER 2015 • VOL 350 ISSUE 6265 sciencemag.org SCIENCE

Mitochondrial maturation fails whenmitophagy is interrupted.Normal perinatal mitochondrial
maturation is shown on the left: Heart sections from neonatal and 5-week-old hearts are super-
imposed on their electron micrographs.To the right are similar images from hearts expressing the
dominant negative mitochondrial Parkin receptor, Mfn2 AA. Retention of fetal cardiomyocyte
mitochondria in mitophagically impaired hearts was lethal.

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: gdorn@dom.wustl.edu
Cite this article as G. Gong et al., Science 350, aad2459
(2015). DOI: 10.1126/science.aad2459
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Read the full article
at http://dx.doi.
org/10.1126/
science.aad2459
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HEART MITOCHONDRIA

Parkin-mediated mitophagy directs
perinatal cardiac metabolic
maturation in mice
Guohua Gong,1* Moshi Song,1* Gyorgy Csordas,2 Daniel P. Kelly,3

Scot J. Matkovich,1 Gerald W. Dorn II1†

In developing hearts, changes in the cardiac metabolic milieu during the perinatal
period redirect mitochondrial substrate preference from carbohydrates to fatty acids.
Mechanisms responsible for this mitochondrial plasticity are unknown. Here, we found that
PINK1-Mfn2-Parkin–mediated mitophagy directs this metabolic transformation in mouse
hearts. A mitofusin (Mfn) 2 mutant lacking PINK1 phosphorylation sites necessary for
Parkin binding (Mfn2 AA) inhibited mitochondrial Parkin translocation, suppressing
mitophagy without impairing mitochondrial fusion. Cardiac Parkin deletion or expression
of Mfn2 AA from birth, but not after weaning, prevented postnatal mitochondrial
maturation essential to survival. Five-week-old Mfn2 AA hearts retained a fetal
mitochondrial transcriptional signature without normal increases in fatty acid metabolism
and mitochondrial biogenesis genes. Myocardial fatty acylcarnitine levels and
cardiomyocyte respiration induced by palmitoylcarnitine were concordantly depressed.
Thus, instead of transcriptional reprogramming, fetal cardiomyocyte mitochondria
undergo perinatal Parkin-mediated mitophagy and replacement by mature adult
mitochondria. Mitophagic mitochondrial removal underlies developmental cardiomyocyte
mitochondrial plasticity and metabolic transitioning of perinatal hearts.

M
ammalian hearts depend on mitochon-
drial oxidative phosphorylation to fuel
myocardial contraction and pump func-
tion; catabolism of carbohydrates or fats
generates adenosine triphosphate (ATP)

that powers excitation-contraction coupling. Un-
der conditions of optimal intrinsic mitochon-
drial functioning—i.e., when mitochondria are
“fit”—energy demands and access to metabolic
substrates and oxygen are central determinants
of mitochondrial respiration. During organism
development, both substrate availability and tis-
sue oxygen content change. Accordingly, the in-
crease in transplacental oxygen exchange in early
embryos provokes a shift from anaerobic gly-
colysis to aerobic mitochondrial respiration (1).
After birth, loss of transplacental carbohydrate
substrates promotes a further transition to fatty
acidmetabolism (2) as small, fetal cardiomyocyte
mitochondria are supplanted by adult organelles
(3). The normal perinatal developmental conver-
sion from glucose to fatty acid cardiac metabo-
lism, and its maladaptive reversal back toward
glucose in diseased adult hearts, have been linked

to changes inmetabolic gene expression, so-called
“metabolic reprogramming” (4). Cellular mecha-
nisms underlying these cardiac metabolic tran-
sitions are poorly described, and conventional
wisdom has been that mitochondria are “flexible
fuel” organelles capable of switching back and
forth between carbohydrate and fatty acid me-
tabolism (5).
Stochastic damage to cardiomyocytemitochon-

dria places hearts at risk from bioenergetic insuffi-
ciency or reactive oxygen species (ROS)–mediated
cytotoxicity (6). It is believed that maintaining
mitochondrial functional integrity requires con-
tinuous surveillance and culling of dysfunctional
organelles. In cultured fibroblasts, depolarized
mitochondria are identified, sequestered, and
eliminated through directed autophagy followed
by lysosomal destruction (mitophagy). This form
of mitochondrial quality control is mediated in
part by two Parkinson’s disease factors, the E3
ubiquitin ligase Parkin and its upstream activating
kinase, phosphatase and tensin homolog (PTEN)–
induced putative kinase 1 (PINK1) (7, 8). By remov-
ing impaired organelles, the overall fitness of the
mitochondrial collective is preserved.
The observation that glycolytic metabolism is

preferred in fetal hearts, but is maladaptive in
diseased adult hearts (4), indicates that mito-
chondrial fitness is neither a specific nor a unique
condition. Rather, mitochondria are “fit” when
theydemonstrate optimal functional compatibility
for a given developmental or pathophysiological
milieu. In this context, the idea that mitochon-

drial quality must be actively controlled applies
not just to selective culling of individual damaged
mitochondria but also to generalized cell- and
organ-wide promotion ofmitochondrial turnover
during developmental or disease-related tran-
sitions of cellular fuel and energymetabolism. A
possible role for mitophagic mitochondrial re-
placement during metabolic transitions has not
been addressed, in part because developmental
phenotypes are not observed in otherwise nor-
malmice systemically lacking Parkin (9, 10). How-
ever, absence of phenotypes in Parkin-deficient
mice may simply reflect opportunistic compen-
sation by Parkin-independent mitophagy path-
ways (11).
Here, we set out to clarify the role of Parkin-

mediated mitochondrial turnover in the normal
developmental switch from carbohydrate to fatty
acid–basedmetabolism inperinatalmousehearts.
To avoid confounding effects of germline and
cardiac-specific Parkin ablation, we developed
and deployed in vitro and in vivo systems inwhich
expression of amitofusin 2 (Mfn2)mutant lacking
PINK1 phosphorylation sites essential for its bind-
ing of Parkin suppressed Parkin translocation to
mitochondria, thus specifically interruptingParkin-
dependent mitophagy.

Parkin is essential for perinatal
mitochondrial maturation
in cardiomyocytes

Cardiomyocyte mitochondria of 1-day-old mice
exhibit the typical elongated, curvilinear mor-
phology of human fetal heart mitochondria (3)
but mature over 3 weeks into the larger ovoid
mitochondrial structure and denser collective
that is characteristic of adult mammalian hearts
(Fig. 1A). Cardiomyocyte-specific ablation of Park2,
encoding Parkin, on perinatal day 1 (P1) was rap-
idly lethal inmostmice. However, a small number
of “escapers” survived until P21. Polymerase chain
reaction (PCR) analysis revealed incomplete Cre-
mediated Park2 gene recombination in the hearts
of these mice (Fig. 1B), suggesting that partial
Parkin insufficiency induced a forme fruste of
the early lethal cardiac Parkin deletion pheno-
type. Compared with normal littermates, P21
Parkin-insufficient hearts appeared slightly smaller
(Fig. 1, C and D). Myocardial histology of Parkin-
deficient hearts was unremarkable (Fig. 1, C and
D), but ultrastructural imaging of myocardium
from surviving 3-week-old perinatal cardiac
Parkin-insufficient mice revealed mitochondria
having a morphology typical of fetal hearts (Fig.
1C), whereas control (Park2 fl/fl) littermate
mitochondria had the morphology of normal
adult hearts (Fig. 1D). Furthermore, perinatal
Parkin-deficient hearts had abundant homoge-
nous inclusions with smooth borders, charac-
teristic of lipid droplets (Fig. 1C). Lethality of
perinatal cardiac-specific Park2 ablation, to-
gether with findings of surviving escaper mice,
suggested that Parkin may be essential formatu-
rational development of cardiomyocyte mito-
chondria. However, the aggressive phenotype
confounded attempts to determine underlying
mechanisms. Accordingly, we built upon previous
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observations that Parkin fails to translocate to
depolarized mitochondria of Mfn2-deficient mice
(12, 13), and the discovery that PINK1 phospho-
rylation of Mfn2 promotes Mfn2-Parkin binding
(12), to develop a system inwhich Parkin-mediated
mitophagy could be conditionally interrupted in
vitro or in vivo without primarily targeting either
Parkin or PINK1.

Mutational interdiction of Mfn2
phosphorylation by PINK1 inhibits
Parkin-mediated mitophagy

PINK1 is stabilized and accumulates in depolar-
izedmitochondria (14) and phosphorylatesMfn2
(Fig. 2A), enabling its binding to Parkin (12).
Mimicking Mfn2 phosphorylation by substituting
glutamic acid (E) for the critical threonine and
serine (Mfn2 T111E/S442E; Mfn2 EE) induces
PINK1-independent Mfn2-Parkin association
(12) and promotes spontaneous Parkin recruit-
ment to mitochondria of cultured fibroblasts
(Fig. 2B and fig. S1). Nonphosphorylatable ala-
nine (A) substitution at the same sites (Mfn2
AA) had reciprocal effects, preventing PINK1-
mediated Mfn2-Parkin binding (12) and sup-
pressing Parkin translocation provoked by the

mitochondrial uncoupling agent carbonyl cyanide
p-trifluoromethoxyphenylhydrazone (FCCP) (Fig.
2B and fig. S1). Effects of Mfn2 EE and Mfn2 AA
on Parkin translocation were concordant with
stimulation or inhibition, respectively, of mito-
chondrial-lysosomal interactions (Fig. 2C and
fig. S1). In agreement with Mfn2 EE functioning
as a constitutive mitochondrial Parkin receptor,
it failed to evoke mitophagy in Parkin-deficient
cells (fig. S2). Although the mitophagy response
to FCCP was reduced in PINK1-deficient cells,
Mfn2 EE nevertheless promoted spontaneous
Parkin translocation (fig. S3). Because nonphos-
phorylatable Mfn2 AA inhibited Parkin local-
ization tomitochondriawithoutprimarily affecting
PINK1 or Parkin, we used it to interrupt PINK1-
Parkin–mediated mitophagy without adversely af-
fecting nonmitophagic Parkin functionality (15).
We asked whether Mfn2 phosphorylation of

T111 and S442 modified other cellular actions
of Mfn2. Mfn2 promotes outer mitochondrial
membrane tethering and fusion (16). Nonphos-
phorylatable Mfn2 AA was as effective as wild-
type (WT)Mfn2 for inducingmitochondrial fusion
in eitherWT orMfn2-deficient fibroblasts; pseudo-
phosphorylated Mfn2 EE did not promote fusion,

instead evoking mitochondrial shortening (Fig.
2D and figs. S1 to S3). Thus, Parkin binding and
mitochondrial outermembrane fusion aremutu-
ally exclusive functions of Mfn2 regulated by
PINK1-mediated phosphorylation.
Mitochondrial fragmentation is functionally

linked to mitophagy (17). We asked whether the
absence of fusion-promoting activity for the phos-
phomimic Mfn2 EE was sufficient to provoke
mitophagy. FCCP-stimulated Parkin translocation
and lysosomal-mitochondrial colocalization were
examined in cells expressing a naturally occur-
ring fusion-defective humanMfn2mutant, R400Q,
in which PINK1 phosphorylation sites are intact
(18). Mfn2 R400Q induced mitochondrial short-
ening similar to Mfn2 EE but did not promote
Parkin translocation or mitophagy (fig. S4). Thus,
inhibition of mitochondrial fusion andmitochon-
drial recruitment of Parkin by Mfn2 are not func-
tionally coupled, except through PINK1-mediated
Mfn2 phosphorylation. Finally, we determined
whether phosphorylation of Mfn2 on T111 and
S442 affected its binding of Miro mitochondrial
transport proteins (19). WT Mfn2, Mfn2 AA, and
Mfn2 EE each bound Miro1 and Miro2, exhibit-
ing the previously reported preference for Miro2
(fig. S5). Mitochondrial fusion and Parkin trans-
location are therefore reciprocally and uniquely
regulated by PINK1-mediated phosphorylation of
Mfn2 on T111 and S442.

Perinatal inhibition of
Parkin-mediated mitophagy induces
lethal cardiomyopathy

BecauseMfn2 AA promotedmitochondrial fusion
similar to WT Mfn2, but inhibited mitochondrial
Parkin localization, we used it to dissect the role of
Parkin-mediatedmitophagy inmousehearts. Both
separation-of-functionMfn2mutants (EE andAA)
were expressed using a bitransgenic doxycycline-
suppressible cardiomyocyte-specificMyh6 promot-
er system (Fig. 3A); cardiac transgene expression
can be suppressed with doxycycline, but in its ab-
sence, such expression begins shortly after birth
(20). WT Mfn2 was expressed separately as a
control for increased myocardial Mfn2 content
(Fig. 3A, top). In vivo regulation of cardiac mi-
tophagy by Mfn2 EE and Mfn2 AA was assessed
by crossingMfn2 EE andMfn2 AAmice to mice
conditionally expressing Parkin using the same
doxycycline-suppressible Myh6-driven expres-
sion system (21) and concomitantly inducing
the Mfn2 and Parkin transgenes in adult mice.
Mitochondrial localization of Parkin, increased
ubiquitination of mitochondrial proteins, and
mitochondrial localization of the autophagosomal
docking protein, p62/Sequestosome 1 (SQSTM1),
were enhanced in Mfn2 EE/Parkin hearts but re-
duced in Mfn2 AA/Parkin hearts, compared with
Parkin-overexpressing controls (Fig. 3A, bottom).
These in vivo results recapitulate the in vitro
effects of the Mfn2 phosphorylation mutants on
mitophagy.
Mice expressing WT Mfn2 or Mfn2 EE from

birth (i.e., those that never received doxycycline)
appeared normal (Fig. 3, B to E, and fig. S6). In
contrast, cardiac expression of Mfn2 AA at similar
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Fig. 1. Early lethality of perinatal cardiomyocyte-specific Parkin-deficient mice. (A) Transmission
electron microscopy (TEM) showing normal cardiomyocyte mitochondria on the first (P1) and 21st (P21)
day of life. Enlargement shows structural details at P1. (B) PCR genotyping of floxed Park2 gene (top) and
tamoxifen-inducible cardiac Cre (bottom) of surviving mice from a representative litter at P21; three mice
died beforeweaning. KO indicates Cre recombined Park2 fl/fl allele.T is tail DNA; H is heart DNA. (C andD)
Representative (of three) hearts, histological sections, and TEMs from P21 cardiac Parkin–deficient (top)
and control (bottom) mice. Scale bars for hearts are 2 mm.
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levels from birth (Fig. 3A) was uniformly lethal
by 7 to 8 weeks of age in two independent trans-
genic lines (Fig. 3, B and C). Cardiac dilatation
(Fig. 3, B and D), worsening pump function (Fig.
3D), and pulmonary congestion (Fig. 3E) iden-
tified progressive cardiomyopathy as the underlying
process and heart failure as the terminal event.
Myocardium from surviving 6-week-old Mfn2 AA
mice exhibited cardiomyocyte enlargement and
replacement fibrosis (Fig. 3F). TUNEL (terminal
deoxynucleotidyl transferase–mediated deoxyuri-
dine triphosphate nick end labeling) staining was

increased proportionally to in vivo Evans blue la-
beling without caspase 3 processing, revealing
necrosis to be the likely mechanism for Mfn2
AA–induced cardiomyocyte dropout (fig. S7, A to
C). However, there were no differences in the size
of Mfn2-dependent mitochondrial-sarcoplasmic
reticulum interfaces (22) inWT-Mfn2 andMfn2
AA–expressing mice (fig. S7D), showing that
interorganelle tethering by Mfn2 (23) was not
perturbed by preventing T111 and S442 phospho-
rylation. Remarkably, cardiac Mfn2 AA induc-
tion at the time of weaning (~3 weeks) or in

young adult mice (8 weeks) evoked no cardiac
pathology (fig. S8). Thus, Parkin localization to
Mfn2 on cardiomyocyte mitochondria is essen-
tial only between birth and weaning.

Parkin-mediated mitophagy is essential
for perinatal cardiomyocyte
mitochondrial maturation

The only molecular differences between cardiac
WTMfn2 andMfn2 AAmice were two nonphos-
phorylatable amino acids (fig. S9). Yet, the cardiac
phenotype of the former was benign, whereas the
latter developed lethal juvenile cardiomyopathy.
BecauseMfn2AApromotedmitochondrial fusion
aswell asWTMfn2 (Fig. 2D and fig. S1D), and the
Mfn2 AA mutation did not affect other Mfn2
functions (figs. S5 and S7), we reasoned that the
Mfn2 AA cardiomyopathy was caused by sup-
pressing Parkin-mediated mitophagy. In agree-
mentwith this idea,mitochondria-associatedParkin
and p62/SQSTM1were both reduced in the hearts
of 2- to 3-week-old Mfn2 AA mice, compared
with age-matched WT Mfn2 mice (Fig. 4A, top).
Mitochondrial Parkin association was likewise
depressedbyMfn2AA inhearts of 2- to 3-week-old
food-deprived mice, but mitochondrial-associated
p62/SQSTMI was increased (Fig. 4A, bottom).
Thus, Mfn2 AA inhibits developmentally pro-
grammed Parkin-mediatedmitophagy, but not
Parkin-independent mitochondrial autophagy
provoked by starvation.
Multiple lines of evidence revealed a deterio-

ration in mitochondrial quality specific to Mfn2
AAhearts, including impairedmaximalmitochon-
drial respiration (Fig. 4B), increased mitochon-
drial production of O2

– and H2O2 (Fig. 4C), and
modest increases in levels of the mitochondrial
stress proteins fibroblast growth factor 21 (FGF21),
heat shock protein 60 (Hsp60), Lon peptidase
1 (LONP1), and adenosine triphosphatase family
gene 3–like 2 (AFG3L2) (fig. S10). By compari-
son, liver and skeletalmusclemitochondria from
cardiac-expressing Mfn2 AA mice were normal
(fig. S11).
Reducedmyocardial content of mitochondrial

proteins (Fig. 4D and fig. S12) and decreased flow
cytometric forward scatter (Fig. 4E) pointed to
abnormalities in the abundance and morphol-
ogy of cardiac mitochondria of 6-week-old Mfn2
AA mice. Ultrastructural examination revealed
small, unusually shaped cardiomyocytemitochon-
dria (Fig. 4F and fig. S13). Decreased respiratory
complex protein abundance reflected lower
mitochondrial content in Mfn2 AA hearts (Fig.
4G). In agreementwith absence of cardiac pheno-
types when Mfn2 AA expression was induced at
or after weaning (fig. S8A), mitochondrial respi-
ration, morphometry, and ROS production were
normal in those mice (fig. S14).
Mitochondrial morphology of young adult

Mfn2 AA mouse hearts resembled that of both
normal postnatal (P1) mouse hearts and P21 car-
diac Parkin-deficientmouse hearts (compare Fig.
4F to Fig. 1, A and D). The transition of mouse
cardiac mitochondria from fetal to adult mor-
phology normally occurs within the first 3 weeks
of life (Fig. 1), concurrent with a functional
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Fig. 2. Mitochondrial Parkinmobilization directed by pseudo-PINK1 phosphorylatedMfn2. (A) Phos-
phorylation of Mfn2 by recombinant PINK1 in a cell-free system. First three panels show enrichment of
FLAG-Mfn2 by immunoprecipitation (IP) with antibody to FLAG (anti-FLAG); left is Coomassie blue stained
gel, middle is anti-Mfn2 immunoblot, right is anti-FLAG immunoblot. Fourth panel shows anti-Mfn2 Phos-
tag immunoblot of in vitro PINK1 phosphorylation reactants; KD is kinase dead PINK1; CIP is calf intestinal
phosphatase. Arrowheads show FLAG-Mfn2; bold arrow indicates phospho-Mfn2. (B) Spontaneous
maraschino cherry (mc) Parkin translocation in MEFs provoked by adeno-Mfn2 EE, and FCCP-mediated
mcParkin translocation suppressed by adeno-Mfn2AA.To the left is an immunoblot ofMfn2. (C) Lysosomal-
mitochondrial interactions (white squares) provoked by adeno-Mfn2 EE and suppressed by adeno-Mfn2 AA.
(D) Mitochondrial elongation (aspect ratio) inhibited by adeno-Mfn2 EE and stimulated by adeno-Mfn2 AA.
WT is wild-type adeno-Mfn2. In (B) and (C), gray bars are basal; the black bars are 60 min after FCCP or
antimycinA. In (D), gray bars are 24hours andblack bars are48hours after adeno-Mfn2 virus infection. *,P<
0.05 versus adeno b-gal control (Ctrl); #, P < 0.05 versus same condition WTadeno-Mfn2.
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shift favoring fatty acid metabolism (5, 24, 25).
We posited that suppression of Parkin-mediated
mitophagy by Mfn2 AA caused fetal mitochon-
dria to be retained. Consistent with this idea,
Mfn2 AA cardiac mitochondria did not undergo
the time-dependent transformation in size and
shape observed by P21 in WT Mfn2 and control
hearts (Fig. 5A). Interruption of normal mito-
chondrial morphological maturation that is nor-
mally complete by P21was associatedwith dilated
cardiomyopathy that developed within 2 weeks
thereafter (Figs. 3D and 5, B and C and fig. S15).

Mitophagy is essential for the perinatal
transformation of cardiac metabolism

Cardiac metabolic transitioning after birth is
linked to increased expression of mitochondrial
replication and transcription factors—i.e., mito-
chondrial biogenesis (26).Wemeasured the changes
in transcript levels for more than 400 cardiac-

expressed mitochondrial proteins from late em-
bryo through adulthood, thereby defining nor-
mal transcriptional reprogramming of cardiac
metabolism (fig. S16). RNA sequencing of peri-
natal day 1 (P1), day 21 (P21), and 5-week-old
hearts showed that WT Mfn2 did not perturb
normal mitochondrial gene reprogramming. By
contrast, the mitochondrial transcript profile of
5-week-oldMfn2 AA hearts cosegregated with P1
hearts (Fig. 6A), driven largely by failure of elec-
tron transport, fatty acid catabolism, and ketone
body metabolism gene abundance to increase
during the perinatal-to-adult transition (Fig. 6A
and supplementary data sets 1 and 2). Hemo-
dynamic stress in adult hearts did not fully re-
capitulate fetal metabolic gene expression (fig.
S17), demonstrating that Mfn2 AA caused true
retention of the embryonic metabolic transcrip-
tome and not cardiomyopathy-related reexpres-
sion of embryonic genes (25). Suppression of

metabolic gene reprogramming in 5-week-old
Mfn2 AA hearts affected genes encoding fatty
acid (Fig. 6B) and branched chain amino acid
(fig. S18) tricarboxylic acid (TCA) cycle entry fac-
tors and some TCA cycle enzymes themselves
(Fig. 6B), while largely sparing glycolysis genes
(Fig. 6B); effects on oxidative phosphorylation
(OXPHOS) genes were variable (Fig. 6B). Char-
acteristic perinatal increases in the abundance of
transcriptional activators ofmetabolism andmito-
chondrial replication factors—i.e., mitochondrial
biogenesis genes—were also suppressed in Mfn2
AA hearts (Fig. 6C).
To define the metabolic consequences of in-

terrupting Parkin-mediated mitophagy in Mfn2
AA mouse hearts, we compared mitochondrial
respiration stimulated by the fetal-preferred gly-
colytic substrate pyruvate to respiration stimu-
lated by the adult-preferred fatty acid substrate
palmitoylcarnitine (2, 4, 24). Oxygen consumption
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Fig. 3. Perinatal cardiomyopathy evoked by nonphosphorylated Mfn2 AA.
(A) Immunoblot analysis of Mfn2 expression (top) and mitochondrial Parkin
localization (bottom) in transgenic mouse hearts. (Top) Top pair is cardiac
homogenate; bottom pair is mitochondrial-enriched 10,000 g pellet (cyto-
chrome oxidase IV; COX IV) and postmitochondrial supernatant [glyceraldehyde-
3-phosphate dehydrogenase (GAPDH)]. (Bottom) Immunoblot analysis of
mitochondrial-associated Parkin and downstream mitophagy events and their

modulation by cardiac-expressed Mfn2 EE and Mfn2 AA. (B) Representative
hearts of 6-week-old mice. (C) Survival. (D) Serial echocardiographic data of
4- to 6-week-oldmice; white bars are Ctrl, gray isWTMfn2, and black isMfn2
AA. (E) Heart (top) and lung (bottom) weights of 6-week-old mice indexed to
body weight (BW). (F) Histological studies of cardiomyocyte cross-sectional
area (top) and myocardial fibrosis (bottom); quantitative data are on the right.
*, P < 0.05 versus WT Mfn2 and nontransgenic (NTG) control.
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by permeabilized cardiomyocytes was similar
in control, WT-Mfn2, and Mfn2 AA cells given
pyruvate. However, Mfn2 AA cardiomyocytes
exhibited impaired respiration when provided
with palmitoylcarnitine (Fig. 7A). Moreover, myo-
cardial metabolite profiling revealed abnormally
low levels of multiple fatty acid acylcarnitines,
which are products of mitochondrial fatty acid
oxidative flux, in comparison with age-matched
control and WT-Mfn2 hearts. Specifically, acylcar-
nitine levels in 5-week-old Mfn2 AA hearts were
comparable to those of normal P1 hearts (Fig. 7, B
to D). By contrast, myocardial abundance of or-
ganic acids in young adult Mfn2 AA and control
hearts was similar. The concordant abnormal-
ities of mitochondrial gene expression, substrate
preference formitochondrial respiration, andmeta-
bolic profile exhibited by cardiac Mfn2 AA mice
(fig. S19) illustrate the global effect of Parkin-
mediatedmitochondrial removal onnormal devel-
opmental metabolic transitioning of the perinatal
heart. Taken together, the data point to a mis-
match between mitochondrial programming
and metabolic substrate availability as the under-
lying cause of progressive cardiomyopathy in ju-
venileMfn2AAmicewith defective cardiomyocyte
mitophagy.

Discussion

Wehave shown that Parkin-mediatedmitophagy
is essential for normal perinatal cardiacmitochon-

drial and metabolic maturation. By expressing
from birth an engineeredMfn2 AAmutant that
cannot be PINK1-phosphorylated on T111 and
S442 as required forMfn2-Parkin binding (12), the
normal developmental perinatal transformation
of cardiacmetabolismwas disrupted. Persistence
of fetal carbohydrate-metabolizingmitochondria
in adultMfn2AAhearts revealed the requirement
for organelle removal through the PINK1-Mfn2-
Parkin mitophagy mechanism before mitochon-
drial transitioning to normal adult fatty acid
metabolism. Even the genetic program encoding
critical fatty acid metabolism pathways was re-
pressed when fetal mitochondria were retained.
Parkin thus promotesmitochondrial removal and
suppresses biogenesis, consistent with previous-
ly described Parkin-dependent regulation of the
mitochondrial biogenesis factors PARIS and PGC-
1a (11). Organelle replacement, rather than simple
reprogramming,may be necessary becausemito-
chondrial respiratory supercomplexes are orga-
nized as paracrystalline arrays (27, 28) whose
disassembly, reorganization, and reassembly in
preexisting embryonic cardiacmitochondria could
be disruptive (7). An alternatemeans of mitochon-
drial transitioning might be through cycles of
fission and fusion. However, the normal half-
time for turning over adult cardiomyocyte mito-
chondria through mitochondrial dynamism is
~3 weeks (29), within which time our studies re-
veal the perinatal transformation from fetal to

adult mitochondria to be complete. Thus, we pro-
pose that the Parkin-Mfn2 interaction drives gen-
eral mitophagic turnover of fetal mitochondria in
the perinatal heart, enabling their replacement
with mitochondria incorporating biogenically
derived metabolic systems optimized for the high
energetic demands of contracting adult hearts.
Themetabolic preference for glycolysis in grow-

ing fetal hearts is reminiscent of the Warburg
effect observed in cancer, wherein the transfor-
mation from restrained to malignant growth is
associated with a transition to increased glycoly-
sis and less dependence on aerobic mitochon-
drial ATP production (30). Although the specific
molecular determinants of glycolyticmetabolism
in fetal hearts undoubtedly differ from those of
tumors, in both instances, increased glycolysis is
adaptive for a hypoxic environment and is opti-
mized for increasing biomass—i.e., for promot-
ing cell growth (31). Thus, the growing fetal heart
derives twobenefits fromapredominantly glycoly-
tic metabolism: (i) the ability to generate ATP
sufficient for the comparatively modest needs of
fetal heart contraction despite a relatively hypoxic
environment; and (ii) a metabolism that facili-
tates uptake and incorporation of amino acids and
fatty acids into new cellular structures for cell and
organ growth, rather thanmetabolizing them for
energy production. On the other hand, fatty acid
metabolism in fully grown adult hearts provides
more efficient ATP production to fuel increased
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Fig. 4. Abnormalities in mitophagy and mitochondria induced by peri-
natal cardiac Mfn2 AA. (A) Immunoreactive Parkin and p62/SQSTM1 in 2- to
3-week-old mitochondrial-enriched mouse heart fractions (mito-) of fed mice
(top) and food-deprived mice (bottom). Cyto-p62 is p62/SQSTM1 in the cy-
tosolic fraction. (B) Substrate-stimulated (left) and maximum uncoupled
(right) respiration of isolated cardiac mitochondria. (C) Isolated mitochon-
drial O2

– (MitoSOX; left) and H2O2 (Amplex red; right) production studies.

(D) Cardiac mitochondrial protein content. (E) Flow cytometric mitochondrial
forward scatter. (F) Ultrastructural studies of cardiomyocyte mitochondria.
Mitochondrial content is the percentage of cell area occupied bymitochondria;
mitochondrial area is the mean area of individual organelles; mitochondrial
aspect ratio is long axis/short axis. (G) Immunoblot analysis of respiratory
complex proteins.Quantitative data to right are n = 4 individual mouse hearts.
*, P < 0.05 versus Ctrl; #, P < 0.05 versus WT Mfn2.
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contractile demand. Our findings reveal this car-
diacmetabolic transition to be an essential adap-
tation for extra-uterine life.
The developmental role for Parkin-dependent

mitophagy described herein was unsuspected
because germline Parkin gene ablation in mice
has not produced robust phenotypes (9, 10). As
deployed here, Mfn2 AA perturbed endogenous
Parkin strictly by interdicting its localization to
mitochondria—i.e., by acting as a nonfunctioning
cardiomyocyte Parkin receptor. The lethal cardio-
myopathy evoked byMfn2 AA, but notWTMfn2,
exposed novel Parkin functionality specific to
the postnatal period, during which myocardial
carbohydrate-dependent metabolism transitions
to fatty acid dependence. Early lethality after peri-
natal cardiomyocyte-specific Parkin gene deletion
likewise demonstrated an essential role for Parkin
in postnatal hearts. However, perinatal cardio-
myocyte Parkin deficiency was generally fatal
within the first 3 weeks of life, whereas perinatal
cardiac Mfn2 AA expression provoked a slower-

progressing (but ultimately equally deadly) car-
diomyopathy. The aggressive phenotype induced
by cardiomyocyte-directed Parkin deletion likely
results from complete disruption of Parkin activ-
ity that, in addition to promoting mitophagy, in-
cludes regulation of mitochondrial dynamism,
modulation of subcellular mitochondrial motil-
ity, mediation of mitochondrial protein degrada-
tion, and stimulation of mitochondrial biogenesis
(15). By comparison, expressing Mfn2 AA is a more
precise intervention that only inhibits Parkin
activity dependent upon its binding to PINK1-
phosphorylatedMfn2—i.e.,mitophagy. Indeed, be-
cause endogenous Mfn2, PINK1, and Parkin are
still present,mitophagywasnot entirely abrogated
by Mfn2 AA. Accordingly, cardiomyocyte-specific
perinatal Parkin gene deletion and Mfn2 AA ex-
pression had similar effects on mitochondrial
maturation in the heart, but the Mfn2 AA phe-
notype was an attenuated form of the full-blown
phenotype that can be evoked by perinatal mito-
phagic dysfunction.

Our findings add to the evidence that in vivo
Parkin functionality is underestimated from
conventional systemic Parkin deletion. Whereas
germline Parkin knockout mice exhibit fewmani-
festations of Parkinson’s disease or cardiac in-
volvement at baseline (9, 10, 32), conditional
Parkin ablation in the substantia nigra recapit-
ulates a central pathological feature of Parkinson’s
disease, degeneration of dopaminergic neurons
(11). Likewise, short hairpin RNA–mediated Parkin
suppression reduces mitophagy in mouse livers,
whereas mitophagy is intact in germline Parkin
knockoutmouse livers (33). Finally, cardiomyocyte-
specific Parkin ablation alleviates the cardio-
myopathy induced by dynamin-related protein
1 (Drp1) deficiency, whereas global Parkin defi-
ciency fails to rescue a similar cardiac Drp1-
deficient model (21, 34).
These results also clarify the specific function

of PINK1-Mfn2-Parkin signaling in mitophagy.
The need for PINK1-phosphorylated Mfn2 to
functionas aParkinbindingprotein inmitophagic
mitochondrial clearance is not absolute, because
Parkin will translocate to mitochondria of FCCP-
treated cells lacking Mfn2 (fig. S1). Thus, just as
there are Parkin-independent pathways formito-
chondrial elimination (35), we would infer one
or more Mfn2-independent means of recruiting
Parkin to depolarized mitochondria. Nonetheless,
innormal andMfn2-deficient fibroblasts, nonphos-
phorylatable Mfn2 AA abolished Parkin trans-
location to, and lysosomal engulfmentof, depolarized
mitochondria without affecting other Mfn2 activ-
ities such asmitochondrial fusion,mitochondrial-
sarcoplasmic reticulum tethering, and Miro binding.
These results define a central role for the PINK1-
Mfn2 phosphorylation interaction in conven-
tional mitochondrial quality control and suggest
a mechanism whereby PINK1-phosphorylated
Mfn2 induces primary mitochondrial Parkin
binding, with PINK1-phosphorylated ubiquitin
as the preferred substrate for mitochondrial lo-
calized Parkin (36).
The current findings suggest why Mfn2 and

Parkin are present in hearts that seemingly have
little use for the canonical functions assigned
to both proteins. In adult hearts, cardiomyocyte
mitochondria are static, distinct, rounded organ-
elles. Lacking extensive interconnectedmitochon-
drial networks, adult cardiomyocytes have little
requirement for the mitochondrial remodeling
that would be promoted by a redundant mito-
chondrial fusion protein. Indeed, in our hands,
Mfn1 (but notMfn2) is completely dispensable to
adult mouse hearts (12). Likewise, the PINK1-
Parkin pathway clearlymediates autophagic elim-
ination of damaged mitochondria in cultured
mammalian cells (14), but evidence fromgermline
Park2 knockout mice (9), adult cardiomyocyte-
specific Parkin-deficient mice (21), and from in-
terrupting Parkin signaling in adult mice with
Mfn2 AA (current study) does not support an
important role for Parkin-mediated mitophagy
as a homeostatic mitochondrial quality-control
mechanism in hearts; normal surveillance and
culling of individual damagedmitochondria seems
to be accomplished through Parkin-independent
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Fig. 5. Fetal mitochondria persist in young adult Mfn2 AA mouse hearts. (A) Representative four-
chamber heart sections and transmission electron micrographs of cardiomyocyte mitochondria from P1,
P21, and 5-week-old mouse hearts. NTG controls are top row,WT Mfn2 middle row, Mfn2 AA bottom row.
Quantitative data for heart weights are in (B) and formitochondrial ultrastructure in (C). *, P < 0.05 versus
P1; #, P < 0.05 versus WT Mfn2 at the same stage.
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mechanisms (35).Rather, Parkin-directedmitophagy
is invoked as needed to accelerate generalized
mitochondrial turnover during developmental tran-
sitions of myocardial metabolism (current study),
after myocardial injury (9), and when mitochon-
drial homeostasis is disrupted (21).
Our findings demonstrate that mitochondria

are not simply flexible fuel organelles readily
switching between carbohydrate and fatty acid
substrates. Rather, they have intrinsic metabolic
and respiratory systems optimized for different
substrate-specificmetabolic pathways, andmeta-
bolic transitioning requires existing organelles to
bemitophagically removed, enabling their replace-
ment with mitochondria appropriate for a given
biological context. Parkin and PINK1 gene muta-
tions cause hereditary Parkinson’s disease, and
Mfn2mutations cause Charcot-Marie-Tooth syn-
drome type IIa. These are chronic neuromuscular
disorders inwhich cardiac involvement is uncom-
mon (37). It remains to be determined whether
PINK1-Parkin-Mfn2–mediated mitophagy regu-
lates metabolic function in neurons or skeletal
muscle as it does in perinatal hearts. The discov-
ery that PINK1-Mfn2-Parkin directed–mitophagy
is essential to cardiomyocytemetabolic remodeling

only during the brief period following birth sup-
ports intensive genetic evaluation of the Parkin
signaling pathway in neonatal, in addition to
adult, cardiomyopathy.
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HEART MITOCHONDRIA

Imbalanced OPA1 processing and
mitochondrial fragmentation cause
heart failure in mice
Timothy Wai, Jaime García-Prieto, Michael J. Baker, Carsten Merkwirth, Paule Benit,
Pierre Rustin, Francisco Javier Rupérez, Coral Barbas, Borja Ibañez,* Thomas Langer*

INTRODUCTION:Mitochondria are essential
organelles whose form and function are in-
extricably linked. Balanced fusion and fission
events shape mitochondria to meet metabolic
demands and to ensure removal of damaged
organelles. A fragmentation of the mitochon-
drial network occurs in response to cellular
stress and is observed in a wide variety of
disease conditions, including heart failure,
neurodegenerative disorders, cancer, and obe-
sity. However, the physiological relevance of
stress-induced mitochondrial fragmentation re-
mains unclear.

RATIONALE: Proteolytic processing of the
dynamin-like guanosine triphosphatase (GTPase)
OPA1 in the inner membrane of mitochondria is
emerging as a critical regulatory step to balance
mitochondrial fusion and fission. Twomitochon-
drial proteases, OMA1 and the AAA protease

YME1L, cleaveOPA1 from long (L-OPA1) to short
(S-OPA1) forms. L-OPA1 is required for mito-
chondrial fusion, but S-OPA1 is not, although ac-
cumulationof S-OPA1 inexcess accelerates fission.
In cultured mammalian cells, stress conditions
activateOMA1,which cleavesL-OPA1and inhibits
mitochondrial fusion resulting in mitochondrial
fragmentation. In this study, we generated con-
ditional mouse models for both YME1L and
OMA1 and examined the role of OPA1 pro-
cessing and mitochondrial fragmentation in
the heart, ametabolically demanding organ that
depends critically on mitochondrial functions.

RESULTS: Deletion of Yme1l in cardiomyo-
cytes did not grossly affect mitochondrial
respiration but induced the proteolytic cleav-
age of OPA1 by the stress-activated peptidase
OMA1 and drove fragmentation of mitochon-
dria in vivo. These mice suffered from dilated

cardiomyopathy characterized bywell-established
features of heart failure that include necrotic cell
death, fibrosis and ventricular remodelling,
and a metabolic switch away from fatty acid
oxidation and toward glucose use. We dis-
covered that additional deletion of Oma1 in
cardiomyocytes prevented OPA1 processing

altogether and restored
normalmitochondrialmor-
phology and cardiac health.
On the other hand, mice
lacking YME1L in both
skeletalmuscle and cardio-
myocytes exhibited normal

cardiac function and life span despite mitochon-
drial fragmentation in cardiomyocytes. Im-
balanced OPA1 processing in skeletal muscle,
which is an insulin signaling tissue, induced
systemic glucose intolerance and prevented
cardiac glucose overload and cardiomyopathy.
We observed a similar effect on cardiac meta-
bolism upon feeding mice lacking Yme1l in
cardiomyocytes a high-fat diet, which pre-
served heart function despite mitochondrial
fragmentation.

CONCLUSION: Our work highlights the im-
portance of balanced fusion and fission of
mitochondria for cardiac function and un-
ravels an intriguing link between mitochon-
drial dynamics and cardiac metabolism in
the adult heart in vivo. Mitochondrial fusion
mediated by L-OPA1 preserves cardiac func-
tion, whereas its stress-induced processing
by OMA1 and mitochondrial fragmentation
triggers dilated cardiomyopathy and heart
failure. In contrast to previous genetic mod-
els of the mitochondrial fusion machinery,
mice lacking Yme1l in cardiomyocytes do not
show pleiotropic respiratory deficiencies and
thus provide a tool to directly assess the
physiological importance of mitochondrial dy-
namics. Preventing mitochondrial fragmen-
tation by deleting Oma1 protects against cell
death and heart failure. The identification of
OMA1 as a critical regulator of mitochondrial
morphology and cardiomyocyte survival holds
promise for translational applications in car-
diovascular medicine. Mitochondrial fragmen-
tation induces a metabolic switch from fatty
acid to glucose utilization in the heart. It turns
out that reversing this switch and restoring
normal cardiac metabolism is sufficient to
preserve heart function despite mitochondrial
fragmentation. These findings raise the in-
triguing possibility that the switch in fuel
usage that occurs in the failing adult heart
may, in fact, be maladaptive and could con-
tribute to the pathogenesis of heart failure.▪
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Critical role of balanced mitochondrial fusion and fission for cardiac metabolism and
heart function. Induced processing of the dynamin-like GTPase OPA1 in the inner membrane
by the stress-activated peptidase OMA1 leads to mitochondrial fragmentation, cardiomyopathy
and heart failure, which is characterized by a switch in fuel utilization. Heart function can be
preserved by reversing this metabolic switch without suppressing mitochondrial fragmentation.
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HEART MITOCHONDRIA

Imbalanced OPA1 processing and
mitochondrial fragmentation cause
heart failure in mice
Timothy Wai,1,2* Jaime García-Prieto,3* Michael J. Baker,1 Carsten Merkwirth,1

Paule Benit,4,5 Pierre Rustin,4,5 Francisco Javier Rupérez,6 Coral Barbas,6

Borja Ibañez,3,7† Thomas Langer1,2,8,9†

Mitochondrial morphology is shaped by fusion and division of their membranes. Here, we found
that adult myocardial function depends on balancedmitochondrial fusion and fission, maintained
by processing of the dynamin-like guanosine triphosphatase OPA1 by the mitochondrial
peptidases YME1L and OMA1. Cardiac-specific ablation of Yme1l in mice activated OMA1 and
accelerated OPA1 proteolysis, which triggered mitochondrial fragmentation and altered cardiac
metabolism.This caused dilated cardiomyopathy and heart failure. Cardiac function and
mitochondrial morphology were rescued by Oma1 deletion, which prevented OPA1 cleavage.
Feedingmice a high-fat diet or ablating Yme1l in skeletal muscle restored cardiacmetabolism and
preserved heart function without suppressing mitochondrial fragmentation.Thus, unprocessed
OPA1 is sufficient tomaintain heart function,OMA1 is a critical regulatorof cardiomyocyte survival,
and mitochondrial morphology and cardiac metabolism are intimately linked.

T
he dynamic behavior of mitochondria pre-
serves mitochondrial integrity and distri-
bution and allows mitochondrial shape
and function to be adapted to alteredphysio-
logical demands (1, 2). Disturbed mitochon-

drial dynamics is associated with a number of
neurodegenerative disorders and cardiac hyper-
trophy in mice (3, 4). Dynamin-like guanosine
triphosphatases (GTPases) mediate the fusion
and fission of mitochondrial membranes. Mito-
fusins 1 and 2 (MFN1 and MFN2) orchestrate
outer mitochondrial membrane fusion, whereas
OPA1 is required for inner mitochondrial mem-
brane fusion. Fission, on the other hand, is ex-
ecuted by dynamin-related protein 1 (DRP1), a
cytosolic protein that is recruited to the mito-
chondrial surface in response to various physio-
logical cues. This complex machinery, including
DRP1-specific receptor proteins and cytoskeletal

components, assembles at contact sites between
themitochondria and the endoplasmic reticulum,
which mark mitochondrial division sites (5, 6).
Fusion and fission ofmitochondrialmembranes

occur in a coordinated manner. Balanced cycles
of fusion and fission determine the shape, size,
and number of mitochondria, which leads to a
large variability in themorphologyofmitochondria
in different cell types. Although mitochondria
form interconnected, tubular networks in cultured
fibroblasts, they appear as distinct entities in
tissues, such as heart and skeletal muscle, that
are characterized by low fusion and fission rates
(7).Moreover, coordinatedmitochondrial dynamics
is critical for thebioenergetic functionofmitochon-
dria and is closely linked to metabolism. Changes
inmitochondrial ultrastructure anddynamics occur
in response to altered metabolic demands (8–11),
and components involved inmitochondrial fusion
are central regulators of cellularmetabolism (12).
Coordinated fusion and fission events are crucial
for mitochondrial quality-control. Fusion con-
tributes to mitochondrial maintenance, whereas
excessive fission causes mitochondrial fragmen-
tation, which allows removal of irreversibly dam-
agedmitochondria bymitophagy and is associated
with cell death (13, 14). Fragmentation of the
mitochondrial network is observed in a wide
variety of diseases.
The dynamin-like GTPaseOPA1mediatesmito-

chondrial fusion and orchestrates mitochondrial
cristae morphogenesis and resistance to apopto-
sis in response to physiological demands (15–17).
The processing of OPA1 is emerging as a central
regulatory step coordinating fusion and fission of
mitochondria (18, 19). Two peptidases in the

inner membrane, OMA1 and the i-AAA protease
YME1L, convert long OPA1 forms (L-OPA1) into
short forms (S-OPA1) (20–23). The balanced ac-
cumulation of both formsmaintains normalmito-
chondrialmorphology: Fusion depends on L-OPA1
only, whereas S-OPA1 is associated with mito-
chondrial fission (Fig. 1A) (24–26). Cellular stress,
mitochondrial dysfunction, orgenetic interventions
(such as deletion of Yme1l) can activate OMA1,
which results in the increased conversionofL-OPA1
into S-OPA1 and mitochondrial fragmentation
(25, 27–30). Loss of Yme1l in cultured fibroblasts
does not impair fusion but triggers mitochondrial
fragmentation (22, 25, 31), which can be suppressed
by deletion of Oma1 (22, 25, 31). Thus, although
OPA1 processing is dispensable for mitochon-
drial fusion per se, an increased oxidative phos-
phorylation promotes cleavage ofOPA1 by YME1L
(10). It thus appears that different stimuli modu-
late OPA1 processing by YME1L or OMA1, which
allows the coordination of mitochondrial fusion
anddivisionunder variousphysiological conditions.
In agreement with its role for stress-induced

OPA1 processing, ablation ofOma1 inmice causes
impaired thermogenesis and diet-induced obesity
andprotects against ischemickidney injury (29, 32).
Here, we generated tissue-specific mouse mod-
els for theOPA1-processing peptidases YME1L and
OMA1 and examined the role of OPA1 process-
ing in myocardial function.

Results
YME1L is essential for
embryonic development

To study the importance of balancedmitochondrial
dynamics (Fig. 1A), we generated conditional
mousemodels of the OPA1-processing peptidases
Yme1l andOma1 (fig. S1, A to D, and table S1).We
used a mouse line expressing Cre recombinase
under the control of the b-actin promoter to de-
lete Yme1l or Oma1 by Cre/loxP-mediated re-
combination in all tissues. As expected (29),
Oma1–/–micewere born at the expectedMendelian
ratio (fig. S1E). Yme1l+/– mice were viable and ex-
hibited no obvious phenotypes, but heterozygous
intercrosses did not yield viable null offspring
(Fig. 1B). We observed a generalized develop-
mental delay in Yme1l–/– embryos isolated from
embryonic day 8.5 (E8.5) to E12.5 (Fig. 1C). Hearts
from Yme1l–/– embryos isolated at E9.5 and E10.5
failed to beat properly, andwe did not recover any
null embryos after E13.5. Thus, YME1L is essential
for embryogenesis.

Cardiomyocyte-specific deletion of
Yme1l causes dilated cardiomyopathy

Wenext examined the requirement of YME1L for
the functionof theheart, ametabolicallydemanding
organ sensitive todisruptionofmitochondrial shape
(7, 33). We crossed Yme1lLoxP/LoxP mice to mice
expressing Cre recombinase specifically in cardio-
myocytes (Myh6-Cre; cYKO) (34). cYKO mice
were viable but had a significantly shortened
life span (median life span: 46 weeks) (Fig. 1, D
and E) punctuated by weight loss before their
demise (Fig. 1F), which suggested that YME1L
is required for normal heart function.
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We examined heart function from an early age
up to 40 weeks of age in cYKO mice (Fig. 2A).
Longitudinal echocardiographic (echo) analyses
(fig. S2A) revealed progressive cardiac dysfunction
(table S2), which became apparent at 20 weeks
and was characterized by hallmarks of dilated
cardiomyopathy (DCM): a reduced percentage
of LVEF (%LVEF) (Fig. 2B and fig. S2A), a dilated
left ventricular chamber (Fig. 2C), and a preserved
left ventricularmass (fig. S2B).We observedmyo-
cardial fibrosis (Fig. 2D), increased serum levels
of cardiac troponin T (Fig. 2E), and evidence of
ongoing necrotic cell death (Fig. 2, F and G) in
cYKO mice.
The failing adult heart is commonly charac-

terized by an altered metabolism where glucose

use is increased and b oxidation is decreased
(35, 36). We monitored in vivo cardiac uptake of
18fluorodeoxyglucose ([18F]FDG) in cYKOmice by
hybrid positron emission tomography–computed
tomography (PET-CT). The loss of YME1L in
cardiomyocytes caused an increase in in vivo
cardiac glucose uptake (Fig. 2, H and I) and in vitro
glycolysis rates (fig. S2C). Gas chromatography–
mass spectrometry analyses revealed increased
endogenous glucose levels and decreased lac-
tate levels in cYKO hearts, whereas the levels of
citric acid cycle intermediates were not altered
(fig. S2D) nor were the levels and use of pyr-
uvate (fig. S2E). However, we observed a global
reduction of total cardiac acylcarnitines (fig.
S2F), which indicated reduced b oxidation in

YME1L-deficient cardiomyocytes. Thus, loss of
YME1L in cardiomyocyte mitochondria can in-
duce a metabolic shift from lipid utilization to
carbohydrate utilization that is typically observed
in the failing heart (37). In conclusion, cYKOmice
develop DCM, which progresses to heart failure
and middle-aged death.

Loss of YME1L impairs mitochondrial
morphology in cardiomyocytes

To define the molecular basis of DCM in cYKO
mice, we first analyzedmitochondrial respiration.
Ex vivo cardiac respirationmeasurements revealed
no differences between resting hearts isolated
from cYKOmice and controls (Fig. 3A). Specific
activities of mitochondrial complexes II, III,

aad0116-2 4 DECEMBER 2015 • VOL 350 ISSUE 6265 sciencemag.org SCIENCE

Fig. 1. YME1L is required in the developing embryo and the adult heart.
(A) The mitochondrial proteases OMA1 and YME1L cleave L-OPA1 (a and b) at
S1 and S2, respectively, to yield S-OPA1 forms (c, d, and e). (B) No viable
Yme1l–/– mice were recovered from intercrosses of Yme1l+/– mice (0 out of
289 offspring). Chi-squared test, ****P < 0.0001. (C) Postimplantation de-
velopmental delay of Yme1l–/– embryos scaled relative to WT. Scale bar, 2 mm.
(D) Life span of cardiomyocyte-specific cYKO mice (Myh6-Cre red; median

of 46 weeks, n = 69) is reduced relative to WT littermates (green; n = 74).
Log-rank (Mantel-Cox) test, ****P < 0.0001. (E) Immunoblots of tissues
isolated from 18-week-old WT and cYKO mice. Antibodies directed against
succinate dehydrogenase subunit A (SDHA) were used to control for gel
loading. (F) Mean body weight (g) of cYKO males (red; n = 30) declines rel-
ative to WT (green; n = 30). Multiple t test, *P < 0.05, ****P < 0.0001. Data
are means ± SEM.
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and IV were increased, although we observed
onlymoderately impaired adenosine 5′-triphosphate
(ATP) synthesis by complex V in cYKO hearts (Fig.

3B) and no significant differences in the assembly
of respiratory chain complexes and supercom-
plexes (fig. S3A). Respiratory deficiencies thus

appeared unlikely to be themajor cause for DCM
in cYKO mice.
We next examined themorphology ofmitochon-

dria and performed transmission electron mi-
croscopy (TEM) of cYKO hearts (Fig. 3C). Smaller
mitochondria with normal architecture of cristae
accumulated in the absence of YME1L, which
indicated impaired mitochondrial dynamics (Fig.
3, C and D). Similar results were seen in primary
adult cardiomyocytes isolated from 8-week-old
(before DCM development) and 40-week-old
cYKO hearts (Fig. 3, E and F, and fig. S3B). Con-
sistent with our TEM data, we observed dis-
torted mitochondrial morphology in Yme1l–/–

cardiomyocytes, as seen previously in noncar-
diac cell types lacking YME1L (20, 22, 25). Loss of
YME1L in cardiomyocytes abolished formation
of S-OPA1 form d and led to the accumulation
of S-OPA1 forms c and e, which are generated
by OMA1 (Fig. 3, G and H). Moreover, the mito-
chondrial lipid transfer protein PRELID1, nor-
mally degraded by YME1L, accumulated (Fig.
3G) (38). Notably, Yme1l is specifically deleted
in cardiomyocytes and was not lost in cardiac
fibroblasts isolated from cYKO mice. However,
in vitro deletion of Yme1l in adult cardiac fibro-
blasts did recapitulate fragmentation of the
mitochondrial network (fig. S3, C and D) and
impaired OPA1 processing (fig. S3E) as observed
in Yme1l–/– cardiomyocytes. Thus, YME1L defi-
ciency in cardiomyocytes induces OPA1 process-
ing and mitochondrial fragmentation, which
raises the possibility that disturbed mitochon-
drial morphology could cause heart failure in
cYKO mice.

Deletion of Oma1 restores mitochondrial
morphology and myocardial function in
the absence of YME1L

The accumulation of OPA1 forms c and e in cardio-
myocytes lacking YME1L indicated activation
of OMA1, as previously observed in YME1L-
deficient mouse embryonic fibroblasts (MEFs)
in vitro (25). Because additional deletion ofOma1
in Yme1l–/– MEFs restores tubular mitochondria
and apoptotic resistance (25), we reasoned that
ablation ofOma1maypreserve themitochondrial
network in cardiomyocytes lacking YME1L. To
examine the role of disturbed mitochondrial
morphology in DCM and heart failure in cYKO
mice, we generated double-knockoutmice lacking
both YME1L and OMA1 specifically in cardio-
myocytes (cDKO; Myh6-Cretg/wtYme1lLoxP/LoxP

Oma1LoxP/LoxP) and monitored heart function
(Fig. 4A). In contrast to cYKOmice, cDKOmice
showed normal cardiac function and normal
exercise tolerance in treadmill tests (Fig. 4, B to
D). Myocardial fibrosis present in cYKO mice
(Fig. 2E) was absent in cDKO hearts (Fig. 4E).
Moreover, TEM analysis of cDKO hearts revealed
that mitochondrial fragmentation was largely
suppressed (Fig. 4, F and G). Similarly, mito-
chondrial morphology was restored in primary
adult cardiomyocytes isolated from cDKOmice
(Fig. 4, H and I). L-OPA1 processingwas prevented
in these cells, whereas other YME1L substrates
such as PRELID1 continued to accumulate to

SCIENCE sciencemag.org 4 DECEMBER 2015 • VOL 350 ISSUE 6265 aad0116-3

Fig. 2. Deletion of Yme1l causes dilated cardiomyopathy and heart failure. (A to C) Echocardio-
graphic evaluation of cardiac function (by M-mode) of randomized 40-week-old WT (n = 8) and cYKO (n =
8) males reveals DCM characterized by (B) reduced LVEF (****P < 0.0001) and (C) increased left
ventricular internal dimension (LVID) [d (mm), **P = 0.0154]. (D) Cardiac fibrosis in cYKO mice monitored
by trichrome and sirius red staining of heart sections [40 weeks old (40w), n = 3; scale bar, 200 mm].
(E) Increased serum levels of cardiac troponin (cTNI ng/ml) in 30-week-old cYKO mice (n = 8) relative to
WT (n = 19). Mann-Whitney test, **P = 0.0027. (F and G) Cardiomyocyte necrosis analysis of 20-week-
old cYKO (n = 4) and WT (n = 4) hearts stained with Evans Blue (EB red), wheat germ agglutinin (green),
and DAPI (blue). Individual t test, *P = 0.0286; scale bar, 50 mm. (H) PET-CTof 40-week-old cYKO (n = 8)
and WT (n = 7) animals after [18F]FDG injections. Representative images of four cYKO and four WT thoracic
scans are shown. (I) Average standardized uptake value (SUV) in WT (n = 7) and cYKO hearts (n = 8);
unpaired t test, *P = 0.0140. In graphs, data are means ± SEM.
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Fig. 3. Stress-induced OPA1 pro-
cessing in cardiomyocytes per-
turbs mitochondrial morphology.
(A) Ex vivo respiration measured
in resting hearts (n = 3 to 5) from
26- and 44-week-old WT (white
or pale gray) and cYKO (black or
dark gray) mice. Linear oxygen
uptake rates are presented as
nmol O2/min per mg (weight,
heart weight). Differences were
not significant. (B) Respiratory
chain activity measurements of
complex I to V (CI to CV) in
44-week-old hearts of WT (white)
and cYKO (black) mice. Individual
unpaired t tests (n = 3 to 5); CI
(P = 0.1442), CII (***P =
0.0003), CIII (***P = 0.0003),
CIV (**P = 0.0020), and CV
(*P = 0.0172). (C) TEM of
20-week-old WTand cYKO hearts
(thick scale bar, 500 nm; thin
scale bar, 100 nm). (D) Mito-
chondrial size was represented as
median surface area, and fre-
quency distributions of mito-
chondrial surface were calculated
from 20-week-old WT (n = 4224)
and cYKO (n = 2308) mitochon-
dria imaged by TEM. Kruskal-
Wallis test, ****P < 0.0001. Data
are median values. (E) Indirect
immunocytochemistry with anti-
bodies directed against TOMM20
(a rabbit-specific antibody) in
cardiomyocytes isolated from
WT (n = 3) and cYKO (n = 3) mice
(thin scale bar, 30 mm; thick scale
bar, 7.5 mm). 40w, 40 weeks old.
(F) Mitochondrial morphology in
WT (8w, n = 2; 40w, n = 3) and
cYKO (8w, n = 2; 40w, n = 3)
cardiomyocytes (****P < 0.0001).
Cells (>100) were counted. 8w,
8 weeks old. (G) Immunoblot
analysis of cardiomyocytes
isolated from 40-week-old mice
fed a normal chow diet (NCD)
or high-fat diet (HFD). SDHA
was used as a loading control.
(H) Quantification of OPA1
processing in hearts of WT
and cYKO mice (Fig. 3F).
(Pairwise t test, *P < 0.05,
**P < 0.01) relative to WT-NCD
controls. In graphs (B), (F),
and (H), data are means ± SEM.
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similar levels as in cardiomyocytes of cYKOmice
(Fig. 4J).
Thus, YME1L ablation in cardiomyocytes acti-

vates OMA1 and promotes OPA1 processing and
mitochondrial fragmentation, which causes DCM
and heart failure.

Loss of YME1L in skeletal muscle
preserves the function of
YME1L-deficient hearts
The results obtained from cardiomyocyte-specific
knockout mice establish an essential role of
YME1L for normal cardiac function in vivo. We

observed, to our surprise, the normal life span
of mice lacking YME1L both in cardiomyocytes
and skeletal muscle (hmYKO for heart andmuscle–
specific YME1L knockout; median life span
125weeks) (Fig. 5A, fig. S5A, and table S1). hmYKO
mice were obtained by crossing Yme1lLoxP/LoxP
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Fig. 4. Oma1 ablation restores mitochondrial morphology and protects
cYKOmice against DCMandheart failure. (A) Echocardiographic evaluation
of cardiac function (by M-mode) of 22-week-old WTand cDKOmice. (B and C)
Percentage LVEFand (C) diastolic LVID of 22-week-old WT (n = 10) and cDKO
(n = 9) mice. n.s., not significant. (D) Treadmill endurance of 20-week-old WT
(n = 10), cYKO (n = 10), and cDKO (n = 5) mice (5% incline). cYKO mice
versus WT, ****P = 0.0003; cYKO versus cDKO, ****P = 0.0001. (E) Sup-
pression of cardiac fibrosis in cDKO mice. Trichrome and sirius red staining
of heart sections of 22-week-old WTand cDKO mice (n = 3). Scale bar, 200 mm.
(F) TEM of 20-week-old cYKO and cDKO hearts (thick scale bar, 500 nm).

(G) Mitochondrial size represented as median surface area and frequency
distributions of mitochondrial surface calculated from 20-week-old cYKO
(n = 2308) and cDKO (n = 3122) mitochondria imaged by TEM. Kruskal-
Wallis test, ****P < 0.0001. Data are median values. (H) Indirect immuno-
cytochemistry with TOMM20-specific antibodies in cardiomyocytes isolated
from 22-week-old WTand cDKO mice (thin scale bar, 30 mm; thick scale bar,
7.5 mm). (I) Quantification of mitochondrial morphology from (H) (n = 3, n > 100
cells; *P = 0.0112). In (B) to (D) and (I), data are means ± SEM. (J) Immunoblot
analysis of cardiomyocytes from 22-week-old WT (n = 3) and cDKO (n = 3)
mice. SDHA was used as a loading control.
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mice to mice expressing Cre recombinase under
the control of the muscle creatine kinase (Ckmm)
promoter, which is active in cardiomyocytes and
additionally in skeletal muscle (39). Note that dif-
ferences in life span could not be explained by
differences in theefficiencyofYme1ldeletion:mRNA
(fig. S5B) and protein (fig. S5C) levels were pro-

foundly depleted in adult hearts of both cYKO
and hmYKO mice. YME1L was lost with similar
efficiencies and kinetics upon Cre recombinase–
mediated deletion of Yme1l both in postnatal
hearts of cYKO and hmYKOmice (fig. S5, D to G).
Unlike cYKO mice, however, myocardial activity
waspreserved inhmYKOmice.Weobservednormal

heart function by echocardiography and normal
cardiac uptake of [18F]FDG in these mice (Fig. 5,
B to D, and fig. S5, H and I).
We analyzed the morphology of mitochondria

in hmYKO hearts by TEM. Smaller mitochondria
accumulated in hearts of hmYKOmice as observed
in cYKO mice, which indicated mitochondrial
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Fig. 5. Deletion of Yme1l in skeletal muscle is cardioprotective. (A) Life
span of WT (green, n = 91) and hmYKO (purple, n = 75) mice are not sig-
nificantly different (n.s.) but significantly increased relative to cYKOmice (red,
n = 69; log-rank Mantel-Cox test, ****P < 0.0001). (B and C) Percentage

LVEFand diastolic LVID in 46-week-oldWT (n = 5) and hmYKO (n = 6)mice analyzed by echocardiography (fig. S5A). (D) PET-CTaverage standardized cardiac
glucose uptake in 46-week-oldWT (green, n = 8) and hmYKO (purple, n = 5)mice fed normal chow. (E) TEM of 20-week-oldWTand hmYKO hearts (thick scale
bar, 500 nm). (F) Mitochondrial size represented asmedian surface area and frequencydistributions ofmitochondrial surface calculated from20-week-oldWT
(n= 4224) (Fig. 3,C andD) and hmYKO (n= 3246)mitochondria imaged by TEM. Kruskal-Wallis test, ****P<0.0001. Data aremedian values. (G) Immunoblot
analysis of lysates from heart skeletal muscle and liver of 18-week-old hmYKOmice (n = 3), hmOKOmice (Ckmm-Cre;Oma1LoxP/LoxP, n = 3), and hmDKOmice
(Ckmm-Cre; Oma1LoxP/LoxP Yme1lLoxP/LoxP, n = 3) reveals altered OPA1 processing. (H) Intraperitoneal glucose tolerance tests in 18-week-old WT (n = 18) and
hmYKO (n = 13) mice.Two-way ANOVA (**P < 0.01, ***P < 0.001, ****P < 0.0001) relative to WTcontrols. (I) Fasting insulin levels in 20-week-old WT (n = 6)
and hmYKO (n = 7) mice. (*P = 0.0357). In (A), (C), (F), (H), and (I), data are means ± SEM.
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fragmentation (Fig. 5, E and F). These mor-
phological changes corresponded to defects in
OPA1 processing that were similar in cardiomyo-
cytes isolated fromhmYKOand cYKOmice (Figs.
3G and 5G). In both models, deletion of Yme1l in
cardiomyocytes prevented formation of S-OPA1
formd,whereas S-OPA1 forms c and e accumulated,
which was indicative of OMA1 activation (fig.
S5F). OPA1 processing was affected similarly
upon loss of YME1L in skeletalmuscle of hmYKO
mice (Fig. 5G) but normal in skeletal muscle of
cYKOmice harboring YME1L (Fig. 1E). Thus, loss
of YME1L impairs OPA1 processing and induces
mitochondrial fragmentation in cardiomyocytes
of both cYKO and hmYKO mice. Furthermore,
additional deletion of Yme1l in skeletal muscle
maintains heart function and life span without

restoring mitochondrial morphology defects in
cardiomyocytes lacking YME1L.
Mitochondrial dysfunction in skeletal muscle

is associated with impaired insulin signaling and
glucose intolerance (40–42). Thus, possible en-
docrine effects owing to the loss of YME1L in
skeletal muscle may cause metabolic alterations
in cardiomyocytes; this preserves heart function
downstream of mitochondrial deficiencies. We
thus investigated systemic glucose homeostasis
and performed intraperitoneal glucose tolerance
tests (GTT) in both hmYKOand cYKOmice (Figs.
5H and 6A). We observed glucose intolerance in
hmYKOmice but not in cYKOmice (Figs. 5H and
6A), which suggested that deletion of Yme1l in
skeletalmuscle impaired glucose homeostasis sys-
temically. Additional ablation ofOma1 in hmYKO

mice (hmDKO; table S1) prevented OPA1 pro-
cessing in both heart and skeletal muscle (Fig.
5G) and restored normal glucose tolerance (fig.
S5F). Thus, stress-induced OPA1 processing by
OMA1 in skeletal muscle impairs glucose ho-
meostasis in hmYKO mice.
Deletion of Pgc1a in skeletal muscle signifi-

cantly impairs glucose-stimulated insulin secretion,
which suggests a cytokine-mediated cross-talk
between skeletal muscle and pancreatic islets
(41). In agreementwith these findings,weobserved
lowered fasting insulin concentration in the serum
of hmYKO mice (Fig. 5I), although Yme1l was not
deleted in the pancreas of these mice. hmYKO
mice had normal fasting blood glucose (fig. S5G),
normal weight gains (fig. S5H), and body com-
position as normal lean and fat mass (fig. S5I).
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Fig. 6. Suppression
of DCM and heart
failure by dietary
intervention. (A)
Intraperitoneal glucose
tolerance tests in WT
(green, n=30; blue, n=
13) and cYKO (orange,
n = 5; red, n = 14) mice
fed HFD or NCD.
Two-way ANOVA
(*P < 0. 05, **P < 0.01,
***P < 0.001, ****P <
0.0001) relative to
WT-NCD controls.
(B) PET-CT in
30-week-old WTand
cYKO mice treated
with HFD starting at
9 weeks of age. Rep-
resentative images
of 2 cYKO and 2 WT
mice are shown.
(C) Average standard-
ized cardiac glucose
uptake in 30-week-old
WT (n = 8; blue) and
cYKO mice (n = 14;
orange) treated with
HFD starting at
9 weeks of age.
(D) Echocardiographic
M-mode images of
30-week-old WTand
cYKO mice fed with
HFDstartingat 9weeks
of age. (E and F)
Percentage LVEFand
diastolic LVID of WT
(n = 14) and cYKO
(n = 10) mice. n.s., not
significant. (G)Trichrome
and sirius red stainings
of heart sections of
40-week-old HFD-fed
WT (n = 3) and cYKO (n = 3)mice. Scale bar, 200 mm. (H) Indirect immunocytochemistry using antibodies directed against TOMM20 in cardiomyocytes isolated
from 30-week-old HFD-fedWT (n = 3) and cYKO (n = 3) mice (thin scale bar, 30 mm; thick scale bar, 7.5 mm).OPA1 processing in these cells is shown in Fig. 3G.
(I) Quantification of mitochondrial morphology from (H) (WT, n ≥ 100 cells; cYKO, n = 3; ***P = 0.001). In graphs, data are means ± SEM.
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Thus, loss of YME1L in skeletalmuscle induces
systemic glucose intolerance and lowers insulin
levels, which blunts increased cardiac glucose
uptake and alters cardiacmetabolism. Furthermore,
cell nonautonomous metabolic alleviation can
preserve cardiac function and prevent DCM and
heart failure despitemitochondrial fragmentation
in cardiomyocytes.

Feeding a high-fat diet suppresses
heart failure and restores the
life span of cYKO mice

The protective effect of systemic glucose intolerance
on the heart suggests that deleterious effects of
mitochondrial fragmentation in cardiomyocytes
can be circumvented by metabolic intervention.
To provide further support for this notion, we
subjected wild-type (WT) and cYKO mice to a
high-fat diet. This diet is commonly used to dys-
regulate systemic glucose homeostasis. It impairs
insulin signaling in target tissues and compromises
glucose-stimulated insulin secretion by pancreatic
b cells triggering obesity. Mice were fed a high-fat
diet beginning at 9 weeks of age, at a time when
cardiac functionwas normal. BothWT and cYKO
mice fed a high-fat diet gained weight significantly
more rapidly thanmice fed normal chow (fig. S6A)
and exhibited reduced glucose tolerance (Fig. 6A).
To determine whether this dietary intervention

could influence cardiacmetabolism, we examined
the cardiac uptake of [18F]FDG by PET-CT and
determined levels of endogenous glucose and acyl-
carnitine in the hearts of high fat–fed cYKOmice.
In contrast to mice fed normal chow, we did not
observe significant differences in cardiac glucose
uptake (Fig. 6, B and C) nor in the levels of endog-
enous cardiac glucose or acylcarnitine between
high fat–fed WT and cYKO mice (fig. S2, D and

F). The adjustment of the levels of these cardiac
metabolites was accompanied by restoration of
cardiac function in cYKOmice (Fig. 6, D to F, and
fig. S5B): left ventricular ejection fraction (LVEF)
and left ventricular chamber diameter values were
indistinguishable from those of high fat–fed lit-
termate controls. Treatment with the high-fat
diet also prevented cardiac fibrosis (Fig. 6G) and
suppressed differences in exercise tolerance pre-
viously observed between WT and cYKO mice
fed normal chow (fig. S6, C and D).
Similar to normally fed cYKO mice (Fig. 3, F

and G), cardiomyocytes isolated from high fat–fed
cYKOmice still contained distortedmitochondria
(Fig. 6, H and I), because the high-fat diet had not
rescued the proteolytic activity of YME1L or
OMA1-dependent, stress-induced processing of
OPA1 (Fig. 3G, H). High-fat feeding did not
markedly alter oxygen consumption or the activity
of respiratory complexes in cYKO mice (fig. S6,
E and F). Thus, the consequences of mitochon-
drial defects in cYKO mice can be metabolically
circumvented to suppress cardiomyopathy.

Discussion

In these experiments, we observed the deleterious
effects of stress-inducedOPA1processing andmito-
chondrial fragmentation on myocardial function,
which revealed an unexpected functional link
between systemic glucose homeostasis, cardiac
metabolism, andmitochondrial dynamics in vivo.
Uncleaved, fusion-active L-OPA1 is sufficient

to maintain cardiac activity. Mice lacking both
YME1L and OMA1 in cardiomyocytes exhibited
normal heart function, which demonstrates that
proteolytic cleavage ofOPA1 by YME1L andOMA1
is dispensable. The previously described, essential
role of OPA1 for normal cardiac functioning can

thus be attributed to the loss of L-OPA1 (43, 44).
L-OPA1 is sufficient to mediate mitochondrial
fusion,which serves a prosurvival function (24–26).
Mitochondrial fusion protects against mitophagy
(4, 45) and is thought to serve a repair function by
allowing content mixing and by preventing the
accumulation ofmitochondrial damage in cultured
cells (46). Although mitochondrial fusion occurs
infrequently in adult cardiomyocytes (7), it is re-
quired for cardiomyocyte differentiation and
cardiac development (7, 47–51).
Whereas L-OPA1 is sufficient to preserve cardiac

function, accumulation of S-OPA1 and unopposed
fission is deleterious for the heart. Our results
establish cardiomyocyte-specific YME1L-deficient
mice as a model for DCM and heart failure, which
culminates in middle-aged death (Fig. 7). The loss
of YME1L activates OMA1 and triggers stress-
induced OPA1 processing, which unbalances
fusion and fission of mitochondria and impairs
mitochondrial morphology in cardiomyocytes.
In the absence of YME1L, we observed the ac-
cumulation of smaller mitochondria in the heart
andmitochondrial fragmentation in cardiomyocytes
and cardiac fibroblasts in vitro. Mitochondrial
fragmentation is caused by the loss of L-OPA1
forms mediating fusion and the concomitant
accumulation of S-OPA1 forms c and e that are
generated byOMA1 and are associatedwith fission
(21, 23–26). Deletion of Oma1 restores normal
mitochondrial morphology in cardiomyocytes
lacking YME1L and myocardial activity in vivo,
which demonstrates that accelerated OPA1 pro-
cessing and mitochondrial fragmentation cause
heart failure (Fig. 7). Consistentwith a deleterious
effect of unopposed fission in theheart (7), pharma-
cological inhibition of mitochondrial fission pro-
tects against ischemia and reperfusion injury
(52). Notably, germline deletion of Oma1 does
not impair embryogenesis and is not able to sup-
press postimplantation embryonic lethality of
Yme1l–/– embryos (fig. S1F), which indicates
that stress-induced OPA1 processing is not dele-
terious for prenatal organogenesis in these mice.
Howdoes stress-inducedOPA1 processing and

mitochondrial fragmentation affect cardiac func-
tion? Mitochondria are vital for the beating heart,
and defects in mitochondrial respiration cause
cardiac dysfunction (36, 53, 54). However, we ob-
served only a minor impairment of respiratory ac-
tivities and ATP synthesis and no accumulation of
lactate in YME1L-deficient hearts, unlike other
animal models of mitochondrial cardiomyopathy
(7, 36, 51, 54). Whereas severe and lethal cardio-
myopathies manifest not long after birth in most
of thesemodels, cardiac ablation of YME1L causes
DCM and death at ~1 year of age.
Unrestrained autophagy can also cause cardio-

myocyte loss and heart failure (55), which raises
the possibility that stress-induced OPA1 processing
and the accumulation of S-OPA1 affects the auto-
phagic disposal of mitochondria. The analysis of
heart-specific DRP1 knockout mice indeed pointed
to a major role of DRP1 and fission for mitochon-
drial quality-control and autophagy in the heart
(56–58). However, autophagic marker proteins
such as p62/SQSTM1 or microtubule-associated
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Fig. 7. Unbalanced mitochondrial
dynamics in cardiomyocytes
upon loss of YME1L causes DCM
and heart failure. Unregulated
OPA1 processing by OMA1
causes metabolic alterations
triggering DCM and heart failure
in cardiomyocyte-specific Yme1l–/–

mice. Heart function is preserved
upon restoration of mitochondrial
morphology by Oma1 ablation or
without suppressing mitochondrial
morphology defects by metabolic
intervention bypassing deleterious
effects of disturbed mitochondrial
dynamics on cardiac metabolism.
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protein 1 light chain 3 did not accumulate in
YME1L-deficient heart nor weremyocardial amino
acid levels altered (fig. S7, A and B). Thus, in-
creased autophagy is unlikely to cause the loss of
cardiomyocytes in this model. In contrast, our
results suggest that stress-induced OPA1 pro-
cessing by OMA1 promotes cardiomyocyte death
in the absence of YME1L (fig. S7, C and D). We
observed increased serum levels of cardiac tro-
ponin, fibrotic remodeling, and necrotic cell death,
as well as the dysregulation of genes functionally
linked to cell death in YME1L-deficient hearts
(fig. S7, C and D). These results identify OMA1
as a critical regulator of cardiomyocyte survival
in vivo, consistent with an antiapoptotic effect of
OMA1 in cultured cells (21, 25, 29). Note that
cardiac mitochondria form normal cristae in the
absence of YME1L. Thus, cristae remodeling and
facilitated cytochrome c release does not drive
cell death in these mice, which instead is trig-
gered by the loss of L-OPA1 and the impairment
of mitochondrial fusion. In light of these obser-
vations, it is conceivable that the recently re-
ported, protective effect of OPA1 overexpression
in various mouse models for mitochondrial dis-
ease (59, 60) can be attributed to L-OPA1 alone,
which drives fusion and can support cell survival
independent of cristae morphogenesis.
Similar to previousmodels for the failing heart

(36, 61), the cardiomyocyte-specific loss of YME1L
and disturbed mitochondrial dynamics provoked
adownstreammetabolic shift from lipid to glucose
metabolism in the myocardium. We observed
reduced levels of acylcarnitine and increased
glucose uptake that indicated reinforced myo-
cardial glucose utilization, which is known to
be associated with heart failure when combined
with disturbed fatty acid metabolism (37). These
alterations occur in the absence of overt respiratory
deficiencies, which were previously observed
to enhance cardiac glucose metabolism (36, 61),
which highlights the regulatory role of mitochon-
drial dynamics in cardiac metabolism. Increasing
evidence indeed supports a close link between
energy metabolism and mitochondrial fusion
and fission in various tissues, including the central
nervous system and brown adipose tissue, and
suggests an association between mitochondrial
fission, lipid metabolism, and energy expend-
iture (62–64).
Our experiments provide strong evidence that

alterations in metabolism cause heart failure in
cYKOmice. Additional deletion ofYme1l in skeletal
muscle preserved cardiac function and normal life
span of mice lacking YME1L in cardiomyocytes
without restoring defects in mitochondrial mor-
phology (Fig. 7). This is likely due to an endocrine
effect by the skeletal muscle on glucose uptake in
the heart. Dysfunction ofmitochondria in skeletal
muscle was previously reported to affect systemic
glucose metabolism by impairing insulin secre-
tion by pancreatic b cells and glucose uptake in
target tissues (41). Similarly, we observed lowered
fasting-insulin concentrations, systemic glucose
intolerance, and normalized heart glucose uptake
inmiceuponadditional deletionofYme1l in skeletal
muscle. Loss of YME1L appears to impair insulin

signaling via its effect onmitochondrial dynamics
and stress-induced OPA1 processing by OMA1,
because we observed normal systemic glucose
homeostasis in mice lacking both OMA1 and
YME1L in skeletal muscle. These results highlight
the physiological importance of tissue cross-talk
that must be taken into consideration when ana-
lyzing tissue-specific models for mitochondrial
disease.
Further support for a critical role of disturbed

cardiomyocyte metabolism for heart failure came
from the observation that feeding a high-fat diet
preservednormal cardiac functionof cardiomyocyte-
specific YME1L knockout mice (Fig. 7). Similar to
ablation ofYme1l in skeletalmuscle, thismetabolic
intervention did not circumvent the primary
mitochondrial defects in cardiomyocytes because
the catalytic activity of YME1L, OMA1 activation,
mitochondrial morphology, and respiratory chain
profiles were unaffected by diet. However, it did
blunt downstream metabolic disruptions and
normalized cardiac glucose uptake in cardiomyocyte-
specific YME1L knockout mice, which suppressed
cell death and preserved cardiac function. Remark-
ably, feeding of cardiomyocyte-specific YME1L
knockout mice with a high-fat diet prevents
cardiomyopathy at least at early stages despite
normalweight gain of themice. Echocardiographic
analyses of failing cYKO hearts demonstrate that
these mice have reduced contractile function but
normal left ventricular mass, which suggests that
YME1L ablation does not result in a concentric
hypertrophic response, and thus cardiac dys-
function can be improved by metabolic inter-
vention. In this sense, some forms of DCM in
humans can be treated by pharmacologicalmeans
(65). Consistent with previous reports (37), high-
fat feeding of WT mice did not incite contractile
dysfunction (table S2). In contrast, feeding mice
manifesting cardiomyopathy associated with
ventricular hypertrophy a high-fat diet exacer-
bates myocardial dysfunction (66, 67). It is thus
an intriguing possibility that this metabolic in-
tervention is beneficial exclusively in the context
of DCM. Our results reveal an intimate relation
between alterations inmitochondrialmorphology
and metabolism in the heart, which may underlie
myocardial disease in humans. Metabolic inter-
ventions can preserve cardiac function even if
mitochondrial morphology is disturbed, which
opens potential avenues for therapeutic inter-
ventions in myocardial disease.

Methods
Echocardiography and PET-CT

Echocardiography and functional examination
in mice was performed as previously described
(68). All PET-CT studies were performed with a
small-animal PET-CT device. Briefly, animals were
fasted overnight, and anatomic thorax CT scan-
ning was performed 1 hour after [18F]FDG injec-
tions, followed bymetabolic PET static acquisition
for 15 min. Image analysis was performed in
prefused and prereconstructed imageswithOsirix
(AycamMedical Systems, LLC); we selectedmyo-
cardiumof thewhole left ventricle and calculated
meanmyocardial standardized uptake value (SUV

med) for each animal. See supplemental methods
for full methods description.

Incline treadmill

Treadmill experiments were conducted using a
TSE treadmill and up to six randomized mice
assessed simultaneously. Low-intensity incline (5%)
experiments began at 0.05 m/s and increasing to
0.1m/s for 60 s, 0.1 m/s for 600 s, then increasing
to 0.28m/s for 3100 s by 172-s increments. Blinded
determination of exercise exhaustionwas assessed
and plotted as a function of total distance (m).

Histology and immunochemistry

Paraffin-embedded sections (4 mm)were subjected
tohematoxylinandeosin, picrosirius red, orMasson’s
trichrome staining. Images were acquired using
a Leica SCN400 automated slide scanner at 40×.

Generation of primary cardiomyocytes
and cardiac fibroblasts

Adult cardiomyocytes were isolated by retrograde
Langerdorff perfusion with an enzymatic digestion
buffer containing trypsin and Liberase (Roche
Applied Science) (68). Primary cardiac fibroblasts
obtained during cardiomyocyte isolations were
immortalized using a plasmid encoding SV40
large T antigen and deleted for Yme1l in vitro.
See supplemental methods for full methods
description.

Transmission electron microscopy (TM)

Left ventricle samples of hearts perfused with
paraformaldehyde [2% (w/v) in phosphate-buffered
saline (PBS)] and glutaraldehyde [2% (w/v) in PBS]
hearts were fixed for 3 days in 2% (v/v) glutar-
aldehyde, 2.5% (w/v) sucrose, 3 mM CaCl2, and
100mMHEPES-KOH, pH7.4, at 4°C. After washes,
samples were fixed using reduced OsO4 [1% (w/v)
OsO4, 10mg/ml potassium ferrocyanide, 1.25% (w/v)
sucrose, and 100mM sodium cacodylate, pH 7.4]
for 1 hour on ice. After washes in water, cells
were incubated in 2% (w/v) uranyl acetate for
30 min. After dehydration with 50, 70, 90, and
100% ethanol, samples were embedded in epon
resin. Samples were observed under a transmis-
sion electron microscope (EM902; Carl Zeiss) at
an acceleration voltage of 80 kV.

Confocal fluorescence microscopy

To monitor mitochondrial morphology by im-
munofluorescence microscopy, primary cardio-
myocytes were fixed and stained with antibodies
directed against TOMM20 (rabbit-specific anti-
body 1:1000, Santa Cruz Biotechnology). Fluo-
rescently coupled secondary antibody Alexa
Fluor 568 (a goat antibody directed against a
rabbit secondary antibody) was used at 1:1000
dilution (Invitrogen). Images were acquired using
an UltraVIEW VoX spinning disc microscope
(CSU-X1; Yokogawa Corporation of America).
Quantification of mitochondrial morphology
in primary cardiomyocytes was performed by
blinded, randomized examination of z-stack images.
Cardiac necrosis was assessed by Evans Blue
diffusion as previously described (57). Paraffin-
embedded cardiac sections were stained with
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fluorescein isothoicyante–conjugated wheat germ
agglutinin (Invitrogen, W834) for 30 min before
nuclear counterstaining with 4′,6′-diamidino-
2-phenylindole (DAPI). Evans Blue–positive car-
diomyocytes fluorescence is in red. Images were
acquired using a Leica SP8 confocal microscope
at 40×.

Blood glucose and serum analyses

IntraperitonealGTTswere carried out inmice after
theywere fasted for 6hours. After determinationof
fastedbloodglucose levels, an intraperitoneal bolus
of 2 g glucose/kg body weight [20% (w/v) glucose].
Blood glucose levels were determined after 15,
30, 60, and 120 min using Contour test strips
(Bayer, Germany). Serum insulin levels were
measured fromblood collected from6hours fasted
mice, by enzyme-linked immunosorbent assays
(ELISAs), according to the manufacturer’s in-
structions (Mouse/Rat Insulin ELISA, Mouse
Leptin ELISA;Crystal Chem Inc.). Serum levels
of cardiac troponin assayed by auto-analyzer
Dimension RxL Max HM (Siemens).

Oxygen consumption measurements

Oxygen consumption of WT and cYKO hearts,
fed normal chow diet (NCD) or high-fat diet
(HFD), wasmeasured using a fluorescence-based
micro-optode that consisted of an optic fiber
equipped with an oxygen-sensitive fluorescent
terminal sensor (FireSting O2; Bionef, Paris, France)
as described previously (69). Hearts were perfused
in buffer (10 mM KH2PO4, 300 mM mannitol,
10 mM KCl, 5 mM MgCl2, 5 mM bovine serum
albumin, pH7.4), dissected,weighted, andassayedat
rest, precisely 3minaftermicewerekilledby cervical
dislocation. Oxygen uptake rates (nmol O2/min)
were adjusted relative to wet heart weight.

Respiratory chain measurements

Activity of respiratory chain complexes and citrate
synthase was spectrophotometrically assayed as
previously described (70).

Statistical analysis

Statistical analyses were performed using Prism
(GraphPad Software Inc., San Diego, CA). All
values are expressed as means ± SEM. Statistical
significance was assessed by using a two-tailed
unpaired Student’s t test or the Mann-Whitney
test for two-group comparisons. Two-way analysis
of variance (ANOVA) with Bonferroni post hoc
tests (corrected P values are given for comparison
between genotypes at specific time points) were
used to evaluatemultiple pairwise comparisons of
groups. Life span survival curves were compared
by using a log-rank Mantel-Cox test. Differences
were considered statistically significant at a value
of P < 0.05. *P < 0.05, **P < 0.01, ***P < 0.001,
****P < 0.0001.
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PEROVSKITE LEDS

Overcoming the electroluminescence
efficiency limitations of perovskite
light-emitting diodes
Himchan Cho,1* Su-Hun Jeong,1* Min-Ho Park,1* Young-Hoon Kim,1 Christoph Wolf,1

Chang-Lyoul Lee,2 Jin Hyuck Heo,3 Aditya Sadhanala,4 NoSoung Myoung,2

Seunghyup Yoo,5 Sang Hyuk Im,3 Richard H. Friend,4 Tae-Woo Lee1,6†

Organic-inorganic hybrid perovskites are emerging low-cost emitters with very high
color purity, but their low luminescent efficiency is a critical drawback. We boosted the
current efficiency (CE) of perovskite light-emitting diodes with a simple bilayer structure
to 42.9 candela per ampere, similar to the CE of phosphorescent organic light-emitting
diodes, with two modifications: We prevented the formation of metallic lead (Pb) atoms
that cause strong exciton quenching through a small increase in methylammonium
bromide (MABr) molar proportion, and we spatially confined the exciton in uniform
MAPbBr3 nanograins (average diameter = 99.7 nanometers) formed by a nanocrystal
pinning process and concomitant reduction of exciton diffusion length to 67 nanometers.
These changes caused substantial increases in steady-state photoluminescence intensity
and efficiency of MAPbBr3 nanograin layers.

O
rganic-inorganic hybrid perovskites (OIPs)
have recently been established as an im-
portant class of materials in photovoltaic
devices, and there has been rapid progress
in increasing their power conversion effi-

ciency (1–5). OIPs are emerging also as promising
light emitters because they can provide very high
color purity (full width at halfmaximum~20nm)
irrespective of the crystal size, unlike conventional
inorganic quantum dots, because their intrinsic
crystal structure is similar to a multiple quantum
well (6, 7). Also, OIPs have low material cost and
a simply tunable band gap, with a reasonable
ionization energy (IE) comparable to that of
common hole-injection materials (7–11). Thus,
OIPs are attractive materials as alternative emit-
ters that can overcome the disadvantages of
organic light-emitting diodes (OLEDs) (e.g., com-

plex synthesis, high cost, and poor color purity)
and inorganic quantum dot LEDs (e.g., complex
synthesis, high cost, and high IE).
Bright electroluminescence (EL) (>100 cdm−2)

at roomtemperature fromperovskite light-emitting
diodes (PeLEDs) with a methylammonium lead
halide (MAPbX3, where X is I, Br, or Cl) emis-
sion layer was demonstrated recently (6, 7, 12–18).
As an emission layer, MAPbBr3 has higher air
stability (7, 19) and exciton binding energy (76
or 150 meV) than does MAPbI3 (30 or 50 meV)
(20, 21). However, PeLEDs have much lower
current efficiency (CE) at room temperature than
doOLEDsorquantumdotLEDs. Existingmethods
have not overcome the substantial luminescence
quenching in MAPbX3 caused by facile thermal
ionization of excitons generated in the OIP layer,
which has a low exciton binding energy. Spin-
coating of MAPbBr3 solution creates a rough,
nonuniform surface with many cuboids of large
grain size (22), which leads to a substantial leak-
age current and large exciton diffusion length,
LD, that reduces CE in PeLEDs. To improve the
CE of PeLEDs, the OIP grain size must be de-
creased, and OIP films should be flat and uni-
form. Smaller grains can spatially limit the LD of
excitons or charge carriers and reduce the pos-
sibility of exciton dissociation into carriers. This
fabrication goal differs from that of the OIP
layers in solar cells, which should be dense films
with large grain size to achieve facile exciton dif-
fusion and dissociation. Thus, processes designed
to achieve uniform OIP film morphology with
large grain size in solar cells, such as solvent
engineering (23, 24), are not applicable to PeLEDs,
which require a small LD.

Here, we report a systematic approach for
achieving highly bright and efficient green PeLEDs
with CE = 42.9 cd A−1 and external quantum
efficiency (EQE) = 8.53%, even in a simplified
bilayer structure. These high efficiencies rep-
resent a >20,000-fold increase compared with
that of the control devices and are higher than the
best EQEs of a previous report regarding visible
PeLEDs using OIP films by factors of >10.6 (table
S1 and fig. S1) (15). The high-efficiency PeLEDs
were constructed on the basis of effective man-
agement of exciton quenching by a modified
MAPbBr3 emission layer that was achieved with
(i) fine and controllable stoichiometry modifica-
tion and (ii) optimized nanograin engineering
by nanocrystal pinning (NCP) (fig. S2). Further-
more, we demonstrated a flexible PeLED using a
self-organized conducting polymer (SOCP) anode
and the first large-area PeLED (2 cmby 2 cmpixel).
A fundamental problem that must be solved

to achieve high CE in PeLEDs is minimizing the
presence of metallic Pb atoms in MAPbBr3 that
limits the efficiency of PeLEDs. Metallic Pb atoms
can emerge in MAPbBr3 even if MABr and PbBr2
are mixed in 1:1 (mol:mol) ratios because of the
unintended lossesofBratomsor incomplete reaction
between MABr and PbBr2 (25). Excess Pb atoms
degrade luminescence by increasing the non-
radiative decay rate and decreasing the radiative
decay rate (26). Preventing the formation of
metallic Pb atoms was achieved by finely in-
creasing the molar proportion of MABr by 2 to
7% in MAPbBr3 solution (fig. S2A). Use of excess
MABr suppressed exciton quenching and re-
duced the hole-injection barrier from SOCP layers
(table S2) to MAPbBr3 layers with decreased IE
and greatly increased the steady-state photo-
luminescence (PL) intensity and PL lifetime of
MAPbBr3 films. We propose that the PL process
inMAPbBr3 nanograins depends on trap-assisted
recombination at grain boundaries and radiative
recombination inside the grains. Second, the
CE in PeLEDs can be increased by decreasing
MAPbBr3 grain sizes, which improves uniform-
ity and coverage of MAPbBr3 nanograin layers
and radiative recombination by confining the
excitons in the nanograins (leading to small
LD). An optimized NCP process (fig. S3) helped
to change the morphology of MAPbBr3 layers
from scatteredmicrometer-sized cuboids to well-
packed nanograinswith uniform coverage, which
greatly reduced leakage current and increased
CE.
We fabricated MAPbBr3 films by spin-coating

with stoichiometrically modified perovskite so-
lutions on prepared glass/SOCPs or siliconwafer/
SOCPs substrates later used in devices (Fig. 1, A
and B), and then characterized the films’ mor-
phologies and optoelectronic properties. The so-
lutions had different molar ratios of MABr to
PbBr2 (MABr:PbBr2 = 1.05:1, 1:1, or 1:1.05). To
achieve uniform surface coverage and reduced
grain size, we used NCP instead of normal spin
coating (fig. S3). This process washed out the
“good” solvents [dimethylformamide or dimethyl
sulfoxide (DMSO)] and causes pinning of NCs
by inducing fast crystallization. Chloroform was
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chosen as the solvent for NCP because a highly
volatile nonpolar solvent is suitable to reduce
the size and increase the uniformity of MAPbBr3
grains by reducing solvent evaporation time. In
addition, to further reduce grain size, we devised
additive-basedNCP (A-NCP), which uses an organ-
ic small molecule, 2,2′,2″-(1,3,5-benzinetriyl)-tris
(1-phenyl-1-H-benzimidazole) (TPBI), as an addi-
tive to chloroform, whereas pure chloroform is
used in solvent-based NCP (S-NCP).
The use of NCP affected film morphology

(Fig. 2).WithoutNCP,micrometer-sizedMAPbBr3
cuboids were scattered on the SOCP layer (Fig.
2A). They were only interconnected with a few
other cuboids, so a large amount of space re-
mained uncovered. This high surface roughness
and the formation of pinholes in OIP films result
in formation of a bad interface with the electron
transport layer and electrical shunt paths, and
thus severely limit CE in PeLEDs. In contrast,
when NCP was used, perfect surface coverage
was obtained, and theMAPbBr3 crystalmorphol-
ogy changed to a well-packed assembly of tiny
grains ranging from 100 to 250 nm (Fig. 2, B to
E, and fig. S4).MAPbBr3 grain size was very slightly
affected by the stoichiometric modification of
MAPbBr3 solutions (Fig. 2, B to D, and fig. S4, A
toC). Furthermore,MAPbBr3 grain sizewas greatly
reduced to 50 to 150 nm (average = 99.7 nm)
by A-NCP (Fig. 2E and fig. S4D). This reduc-
tion can be attributed to hindrance of crystal
growth by TPBImolecules during crystal pinning.
The thickness of MAPbBr3 layer was ~400 nm
(Fig. 1B).
The crystal structures of MAPbBr3 films were

analyzed by measuring x-ray diffraction (XRD)
patterns (Fig. 2F, fig. S5, and table S3). The XRD
patterns of MAPbBr3 films (1:1) exhibit peaks at
15.02°, 21.3°, 30.28°, 33.92°, 37.24°, 43.28°, and
46.00° that can be assigned to (100), (110), (200),
(210), (211), (220), and (300) planes, respectively,
by using Bragg’s law to convert the peak posi-
tions to interplanar spacings (Fig. 2F). The lattice
parameter is in accordance with a previous re-
port (19) and demonstrates that MAPbBr3 films
had a stable cubicPm3mphase.Using the Scherrer
equation, we calculated the crystallite size to be
24.4±2.4nm, and the variationwith stoichiometric
change was not large (table S3). Because the
crystallite sizes were much smaller than the
apparent grain sizes (Fig. 2, A to E), we conclude
that all grains consisted of many crystallites. The
stoichiometric changes had very little effect on
the peak positions (fig. S5A). Furthermore, A-
NCP did not change the peak positions when
compared to S-NCP (fig. S5); this stability in
positions indicates that the stoichiometric changes
of MAPbBr3 solution and the use of TPBI additive
did not affect the crystal structure of MAPbBr3
films.
To study chemical changes in the MAPbBr3

layers fabricated with perovskite solutions of
different stoichiometries, we conducted x-ray
photoelectron spectroscopy (XPS). The survey
spectra showed strong peaks of Br (~68 eV), Pb
(~138 and 143 eV), C (~285 eV), and N (~413 eV);
these results agree with values in previous reports

(fig. S6A) (7, 25, 27, 28). Systematic deconvolution
of Pb4f, Br3d, and N1s spectra into summations
of Gaussian-Lorentzian curves revealed the na-
ture of chemical bonds inMAPbBr3 (figs. S6, B to
D, and S7). We confirmed the gradual increase in
MABrmolar proportion in the films by observing
the gradual increase in N1s peak intensities as
MABr:PbBr2 increased from 1:1.05 to 1.05:1 (fig.
S7, C and D) and the gradual decrease in Br:Pb
atomic ratio (supplementary text F). In the Pb4f
spectra (fig. S6, B to F), large peaks were observed
at ~138.8 and ~143.6 eV (caused by the spin orbit
split) that correspond to Pb4f7/2 and Pb4f5/2 lev-

els, respectively (25, 27, 28). Each of these peaks
was associatedwith a smaller peak thatwas shifted
to 1.8-eV lower binding energy; these small peaks
canbeassigned tometallic Pb (25,27,28). Theheight
of peaks that represent metallic Pb decreased as
MABr:PbBr2 increased from 1:1.05 to 1:1 (fig. S6,
E and F); this peak was absent in the film with
MABr:PbBr2 = 1.05:1 (fig. S6F). This trend indi-
cates that the presence of metallic Pb atoms on
the filmswas successfully prevented by fine stoichi-
ometry control. In contrast, the high peak intensity
of the metallic Pb peak in the films with MABr:
PbBr2 = 1:1 and 1:1.05 suggests that numerous
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Fig. 1. Schematic
illustrations of
device structure and
its cross-sectional
scanning electron
microscope (SEM)
image, and energy
band structure.
(A) The device struc-
ture. (B) Cross-
sectional SEM image
of PeLEDs. (C) Energy
band diagram of
PeLEDs, showing a
decrease in IE with
increasing MABr molar
proportion.

Fig. 2. SEM images
and XRD patterns of
MAPbBr3 layers. SEM
images of MAPbBr3
layers of (A) MABr:
PbBr2 = 1:1 without
NCP, (B) 1:1.05, (C) 1:1,
(D) 1.05:1 with S-NCP,
and (E) 1.05:1 with
A-NCP. (F) XRD
patterns of MAPbBr3
nanograin layers with
MABr:PbBr2 = 1:1.05,
1:1, and 1.05:1.

RESEARCH | REPORTS



metallic Pb atoms were formed on the film
surfaces.
We measured the work functions (WFs) and

IEs of theMAPbBr3 films using ultraviolet photo-
electron spectroscopy (UPS) (fig. S8). The WFs
were obtained by subtracting the energies at sec-
ondary cut-offs of the UPS spectra from the
ultraviolet radiation energy of 21.2 eV when a
Fermi level of 0 eV was the common reference
for all energies. The IEs were determined by
adding the WF (fig. S8A) to the energy offset
between WFs and IEs of MAPbBr3 (fig. S8B)
(29). The IE gradually decreased with increasing
MABr molar proportion from 6.01 eV in the film
with MABr:PbBr2 = 1:1.05 to 5.86 eV in the film
with MABr:PbBr2 = 1.1:1 (Fig. 1C and table S4).

The gradual decrease in IEs with decreasing
PbBr2 molar proportion can be understood on
the basis of the IE being greater in PbBr2 than
in MAPbBr3 (30). In PeLEDs, this decrease can
help alleviate hole-injection barriers from SOCP
layers to MAPbBr3 layers (Fig. 1C).
The luminescent properties of the MAPbBr3

films were investigated by steady-state PL mea-
surement (Fig. 3A). We carried out the measure-
ment using a spectrofluorometer with excitation
from monochromatic light with a wavelength of
405 nm (xenon lamp). The MAPbBr3 films fab-
ricated from MABr:PbBr2 = 1.05:1 had a ~ 5.8
times increase in PL intensity (Fig. 3A) compared
with 1:1 films and had much higher PL quantum
efficiency (PLQE; 36% versus 3%). In addition,
the reduction in grain size with A-NCP versus
S-NCP increased the PL intensity by ~2.8 times.
The PL intensity of the films with MABr:PbBr2 =
1:1.05 was greater than in those with MABr:
PbBr2 = 1:1, although the PbBr2 molar propor-

tion had increased in the former. We suspect
that this departure from the expected trend is
due to PbBr2-induced surface passivation of the
film, which reduces nonradiative recombina-
tion at the trap sites (31).
To understand the kinetics of excitons and free

carriers in MAPbBr3 films and how the presence
of metallic Pb atoms affects the PL lifetime, we
conducted time-correlated single-photon counting
measurements (Fig. 3B). The PLdecay curveswere
fitted with a bi-exponential decay model, in which
the PL lifetime is considered as the summation of
fast- and slow-decay components that give a short
lifetime t1 and a long lifetime t2, respectively. To
investigate the quality of quenching sites, we pre-
pared the layers (MABr:PbBr2 = 1.05:1) with and
without sealing with a 50-nm-thick poly(methyl
methacrylate) (PMMA) layer. The fraction f2 of
t2 decreased from 91 to 77% in the film without
sealing (table S5). Oxygen and moisture can dif-
fuse quickly into grain boundaries when the top
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Fig. 3. Steady-state PL spectra and lifetime.
(A) Steady-state PL spectra of MAPbBr3 nanograin
layerswithNCPtypeandvaryingmolar ratioofMABr:
PbBr2. (B) PL lifetime curves of MAPbBr3 nanograin
layers with varying molar ratio of MABr:PbBr2. Black
line: instrument response function (IRF).

Table 1. Maximum CE of PeLEDs depending
on NCP and the molar ratio of MABr:PbBr2.

MABr:PbBr2 NCP type Max. CE (cd A−1)

1.05:1 A-NCP 42.9
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1.07:1 S-NCP 19.3
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1.05:1 S-NCP 21.4
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1.03:1 S-NCP 4.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1.02:1 S-NCP 0.457
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1:1 S-NCP 0.183
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1:1.05 S-NCP 4.87 × 10−2
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

1:1 Without NCP 2.03 × 10−3
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ..

Fig. 4. PeLED characteristics, EL spectra, and photograph of PeLED. (A and B) CE and luminance of
PeLEDs based on S-NCP andMAPbBr3 nanograin emission layers with varying molar ratio of MABr:PbBr2
(■ 1.07:1, ● 1.05:1, ▲1.03:1, ▼1.02:1, ◀1:1, ▶1:1.05, ◆1:1 without NCP). (C andD) CE and luminance of PeLEDs
based on A-NCP and MAPbBr3 nanograin emission layers. (E) EL spectra of PeLEDs. (F) Photograph of a
flexible PeLED, and (G) its device structure.

RESEARCH | REPORTS



PMMA layer is not used; oxygen or moisture at
grain boundaries provides quenching sites. The
fast decay is related to trap-assisted recombina-
tion at grain boundaries, whereas the slow decay
is related to radiative recombination inside the
grains (fig. S9) (32).
This proposition was supported by analyzing

the change in t and f of MAPbBr3 films with
varying stoichiometric ratio. As MABr:PbBr2
increased from 1:1 to 1.05:1, the average lifetime
tavg gradually increased from 12.2 to 51.0 ns
(table S5). The short tavg (12.2 ns) in the film with
MABr:PbBr2 = 1:1 originated from the substantial
reduction in t2. This implies that uncoordinated
metallic Pb atoms at grain boundaries inhibit
radiative recombination and cause strong non-
radiative recombination (fig. S9). The MAPbBr3
films fabricated with PbBr2-rich perovskite solu-
tion (MABr:PbBr2 = 1:1.05) had a longer lifetime
than filmswithMABr:PbBr2 = 1:1, possibly through
PbBr2-induced surface passivation (31). We cal-
culated the average LD using a model similar to
that in a previous report (fig. S10) (33). The films
(MABr:PbBr2 = 1.05:1) underneath a PMMA layer
exhibited a much smaller LD (67 nm) than those
previously reported (>1 mm) (34).We attribute this
reduction in LD to the reduced grain sizes in
which excitons are under stronger spatial confine-
ment, thereby reducing dissociation and enhanc-
ing radiative recombination; this compensates
the plausible adverse effect of larger grain bound-
ary area (6).
The PeLED fabricated from theMAPbBr3 solution

(MABr:PbBr2 = 1:1) without using NCP showed poor
luminous characteristics (maximum CE = 2.03 ×
10−3 cd A−1), mainly owing to high leakage current
(fig. S11). In contrast, maximum CE was sub-
stantially increased (0.183 cd A−1) when a full-
coverage uniform MAPbBr3 nanograin layer
(MABr:PbBr2 = 1:1) with decreased grain size was
achieved with S-NCP, without stoichiometric
modifications to avoid metallic Pb atoms (Fig. 4,
A and B, and Table 1). The maximum CE was
boosted to 21.4 cd A−1 in the PeLEDs fabricated
with perovskite solutions with excess MABr (1.07:1,
1.05:1, 1.03:1 and 1.02:1) (Fig. 4A and Table 1). As
MABr:PbBr2 increased from 1:1 to 1.05:1, the
maximum CE varied from 0.183 to 21.4 cd A−1.
We further increased the CE of PeLEDs by

using A-NCP. The PeLEDs based on A-NCP had a
maximum CE of 42.9 cd A−1 (Fig. 4, C and D, and
Table 1), which represents anEQE of 8.53%when
the angular emission profile is considered (fig.
S12). The EL spectra of PeLEDs were very nar-
row; full width at half maximumwas ~20 nm for
all spectra. This high color purity of OIP emitters
shows great potential when used in displays (Fig.
4E). A pixel of the PeLED based onMABr:PbBr2 =
1.05:1 exhibited strong green-light emission (fig.
S13A). Furthermore, the proposed processes and
materials used therein are compatible with flex-
ible and large-area devices; a high-brightness flex-
ible PeLED (Fig. 4, F andG) and a large-area (2 cm
by 2 cm pixel) PeLED (fig. S13B) were fabricated.
Our study reduces the technical gap between
PeLEDs and OLEDs or quantum dot LEDs and
is a big step toward the development of efficient

next-generation emitters with high color purity
and low fabrication cost based on perovskites.
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LASER PHYSICS

Ultraviolet surprise: Efficient soft
x-ray high-harmonic generation
in multiply ionized plasmas
Dimitar Popmintchev,1 Carlos Hernández-García,1,2 Franklin Dollar,1

Christopher Mancuso,1 Jose A. Pérez-Hernández,3 Ming-Chang Chen,4 Amelia Hankla,1

Xiaohui Gao,5 Bonggu Shim,5 Alexander L. Gaeta,5 Maryam Tarazkar,6

Dmitri A. Romanov,7 Robert J. Levis,6 Jim A. Gaffney,8 Mark Foord,8

Stephen B. Libby,8 Agnieszka Jaron-Becker,1 Andreas Becker,1 Luis Plaja,2

Margaret M. Murnane,1 Henry C. Kapteyn,1 Tenio Popmintchev1*

High-harmonic generation is a universal response of matter to strong femtosecond laser
fields, coherently upconverting light to much shorter wavelengths. Optimizing the
conversion of laser light into soft x-rays typically demands a trade-off between two
competing factors. Because of reduced quantum diffusion of the radiating electron wave
function, the emission from each species is highest when a short-wavelength ultraviolet
driving laser is used. However, phase matching—the constructive addition of x-ray waves
from a large number of atoms—favors longer-wavelength mid-infrared lasers.We identified
a regime of high-harmonic generation driven by 40-cycle ultraviolet lasers in waveguides
that can generate bright beams in the soft x-ray region of the spectrum, up to photon
energies of 280 electron volts. Surprisingly, the high ultraviolet refractive indices of both
neutral atoms and ions enabled effective phase matching, even in a multiply ionized
plasma. We observed harmonics with very narrow linewidths, while calculations show that
the x-rays emerge as nearly time-bandwidth–limited pulse trains of ~100 attoseconds.

H
igh-order harmonic generation (HHG)
results from the extreme quantum non-
linear response of atoms to intense laser
fields: Atoms in the process of being ionized
by an intense femtosecond laser pulse

coherently emit short-wavelength light that
can extend well into the soft x-ray region (1–6).
When implemented in a phase-matched geometry
to ensure that the laser and HHG fields both
propagate at the same speed ~c, HHG from
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many atoms adds constructively to generate
bright, coherent beams (7). The high temporal
coherence of HHG supports ultrabroad band-
widths (Dl/l ≈ 1) that simultaneously span
many characteristic elemental absorption edges,
as well as pulse durations from femtoseconds to
attoseconds (8–11), making it possible to capture
the fastest electron dynamics in atoms, mole-
cules, nanosystems, andmaterials (12–23). More-
over, the high spatial coherence of HHGmakes it
possible to image with spatial resolution near
the wavelength limit (24, 25). Recently, the use
of mid-infrared (IR) femtosecond driving lasers
enabled the generation of bright x-ray super-
continua extending to photon energies greater
than 1.6 keV (26).
To date, however, generating bright harmonics

demanded a trade-off between two competing
factors. High harmonics are radiated as a result
of a laser-driven quantum-coherent electron
recollision process that occurs while an atom is
ionizing. This physics dictates that the HHG
emission per atom is brightest for short-wavelength
ultraviolet (UV) driving lasers, because the short
laser cycle minimizes quantum diffusion of the
electron wave packet as it propagates away from,
and then back to, its parent ion. This maximizes
the probability of the recollision HHG event and
hence the HHG yield per atom (27). In contrast,
generating and phase-matching HHG in the soft
x-ray region favors long-wavelength, mid-IR
lasers (>0.8 mm) (26, 28–30). This can be under-
stood from simple arguments. First, themaximum
HHG photon energy emitted by a single atom
scales quadratically with laser wavelength and is
given by hnSA ≈ Ip + 3.17Up (4), whereUpº ILlL

2

is the average quiver energy of the electron in a
laser field of intensity IL and wavelength lL.
Second, phasematching is achieved by balancing
the positive dispersion of the neutral gas with
the negative contribution of the free electrons
and is only possible for ionization levels of <5%
for argon. Fortunately, the lower laser intensity
required for long-wavelength driving lasersmeans
that the medium is only weakly ionized, thereby
enabling phase matching.
Very weak HHG emission at high photon

energies of ~200 to 500 eV at very low (few torr)
gas pressures has been observed using intense
UV and near-IR lasers (1, 31, 32). In those studies,
the HHG emission emerged from ionization of a
small number of ions, which emit harmonics
with comparable efficiency to neutral atoms (33).
Moreover, the inability to phase-match the HHG

process in plasmas, combinedwith strong plasma-
induced defocusing of the laser, meant that the
HHG flux was weaker than theoretically pos-
sible in a phase-matched geometry by a factor of
10−4 to 10−11.
Here, we demonstrate a regime of bright high-

harmonic emission in multiply ionized plasmas

(Figs. 1 and 2). Using intense UV driving lasers at
a wavelength of 0.27 mm, bright discrete HHG
peaks extendwell into the soft x-ray region of the
spectrum. It is well established that low quan-
tum diffusion of the electronwave packet (due to
the shorter time the electron spends away from
the ion) maximizes the single-atom yield for UV
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Fig. 1. Comparison of phase-
matched HHG for IR and UV
driving lasers. (A) Conventional
phase matching of IR-driven
HHG in a weakly ionized Ar gas.
The linear dispersion of atoms
DnATOMS balances plasma dis-
persion DnPLASMA at ionization
levels up to 5%, to equalize
phase velocities of the laser and
HHG fields. (B) For UV lasers,
the high linear and nonlinear
indices of atoms and ions
DnATOMS+IONS counteract rela-
tively low plasma dispersion,
ensuring a good HHG yield even
in a multiply ionized plasma (500% ionization). Dv is the small offset from the speed of light c. The large
single-atom yield, coupled with coherence lengths ranging from several micrometers to V, as well as low
harmonic orders, result in full to effective phase matching over many laser cycles.

RESEARCH | REPORTS



driving lasers. However, in this new regime of
intense UV-driven HHG, the higher linear and
nonlinear indices of atoms and ions contribute
substantially to the dispersion experienced by
the driving laser and serve to counteract plasma
dispersion (Fig. 1B). This enables coherent build-
up of the HHG signal in multiply ionized plas-
mas at very high gas pressures (i.e., effective
phasematching) to photon energies greater than
280 eV, corresponding to harmonic orders of
only ~61.
We observed high conversion efficiencies of

~10−3 to 10−7 throughout the extreme UV (EUV)
and soft x-ray regions; these values are orders
of magnitude brighter than has been observed
to date from ions. The well-separated (~9 eV)
narrowband HHG peaks, with linewidths of 70
to 700 meV (l/Dl ≈ 350 to 450) in the vacuum
UV (VUV) to soft x-ray regions, are ideal for
applications in imaging and photoelectron spec-
troscopies. The high HHG efficiency and narrow
linewidths arise from a long phase-matching
window as well as low group velocity walk-off,
so that group and phase velocity matching are
possible over many laser cycles. Moreover, in
contrast to the strongly chirped HHG emission
driven by near- and mid-IR driving lasers, simu-
lations show thatUV-drivenharmonics emerge as
nearly time-bandwidth–limited series of ~100-as
bursts. Our predictions indicate that bright UV-
driven harmonics can extend into the multi-keV
region. This leads to the surprising conclusion
that the fundamental of Ti:sapphire lasers may
be the most limited for generating bright soft
x-ray harmonics, relative to using longer- or
shorter-wavelength driving lasers.
In our experiment, high harmonics were

produced by focusing the third harmonic (0.27 mm)
of a Ti:sapphire laser into an Ar-filled wave-
guide (diameter 150 to 400 mm, length 1 to 15mm)
at pressures between 1 and 1500 torr (see sup-
plementary materials). The pulse energy and du-
ration were 2.6 mJ and 35 fs [full width at half
maximum (FWHM)], respectively. By focusing to
a spot size less than 55 mm in diameter, the
peak laser intensity was >6 × 1015 W/cm2, with
a confocal parameter less than 17 mm.
Figure 2A shows that bright HHG emission

from Ar extends far beyond the ~30-eV limit
predicted using only the dispersion of atoms,
to photon energies of >280 eV (see fig. S1 for
HHG plotted on a linear scale). The high laser
intensity required for UV-driven soft x-ray HHG
(at >6 × 1015 W/cm2) is well above the barrier
suppression ionization for atoms; thus, neutral
atoms will be fully ionized well before the peak
intensity of the pulse. However, this intensity is
in the tunneling regime for ions. Moreover,
time-dependent Schrödinger equation (TDSE)
calculations (Fig. 2B and fig. S3) show that
HHG from Ar in this energy range must emerge
from ions (Ar+ to Ar5+) with relatively high
ionization potentials (IAr

þ
p = 27.6 eV to IAr

5þ
p =

90.1 eV).
Phase matching in UV-driven VUV and soft

x-ray HHG optimizes at higher gas pressures of
~100 to 400 torr, as shown in Fig. 2A, fig. S1,
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Fig. 2. UV-driven HHG gives bright discrete peaks and isolated harmonics into the soft x-ray region.
(A) Experimentally observed UV-driven HHG from multiply ionized Ar, optimized in the EUV (blue
spectrum) and soft x-ray (purple spectrum) regions. Inset: VUV HHG optimizes at <100 torr and low laser
intensities (>1015 W/cm2), while soft x-ray HHG optimizes at 400 torr and high intensities (>6 × 1015 W/cm2).
(B) Predicted HHG yield from single Ar atoms and ions using TDSE calculations. Above 30 eV, the extended
UV-driven HHG must originate from highly charged ions.The emission from different ionic species is plotted
separately (not integrated). (C) Experimentally isolated 13-nm harmonic with ultranarrow linewidth of
l/Dl ≈ 420 or 230 meV. Adjacent harmonic orders were eliminated using Rh + Si + Be filters. The inset
shows the 13-nm HHG beam. (D to F) Experimental and theoretical Young’s double-slit diffraction patterns
showing full spatial coherence, from a slit of width of 20 mm and height 1.5 mm. The spatial modulations
perpendicular to the slit in (D) and (E) are due to the high spectral purity that generates observable
interferences in (D). For broad harmonic linewidths (F), the vertical spatial modulations are not present.
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and table S1. This is in contrast to all previous
observations of HHG x-rays from ions in a non–
phase-matched regime, where very high harmonic
orders can be observed only at pressures that
are lower by about two orders of magnitude (1 to
3 torr) (31, 33). In general, only harmonic orders
that are phase-matched will increase in intensity
with increasing gas pressure. The optimal pres-
sures increase with harmonic order to compen-
sate for increasing plasmadispersion. Furthermore,
the increasingHHGyieldwith pressure indicates
that ionization-induced defocusing of the laser
is not a dominant limitation. Other evidence of
good coherent HHG signal buildup over many
laser cycles is the narrow spectral width of UV-
driven HHG, shown in Figs. 1 and 2 and fig. S1.
The linewidths decrease from >900 meV (at
~50 eV) for Ti:sapphire lasers, to ~70 meV (at
~30 eV) and 400 meV (at ~180 eV) for UV driving
lasers. These narrow-linewidth HHG peaks, with
spectral purity up to l/Dl > 450, are observed
despite strong ionization that must occur on
the leading edge of the driving laser pulse and
that would normally result in strong spectral
broadening and blue shifting of both the driving

laser and HHG emission. Fortunately, because
this frequency shift scales as DlLASER ~ −lLASER3

at similar rates of ionization (34, 35), this shift is
smaller for UV lasers, which preserves narrow
harmonic linewidths.
Because the HHG spectra consist of odd-

harmonic peaks that arewell separated in energy
(>9 eV), UV-drivenHHGalso provides a practical
way to isolate a single harmonic order. Figure 2
plots a single harmonic near the technologically
relevant 13.5-nm wavelength for lithography,
highlighting the excellent beam quality (Fig. 2C,
inset) and high spatial and temporal coherence.
Lower harmonic orders were eliminated by the
same thin-film filters used to reject the funda-
mental laser light, whereas higher cutoff harmonics
were excluded by adjusting the intensity of the
UV laser. Figure 2, D to F, plots the experimental
and theoretical double-slit diffraction patterns
for a slit of width 20 mm, slit separation of 50 mm,
and height of 1.5 mm. The spatial modulations
perpendicular to the slit in Fig. 2, D and E, are
due to the high spectral purity of the HHG beam
and generate observable interference both along
and perpendicular to the slit.

At 13 nm, the estimated HHG flux of Fig. 2C
corresponds to >1011 photons/s (peak brightness
>1029 photons s−1 mm−2mrad−2) at the exit of the
waveguide under optimal conditions for gener-
ating 280-eV harmonics. Over the whole spectral
range, the efficiencies into a single harmonic
order are estimated to approach 10−3 to 10−7 in
the VUV, EUV, and soft x-ray regions. The HHG
flux was measured to be consistent using three
different methods. First, we compared HHG driv-
en by 0.8-mm and 0.27-mm lasers in the same
spectral region. Second, we estimated the effi-
ciency from known spectrometer, x-ray filter,
and charge-coupled device efficiencies. Third,
we used a NIST-calibrated vacuum diode to
measure the flux in the VUV and EUV regions.
We observed good HHG signal—comparable to
or greater than phase-matched HHG at 100 eV
driven by 0.8-mm lasers—throughout the EUV
and soft x-ray regions (Fig. 2 and fig. S1).
High harmonics were first observed in 1987

using a UV driving laser (1). That work used
longer pulses (by a factor of ~10) in a tight focus
geometry, and HHG up to 85 eV (14.6 nm) was
observed with estimated efficiency of 10−11. Sub-
sequent work observed HHG from ions (also
using long-pulse UV lasers in a tight focus
geometry with limited interaction length), with
conversion efficiencies around 10−10 or 10−12 at
photon energies from 100 to 180 eV (32). More
recently, broadband HHG from Ar ions up to
500 eV was observed for 0.8-mm driving lasers
in a few-torr gas-filled hollow waveguide (31).
However, this emission was also extremely weak
because of the low pressures (few torr) and poor
phase-matching conditions (see table S1 for
comparison).
To quantitatively explain why bright harmon-

ics from Ar driven by UV lasers can extend into
the soft x-ray region, we used simple numer-
ical models, which have been extensively val-
idated for near and mid-IR driving lasers, as
well as exact integration of the time-dependent
Schrödinger equation (26, 28–30). To aid with
physical insight, Fig. 3A (dashed lines) plots
the calculated index of refraction contribution
of an Ar atom compared with that of a free elec-
tron. As expected, the refractive indices of neu-
tral atoms are largest in the UV region of the
spectrum.
On the other hand, the free electron plasma

contribution to the refractive index scales as
nplasma ¼ ½ð1 − w2

pÞ=w2
LASER �

1=2
, wherewp ¼ ðnee

2=

mee0
Þ1=2 is the plasma frequency corresponding

to an electron density ne, and where e andme are
the charge and mass of the electron. Hence,
lower frequencies (i.e., longer laser wavelengths)
will experience much higher plasma dispersion,
and therefore phase matching occurs only at
low ionization levels below the critical ioniza-
tion (7, 36) (table S1).
In contrast, for wavelengths in the visible and

UV spectral regions, the positive refractive index
contribution of a neutral Ar atom exceeds the
negative contribution of a free electron. This
corresponds to a critical ionization level of ~40%
for UV-driven HHG at ~40 eV. Moreover, the
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Fig. 3. Phase matching of HHG using UV to mid-IR lasers. (A) Refractive index of Ar atoms (blue
dashed) compared with that of free electron plasma (red dashed) as a function of wavelength, for
constant ionization conditions of 40%.The solid lines plot the indices under phase-matching conditions
near cutoff, where IR-driven HHG needs multi-atmospheres of gently ionized gas, whereas UV-driven
HHG occurs in a multiply ionized plasma. (B) Bright HHG from atoms and ions for UV to mid-IR driving
lasers. The experimental data are plotted as circles. The solid lines plot the theoretical full phase-
matching limits, including only the index of neutral atoms. The dashed lines also include the refractive
indices of ions, which extend UV-driven HHG effective phase matching into the soft x-ray region.
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refractive indices of ions in the UV are com-
parable to that of neutral Ar (see supplemen-
tary materials), as the ionization potential of
each successive ionization stage increases only
modestly. Thus, for UV driving lasers, good
buildup of the HHG signal is possible even in a
multiply ionized plasma. This enables extension of
effective phase matching into the soft x-ray region
and, in theory, even to hard x-rays. Note that for
UV-driven HHG, full phase matching is possible
in the VUV-EUV, while efficient HHG is
possible in soft x-ray region at high pressures,
with high photon flux.
In our simple phase-matching model, we con-

sider a one-dimensional geometry, which corre-
sponds to the general case of a large waveguide
diameter or large focal spot size (near-plane
wave propagation). To calculate the phase mis-

match to a first approximation, we need to
consider a generalized set of multispecies time-
dependent equations, given by

DkðtÞ ¼ qkwðtÞ − kqwðtÞ

≈−qPh0ðtÞ
2p
lL

½d0LðtÞ þ ñ0
2
ðtÞILðtÞ�

︸
neutral atoms

−
X

i¼1;2;:::

qPhiðtÞ
2p
lL

½diLðtÞ þ ñ2
i ðtÞILðtÞ�

︸multiply charged atoms

þ qPhtotalðtÞN atmrelL
︸free electrons

þDkgeometry ð1Þ

wherehi(t) is the fractionalpopulationof thevarious
gas species present at agivenmoment (i=0denotes

neutral atoms, i= 1, 2, 3…denote various ion states),
htotal(t) is the cumulative fractional ionization
[htotal(t) > 100% for multiply charged ions], re is
the classical electron radius, Natm is the number
density of atoms at 1 atm, P is the pressure, and
diLðtÞ is the difference between the indices of
refraction at the fundamental and harmonic wave-
lengths (which is very large in theUV). Although in
general the nonlinear index contributions are
estimated to play a rather small role, for high UV
laser intensities >6 × 1015 W/cm2, an additional
term due to the nonlinear index of refraction (t)
must also be included, estimated by multiconfi-
gurational self-consistent field calculations (table
S2). For htotal(t) >10%, one must include the dis-
persion of ions as well as a cumulative total ion-
ization level htotal resulting from all ions of higher
charge. The phase-matching photon energy limits
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Fig. 4. Theoretical UV-driven HHG gives shorter duration and lower chirp
pulses than mid-IR–driven HHG. (A) The pulse duration of HHG soft x-ray
bursts converges to the transform limit for UVdriving lasers. (B to E) Chirp
[group delay dispersion (GGD)] of the HHG pulses in He driven by intense
three-cycle UV and near-IR lasers, respectively. For UV lasers, the HHG
chirp is reduced as a result of the shorter laser cycle duration TLASER and

the higher ponderomotive potential UP (higher HHG cutoff). The highest
harmonics with a 280-eV cutoff (spectrally filtered by a Rh thin film) have a
pulse duration of 105 as (even shorter 45- to 75-as pulses could be
generated from He and He+; see supplementary materials). In comparison,
for a 0.8-mm driver and a phase-matching cutoff of 160 eV, the pulse
durations are 325 as (>3 times as long).
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are determined by the ionization level at which a
dispersion balance is achieved and are independent
of HHG geometry (the geometrical dispersion
sets only an optimal pressure for a wave-guiding
geometry) (7, 29). For our experimental conditions,
at any time during the HHG emission, two to
three species contribute strongly to the HHG
signal (Fig. 2B and fig. S2). Fortunately, for a
given HHG photon energy, the harmonic order
q is lower for UV-driven versus mid-IR–driven
HHG,naturally leading to longer coherence lengths
even at very high ionization levels and pressures
as Dkº q.
Figure S6 plots the estimated dynamic phase

mismatch ratio due to plasma and to atoms and
ions for Ar driven by 10-cycle 0.27- and 0.8-mm
lasers. The dashed black horizontal lines show
the high-flux HHG region with coherence lengths
Lcoh = p/Dk from infinity to 10 mm. This time
window is substantially longer for UV driving
lasers than for near-IR driving lasers, extend-
ing effective phase matching over ~5 to 40 half-
cycles or a time interval of ~2 to 18 fs. This
picture is also consistent with the observed nar-
row spectral linewidths in the VUV to x-ray re-
gime at highphase-matching pressures (Fig. 2 and
fig. S1). Under our conditions, at a photon energy
of 250 eV, Lcoh > 3 mm, the absorption length
Labs ≈ 1 mm at 400 torr (for ions see fig. S7),
whereas the medium length Lmed ≈ 1 to 15 mm. At
40 eV, Lcoh ≈ ∞.
Additional nonlinear effects—for example, due

to laser pulse self-guiding or filamentation, which
are likely present—would further enhance effec-
tive HHG phase matching in plasmas, because
the nonlinear index induced by the laser will in-
crease further to compensate for plasma-induced
dispersion. Figure S10 shows blue-shifting and
broadening of the fundamental spectrum that
is characteristic also for self-effects in efficient
HHG at other laser wavelengths, at 0.8 mm and
in themid-IR phase-matching regimes (26, 31, 37).
This is also supported by our observation that in
a short gas cell geometry the HHG spectrum ex-
tends to only ~180 eV in Ar, Ne, or He.
Decreased medium opacity due to removal of

several valence electrons can also increase the
yield, particularly for intense UV-driven HHG,
where the single-atom yield is already very high.
However, we calculate that increasing transpar-
ency of the medium is not sufficient to explain
the observed increase in HHG yield, especially
when the coherence length is smaller than the
absorption length. As shown in fig. S6, while the
transparency increases as expected at photon
energies around 100 eV, in the soft x-ray region
the transparency does not change substantially.
Thus, in the future, all-optical quasi–phase-
matching HHG techniques could be applied to
take advantage of the full x-ray absorption
length to enhance the yield further (38–41).
We also modeled UV-driven HHG using the

TDSE. Figure 2B plots the TDSE predictions for
strong field ionization in Ar for a peak laser
intensity similar to the experiment, which shows
that HHG in the 30- to 280-eV photon energy
range must be generated from multiply ionized

species, up to Ar5+, at ionization levels above
500% (on axis of thewaveguide). This far exceeds
the 5% critical ionization limit for fully phase-
matched HHG in Ar using 0.8-mm lasers. Our
TDSE calculations show that the single-atom
yield scales more strongly than ~lL

−7.5 (42) for a
single harmonic of He, corresponding to a factor
of ~4000 greater yield for 0.27-mm relative to
0.8-mmdriving lasers. A similar scaling is expected
for Ar species, although with a slightly modified
exponent.
These TDSE calculations also show that HHG

driven by UV is particularly suitable for generat-
ing nearly transform-limited isolated attosecond
bursts (or pulse trains), with very low temporal
chirp that should be straightforward to compen-
sate. It is already known that the atto-chirp of
each individual attosecond burst will be reduced
as the driving laser wavelength is reduced in the
UV, because of the shorter time the electron
spends in the continuum (~300 as). However, for
higher photon energies using more intense UV
driving lasers, the pulse duration and atto-chirp
will be reduced even further as a result of the
larger phase-matched bandwidth (i.e., large Up).
Figure 4 plots a time-frequency analysis for HHG
inHe driven by intense three-cycle UV and 0.8-mm
lasers, where the reduction in the temporal
chirp is very apparent. This effect is dictated by
the duration of an individual laser cycle, inde-
pendent of the number of cycles in the laser
pulse. In the case of UV driving lasers, the FWHM
duration of the highest harmonics naturally
emerges as slightly chirped ~105-as bursts, com-
pared with strongly chirped 325-as pulses for an
0.8-mm driving laser in the same photon energy
range. For comparison, for 2- to 4-mm mid-IR–
driven HHG, the emission is brightest when the
HHG pulse emerges as an isolated, very strongly
chirped, 300- to 1200-as burst (26). The exper-
imental HHG emission from Ar is predicted to
emerge as a long 10-fs train of nearly transform-
limited ~100-as pulses.
Another advantage of UV driving lasers is the

low group velocity walk-off. This is in contrast
to mid-IR (>2 mm)–driven HHG, where group
velocity walk-off limits the coherent buildup
length and conversion efficiency (29, 43). Using
UV lasers, the temporal window for phase
matching increases while the walk-off decreases
(see supplementary materials). Both the group
and phase velocities of the driving laser and
HHG light can be nearly matched, so that the
electron wave packets of different atoms in the
medium rescatter in a coherentway (i.e., electron
wave packets have the same quantum paths and
same quantum phases, resulting in highly tem-
porally coherent HHG). Furthermore, because
the coherence length for effective phasematching
in the soft x-ray region is smaller than the char-
acteristic group velocity walk-off length (see
supplementary materials and table S1), intense
UV-drivenHHG is also effectively group velocity–
matched
As shown in Fig. 3B, our best current ex-

perimental and theoretical understanding indi-
cates that shorter UV laser wavelengths and

intensities >1016 W/cm2 will produce bright
HHG emission at even higher soft x-ray photon
energies >> 280 eV, which would be ideal for
coherent imaging. The phase mismatch decreases
more slowly using UV lasers compared with near-
IR or mid-IR lasers; this is due to the lower
harmonic orders and pressures required (i.e.,
lower q and P in Eq. 1). To a first approximation
under ideal phase-matching conditions, every
term in Eq. 1 scales linearly with the laser wave-
length. Because lower harmonic orders corre-
spond to much higher photon energies in the
case of UV driving lasers, the coherence length
is relatively long compared to the coherence
length at the same photon energy generated
with a longer-wavelength UV-visible laser (Fig.
3B). This ensures strong constructive buildup
over the interaction region in an effectively phase-
matched geometry even in the presence of a finite
phase mismatch—and also ensures HHG emis-
sion that is as bright as fully phase-matched
HHG at 13 nm in He driven by 0.8-mm lasers. This
strongly contrasts with longer-wavelength mid-IR
lasers, where the order of the upconversion process
is higher, with q > 5000 for a 4-mm driver.
Using intenseUVdriving lasers, effective phase

matching of the HHG process extends the bright
emission in the VUV, EUV, and soft x-ray regions.
This regime provides coherent light with con-
trasting and complimentary spectral and tempo-
ral properties, compared to the mid-IR–driven
HHG x-rays: These exhibit ultrabroad super-
continuum spectra that can be used to probemul-
tiple elements over a spectral range of >1 keV.
Remarkably, the UV-driven HHG linewidths de-
crease to fractional bandwidths of l/Dl ≈ 450
that are ideal for a complementary set of sci-
entific and technological applications, such as
in photoemission spectroscopy with very high en-
ergy resolution and coherent diffraction imaging
with very high spatial resolution (44, 45). In terms
of laser technology, the availability of intense
femtosecond UV lasers (e.g., harmonics of Yb:
YAG, Ti:sapphire, or excimer lasers) makes this
approach ideal for many applications. Finally,
there is a strong potential to produce much
brighter HHG beams at even higher multi-keV x-
ray photon energies than would be possible with
other approaches.
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QUANTUM HALL EFFECT

Evidence for a fractional
fractal quantum Hall effect
in graphene superlattices
Lei Wang,1,2 Yuanda Gao,1 Bo Wen,3 Zheng Han,3 Takashi Taniguchi,4

Kenji Watanabe,4 Mikito Koshino,5 James Hone,1 Cory R. Dean3*

The Hofstadter energy spectrum provides a uniquely tunable system to study emergent
topological order in the regime of strong interactions. Previous experiments, however, have
been limited to low Bloch band fillings where only the Landau level index plays a role.We report
measurements of high-mobility graphene superlattices where the complete unit cell of the
Hofstadter spectrum is accessible.We observed coexistence of conventional fractional
quantum Hall effect (QHE) states together with the integer QHE states associated with the
fractal Hofstadter spectrum. At large magnetic field, we observed signatures of another series
of states, which appeared at fractional Bloch filling index.These fractional Bloch band QHE
states are not anticipated by existing theoretical pictures and point toward a distinct type of
many-body state.

I
n a two-dimensional electron gas (2DEG)
subjected to a magnetic field, the Hall con-
ductivity is generically quantized whenever
the Fermi energy lies in a gap (1). The integer
quantum Hall effect (IQHE) results from the

cyclotron gap that separates the Landau energy
levels (LLs). The longitudinal resistance drops to
zero, and theHall conductivity develops plateaus

quantized to sXY = ve2/h, where v, the Landau
level filling fraction, is an integer; h is Planck’s
constant; and e is the electron charge. When the
2DEG is modified by a spatially periodic poten-
tial, the LLs develop additional subbands sepa-
rated by minigaps, resulting in the fractal energy
diagram known as the Hofstadter butterfly (2).
When plotted against normalized magnetic flux
f/f0 and normalized density n/n0 (representing
the magnetic flux quanta and electron density
per unit cell of the superlattice, respectively), the
fractal minigaps follow linear trajectories (3) ac-
cording to aDiophantine equation,n/n0 = tf/f0 + s,
where s and t are integers; s is the Bloch band-
filling index associated with the superlattice, and
t is a similar index related to the gap structure

along the field axis (4) (in the absence of a super-
lattice, t reduces to the LL filling fraction). The
fractal minigaps give rise to QHE features at par-
tial Landau level filling, but in this case t, rather
than the filling fraction, determines the quanti-
zation value (1, 5) and the Hall plateaus remain
integer-valued.
In very-high-mobility 2DEGs, strong Coulomb

interactions can give rise to many-body gapped
states also appearing at partial Landau fillings
(6–8). Again, the Hall conductivity exhibits a
plateau, but in this case quantized to fractions of
e2/h. This effect, termed the fractional quantum
Hall effect (FQHE), represents an example of
emergent behavior in which electron interac-
tions give rise to collective excitations with prop-
erties fundamentally distinct from the fractal
IQHE states. A natural theoretical question arises
regarding how interactions manifest in a pat-
terned 2DEG (9–12). In particular, because both
the FQHEmany-body gaps and the single-particle
fractal minigaps can appear at the same filling
fraction, it remains unclear whether the FQHE
is even possible within the fractal Hofstadter
spectrum (13–15). Experimental effort to address
this question has been limited, owing to the re-
quirement of imposing a well-ordered superlat-
tice potential while preserving a high carrier
mobility (16–18).
Here, we report a low-temperature magneto-

transport study of fully encapsulated hexagonal
boron nitride (h-BN)/graphene/h-BNheterostruc-
tures, fabricated by van der Waals assembly with
edge contact (19, 20). A key requirement to ob-
serve the Hofstadter butterfly is the capability to
reach the commensurability condition in which
the magnetic length lB ¼ ffiffiffiffiffiffiffiffiffiffi

ħ=eB
p

(where ħ is
Planck’s constant divided by 2p, e is the electron
charge, and B is the magnetic field) is compara-
ble to the wavelength of the spatially periodic po-
tential, l. For experimentally accessiblemagnetic
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fields, this requires a superlattice potential with
wavelength on the order of tens of nanometers.
In this regard, graphene/h-BN heterostructures
provide an ideal system, because at near-zero
angle mismatch, the slight difference in lattice
constants between the graphene and BN crys-
tal structures gives rise to a moiré superlattice
with a period of ~14 nm (21–24). Moreover, we
find that in our van der Waals assembly tech-
nique, in which the graphene-BN interface re-
mains pristine (19), alignment between the
graphene and BN can be achieved by simple ap-
plication of heat. Figure 1A shows an example of
a heterostructure that was assembled with ran-
dom (and unknown) orientation of each mate-
rial. After heating the sample to ~350°C, the
graphene flake translates and rotates through
several micrometers, despite being fully encap-
sulated between two BN sheets. This behavior
has been observed in several devices (20), in
each case resulting in a moiré wavelength of 10
to 14 nm [indicating less than 2° angle mismatch

(21)]. We speculate that the thermally induced
motion proceeds until the macroscale graphene
flake finds a local energy minimum, correspond-
ing to crystallographic alignment to one of the
BN surfaces (25).
Figure 1A shows the resistance versus gate

voltage at zero appliedmagnetic field for a device
with moiré wavelength of ~10 nm. In addition to
the usual peak in resistance at the zero-density
charge neutrality point (CNP), two additional
satellite peaks appear at equidistant positive and
negative gate bias—characteristic signatures of
electronic coupling to amoiré superlattice (21–23).
The CNP peak resistance exhibits thermally ac-
tivated behavior and exceeds 100 kilohms at low
temperature, indicating a moiré coupling–induced
band gap (24–26). The gap varies continuously
with rotation angle, consistent with previous
studies of nonencapsulated graphene (20, 24). At
zero angle, the energy gapmeasured by transport
is equivalent to the optical gap (27), indicating low
disorder broadening of the energy band in our

devices, and consistent with the high electron
mobility achievable by the vanderWaals assembly
technique (19, 20). Unlike previous studies of
encapsulated devices (23, 25), we find that the
gap remains robust despite the graphene being
covered with a top BN layer. The precise origin
of the gap in h-BN/graphene heterostructures
remains uncertain (28), and further experimen-
tal and theoretical studies will be required to
resolve the differences in the gap magnitude
and correlation with twist angle that have been
reported so far.
Figure 1B shows the longitudinal resistance

and transverse Hall conductivity for the same de-
vice as in Fig. 1A. The low disorder in our samples
allows smaller energy gap states to be resolved
than previously possible, resulting in a rich com-
plexity of observable transport features. A sequence
of repeated minifans, resembling a repeated butter-
fly in theHall conductivitymap, shows evidence of
the fractal nesting expected from the Hofstadter
spectrum. In Fig. 1C, a simplifiedWannier diagram
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Fig. 1. Transport measurements in a BN-encapsulated graphene device
with a ~10-nmmoiré superlattice. (A) Zero-field resistance versus gate bias.
Left inset: False-colored optical image showing macroscopic motion of the
graphene (G) after heating; scale bar, 15 mm. Right inset: Gap measured by
thermal activation at the CNP and hole satellite peak positions, across four
different devices (20). (Note that the satellite peak does not exhibit activated
behavior, within the resolution of our measurement, for superlattice wave-
lengths less than ~10 nm.) Both gaps are observed to vary continuously with
rotation angle. Error bars indicate the uncertainty in the gap deduced from a
linear fit to the activated temperature response (20). (B) Hall conductivity
plotted versus magnetic field and gate bias (top) and longitudinal resistance

versus normalized field and density (bottom) for the same device as in (A).
(C) Simplified Wannier diagram labeling the QHE states identified in (B). Light
gray lines indicate all possible gap trajectories according to the Diophantine
equation, where we have assumed that both spin and valley degeneracy may be
lifted such that s and t are allowed to take any integer value (for clarity, the
range is restricted to |s, t| = 0 … 10). Families of states are identified by color
as follows: Black lines indicate fractal IQHE states within the conventional
Hofstadter spectrum, including complete lifting of spin and valley degrees of
freedom. Blue lines indicate conventional FQHE states. Red lines indicate anom-
alous QHE states that do not fit either of these descriptions, exhibiting integer
Hall quantization but corresponding to a fractional Bloch index (see text).
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is shown in which the positions of the most pro-
minentQHEstates are plotted against normalized
flux and normalized density axes. We focus our
discussion on the FQHE and anomalous states.
FQHE states are characterized by a longitudi-

nal resistanceminimum occurring at a fractional
Landau filling index, with the corresponding Hall

conductivity plateau quantized to the same frac-
tional value, and with the gap trajectory in the
Wannier diagram projecting to n/n0 = 0. The
FQHE states are observed at m=3 filling frac-
tions in the lowest and first excited Landau level,
wherem is an integer. The observation of a well-
developed 5=3 state is consistent with previous

studies of monolayer graphene in which a zero-
field band gap was reported (24, 26) and is pre-
sumably due to the lifting of the valley degener-
acy that results from coupling to themoiré pattern
(11). In the second Landau level, fractional states
beyond 8=3 are absent, apparently obscured by the
appearance of the minigap states (Fig. 1B).
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Fig. 3.The FBQHE
states. (A) Wannier
diagram showing only
the anomalous features
from Fig. 1. Brackets
label the corresponding
Bloch band (s) and
Landau band (t)
numbers; dashed lines
show linear projections
to the n/n0 axis. (B) Hall
conductivity and longi-
tudinal resistance ver-
sus normalized density,
measured at fixed
magnetic field B = 40 T,
showing transport sig-
natures of selected gap
states from (A). The s
and t numbers,
determined respec-
tively from the n/n0
intercept and the Hall
quantization value, are
labeled for each QHE
plateau. (C) Summary
illustration of the energy
band structure evolution
with magnetic field in the case of no superlattice (left) and with a superlattice
(right), and in the limit of no interactions (top) and strong interactions (bottom):
(i) With no superlattice, the density of states is continuous at zero magnetic
field. A cyclotron gap develops with finite magnetic field, indicated by white
against a colored background. (ii) In the presence of a large-wavelength super-
lattice, the Bloch band edge is accessible by field effect gating. Hofstadter
minigaps evolve from this band edge, intersecting the conventional Landau

levels at large magnetic field. (iii) With no superlattice present, interactions
give rise to the fractional quantumHall effect, appearingalso as subgapswithin
the Landau level but projecting to zero energy. (iv) In the regime of both strong
interactions and large-wavelength superlattice, we observe a set of gaps that
do not correspond to either the IQHE of single-particle gaps or the conventional
many-body FQHE gaps.These are defined by integer-valued Hall quantization,
but they project to fractional Bloch band-filling indices.

Fig. 2. Fractional quantum Hall effect in the Hofstadter spectrum.
(A) Longitudinal resistance versus Landau filling fraction corresponding
to a high-field region of data from Fig. 1B. (B) Hall conductivity (top) and
longitudinal resistance (bottom) corresponding to horizontal line cuts
within the dashed region in (A). Conductivity plateaus identified at 30 T
and 40 T are labeled blue and red, respectively. (C) Hall conductivity versus magnetic field
at fixed filling fraction, showing evolution from FQHE plateaus to integer-valued plateaus.
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As can be seen in Fig. 1C, the visible FQHE states
span only a finite range of the perpendicular
magnetic field. This is shown in more detail in
Fig. 2A, where a selected region of the longitu-
dinal resistance from Fig. 1B is replotted against
magnetic field on the vertical axis and Landau
filling fraction along the horizontal axis. Select
line traces from this diagram, corresponding to
varying filling fraction at constant magnetic
field, are shown in Fig. 2B. For clarity, we plot
the Hall conductivity calculated from the mea-
sured longitudinal and Hall resistances (20). In
the following, we focus on the 4=3 state as a rep-
resentative example of the general behavior.
At B = 30 T, the Hall conductivity at filling

fraction 4=3 is well quantized to sXY = 4=3(e
2/h).

Upon increasing to B = 34 T, this FQHE state has
completely disappeared; by B = 40 T, a Hall pla-
teau has reemerged, but it is quantized to the
integer-valued sXY = 1(e2/h) and with the plateau
no longer precisely coincident with 4=3 filling
(Fig. 2B). We interpret the apparent phase transi-
tion to be the result of a competition with a fractal
minigap state. This is supported by examining the
relative strength of the QHE features on either
side of the transition as a qualitative measure of
relative gap size; the high-field integer-valued
state exhibits a substantially better-developed
longitudinal resistance minimum and wider Hall
plateau (indicative of a larger gap) than the
lower-field FQHE state. Taken together, these
observations provide experimental evidence
supporting two theoretical predictions (13–15):
(i) The fractal Hofstadter spectrum can support
Laughlin-like FQHE states even at field strengths
approaching the commensurability condition,
and (ii) at filling fractions inwhich a conventional
FQHE and aHofstadter minigap state coexist, the
state with the larger associated band gap is the
one that is observed.
We next discuss the anomalous QHE features

associatedwith the red lines in Fig. 1C. In Fig. 3A,
a reduced Wannier plot is shown in which only
these anomalous features are replotted (solid red
lines), together with a dashed line showing the
projection to the n/n0 axis. Linear fits to the RXX

minimum position versus magnetic field (20) in-
dicate that these states follow a trajectory with an
integer-valued slope, t, but project to non–integer-
valued intercepts, s. Figure 3B demonstrates that
these features correspond to QHE features with
well-quantized Hall plateaus, and further that
the quantization value corresponds to the t value,
as expected from the Diophantine equation. De-
termining the fractional s number from the n/n0
intercept of the Wannier plot is imprecise be-
cause this depends on calculating the density.
Nonetheless, within experimental uncertainty
(fig. S8), the fractional intercepts appear to
cluster around values of 1=3 and 1=2 (Fig. 3A). We
observe similar features in a second device (20)
fabricated in the same way but with zero orien-
tation angle between the graphene and BN lattices
(moiré wavelength ~14 nm). Again, several anom-
alous features are present, characterized by inte-
ger Hall quantization and slope in the Wannier
diagram but exhibiting fractional intercept (s

number). In the second device, which exhibits in
general a more symmetric electron and hole
response, these features appear on both the
electron and hole side, and with both positive
and negative Hall quantization. We note, how-
ever, that the fractional s numbers remain limited
to multiples of j1=3j and j1=2j in both samples.
Figure 3C shows a cartoon summary of this

result. In the regime of very large magnetic field,
in addition to the conventional fractional quan-
tum Hall effect, we observe a new series of states
outside of the single-particle band structure as
described by the Diophantine equation, and co-
inciding with a fractional Bloch band index. This
so-called fractional Bloch band QHE (FBQHE),
described by integer t numbers but fractional s
numbers, may have several possible origins. We
note that at B = 30 T, the Coulomb energy is
~80 meV (ECoulomb = e2/elB, where we assume
the dielectric constant e to be 4). This is similar
in magnitude to the superlattice potential (29),
which suggests that interactions play a com-
parable role. Recent theoretical consideration
of graphene superlattices indeed showed (15)
that electron interactions may open a gap con-
sistent with a fractional s number. However, the
nature of the associated ground state was not
identified. Previously, it was predicted that elec-
tron interactionsmay drive a charge density wave
(CDW)–typemodulation of the electron density,
commensurate to the superlattice but with a
larger period (30). A superstructure with 3 times
themoiré unit cell area (such as a

ffiffiffi

3
p � ffiffiffi

3
p

Kekule
distortion) could explain n/n0 intercepts of 1=3,
whereas a doubling of the superlattice cell could
explain 1=2 intercepts. In this regard, our observa-
tion may resemble the reentrant QHE seen in
high-mobility GaAs (31), also believed to result
from a CDWphase. Alternatively, one interpreta-
tion of the Wannier diagram is to consider the
minigaps as a sequence of mini–Landau fans,
residing in a local reduced magnetic field B′ ¼
B − Bf=f0¼1=m, where f/f0 = 1/m (or equivalently
1 – 1/m by symmetry) labels regions of high
density of minigap crossing. Recent band struc-
ture calculation of moiré-patterned graphene
(11) indicates that the minifans are not exact
replicas, but instead can exhibit a local degen-
eracy with additional Dirac points emerging
near f/f0 = 1/m. The FBQHE states may there-
fore result from an interaction-driven breaking
of this degeneracy, similar to quantum Hall
ferromagnetism.
Finally, we consider that within the minifan

picture, the FBQHE states resemble the FQHE
effect in that they follow trajectories that evolve
along fractional filling of the minifan LLs, pro-
jecting to the B′ = 0 center of the minifan (20).
However, both the slope and the corresponding
Hall conductivity plateaus are integer-valued. A
complete understanding of our findings will re-
quire a theory that accounts for both the ob-
served fractional Bloch band numbers and the
associated Hall conductivity value. Experimen-
tally, possible ground states could be distin-
guished by a local probe of the density of states,
because (for example) a CDW phase exhibits

broken translation symmetry, unlike the Laughlin
FQHE state.
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CATALYSIS

A supramolecular microenvironment
strategy for transition metal catalysis
David M. Kaphan,1,2* Mark D. Levin,2* Robert G. Bergman,1,2†
Kenneth N. Raymond,1,2† F. Dean Toste1,2†

A self-assembled supramolecular complex is reported to catalyze alkyl-alkyl reductive
elimination from high-valent transition metal complexes [such as gold(III) and platinum(IV)],
the central bond-forming elementary step in many catalytic processes.The catalytic
microenvironment of the supramolecular assembly acts as a functional enzymemimic, applying
the concepts of enzymatic catalysis to a reactivity manifold not represented in biology. Kinetic
experiments delineate a Michaelis-Menten–type mechanism, with measured rate accelerations
(kcat/kuncat) up to 1.9× 107 (herekcat andkuncat are theMichaelis-Mentenenzymatic rate constant
and observed uncatalyzed rate constant, respectively).This modality has further been
incorporated into a dual catalytic cross-coupling reaction, which requires both the
supramolecular microenvironment catalyst and the transition metal catalyst operating in
concert to achieve efficient turnover.

S
upramolecular catalysis was born from bio-
logical inspiration. By emulating the transi-
tion state binding of enzymatic active sites
(1), chemists have developed synthetic non-
covalent microenvironment catalysts that

are capable of reproducing a range of enzymatic
reaction motifs, from proton-catalyzed hydrolases

to constrictive terpene cyclases (2–9). However,
due to the circumstances of evolutionary history,
nature has selected for enzymes that mediate a
narrow subset of chemistries employing Earth-
abundant elements. Although the exploration of
biomimetic chemistries has dominated supra-
molecular catalysis thus far, no such limitations

are inherent to fully synthetic systems, and as such,
microenvironment catalysis is poised for expansion
to abiotic mechanistic manifolds.
In many ways, the development of organic

chemistry was born out of the same biological
impetus, andmany triumphs of the field are reca-
pitulations of superior enzymatic systems (con-
sider the excellent stereoselectivity of aldolases or
the site selectivity in C-H functionalization by oxi-
dases). In contrast, organotransition metal cataly-
sis was developed in the absence of a preceding
biological analog.Theproliferationof suchmethods
has relied on the judicious examination of cata-
lyst structure-activity relationships, traditionally
exploiting ligand architecture to provide a series of
specialized catalyst systems for individual transfor-
mations and substrate classes (10). As an alterna-
tive strategy, we envisioned amarriage of transition
metal and microenvironment catalysts for the ex-
pansion of the canon of accessible reactivity.
This wedding of biomimetic and anthropo-
genic chemistries opens the door for a paradig-
matic shift in strategic approaches to catalysis.
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Fig. 1. Supramolecular catalysis of reactivity at
a transition metal center. (A) Structure of the
Ga4L6 catalyst. (B) Catalyzed reductive elimination
from gold and halide series. Me, methyl; kobs, ob-
served rate; krel, relative rate. (C) Improved catalysis
with a triethylphosphine analog.TON, turnover num-
ber. (D) Catalyzed reductive elimination fromplati-
num. (E) Identification of a catalyst-deactivation
pathway.
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Successful realization of catalytic cycles re-
quires the careful orchestrationof elementary steps:
Should any step prove particularly slow, the over-
all rate will become retarded, and in extreme cases,
reactivity can be precluded altogether. Although
certain stoichiometric additives have been shown
to accelerate elementary organometallic reactions
(11–15), the catalysis of such reactions is less com-
mon (16–18). Rather than altering catalyst struc-
ture in a way that influences each elementary step,
a synthetic microenvironment catalyst could be
leveraged to specifically target one step without
sacrificing reactivity elsewhere along the catalytic
cycle, enabling an otherwise inaccessible catalytic
process. One catalytically relevant yet particularly
sluggish transformation is reductive elimination
of sp3 fragments from transition metals (10). As a
result, alkyl-alkyl cross-coupling processes are
often plagued by slow turnover and undesired side
reactions (19).
In light of the known trends for reductive elim-

ination,weenvisioned that the tendencyofGa4L6
12–

(1) supramolecular assembly (Fig. 1A) [L = N,N′-bis
(2,3-dihydroxybenzoyl)-1,5-diaminonaphthalene] to
encapsulate low-coordinate cationic transition

metal complexes was promising as a means to
selectively recognize and stabilize the relevant
transition state for C-C bond formation (20, 21).
Thehighly anionic, tetrahedralmetal-ligand cluster
1 assembles spontaneously in solution and has
been shown to catalyze a range of reactions in-
volving neutral and cationic substrates via en-
capsulationwithin its hydrophobic interior cavity
(22). Thus, we hypothesized that 1would be com-
petent to act as a microenvironment catalyst for re-
ductive elimination fromanappropriate high-valent
dialkyl metal complex. Initial realization of this
reactivity in a stoichiometric sense would poten-
tially inform the development of a dual catalytic
process, wherein a microenvironment catalyst
and a transition metal catalyst act in concert to
achieve a challenging alkyl-alkyl cross-coupling.
To that end, we evaluated 1 as a catalyst for the

elimination of ethane from the dialkyl Au(III)
iodide complex 2-I (23, 24). The observed half-
life for reductive elimination under a 10 mol%
loading of 1 decreased from 20 weeks to just
53min, corresponding to a 4000-fold acceleration
in the observed initial rate (Fig. 1B). Substitution
of the compact trimethylphosphine ligand by its

more sterically demanding triphenyl congener
resulted in no observable acceleration for the re-
ductive elimination in the presence of 1, which is
indicative of size exclusion from the internal
cavity of the catalyst. Likewise, blocking the in-
terior cavity with the strongly encapsulated Et4P
(Et, ethyl) cation eliminated the accelerating ef-
fect of 1. Compared to observations for reactions
with2-I, the corresponding chloride and bromide
complexes 2-Br and 2-Cl showed similar behav-
ior under cluster-catalyzed conditions, with rela-
tive rates of 5.7 and 6.5, respectively.
From the kinetic profile of the reductive elimi-

nation from 2-I (fig. S1), it became clear that a
catalyst-deactivation pathway was operative at
extended reaction times. Although no product in-
hibition was observed, examination of the reac-
tion mixture by 1H nuclear magnetic resonance
(NMR) spectroscopy revealed a strongly encapsu-
lated species, which was identified as the cationic
bis(phosphine) complex 3 (25). Its identity was
verified by independent synthesis, and 3⊂1 was
shown to be incompetent as a catalyst for the elimi-
nation of ethane from 2-I (Fig. 1E). To disfavor this
deleterious pathway, we hypothesized that a
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Fig. 2. Kinetic experiments and implications. (A) Determination of the order in each reactant in the rate law. (B) Proposed mechanism for catalysis by 1.
M, metal; X, halide. (C) Experimentally determined rate law. (D) Measured values for kcat and overall acceleration. Asterisks denote 298 K in MeOH-d4; the
dagger symbol indicates 313 K in 9:1 MeOH-d4/D2O. (E) Lineweaver-Burk analysis. All error bars represent 1 SD, based on three replicates.
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phosphine of intermediate steric demand would
preclude the formation of the analogous bis
(phosphine) cation while remaining sufficiently
compact to allow encapsulation by 1. In accord-
ance with this hypothesis, triethylphosphine-
ligated complex 4 exhibited rapid and complete
reductive elimination in the presence of 1 (Fig.
1C). No catalyst deactivation was observed, and
a turnover number in excess of 300 could be
achieved. The catalyzed reaction of 4 exhibits a
half-life of just 47 s compared with 45 days in the
uncatalyzed reaction, corresponding tomore than
an 80,000-fold increase in the observed rate.
We then endeavored to evaluate whether this

catalytic methodology could be generalized to
reductive elimination from other dialkyl tran-
sition metal complexes bearing a labile X-type
ligand. To that end, platinum complex 5was pre-
pared and subjected to catalysis by 1 (26). The ob-
served half-life for reductive elimination of ethane
decreased from 9 days in the absence of 1 to just
6min in its presence, corresponding to a 2300-fold
acceleration of the observed rate (Fig. 1D).
For a better understanding of the catalyzed

reductive elimination process, we conducted kine-
tic experiments to determine the order in each
reactant, using themethod of initial rates. For the

reductive elimination of ethane from complex2-I,
the reaction displayed first-order dependence on
catalyst 1, as measured by competitive inhibition
with Et4P

+ (a linear relationwas observed between
the rate of reductive elimination and the concen-
tration of the unblocked cluster). Conversely, the
rate of reductive elimination was found to be dra-
matically attenuated in the presence of exogenous
iodide (Fig. 2A). The dependence on gold concen-
tration showed saturation behavior, which could
be linearized by plotting the double reciprocal of
concentration and rate (27). These results are
consistentwith an overallMichaelis-Menten–type
mechanism involving pre-equilibrium halide dis-
sociation followed by a transient and reversible
encapsulation of the nascent cationic species and,
finally, an irreversible reductive elimination event
within the cluster cavity (Fig. 2B).
Accordingly, from the aforementioned dou-

ble reciprocal (i.e., Lineweaver-Burk) plot, the
Michaelis-Menten parameter kcat (Michaelis-
Menten enzymatic rate constant) could be as-
sessed (Fig. 2E). The measured kcat for complex
2-I was found to be 3.3 × 10−2 s−1, corresponding
to an overall acceleration (kcat/kuncat) of 5.0 × 105

(where kuncat is the rate constant for the un-
catalyzed reaction). Gold complex 4 and pla-

tinum complex 5 showed analogous kinetic
profiles consistent with a Michaelis-Menten
mechanism (figs. S10 to S12 and S18 to S20). The
corresponding Lineweaver-Burk plot for 5 pro-
vided a kcat of 2.3 × 10−2 s−1, corresponding to
a similar acceleration of 2.6 × 104 (Fig. 2D).
For complex 4, however, the rapidity of the re-

action introduced substantial error into the esti-
mation of kcat by themethod of initial rates. Thus,
we instead applied reaction progress kinetic analy-
sis to generate a larger data set, affording an
estimate for kcat of 3.4 s

−1, corresponding to a kcat/
kuncat of 1.9 × 107 (28). The data obtained in this
way are consistent with the initial rate data (fig.
S12) while providing a more robust measurement
due to the expandeddata set. This rate acceleration
is on par with that of many enzymatic processes;
for comparison, chymotrypsin has been shown to
accelerate amide bond hydrolysis with 107-fold rate
accelerations (29).
The extension of this phenomenon to a dual

catalytic cross-coupling would represent a proof
of principle for our initial hypothesis that a syn-
thetic self-assembled supramolecular cocata-
lyst could be employed to overcome kinetically
prohibitive barriers in otherwise desirable cross-
coupling reactions (30). On the basis of the stoi-
chiometric reactivity (see above), we envisioned
a cocatalytic cross-coupling of a methyl electro-
phile with a complementary nucleophilic alkyl
metal species. This goal presented several chal-
lenges: The supramolecular assembly 1was found
to decompose in the presence of methyl iodide,
requiring the implementation of the previously
reported analog 6, which bears catechol ligands
with diminished electron density (Fig. 3A) (31).
Identification of a nucleophile capable of trans-
metallating to PtII while remaining tolerant of both
a protic solvent and the supramolecular catalyst
eliminated several typical candidates (32), but stan-
nanes were found to be suitable partners under
these criteria. Subsequently, we discovered that the
Me3SnI by-product formed upon transmetallation
from tetramethyltin was a strong guest for 6, re-
quiring the use of fluoride to generateMe3SnF and
prevent catalyst inhibition.Under these conditions,
we found that efficient C-C coupling occurred only
in the presence of both the platinum and supra-
molecular catalysts (Fig. 3B). The presence of a
radical trap (9,10-dihydroanthracene) did not in-
hibit the reaction, and an isotopic labeling study
employing deuterated iodomethane indicated the
incorporation of both coupling partners. An over-
all mechanism for this process is proposed in
which the demonstratedmicroenvironment catal-
ysis of reductive elimination from complex 5 is
incorporated into a traditional organometallic
catalytic cycle (Fig. 3C), enabling an otherwise pro-
hibitively slow process. This strategy should prove
general; a tailored synthetic microenvironment
catalyst could be designed to recognize the rate-
limiting transition state for other high-value
catalytic processes.
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SOLAR PHYSICS

Particle acceleration by a solar flare
termination shock
Bin Chen,1* Timothy S. Bastian,2 Chengcai Shen,1 Dale E. Gary,3

Säm Krucker,4,5 Lindsay Glesener4,6

Solar flares—the most powerful explosions in the solar system—are also efficient particle
accelerators, capable of energizing a large number of charged particles to relativistic
speeds. A termination shock is often invoked in the standard model of solar flares as a
possible driver for particle acceleration, yet its existence and role have remained
controversial. We present observations of a solar flare termination shock and trace its
morphology and dynamics using high-cadence radio imaging spectroscopy.We show that a
disruption of the shock coincides with an abrupt reduction of the energetic electron
population. The observed properties of the shock are well reproduced by simulations.
These results strongly suggest that a termination shock is responsible, at least in part, for
accelerating energetic electrons in solar flares.

T
he acceleration of charged particles to high
energies occurs throughout the universe.
Understanding the physical mechanisms is
a fundamental topic in many space, astro-
physical, and laboratory contexts that in-

volve magnetized plasma (1). For solar flares
and the often-associated coronal mass ejections
(CMEs), it is generally accepted that fast mag-

netic reconnection—the sudden reconfiguration
of the magnetic field topology and the associated
magnetic energy release—serves as the central
engine driving these powerful explosions. How-
ever, the mechanism for converting the released
magnetic energy into the kinetic energy in ac-
celerated particles has remained uncertain (2, 3).
Competing mechanisms include acceleration by
the reconnection current sheet, turbulence, and
shocks (2–5).
Of possible interest in this regard is the termina-

tion shock (TS), produced by super-magnetosonic
reconnection outflows impinging upon dense,
closedmagnetic loops in a cusp-shaped reconnec-
tion geometry (6). Although often invoked in the
standard picture of solar flares (7, 8) and predicted
in numerical simulations (6, 9–11), its presence
has yet to be firmly established observationally
and, because of the paucity of direct observation-

al evidence, its role as a possible particle acceler-
ator has received limited attention (2, 3). Previous
reports of coronal hard x-ray (HXR) sources in
some flares have shown convincing evidence of
the presence of accelerated electrons at or above
the top of flare loops (referred to as the “loop-top”
hereafter, or LT) (7, 12), where a TS is presumably
located. The often-cited observational evidence
for a solar flare TS has been certain radio sources
showing spectroscopic features similar to solar
type II radio bursts (radio emission associated
with propagating shocks in the outer corona), but
with small drifts in their emission frequency as a
function of time, which implies a standing shock
wave (13–17). However, because of the limited
spectral imaging capabilities of the previous ob-
servations, none of these have shown direct sig-
natures of the TS in terms of its characteristic
morphology and dynamics, as well as a clear rela-
tion to the reconnection outflows, so that a defin-
itive association with a TS could be demonstrated.
We present observations of a TS in an eruptive

solar flare using the Karl G. Jansky Very Large
Array (VLA). This eruption occurred close to the
east limb of the Sun on 3 March 2012 (Fig. 1A),
producing a fast white light CME [~1000 km s−1;
observed by the Large Angle and Spectrometric
Coronagraph Experiment (LASCO)] and a C1.9-
class long-duration flare (18). It displayed a cusp-
shaped reconnection geometry typical of the standard
scenario of eruptive solar flares (7, 8), in which the
eruption outward into the upper corona stretches
magnetic field lines behind it and induces a vertical
current sheet, where magnetic reconnection oc-
curs. The reconnected field lines below the recon-
nection site are pulled downward by magnetic
tension to form an arcade of magnetic loops an-
chored at the solar surface. The arcade of recon-
nected loops subsequently fills with hot plasma
andbecomesbright in extremeultraviolet (EUV) and
soft x-ray (SXR) wavelengths. For this event, the
eruption, the current-sheet–like structure, and the
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Fig. 1. Solar flare seen in multiple wavelengths. (A) The eruptive flare observed in EUV and x-ray wavelengths by the Atmospheric Imaging Assembly (AIA)
171 Å (red), X-Ray Telescope (XRT; aboard the Hinode satellite) Be-thin (yellow contours, showing the eruption), and AIA 131 Å (green, showing the newly
reconnected flare loops) passbands, which are respectively sensitive to plasma temperatures of 0.8, >2, and 10 MK. (B) Closer view of the flaring region [box in
(A), rotated clockwise to an upright orientation]. A radio source (blue; at 1.2 GHz) is observed at the top of hot flaring loops (~10 MK), which is nearly cospatial
with a nonthermal HXR source (white contours; at 15 to 25 keV) seen by the Reuven Ramaty High Energy Solar Spectroscopic Imager (RHESSI).
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Fig. 2. Radio emission at the front of fast reconnection outflows. (A) EUV
and x-ray light curves showing the time history of the radiating hot
plasmas (≥10 MK) of the flare event.The TS is observed during the flare rise
phase. (B) Time-distance plot of the EUV, x-ray, and white light intensities,
showing the evolution of the eruption and the underlying flare loops, obtained
at the slice in Fig. 1A (dashed line). (C) Running-difference space-time plot of
EUV 94 Å zoomed in to the LT region. A series of fast PDs are visible as
features with a negative slope (indicated by small white arrows; the PD

associated with the TS disruption in Fig. 3 is marked by a large white arrow).
The stochastic spike bursts are located near the endpoint of these PDs
(green dots). Its spectrotemporal intensity variation is shown in the spatially
resolved, or “vector” dynamic spectrum of (D) and (E), manifesting as many
short-lived, narrow-frequency–bandwidth radio bursts.Two dotted lines in (D)
mark the split-band feature (HF and LF denote the high- and low-frequency
branch, respectively). A pair of arrows brackets a period when the TS expe-
riences a major disruption, starting from 18:31:27 UT (start time t0).
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cusp-shaped magnetic loops are all clearly vis-
ible in EUV and SXRpassbands that are sensitive
to plasma hotter than ~2 MK (Fig. 1A). A non-
thermal HXR source appears at the LT during
the rise phase of the flare, indicating the pres-
ence of accelerated electrons at this location
(Fig. 1B).
VLA images at 1 to 1.8 GHz show a localized

radio source nearly cospatial with the HXR LT
source, in addition to two other sources located
near the conjugate magnetic footpoints (FPs) of
the flaring loops (Fig. 1B and fig. S1). The VLA’s
simultaneous high spectral and temporal resolu-
tion (1 MHz and 50 ms, respectively, enabling
high-cadence radio imaging spectroscopy) reveals
the highly dynamic and fragmented nature of this
LT radio source. It consists of thousands of short-
lived (<50ms) and narrow-frequency bandwidth
(with spectral width dn=n ≈ 2%) brightenings
(Fig. 2, D and E) (19). These observations strongly
imply that many short-lived emission events,
which we term stochastic radio spikes, are occur-
ring at the LT, which, as wewill demonstrate, are
associated with a dynamic TS.
Difference imaging in the EUV 94 Å passband

of the Atmospheric Imaging Assembly (AIA)

aboard the Solar Dynamics Observatory (20) re-
veals that many recurring plasma downflows
(PDs) stream rapidly (at ~550 km/s in projection)
along the current sheet from the reconnection
site downward to the flaring, reconnected loops.
They end near the same location as the LT radio
and HXR sources (Fig. 2C). These fast PDs are
thought to be associatedwithmagnetic structures
embedded in reconnection outflows, probably in
the form of rapidly contracting magnetic loops
(12). The relative locations of the PDs and the
radio/HXR LT sources agree very well with the
scenario in which a TS forms at the ending fronts
of fast reconnection outflows and drives particle
acceleration.
The most direct observational evidence of the

TS comes from the instantaneous spatial distri-
bution of the myriad radio spikes at different
frequencies, which forms a narrow surface at the
LT region (Fig. 3A). The location and morphol-
ogy of this surface closely resemble those of a TS,
as predicted in numerical simulations when
viewed edge-on [(6, 9–11); see also Fig. 3B]. The
coronal HXR source is located slightly below this
surface and evolves coherently with it (Fig. 3A
and fig. S4), suggesting that this is nonthermal

emission from accelerated electrons confined in
the shock downstream region, possibly due to
strong pitch-angle scattering and/or magnetic
trapping in the turbulent environment (21). The
TS is probably a weak quasi-perpendicular fast-
mode shock, based on multiple lines of evidence
(19). A Mach number ofM ≈ 1:5 can be inferred
based on the interpretation of the split-band fea-
ture seen in the radio dynamic spectrum [marked
HF (high-frequency) and LF (low-frequency) in
Fig. 2D (19)].
The TS front, as outlined by the radio spikes,

reacts dynamically to the arrival of the fast PDs.
Some PDs cause only partial disruption of the TS
front, and the shock is quickly restored to its
original state. Some other PDs, however, cause a
major disruption of the TS. This process starts
with the quasi-flat TS front being first driven
concave-downward by a PD, followed by a break-
up of the TS (Fig. 3D and fig. S4). To understand
the dynamic nature of the TS, we used amagnet-
ohydrodynamics (MHD)model to simulate mag-
netic reconnection in a standard flare geometry
based on physical values constrained by the ob-
servations (19). The model shows that reconnec-
tion outflows with super-magnetosonic speeds
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Fig. 3. Observation and simula-
tion of the dynamic TS. (A) A
closer view of the LT region (white
box in Fig. 1B) at 18:30:57 UT (t0 in
Fig. 2E). The TS appears as a
dynamic surface delineated by the
many unresolved radio sources,
each of which corresponds to a
radio spike in the dynamic spectrum
at a given time and frequency
(colored dots indicate their centroid
location). White contours show the
coronal HXR source at 15 to 25 keV.
The grayscale background is the AIA
94 Å intensity. (B) The TS is seen in
the MHD simulation as a sharp layer
of velocity discontinuity at the LT.
The fast-mode magnetosonic Mach
number is shown in color, overlaid
with magnetic field lines. (C)
Physical scenario of emission pro-
cesses near the TS. Radio spikes are
emitted as accelerated electrons
impinge on density fluctuations at
the shock (blue circles). These elec-
trons also produce a HXR source in
the shock downstream region (blue
shadowed region). (D and E)
Observation and simulation of the
TS disruption. A fast PD identified in
the AIA 94 Å running-difference
images (red circles) arrives at the
TS at ~18:31:15 UT (t0 þ 18s) and
disrupts the shock, which appears in
the simulation as a rapidly
contracting magnetic loop (red
curve). Arrows show the velocity
vectors.
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can produce a TS in the LT region, and the ob-
served morphology and dynamics of the TS are
well reproduced by the simulations (Fig. 3, B and
E, andmovie S1). In the simulations, the observed
PDs correspond to magnetic structures formed
because of instabilities in the reconnection cur-
rent sheet, which may facilitate the efficiency of
the magnetic energy release that powers solar
flares (22).
During the largest disruption of the TS, the

intensities of all of the three widely separated
radio sources decrease simultaneously. The HXR
flux above 15 keV is also abruptly reduced, where-
as the SXR flux (<12 keV) is largely unaffected,
which is consistent with a temporarily softened
x-ray photon spectrum (Fig. 4). Both phenomena
suggest a temporary decrease of the number of
energetic electrons. By fitting the observed x-ray
spectrum using an isothermal plasma plus a
nonthermal electron distribution with a power-
law form, we confirmed that energetic electrons
were much less abundant during the shock de-
struction: the total number of >18 keV electrons
was reduced by ~62% (19). This is strong evidence
that the TS plays a key role in accelerating the
energetic electrons.

An important question iswhat emissionmech-
anism is responsible for themultitudes of narrow-
band stochastic radio spikes at theTS.Anattractive
possibility is linearmode conversion of Langmuir
waves on small-scale density fluctuations (23, 24),
a mechanism that has been explored in the con-
text of radio bursts in the solar corona, in Earth’s
foreshock region, and near the heliospheric TS
(24–26). This mechanism requires both a source
of Langmuir waves and the presence of small-
scale density fluctuations. We suggest that elec-
trons are accelerated in the turbulent plasma
environment at the TS (5, 16, 27, 28), an assump-
tion supported by the HXR source at the LT (Fig.
3C). These accelerated electrons are unstable to
the production of Langmuir waves, which impinge
on the small-scale density fluctuations associated
with the turbulent medium and convert to elec-
tromagnetic waves near the local plasma frequency
npe ¼ ðe2ne=pmeÞ1=2 ≈ 8980

ffiffiffiffiffi

ne
p

Hz, where ne is
the electron density (23, 24). The frequency
range of 1 to 1.8 GHz over which the spike
bursts appear then implies a density range of
ne≈1:2� 1010 to 4� 1010cm−3, which is consist-
ent with that from the x-ray spectral analysis (19).
The level of the density fluctuations dne=ne is

related to the observed spike bandwidths as
dne=ne ≈ 2dn=n, which is relatively small (4%).
The spatial scales of the density fluctuations
are also small, a few hundred kilometers at the
maximum (19).
A major theoretical concern regarding electron

acceleration by a fast-mode quasi-perpendicular
shock (as for the case of a TS) has been the in-
jection problem: Electrons need to cross the shock
front multiple times and/or be pre-accelerated to
suprathermal energies in order to gain energy
efficiently (2, 3, 27). Our observations show strong
evidence for the existence of many small-scale
low-amplitude fluctuations at the TS front, which
may serve as scattering agents that cause repeated
passage of the electrons across the shock (5, 27–30).
In addition, the nonthermal electron popula-
tion is reduced but not eliminated during the
TS disruption (Fig. 4 and fig. S5), which implies
that electrons may have been pre-accelerated
before they reach the shock, possibly at or near
the reconnection site (2–4, 12). Both signatures
may contribute to resolving the injection problem.
By confirming the existence of the previously

controversial solar flare TS and providing strong
evidence for it being a particle accelerator, we
have obtainednew insights into the long-standing
problem of particle acceleration in solar flares.
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Resolved magnetic-field structure
and variability near the event horizon
of Sagittarius A*
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Near a black hole, differential rotation of a magnetized accretion disk is thought to
produce an instability that amplifies weak magnetic fields, driving accretion and outflow.
These magnetic fields would naturally give rise to the observed synchrotron emission
in galaxy cores and to the formation of relativistic jets, but no observations to date have
been able to resolve the expected horizon-scale magnetic-field structure. We report
interferometric observations at 1.3-millimeter wavelength that spatially resolve the linearly
polarized emission from the Galactic Center supermassive black hole, Sagittarius A*.
We have found evidence for partially ordered magnetic fields near the event horizon, on
scales of ~6 Schwarzschild radii, and we have detected and localized the intrahour
variability associated with these fields.

S
agittarius A* (Sgr A*) emits most of its
~1036 erg/s luminosity at wavelengths just
short of 1 mm, resulting in a distinctive
“submillimeter bump” in its spectrum (1).
A diversity of models attribute this emis-

sion to synchrotron radiation from a population
of relativistic thermal electrons in the innermost
accretion flow (2–4). Such emission is expected
to be strongly linearly polarized, ~70% in the op-
tically thin limit for a highly ordered magnetic
field configuration (5), with its direction tracing
the underlying magnetic field. At 1.3-mm wave-
length, models of magnetized accretion flows pre-
dict linear polarization fractions >~30% (6–9),
yet connected-element interferometers measure
only a 5 to 10% polarization fraction for Sgr A*

(10, 11), which is typical for galaxy cores (12). How-
ever, the highest resolutions of these instru-
ments, ~0.1 to 1″, are insufficient to resolve the
millimeter emission region, and linear polariza-
tion is not detected from Sgr A* at the longer
wavelengths at which facility very-long-baseline
interferometry (VLBI) instruments offer higher
resolution (13). Thus, these low-polarization frac-
tions could indicate any combination of low in-
trinsic polarization, depolarization from Faraday
rotation or opacity, disordered magnetic fields
within the turbulent emitting plasma, or ordered
magnetic fields with unresolved structure, lead-
ing to a low beam-averaged polarization. The high-
er polarization seen during some near-infrared
flares may support the last possibility (14, 15),

but the origin and nature of these flares is poorly
understood and may probe a different emitting
electron population than is responsible for the
energetically dominant submillimeter emission.
To definitively study this environment, we are

assembling the Event Horizon Telescope (EHT),
a global VLBI array operating at 1.3-mm wave-
length. Initial studies with the EHT have spa-
tially resolved the ~40 micro–arc sec emission
region of Sgr A* (16, 17), suggesting the potential
for polarimetric VLBI with the EHT to resolve its
magnetic field structure. For comparison, Sgr A*
has amass of ~4.3 × 106M☉ (M☉, solarmass) and
lies at a distance of ~8 kpc, so its Schwarzschild
radius (RSch = 2GM/c2) is 1.3 × 1012 cm and sub-
tends 10 micro–arc sec (18, 19). In March 2013,
theEHTobserved SgrA* for five nights using sites
in California, Arizona, and Hawaii. In California,
we phased together eight antennas from the
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Combined Array for Research in Millimeter-wave
Astronomy (CARMA) to act as a single dual-
polarization station, and we separately recorded
dual-polarization data from an additional 10.4-m
antenna. We also conducted normal observations
with CARMA in parallel with the VLBI observa-
tions. InArizona, the 10-mSubmillimeterTelescope
(SMT) recorded dual polarizations. In Hawaii,
seven 6-m dishes of the Submillimeter Array
(SMA) were combined into a single-polarization
phased array, while the nearby 15-m James Clerk
Maxwell Telescope (JCMT) recorded the oppo-
site polarization, forming a single effective dual-
polarization station. Each station, except for the
CARMA reference antenna, recorded two 512-MHz
bands, centered on 229.089 and 229.601 GHz,
and circular polarizations.
A linearly polarized signal manifests itself in

the cross-hand correlations between stations,
hL1R∗

2i and hR1L∗
2i, where Li denotes left circular

polarization and Ri denotes right circular polar-
ization at site i, and the asterisk denotes complex
conjugation. These correlations are typically much
weaker than their parallel-hand counterparts,
hR1R∗

2i and hL1L∗
2i, which measure the total flux.

After calibrating for the spurious polarization in-
troducedby instrumental cross-talk (20), quotients
of the cross-hand to parallel-hand correlations on
each baseline u joining a pair of stations are sen-
sitive to the fractional linear polarization in the
visibility domain:m⌣ðuÞ ¼ ½Q̃ðuÞ þ i ŨðuÞ�=ĨðuÞ.
Here, I,Q, andU are Stokes parameters, and the
tilde denotes a spatial Fourier transform relating
their sky brightness distributions to interfero-
metric visibilities in accordance with the Van
Cittert-Zernike Theorem.m⌣ provides robust phase
information and is insensitive to station gain fluc-
tuations and to scatter-broadening in the inter-
stellar medium (20, 21). On baselines that are too
short to resolve the source,m⌣ gives the fractional
image-averaged polarization. On longer base-
lines, m⌣ mixes information about the spatial
distribution of polarization with information
about the strength and direction of polarization
and must be interpreted with care. For instance,
one difference from its image-domain analog
m = (Q + iU)/I is that jm⌣j can be arbitrarily
large. Nevertheless,m⌣ readily provides secure in-
ferences about the intrinsic polarization proper-
ties of Sgr A*.
Our measurements on long baselines robustly

detect linearly polarized structures in Sgr A* on
~6 RSch scales (Fig. 1). The high (up to ~70%) and
smoothly varying polarization fractions are an
order of magnitude larger than those seen on
shorter baselines (Fig. 2), suggesting that we
are resolving highly polarized structure within
the compact emission region. Measurements on
shorter baselines show variations that are tight-
ly correlated with those seen in simultaneous
CARMA-only measurements (figs. S4 and S8).
This agreement demonstrates that there is neg-
ligible contribution to either the polarized or to-
tal flux on scales exceeding ~30RSch, conclusively
eliminating dust or other diffuse emission as an
important factor (20). Because CARMA does not
resolve polarization structure in SgrA*, these varia-

tions definitively reflect intrahour intrinsic var-
iability associated with compact structures near
the black hole.
We emphasize that jm⌣ðuÞj

e

70% does not im-
ply correspondingly high image polarizations
or that we are measuring polarization near a
theoretical maximum. Because polarization can
have small-scale structure via changes in its di-
rection, disordered polarization throughout a
comparatively smooth total emission region will
result in long baselines resolving the total flux
more heavily than the polarization (20). As a re-

sult, jm⌣j can be arbitrarily large, especially in lo-
cations near a visibility “null,”where Ĩ is close to
zero. Although our highest measured polariza-
tion fractions occur where Ĩ falls to only 5 to 10%
of the zero-baseline flux (Fig. 2), the rise is slower
than expected for completely unresolved polar-
ization structure, showing that the long baselines
are partially resolving coherent polarized struc-
tures on the scale of ~6 RSch (Fig. 3). Because
interferometric baselines only resolve structure
along their direction and our long baselines
are predominantly east-west, these conclusions
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Fig. 1. Interferometric fractional polarization measurements for Sgr A*. Interferometric fractional
polarization measurements, m⌣ (u), for Sgr A* in our two observing bands during one day of EHT
observations in 2013 (day 80).The color and direction of the ticks indicate the (noise-debiased) amplitude
and direction of the measured polarization, respectively. For visual clarity, we omit CARMA-only measure-
ments, show only long scans, show only low-band measurements for the SMT-CARMA baseline, and
exclude points with a parallel-hand signal-to-noise below 6.5. The fractional polarization is expected to
change smoothly as the baseline orientation changes with the rotation of the Earth, and the polarization of
Sgr A* is also highly variable in time (fig. S8).The pronounced asymmetry in m⌣ (±u) indicates variation in
the polarization direction throughout the emission region.

Fig. 2. Signatures of spatially
resolved fields from 1.3-mm
VLBI. Long-baseline measure-
ments of interferometric frac-
tional polarization, m⌣, are plotted
against the “deblurred” and
normalized total-flux visibilities
(20, 35); errors are ±1s (details of
the error analysis are provided in
the supplementary materials).
The black dashed line and gray
shaded region show the average
and SD of the CARMA measure-
ments of fractional polarization,
respectively. The sharp increase
in the polarization fraction and
variability on long baselines
demonstrates that we are resolv-
ing the compact and polarized
emission structure on scales of
~6 to 8 RSch. The marked
difference in the two polarization
products, hR1L∗2i and hL1R∗

2i, on equal baselines indicates changes in the polarization direction on
these scales (Fig. 1).
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describe the relative coherence of the polariza-
tion field in the east-west direction.
The current data, although too sparse for im-

aging, provide rich geometrical insights. For in-
stance, if the fractional polarization is constant
across the source image, then it will also be con-
stant in the visibility domain. Furthermore, even
if the polarization amplitude varies arbitrarily
throughout the image, if its direction is constant
then the amplitude of the interferometric polar-
ization fraction will be equal for conjugate base-
lines (20). Our measurements (Fig. 1) eliminate
both of these possibilities and thus detect varia-
tion in the polarization direction on event-horizon
scales. These arguments also allow us to assess
the spatial extent of the polarized emission be-
cause the detected polarization variation cannot
arise from a region that is much smaller than the
diffraction limit of our interferometer. The po-
larized emission must therefore span an extent
comparable with that of the total flux (20).
The phase of m⌣ðuÞ likewise constrains the

emission morphology. For example, on a short
baseline, the leading-order geometrical contribu-
tion to the interferometric phase comes from the
image centroid (21). Thus, just as a decrease in
correlated flux with baseline length provides a
characteristic angular extent of the emission, a
linear change in the phase ofm⌣ðuÞ with baseline
length provides a characteristic angular separa-
tion of the polarized and total flux. The close
agreement in phase between the two measure-
ments on the short SMT-CARMA baseline es-
tablishes that the polarized and unpolarized flux
are closely aligned—to within ~10 micro–arc sec
when the polarization angle of Sgr A* is relatively
steady (fig. S8). However, when variability is dom-
inant, we measure much larger offsets, up to
~100micro–arc sec, implicating dynamical activ-
ity near the black hole. For comparison, the ap-
parent diameter of the innermost stable circular

orbit is 6
ffiffiffiffiffiffiffiffi

3=2
p

RSch ≈ 73micro–arc sec if the black
hole of Sgr A* is not spinning. The tight spatial
association of this linear polarization with the
1.3-mm emission region then cements low-
accretionmodels for Sgr A* (11), which combined
with the measured spectrum in the submilli-
meter bump and in the near-infrared imply a
magnetic field of tens of gauss throughout the
emitting plasma (3, 4, 7).
Even amid magnetically driven instabilities

and a turbulent accretion environment, several
effects can produce ordered fields near the event
horizon. For example, as the orbits of the accret-
ing material around the black hole become cir-
cular,magnetic fieldswill be azimuthally sheared
by the differential rotation, resulting in a pre-
dominantly toroidal configuration (22). The high
image-averaged polarization associated with the
emission region necessitates that such a flow be
viewed at high inclination because circular sym-
metry would cancel the polarization of a disk
viewed face-on. The striking difference between
the stability of compact structures in the total flux
(17) relative to the rapid changes in the polarized
structures on similar scales is then most naturally
explained via dynamical magnetic field activity
through coupled actions of disk rotation and
turbulence driven by the magnetorotational in-
stability (MRI) (23).
Alternatively, accumulation of sufficient mag-

netic flux near the event horizonmay have led to
a stable, magnetically dominated inner region,
suppressing the disk rotation and theMRI (24–26).
Emission from a magnetically dominant region
provides an attractive explanation for the long-
term stability of the circular polarization hand-
edness and the linear polarization direction of
Sgr A* (27, 28), and it has recently received ob-
servational support in describing the cores of
active galaxies with prominent jets (29–31). How-
ever, the close alignment of the polarized and

total emission (20) severely constrains multi-
component emission models for the quiescent
flux, such as a bipolar jet (32) or a coupled jet-
disk system (33). If a jet is present, then this
constraint suggests substantial differencesbetween
the emitting electron populations in the jet and
the accretion flow to ensure the dominance of a
single component at 1.3 mm (26, 34).
With the advent of polarimetric VLBI at 1.3-mm

wavelength, we are now resolving the mag-
netized core of our galaxy’s central engine. Our
measurements provide direct evidence of ordered
magnetic fields in the immediate vicinity of Sgr
A*, firmly grounding decades of theoretical work.
Despite the extreme compactness of the emis-
sion region, we have unambiguously localized
the linear polarization to the same region and
identified spatial variations in the polarization
direction. We also detected intrahour variabil-
ity and spatially resolved its associated offsets.
In the next few years, expansion of the EHT
will enable imaging of these magnetic structures
and variability studies on the 20-s gravitational
time scale (GM/c3) of Sgr A*.
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model (B) (20). The GRMHD simulation (E) also exhibits a balance between order and variation in the polarization field that is compatible with our observations.
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EDUCATION

Democratizing education? Examining
access and usage patterns in massive
open online courses
John D. Hansen1* and Justin Reich2

Massive open online courses (MOOCs) are often characterized as remedies to educational
disparities related to social class. Using data from 68 MOOCs offered by Harvard and MIT
between 2012 and 2014,we found that course participants from theUnitedStates tended to live
in more-affluent and better-educated neighborhoods than the average U.S. resident. Among
those who did register for courses, students with greater socioeconomic resources were more
likely to earn a certificate. Furthermore, these differences inMOOCaccess and completionwere
larger for adolescents and young adults, the traditional ages where people find on-ramps into
science, technology, engineering, and mathematics (STEM) coursework and careers. Our
findings raise concerns that MOOCs and similar approaches to online learning can exacerbate
rather than reduce disparities in educational outcomes related to socioeconomic status.

F
or nearly a century, technologists have prom-
ised that new broadcast media will bridge
resource gaps between students inmore- and
less-privileged environments. “With radio
the underprivileged school becomes the

privileged” was the promise in the 1930s (1); in
the 1960s, boosters declared that television would
“make available to these young people instruc-
tion of a higher order than they might other-
wise receive” (2). In the first years of the 2010s,
technologists have heralded the possibility that
massive open online courses (MOOCs) can “de-
mocratize education” (3–5). Previous generations
of broadcast and interactive technologies—film,
radio, television, personal computers, Internet
access, andWeb 2.0 platforms—have yet to fulfill
the promise of educational parity (6), and these
new claims from MOOC advocates warrant
empirical study. In this study, we took advan-
tage of the data collected fromMOOC students
about theirdemographicsandcourseperformance—
generally unavailable in studies of broadcast
technologies—to present a portrait of registra-
tion and completion patterns in 68 courses offered
by Harvard and MIT on the edX platform.
Our analytical framework was guided by

Attewell’s argument that the “digital divide,” the
gap in education technology opportunities be-
tween students from different backgrounds, is
best understood as two divides: one of access and
one of usage (7). More- and less affluent students
not only have different levels of basic access to
emerging technologies; they have used them for
different purposes with different levels of support
frommentors.Historically, digital divides of usage
have compounded digital divides of access. Sur-
veys from the National Assessment of Educa-

tional Progress in 1996 and 2011 showed that
students from schools servingmostly affluent stu-
dents weremore likely to use computers for simu-
lations or modeling; by contrast, students from
schools serving low-income students were more
likely to use computers for drill and practice ex-
ercises (8, 9). Comparable patterns have been
found across the sciences and other subject areas
when comparing schools with similar computer–
student ratios serving students fromdifferent back-
grounds (10). Attewell found evidence of similar
patterns of computer usage at home, where the
academic benefits of home computerswere greater
for children from affluent families (11).
These patterns extend into the era of free Web

tools as well. Reich and colleagues examined the
use of freely available wikis—platforms for col-
laborative Web publishing—in U.S. kindergarten
to high school (K–12) schools in the late ’00s (12).
They found that free wikis weremore likely to be
created in affluent schools, and in these schools,
wikis were more likely to be used to support col-
laborative problem-solving and new media liter-
acy. In schools serving low-income students, wikis
were more likely to be used for teacher-centered
content delivery. This research suggests a poten-
tial paradoxical effect of free online-learning re-
sources: They can disproportionately benefit the
affluent—peoplewhohave the social, financial, and
technological capital to take advantage of new
innovations, including those that are free.
The earliest research on MOOCs hints at simi-

lar kinds of patterns. The majority of registrants
in MOOC courses already had a college or grad-
uate degree, and some studies have found a posi-
tive, substantively modest correlation between a
student’s level of education and course comple-
tion (13–16). We built upon these studies with a
much richer demographic portrait of students
across a wider range of courses.
Socioeconomic status (SES) denotes one’s

social and financial resources, and it is typically
viewed through a combination of measures (17).
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In this study, we used three indicators for SES:
(i) parental educational attainment, (ii) neighbor-
hood median income, and (iii) neighborhood aver-
age educational attainment. When signing up
for edX, students were asked to provide their
mailing address, and for U.S. MOOC regis-
trants, we used this address to identify each
student’s census block group, a “neighborhood”
of ~1500 people for which we have census data
aboutmedian income and educational attainment
(18). Although more direct measures of family in-
come or wealth are preferred, these neighborhood-
level measures have proven useful in other studies
(19). We are particularly interested in adolescents
age 13 to 17, for several reasons. First, these are
the years that have traditionally been critical for
students finding an on-ramp into postsecondary
science, technology, engineering, andmathematics
(STEM) education and careers. Also, MOOC advo-
cates have identified K-12 students as a promising
target population for MOOCs (20, 21), and uni-
versities and MOOC platforms are increasingly
targeting this population with their offerings (22).
Pragmatically, these students likely live at home
with their parents, and our three measures prob-
ably identified an individual’s SES with greatest
fidelity in this age range.
In the 2012–2014 academic years, Harvard and

MIT offered 68 free courses and modules on the
edX learning-management system, which attracted
1,028,269 unique participants (individuals who
entered the courseware of one or more courses)
(16). Our study examined 164,198 unique partici-
pants from the United States who reported an age
between 13 and 69 and provided amailing address
that we could match to a census block group,
which represented 57% of U.S. participants in this
age range (table S1). Because many participants
registered for multiple courses, these students ac-
counted for more than 200,000 participant-course
observations.We compared thedemographic char-
acteristics of U.S. MOOC participants to the
U.S. population to better understand the digital di-
videof access.This comparisoncanbeunderstoodas
a case-control study (23), with edX enrollees as cases
and a synthetic set of one-to-one matched controls

by geographic area, with the assumption that con-
trols were unlikely to be enrolled in edX, given the
large population size.We then examined howmea-
sures of SES predicted course completion to un-
derstand the digital divide of usage.
We first described differences in neighborhood

characteristics betweenHarvardXandMITxparti-
cipants and the U.S. population as a whole. For
individuals of all ages from 13 to 69, MOOC par-
ticipants lived in neighborhoods that are more
affluent and have higher average levels of educa-
tional attainment (Fig. 1). We found that, on aver-
age,MOOC participants resided in neighborhoods
where median household income was $69,641
dollars,whichwas $11,998dollars above the neigh-
borhood national average of $57,643 (table S2).
Whenwe restricted our comparison to individuals
aged 13 to 17, the difference was $23,181 (table S2).
We found large differences in neighborhood edu-
cational attainment across all age groups as well.
We conduct a variety of sensitivity analyses

(presented in the supplementary materials), which
suggested that this finding was robust and per-

sisted at the individual level (fig. S4). Specifically,
we found that the positive relationship between
neighborhood SES and MOOC participation per-
sisted across courses and within states, counties,
and census tracts (table S6); survey respondents
appeared similar to nonrespondents with respect
to our measures of SES (tables S7 and S8); alter-
native demographic data sets and neighborhood
identificationapproachesproducedsimilarestimates;
and participants also tended to live in more densely
populated neighborhoods (tables S9 and S10), which
suggested thatMOOCs do not disproportionately
serve the geographically isolated.
Predicting MOOC participation as a function

of neighborhood SES allowed us to interpret
these differences in terms of participation likeli-
hood. The results of logistic regression models
are shown in Table 1, where the odds of partici-
pation are estimated in terms of a one–standard
deviation change in the predictor. Interpreting
these results in dollars, we predicted that an addi-
tional $20,000 in neighborhood median income
increased the odds of participation by 27%. Each
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Fig. 1. Neighborhood income and educational attainment differences between MOOC participants and the U.S. population. (A) Average neighborhood
median income. (B) Average neighborhood educational attainment.

Table 1. Differences in MOOC participation and certification likelihood attributable to a one–
standard deviation increment in SES variables. Values are odds ratio plus or minus 1 SE. An odds-

ratio of 1 means equivalent odds. For age 13 to 69 regressions, the sample sizes are ~232 million for
participation and 201,225 for certification. For age 13 to 17 regressions, the sample sizes were ~20.5 million

for participation, 8481 for neighborhood-SES certification models, and 2112 for parental education certifica-

tionmodels. See supplementarymaterials formodel specification details. Robust standard errors clustered

at the course level are used for certification models. All coefficients are statistically significant (P < 0.01).

SES variable Age Participation Certification

Neighborhood

income

SD = $30,536

13–69 1.44 ± 0.003 1.06 ± 0.014
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

13–17 1.59 ± 0.012 1.13 ± 0.026
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Neighborhood

education

SD = 1.27 years

13–69 1.95 ± 0.005 1.07 ± 0.022
.. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... .

13–17 2.09 ± 0.024 1.32 ± 0.049
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Parental

education

SD = 2.92 years

13–17 2.97 ± 0.086 1.28 ± 0.114

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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additional year of neighborhood-average educa-
tional attainment increased the odds of participa-
tion by 69%. Among adolescents, the relationship
between neighborhood SES andMOOC participa-
tion was even stronger (24).
Turning to the digital divide of usage, we found

analogous patterns when we examined the rela-
tions between our measures and certificate at-
tainment. Neighborhood- and individual-level SES
measures were associated with higher rates of
course completion, with larger magnitudes for
younger participants. After examining the full age
range of participants from 13 to 69, we interpreted
the coefficients from Table 1 as modest in magni-
tude. Among the individuals who took the initia-
tive to enroll and participate in aHarvardX course,
neighborhood SES—like one’s own educational at-
tainment (17)—was a statistically significant but
not substantively strong predictor of course com-
pletion on average (Fig. 2). These relativelymodest
overall differences, however, masked important
differences in attainment by SES for young people.
For an adolescent participant whose most educa-
ted parent has a bachelor’s degree, the odds of cer-
tification were ~1.75 times those of an otherwise
similar adolescent in the same course whose most
educated parent has less than a bachelor’s. Stu-
dents from all backgrounds earned certificates in
Harvard and MIT MOOCs, but especially among
the young, high-SES students were more likely to
earn a certificate.

Overall, individuals living in high-SES neigh-
borhoods in the United States were substantially
more likely to participate in Harvard’s andMIT’s
MOOCs, and, conditional on participation, high-
SES students earned certificates at higher rates.
These patterns were particularly strong among
adolescents, precisely the age at which we hope
that students from low-income backgrounds can
use education as a gateway to the middle class.
The rhetoric of democratizing education im-

plies broad social benefits without precisely arti-
culating how those benefitsmight be distributed.
In Fig. 3, we present two stylized representations
of the effects of a technological innovation, such as
MOOCs, on educational outcomes from students
from different backgrounds. In the scenario that
we call “closing gaps” (Fig. 3A), expanding access
simultaneously benefits all students and amelio-
rates inequality. In the “rising tide” scenario (Fig,
3B), all groups benefit from emerging technologies,
but gaps in educational outcomes widen.
Whether particular gaps will widen or close,

for whom, and under what circumstances, are all
questions worthy of further study asMOOCs and
other new learning opportunities expand. The
findings from this observational study appeared
more consistent with the rising tides than closing
gaps scenario, but additional research will be
necessary to identify causal effects on SES-
education gaps. Despite early research that so-
cially advantaged children watchedmore Sesame

Street and learned at least as much from watch-
ing (25), later research found that it narrowed an
SES-related gap in school readiness (26).
MOOCs are one of many online learning op-

portunities, andour findings cannot be generalized
to all open educational resources or education
technologies. Nevertheless, our research on
MOOCs—along with previous decades’ research
examining the access and usage patterns of
emerging learning technologies—should provoke
skepticism of lofty claims regarding democrati-
zation, level playing fields, and closing gaps that
might accompany new genres of online learning,
especially those targeted at younger learners.
Freely available learning technologies can offer
broad social benefits, but educators and policy-
makers should not assume that the underserved
or disadvantaged will be the chief beneficiaries.
Closing gaps with digital learning resources
requires targeting innovation toward the stu-
dents most in need of additional support and
opportunity.
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for college-educated parent.
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indicators (13 to 17 years, 18 to 22 years, etc.) replaced age indicators in the interaction. Error bars show±1SE.
Each point on the plot represents the multiplicative difference in the odds of certification among students of
the same age whose parents had a bachelor’s degree compared with those whose parents did not.

Fig. 3. Two stylized represen-
tations of the hypothesized
effects of a technological
innovation on educational
outcomes for students from
high-SES and low-SES back-
grounds.We compare benefits
from emerging technologies
and gaps in educational
outcomes.
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WATER RESOURCES

Local flow regulation and irrigation
raise global human water
consumption and footprint
Fernando Jaramillo1,2* and Georgia Destouni1

Flow regulation and irrigation alter local freshwater conditions, but their global effects
are highly uncertain. We investigated these global effects from 1901 to 2008, using
hydroclimatic observations in 100 large hydrological basins. Globally, we find consistent
and dominant effects of increasing relative evapotranspiration from both activities, and
decreasing temporal runoff variability from flow regulation. The evapotranspiration effect
increases the long-term average human consumption of fresh water by 3563 ± 979 km3/
year from 1901–1954 to 1955–2008. This increase raises a recent estimate of the current
global water footprint of humanity by around 18%, to 10,688 ± 979 km3/year. The results
highlight the global impact of local water-use activities and call for their relevant account in
Earth system modeling.

H
ydroclimatic changes on land determine
the availability of freshwater resources re-
quired for human societies and ecosystems
on Earth. However, themagnitude and key
drivers of such changes historically (1, 2)

and in the future (3) are highly uncertain, espe-
cially regarding the global role of human drivers
and the magnitude of their related freshwater
consumption. Both changes in the atmospheric
climate and in the landscape may drive fresh-
water change (4, 5) (fig. S1). Among landscape
changes, human-controlled flow regulation and
irrigation (FRI) affect inter- and intra-annual fresh-
water conditions locally, but recent results in-
dicate possible important effects on larger scales
as well (6).
FRI developments over the past century have

either moderately or strongly affected 59% of the
world’s largest river systems (7). They include
around 45,000 large dams andmany other smaller
ones, spread over 140 countries around theworld
(8) and constructed mostly over the past century

to store water for irrigation, flood control, urban
water supply, hydropower, or a combination of
such purposes. These developments are linked
with approximately 12 to 16% of the current
global food production and 19% of the world’s
electricity supply (8), even though they only
cover 0.3% (9) and 2% (10) of the global land
area, respectively. Regarding the environmental
impacts of FRI, attention so far has focused on
ecosystem effects of river fragmentation and di-
version (11) and water storage (12). More recent-
ly, studies at local to regional scales have found
an FRI-related enhancement of the ratio of actual
evapotranspiration (AET) to precipitation (P);
i.e., of AET/P (6, 13, 14). For flow regulation, a
concurrent decrease is also found in the short-
term (daily and monthly) variability of runoff
(R) (6, 14, 15). A combination of these effects on
AET and R can be then used to distinguish the
impacts of FRI developments from those of other
drivers of freshwater change (6). At a global scale,
some studies have addressed at least one of these
FRI-related effects in global-scale modeling (16–21)
but have not provided observation-based evidence
of the global importance of FRI as a driver of
freshwater change.
To fill this key observation gap, we analyzed

global hydroclimatic data from 1901 to 2008 for

100 large hydrological basins (Fig. 1). For these
basins, we computed hydroclimatic changes (sup-
plementary materials) between the 54-year pe-
riods 1901–1954 and 1955–2008 and compared
them with previously categorized impact levels
(7, 11) and parameterized developments (9, 10) of
FRI (table S1). From the results, we further quan-
tified the magnitude of the FRI-driven hydro-
climatic changes in each basin and assessed their
implications for global human consumption of
fresh water.
Globally, the quantified hydroclimatic changes

reveal consistent characteristic signals of increased
AET/P and decreased relative intra-annual vari-
ability of monthly runoff (CVR) with higher FRI
impact level (Fig. 2 and fig. S3). Further study of
the distribution of AET/P changes among basins
shows large variability (Fig. 3A and fig. S4), but
still a significant ΑET/P increase with increasing
basin measures of FRI development (Fig. 3, B
and C). The latter measures are quantified from
previous basin parameterization of total reservoir
storage capacity (9) relative to basin area, specif-
ically its changebetween 1901–1954 and 1955–2008
(DRES), and area equipped for irrigation (10) rel-
ative to basin area (IA).
We also tested the possibility of the AET/P

changes being explained by geographic basin
location or atmospheric climate change. Spe-
cifically, we checked the relationship of AET/P
change with relative potential evapotranspiration
(PET/P, expressing water-relevant climate con-
ditions in each basin) and change in PET/P (ex-
pressing water-relevant climate change occurring
in the basin) (22). We did not find these explan-
atory patterns between AET/P change and PET/
P or PET/P change (Fig. 3, D and E). Regarding
PET/P, the water-limited basins (PET/P > 1)
should have less water available for AET/P in-
crease than the basins with mostly energy-limited
conditions (PET/P < 1) (5, 22, 23). Rather, the
relatively large AET/P increases in water-limited
basins are consistent with irrigation developments
occurring preferentially in their arid and semi-
arid climates. Overall, changes in AET/P among
the investigated basins are better explained by
differences in the basin characteristics of reser-
voirs and irrigation than by differences in atmo-
spheric climate conditions or their changes.
Changes in CVR among the 100 basins are also

variable (Fig. 4A), yet a dominant change pattern
is seen as CVR decreases with higher increase in
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the relative storage capacity of reservoirs, DRES
(Fig. 4B). Such a pattern should not be surprising
as reservoir water management commonly aims
at smoothing runoff variability. In general, CVR

changes are better explained by differences in
the reservoir water storage than by differences in
the relative area equipped for irrigation among
basins (Fig. 4C). This is understandable since irri-
gation does not per se imply the use of reservoir
water storage that decreases CVR; the water used
for irrigation can also be taken from ground-
water and not all of the water reservoirs that de-
creaseCVR are used for irrigation. TheCVR changes
are further not explained by atmospheric input
conditions in terms of the relative intra-annual
variability of monthly precipitation (CVP) or
the change in CVP (Fig. 4, D and E). These results
support previous regional findings ofCVR decrease
as a flow regulation effect (6, 15) rather than an
effect of irrigation per se, or of atmospheric input
conditions or their changes.
Changes in AET/P and CVRmay also be driven

by additional atmospheric climate conditions and
changes to those we investigated [e.g., (24, 25)]
and by other landscape drivers than FRI alone,
such as deforestation, non-irrigated agricultural
development, and/or other changes in landscape
conditions for water storage andwater phase [(5)
and references therein]. The effects of such addi-
tional change drivers may explain more of the
total variability of AET/P and CVR changes
among basins (Figs. 2 to 4 and figs. S4 and S5).
Nevertheless, the FRI-related effects explain a
large part of that variability. Overall, the FRI-related
areas of surface water reservoirs and irrigation
cover less than 3% (9) and 25% (10) of total basin
area (maximumvalues for theRiviere auxOutardes
and San Joaquin River basins), respectively. It is
thusmore as proxies for associated humanwater
use, rather than as extensive land-use areas per

se, that reservoir and irrigation extent measures
can explain the FRI-related increase in AET/P
and decrease in CVR that were found on a global
scale.
In order to estimate the absolute global FRI-

related increase in AET, we assumed that, on
average across the different world conditions
and changes that are spanned by the basins of
each FRI impact category, the change of area-
normalized AET may be approximately similar
among the three basin categories (Fig. 1), ex-
cept for the FRI-related change component that
distinguishes these categories. We applied this
assumption in two different methods (see the
supplementary materials) for estimating the FRI-
related global AET change. Method 1 assumes
similarity on average in all types of changes
(except the FRI-related ones), whether they are
driven by atmospheric climate change or by var-
ious (non-FRI) changes in the landscape. Method
2 assumes that only the landscape-driven changes

are, on average, similar among basin categories.
In the estimation of global FRI-related AET in-
crease, we also considered FRI-related changes
in basin water storage that can be expected to be
consumptive (7) because of the filling of con-
structed reservoirs and the use of groundwater
for irrigation (26).
The combined estimates of methods 1 and 2

imply a global FRI-related increase in long-term
average volumetric AET flow of 3563 ± 979 km3/
year from 1901–1954 to 1955–2008. This implies
an increased freshwater loss from the landscape
to the atmosphere and thus a corresponding
increase in the global human consumption of
fresh water. Adding this FRI-related increase to
previous estimates of global human freshwater
consumption for various other sectors [in total,
807 km3/year (1) for non-irrigated agriculture,
deforestation, industry, andmunicipalities] yields
a total global human freshwater consumption
of 4370 ± 979 km3/year. This long-term average
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Fig. 1. Impact-level of (FRI) in 100 large hydrological basins.The global distribution of the 100 hydrological basins investigated in this study is shown. Colors
differentiate the basins according to independent categorization of impacts of FRI (7, 11): non-affected (NA) in blue (n = 17 basins; 2,022,050 km2 and 4% of
total area); moderately affected (MA) in yellow (n = 30 basins; 20,695,803 km2 and 46% of total area); and strongly affected (SA) in red (n = 53 basins;
22,578,466 km2 and 50% of total area). The 100 basins cover a total area of 45,296,318 km2 or 35% of the global land area, excluding Antarctica.

Fig. 2. Consistent FRI-related patterns
of change in relative evapotranspiration
and temporal runoff variability. Shown
are the area-weighted mean (colored bars)
and spatial standard deviation around
the mean (whiskers) (supplementary
materials) of changes in (left) the ratio of
actual evapotranspiration to precipitation
(DAET/P) and (right) the relative intra-
annual variability of monthly runoff (DCVR),
between the periods 1901–1954 and
1955–2008, in each FRI impact level.
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consumption over 1955–2008, including most of
its uncertainty range, is above a proposed fresh-
water planetary boundary of 4000 km3/year (27)
(fig. S6).
Furthermore, the FRI-related consumption in-

crease from 1901–1954 to 1955–2008 corresponds
to 39% of a recent estimate of 9087 km3/year for
the current global water footprint of humanity
(28). Updating the irrigation component of 1962
km3/year (with no flow regulation part) in the
latter (29) by the present estimate of FRI-related
water consumption raises the total global water

footprint of humanity by 18% to 10,688 ± 979
km3/year; i.e., to a considerably more unsustain-
able level (30).
Even though coarse, the present estimates use

a wide range of available long-term hydroclimatic
observations for the quantification of FRI-related
changes in global freshwater consumption. The
results expand the uncertainty range of both the
FRI-related and the total global human consump-
tion of fresh water. They also show that world-
wide observation data can and should be used to
quantify global freshwater consumption effects of

FRI, in addition to only attempting tomodel such
effects. Modeling alone may lead to considerable
effect underestimation (9, 16, 21, 27, 31, 32) when
compared with the present observation-based
results. Finally, these results stress the importance
of considering local water use as a key change
driver in Earth system studies and in the model-
ing of global hydroclimatic change.
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NEURODEVELOPMENT

Single-cell transcriptomics reveals
receptor transformations during
olfactory neurogenesis
Naresh K. Hanchate,1 Kunio Kondoh,1 Zhonghua Lu,1 Donghui Kuang,1 Xiaolan Ye,1

Xiaojie Qiu,2,3 Lior Pachter,4 Cole Trapnell,2* Linda B. Buck1*

The sense of smell allows chemicals to be perceived as diverse scents. We used
single-neuron RNA sequencing to explore the developmental mechanisms that shape
this ability as nasal olfactory neurons mature in mice. Most mature neurons expressed only
one of the ~1000 odorant receptor genes (Olfrs) available, and at a high level. However,
many immature neurons expressed low levels of multiple Olfrs. Coexpressed Olfrs localized
to overlapping zones of the nasal epithelium, suggesting regional biases, but not to
single genomic loci. A single immature neuron could express Olfrs from up to seven
different chromosomes. The mature state in which expression of Olfr genes is restricted
to one per neuron emerges over a developmental progression that appears to be
independent of neuronal activity involving sensory transduction molecules.

O
dor detection in mammals is mediated by
odorant receptors on olfactory sensory neu-
rons (OSNs) in the nasal olfactory epithe-
lium (1, 2). Inmice, ~1000 odorant receptor
genes (Olfrs) and 350 pseudogenes reside

at dozens of distinct loci on 17 of 21 chromosomes
(3–5). Each Olfr is expressed by a small subset
of OSNs scattered in one epithelial spatial zone
(6–8). Previous studies suggest that each mature
OSN expresses one intact Olfr allele, but some
coexpress an Olfr pseudogene (9–11). In a pre-
vailing model of “OR [Olfr] gene choice,” the
developing OSN selects a single Olfr allele for
expression, and the encoded receptor provides
feedback that prevents expression of other Olfrs
(12–17). OSNs are generated in a developmental
progression from progenitors to precursors to
immature OSNs to mature OSNs (18, 19). We
investigated when and how the developing OSN
selects one Olfr for expression.
We used single-cell RNA sequencing (RNA-seq)

(20) to analyze the transcriptomes of single epi-
thelial neurons during development. We first
prepared cDNA libraries from single isolated
cells (10) and analyzed the libraries for markers
of the four stages of OSN development, using
polymerase chain reaction. We then conducted
Illumina sequencing (21) of libraries frommul-
tiple cells in each stage, as well as duplicate li-
braries from some cells. We used TopHat (22) and
Cufflinks (23) to identify genes expressed in each

cell and to estimate their relative mRNA abun-
dances (see fig. S1 for technical quality metrics).
We compared 85 cell transcriptomes using

Monocle, an unsupervised algorithm that deter-
mines each cell’s stage of differentiation in
“pseudotime,”which represents progress through
gene expression changes during development
(24). Monocle showed a linear nonbranching
trajectory of development (Fig. 1A). Based on
cell stage markers in individual transcriptomes,
the trajectory reflects the developmental pro-
gression fromprogenitors throughmatureOSNs.
The following gene markers were used: for progeni-
tors, Ascl1 (achaete-scute complex homolog 1);
for precursors, Neurog1 (neurogenin 1) and/or
Neurod1 (neurogenic differentiation 1); for im-
mature OSNs, Gap43 (growth-associated protein
43) and/or Gng8 (guanine nucleotide–binding
protein gamma 8); and for mature OSNs, Omp
(olfactory marker protein) and four olfactory
sensory transduction molecules downstream of
odorant receptors—Gnal (guanine nucleotide bind-
ing protein, alpha stimulating, olfactory type),
Adcy3 (adenylate cyclase 3), Cnga2 (cyclic nucle-
otide gated channel alpha 2), and Cnga4 (cyclic
nucleotide gated channel alpha 4) (18, 19).
Immature OSNs were further divided into two

subsets based on their expression of olfactory
sensory transduction molecules. Early immature
OSNs lacked one or more olfactory transduction
molecules, whereas late immature OSNs expressed
all four (Fig. 2).
A total of 3830genesweredifferentially expressed

over development. Clusters of genes changed in
expression during specific developmental periods,
suggesting sequential large and coordinated changes
in gene expression during OSN development (Fig.
1B and table S1). By gene ontology, most clusters
contained genes associated with transcriptional
regulation and/or chromatin modification, sug-
gesting potential regulators of development (table
S1). In kinetic diagrams, markers of early and late
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developmental stages show peak expression early
and late in the developmental progression, respec-
tively (Fig. 1C and fig. S2).
Olfr expression first appeared at the late pre-

cursor to early immatureOSN stages (Fig. 2).Olfr
transcripts were found in one of nine precursors,
38 of 40 immature OSNs, and 25 of 25 mature
OSNs (Fig. 2).Nonewere seen in twonon-neuronal
epithelial supporting cells or in three cells of
undetermined type. Overall, the number of
Olfr transcripts per cell increased over OSN
development (Fig. 2A). In early immature, late
immature, and mature OSNs, Olfrs were de-
tected at an average of 1998, 4146, and 8169
FPKM (fragments per kilobase of transcript per
million mapped reads), respectively, with median
values of 930, 2575, and 4026 FPKM. Transcripts
of individualOlfrswere detected at an average of
657, 2156, and 6382 FPKM, with median values
of 99, 807, and 2672 FPKM.

These studies indicate that the developing
OSN can initially express multiple Olfrs (Fig. 2).
Roughly half (48%, 12 of 25) of early immature
OSNs with Olfrs expressed >1 Olfr. Coexpression
of different Olfrs in single neurons declined as
development progressed, with 46% (6 of 13) of
late immature and 24% (6 of 25) of mature OSNs
expressing >1 Olfr. Moreover, single early im-
mature OSNs expressed up to 12 different Olfrs,
whereas mature OSNs with >1 Olfr expressed
two or at most three (Fig. 2B).
Early immature andmature OSNswith >1Olfr

also differed in the relative abundance of dif-
ferentOlfr transcripts (Fig. 2C). Most (10 of 12) of
the early immatureOSNs had similarly low levels
of different Olfrs. The most abundant Olfr was de-
tected at 55 to 396 FPKM in individual neurons
and the next highest at, on average, 60.5% of this
level (median, 60.1%). However, in three of six
mature OSNs with >1 Olfr, the most abundant

was detected at 14,557 to 18,056 FPKM, with the
next highest, on average, only 3.3% as abundant
(median, 0.5%).
In mature OSNs, Olfr and Omp transcripts

averaged 8169 and 10,167 FPKM per cell, re-
spectively. However, 6 of 12 early immature
OSNs that expressed >1 Olfr did not express
Omp (Fig. 2D), arguing against the possibility
that the Olfr transcripts detected were due to
contamination from mature OSNs.
Data from eight duplicate cell samples (tech-

nical replicates) were analyzed (figs. S3 and S4).
The duplicates confirmed the expression of >1
Olfr in specific OSNs (table S2). The data were
consistent with reported stochastic losses of low–
copy number transcripts in single-cell RNA-seq
data. Olfrs present in both replicates tended to
be expressed at higher levels, and those present
in only one replicate tended to be expressed at
lower levels.
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Fig. 1. Olfactory neurons exhibit large-scale shifts in gene expression
during development. (A) Unsupervised analysis of single-cell gene expres-
sion profiles with Monocle revealed a linear trajectory (black line) along which
cells develop in pseudotime. Coloring of cells based on the expression of
developmental markers shows that the trajectory corresponds to a stepwise
development from olfactory progenitors to precursors to immature OSNs to
mature OSNs. (B) Global analysis of gene expression kinetics along the tra-
jectory identified 3830 genes that vary significantly over developmental
pseudotime (false discovery rate < 5%, determined by a Tobit-valued general-
ized linear model likelihood ratio test; supplementary materials). Hierarchical
clustering of these genes via Ward’smethod recovered 11 nonredundant groups

that covary over the trajectory. Cluster analysis indicates that multiple large
shifts in gene expression occur as neurons progress through development.The
bar on top shows the locations of individual cells, colored by stage of devel-
opment, along this developmental trajectory. The Expression Z score indicates
changes in a gene relative to its dynamic range over pseudotime. (C) Kinetic
diagrams show the expression of known markers of different developmental
stages over the developmental progression. Numbers in parentheses indicate
the groups in which genes are found in (B). Dots indicate individual cells and are
colored according to developmental stage. Black lines indicate local polynomial
regression smoothing (span, 0.75; degree, 2) of log-transformed FPKM values
over developmental pseudotime.

RESEARCH | REPORTS



The above results indicate that early immature
OSNs can express low levels of multiple Olfrs,
but, during subsequent development, two changes
typically occur. Expression favors one Olfr by up
to 100 times or more, and the expression of ad-
ditional Olfrs declines or disappears.
To validate these findings, we used RNA–dual

fluorescence in situ hybridization (dual RNA-
FISH)with nasal tissue sections. At postnatal day
3 (P3), a peak time of OSN neurogenesis (19, 25),
0.22 ± 0.05 to 0.22 ± 0.12% of neurons labeled for
a single Olfr were colabeled with a mix of probes
for other Olfrs expressed in the same nasal zone
(Fig. 3A and table S3). Neurogenesis decreases as
mice mature, and no colabeled cells were seen in
adults. Using a highly sensitive RNA-FISHmethod
with branched DNA signal amplification (26),
0.41 ± 0.09 to 0.60 ± 0.13% of cells labeled for
one Olfr were co-labeled for another Olfr at P3,
and 0.10 ± 0.02 to 0.18 ± 0.05% were co-labeled
for another at P21 (Fig. 3B and table S4). Among

neurons labeled for one Olfr, the percentage co-
labeled for the immature OSN markers Gap43
and Gng8 also changed, respectively, from 80.1 ±
3.2% and 62.8 ± 0.9% at P3 to 19.5 ± 0.5% and
14.3 ± 1.1% at P21 (table S5). These results
confirm that single OSNs can express more than
one Olfr and suggest that Olfr coexpression oc-
curs predominantly, if not exclusively, in im-
mature OSNs.
To examine whether odorant receptor–induced

neuronal activity might be involved in the ob-
served developmental shift inOlfr expression, we
analyzed transcriptome data for the expression
of olfactory sensory transduction molecules:
Gnal (or Gnas, which may substitute for Gnal),
Adcy3, Cnga2, and Cnga4. All four molecules
were expressed in 6 of 18 immature OSNs and 6
of 6 mature OSNs with >1 Olfr (Fig. 2D).
Furthermore, one or more were absent in data
from 13 of 20 immature and 3 of 19 mature
OSNs with only one Olfr. These results suggest

that odorant receptor–induced neuronal activity
is neither necessary nor sufficient for the decline
in coexpressed Olfrs during development.
We next tested whether the developing OSN is

restricted to activating Olfrs expressed in a par-
ticular nasal zone. Using dual RNA-FISH, we com-
pared the nasal expression patterns of 11 pairs of
Olfrs coexpressed in six different OSNs. In every
case, the paired Olfrs were expressed either
in the same spatial zone or in partially overlap-
ping zones (Fig. 3C and table S6). These results
suggest that the developing neuron is restricted to
the expression of a particular Olfr regional gene
set, which can include Olfrs with only partially
overlapping expression patterns in the adult.
To investigate whether early coexpression of

multipleOlfrs could result from chromatin changes
at a single genomic locus containing those Olfrs,
we determined the chromosome locations of
Olfrs coexpressed in individual OSNs. For OSNs
expressing 4 to 12Olfrs, coexpressedOlfrsmapped
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Fig. 2. Immature neurons can
express multiple Olfrs. (A) Neu-
rons assigned to different devel-
opmental stages were arranged
by developmental progress, as
measured in pseudotime. Different
developmental stages are indicated
by differently colored ticks.
Different Olfrs are represented by
different colors in the bars. The
total number of Olfr transcripts
per cell shows a steady, though
variable, increase during devel-
opment. (B) Multiple different
Olfr transcripts were detected in
12 of 25 early immature, 6 of 13
late immature, and 6 of 25
mature OSNs with Olfr transcripts.
(C) The number of different Olfr
transcripts per cell was highest
in early immature OSNs and
then declined over development.
Early immature OSNs tended to
express similar levels of different
Olfrs. In contrast, the majority of
mature OSNs expressed only
one Olfr or high levels of one
Olfr and low levels of one or two
additional Olfrs. Each color in a
bar represents a single Olfr,
except gray, which represents
>1 Olfr. (D) Olfrs stimulate neu-
ronal activity via mechanisms
involving sensory transduction
molecules encoded by Gnal (or
possible Gnas in immature
OSNs), Adcy3, Cnga2, and
Cnga4. Six immature and six
mature neurons with >1 Olfr
expressed all four genes, sug-
gesting that neuronal activity
downstream of odorant receptors

is not what reduces the number of Olfrs expressed per neuron. Omp, which is highly expressed in mature OSNs, was absent from six early immature OSNs
with >1 Olfr, arguing against contamination from mature OSNs. Gapdh and Actb are housekeeping genes.
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to three to seven different chromosomes and four
to nine distinguishable Olfr gene loci (Fig. 4 and
table S7). Thus, the immature OSN is not re-
stricted to expressingOlfrs from a single chromo-
somal region.
Odor detection in the mouse nose is mediated

by 1000different odorant receptors, eachexpressed
by a different subset of sensory neurons.We asked
when and how a neuron comes to express a single
Olfr. We found that the developing neuron can
express low levels of multiple Olfrs. As develop-
ment proceeds, this ability declines. The mature
neuron typically expresses high levels of a single

Olfr. Coexpressed Olfrs tend to be expressed by
other neurons in the same region of the olfactory
epithelium, suggesting regional biases inOlfr gene
choice, but they can reside at multiple chromo-
somal locations.
How does the developing OSN transition from

expressing low levels of multiple Olfrs to expres-
sing a high level of a single Olfr? One possibility
is a “winner-take-all”mechanism. In this model,
multiple Olfrs are initially expressed, but one be-
comes dominant—for example, by the capture of
limiting factors required for high-level Olfr expres-
sion (fig. S5). In an alternativemodel, selection of a

single Olfr for high-level expression occurs inde-
pendently of those initially expressed. In either
model, early low-level expression of other Olfrs
could subside, owing to the closing of a devel-
opmental time window or to feedback signals
generated by the highly expressed Olfr. OSNs ex-
pressing multiple Olfrs are probably not pruned
by apoptosis, as suggested for OSNs in the nasal
septal organ (27), given genetic evidence that some
OSNs expressing one Olfr previously expressed
another (13). This Olfr “switching” may reflect
the early expression of more than one Olfr per
immature OSN, as observed in this study.
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Fig. 3. Olfrs expressed in the same neuron belong to a regional gene
set. (A) Dual RNA-FISH of P3 tissue sections using a conventional method
showed a small percentage of OSNs co-labeled with an Olfr1507 probe and a
mixof probes forotherOlfrs expressed in the samezone (zone 4).Cell nuclei were
counterstained with 4',6-diamidino-2-phenylindole (blue). Two co-labeled
cells are shown,oneon the left half and theotheron the right half of thepanel.Scale
bar, 5 mm. (B) Dual RNA-FISH of P3 tissue sections using a highly sensitive
method showed a small percentage of OSNs coexpressing Olfr1507 and
Olfr286. Two co-labeled cells are shown [as in (A)], and a cell labeled with

only one probe (red only) is also shown on the right. Scale bar, 5 mm. (C) Dual
RNA-FISH shows that Olfrs coexpressed in single immature OSNs (neurons
D200 or D243) are singly expressed in neurons in the same or partially
overlapping zones in adult olfactory epithelium sections.This correspondence
suggests that Olfr expression in the immature OSN is restricted to a spatially
determined set of Olfr genes. In the upper row, colored dots indicate the
locations of labeled neurons. Boxed areas in the upper row are shown at higher
magnification in the lower row. Scale bars, 500 mm (upper row) and 250 mm
(lower row).

D55 (1)
D213 (1)
D253 (1)
D261 (1)
D433 (1)

1    2    3    4     5     6    7     8    9   10   11 1    2    3    4     5    6    7    8     9   10   11

12  13  14  15   16  17   18   19   X    Y 12  13  14  15   16  17  18   19  X     Y

Early Immature Late Immature Mature

D424 (6)
D332 (12) 
D197 (4)
D318 (10) 
D411 (10)  

D233 (3) 
D234 (2) 
D250 (2) 
D334 (2)
D168 (2)

1     2      3    4    5    6    7       8     9    10     11

12  13    14  15   16  17   18    19    X    Y

Fig. 4. Immature neurons coexpress Olfrs from multiple chromosomal loci. Diagrams show the chromosomal locations of Olfrs expressed in single
OSNs of different stages. Each mouse chromosome is indicated by a vertical bar with its number below. The names of neurons, parenthesized number of
Olfrs per neuron, and dots indicating the chromosomal locations of those Olfrs are shown in different colors for different neurons.

RESEARCH | REPORTS



REFERENCES AND NOTES

1. L. Buck, R. Axel, Cell 65, 175–187 (1991).
2. L. B. Buck, C. Bargmann, in Principles of Neuroscience,

E. Kandel, J. Schwartz, T. Jessell, S. Siegelbaum,
A. J. Hudspeth, Eds. (McGraw-Hill, New York, 2012),
pp. 712–742.

3. X. Zhang, S. Firestein, Nat. Neurosci. 5, 124–133
(2002).

4. P. A. Godfrey, B. Malnic, L. B. Buck, Proc. Natl. Acad. Sci. U.S.A.
101, 2156–2161 (2004).

5. Y. Niimura, M. Nei, Gene 346, 13–21 (2005).
6. K. J. Ressler, S. L. Sullivan, L. B. Buck, Cell 73, 597–609

(1993).
7. R. Vassar, J. Ngai, R. Axel, Cell 74, 309–318 (1993).
8. K. Miyamichi, S. Serizawa, H. M. Kimura, H. Sakano,

J. Neurosci. 25, 3586–3592 (2005).
9. A. Chess, I. Simon, H. Cedar, R. Axel, Cell 78, 823–834

(1994).
10. B. Malnic, J. Hirono, T. Sato, L. B. Buck, Cell 96, 713–723

(1999).
11. S. Serizawa et al., Science 302, 2088–2094 (2003).
12. S. Serizawa, K. Miyamichi, H. Sakano, Trends Genet. 20,

648–653 (2004).
13. B. M. Shykind et al., Cell 117, 801–815 (2004).
14. J. W. Lewcock, R. R. Reed, Proc. Natl. Acad. Sci. U.S.A. 101,

1069–1074 (2004).
15. R. P. Dalton, D. B. Lyons, S. Lomvardas, Cell 155, 321–332

(2013).
16. M. Q. Nguyen, Z. Zhou, C. A. Marks, N. J. Ryba, L. Belluscio,

Cell 131, 1009–1017 (2007).
17. R. P. Dalton, S. Lomvardas, Annu. Rev. Neurosci. 38, 331–349

(2015).
18. D. J. Nicolay, J. R. Doucette, A. J. Nazarali, Cell. Mol. Neurobiol.

26, 801–819 (2006).
19. D. J. Rodriguez-Gil et al., Proc. Natl. Acad. Sci. U.S.A. 112,

5821–5826 (2015).
20. S. Islam et al., Genome Res. 21, 1160–1167 (2011).
21. D. R. Bentley et al., Nature 456, 53–59 (2008).
22. D. Kim et al., Genome Biol. 14, R36 (2013).
23. C. Trapnell et al., Nat. Biotechnol. 28, 511–515

(2010).
24. C. Trapnell et al., Nat. Biotechnol. 32, 381–386

(2014).
25. J. W. Hinds, P. L. Hinds, J. Comp. Neurol. 169, 15–40

(1976).
26. M. L. Collins et al., Nucleic Acids Res. 25, 2979–2984

(1997).
27. H. Tian, M. Ma, Mol. Cell. Neurosci. 38, 484–488

(2008).

ACKNOWLEDGMENTS

We thank J. Delrow, A. Marty, and A. Dawson at the Fred
Hutchinson Cancer Research Center (FHCRC) Genomics Facility
for assistance with RNA-seq; M. Fitzgibbon and J. Davidson at the
FHCRC Bioinformatics Resource for early assistance with sequence
analyses; and J. Vasquez and the FHCRC Scientific Imaging Facility for
help with confocal microscopy. We also thank members of the Buck
laboratory for helpful discussions. This work was supported by the
Howard Hughes Medical Institute (L.B.B.), NIH grants R01 DC009324
(L.B.B.) and DP2 HD088158 (C.T.), an Alfred P. Sloan Fellowship
(C.T.), and a Dale F. Frey Award for Breakthrough Scientists from
the Damon Runyon Cancer Research Foundation (C.T.). L.B.B. is
on the Board of Directors of International Flavors & Fragrances. The
supplementary materials contain additional data. N.K.H., C.T., and
L.B.B. designed the research; N.K.H. and C.T. performed the research;
N.K.H., C.T., K.K., Z.L., D.K., X.Y., X.Q., and L.B.B. analyzed the data;
L.P. provided guidance; and N.K.H, C.T., and L.B.B. wrote the paper.
Raw sequencing data related to this study have been archived in
the Gene Expression Omnibus (GEO) database under accession
number GSE75413 (available at www.ncbi.nlm.nih.gov/geo/query/acc.
cgi?acc=GSE75413).

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/350/6265/1251/suppl/DC1
Materials and Methods
Figs. S1 to S5
Tables S1 to S7
References (28–35)

13 August 2015; accepted 27 October 2015
Published online 5 November 2015
10.1126/science.aad2456

PROTECTED AREAS

Protected areas and global
conservation of migratory birds
Claire A. Runge,1,2* James E. M. Watson,1,3 Stuart H. M. Butchart,4 Jeffrey O. Hanson,5

Hugh P. Possingham,5,6 Richard A. Fuller5

Migratory species depend on a suite of interconnected sites. Threats to unprotected
links in these chains of sites are driving rapid population declines of migrants around the
world, yet the extent to which different parts of the annual cycle are protected remains
unknown. We show that just 9% of 1451 migratory birds are adequately covered by
protected areas across all stages of their annual cycle, in comparison with 45% of
nonmigratory birds. This discrepancy is driven by protected area placement that does not
cover the full annual cycle of migratory species, indicating that global efforts toward
coordinated conservation planning for migrants are yet to bear fruit. Better-targeted
investment and enhanced coordination among countries are needed to conserve migratory
species throughout their migratory cycle.

F
rom the writings of Aristotle (1) to the
musings of Gilbert White in Georgian
England (2), migratory birds have fas-
cinated and inspired people for generations.
Migrants undertake remarkable journeys,

from endurance flights exceeding 10,000 km by
bar-tailed godwits (Limosa lapponica) (3) to the
annual relay of arctic terns (Sterna paradisaea),
which fly the equivalent of the distance to the
moon and back three times during their lives (4).
Migratory species make major contributions to
resource fluxes, biomass transfer, nutrient trans-
port, predator-prey interactions, and food-web
structure within and among ecosystems (5) and
play an important role in human culture (6). Yet
more than half of migratory birds across all major
flyways have declined over the past 30 years (7).
Threats in any one part of a annual cycle can

affect the entire population of a migratory spe-
cies (8), and so environmentalmanagement actions
for migrants need to be coordinated across hab-
itat types, seasons, and jurisdictions (8). Pro-
tected area designation is awidely used approach
for averting species loss (9) because it can reduce
habitat loss, habitat degradation, hunting pres-
sure, and disturbance (10). Yet the extent towhich
the distributions ofmigratory species are covered
by protected areas globally is poorly understood.
Many previous global and regional species con-
servation assessments andprioritization analyses
either omit parts of the annual cycle or treat all
species’ distributions as static (9–12). Here, we
explore how protected area coverage of migra-

tory birds varies across their annual cycle and
among countries and compare their current lev-
els of protected area coverage against standard con-
servation targets. Overlaying maps of protected
areas (13) onto distribution maps of the world’s
birds, we assessedwhether the proportion of each
species’ distribution covered by protected areas
met a target threshold (9, 11). For migratory spe-
cies, we set targets for each stage of the annual
cycle separately for the 1451 migratory birds, with
mapped distributions throughout their annual
cycle.
We discovered that 91% of migratory bird spe-

cies have inadequate protected area coverage for
at least one part of their annual cycle, despite
individual elements of the annual cycle being
well protected for some species (Table 1). This is
in stark contrast to 55% of nonmigratory species
with inadequate protected area coverage across
their global distribution. A typical migrant relies
on two or three disjoint geographic locations, and
the chance that they are all adequately conserved
is probabilistically lower than for a single loca-
tion (supplementary materials). We found that
migratory species are less likely to meet protec-
tion targets as the number of seasonal areas in-
creases and that the proportion of migratory
species meeting targets is consistent with ran-
domly allocated conservation effort (Fig. 1), indi-
cating that despite widespread recognition of the
need for an internationally coordinated approach
to conservation of migratory species, protection
is not yet systematically coordinated across the
seasonal ranges of species. Twenty-eight migra-
tory bird species have no coverage in at least one
part of their annual cycle, and 18 of these have no
protected area coverage of their breeding range.
Two species lack any protected area coverage
across their entire distribution (Table 1). Dis-
turbingly, less than 3% of threatened migratory
bird species have adequate protected area cover-
age across all parts of their annual cycle (table S1).
Widespread migrants may benefit more from

broader-scale policy responses (such as targeting
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forestry and agriculture planning and practices)
than individual site-based interventions (14).
However, for nearly all bird species worldwide for
which site-based conservation is appropriate and
needed, key sites—Important Bird and Biodiver-
sity Areas (IBAs)—have been identified, so it is
informative to assess protection levels for such
sites (15). A total of 8283 IBAs has been identified
for 885 migratory bird species, either because
they congregate in sufficient numbers so that
any individual site holds >1% of the global or
flyway population of one ormoremigrant species
(43% of sites) or because they support popula-
tions of one or more globally or regionally threat-
enedmigrant species (55% of sites; the remainder
relate to other IBA criteria). The protected area
coverage of IBAs for migrants provides a finer
resolution metric of the degree to which pro-
tected areas adequately cover the key locations
for the world’s migrants and accounts for some
of the variation in abundance of migratory spe-
cies across their distribution; for example, some
migratory species are widely dispersed when
breeding but congregate in large numbers in a
few particularly important sites when on migra-
tion or in their nonbreeding range. We discov-
ered that for only 2.9% of migratory birds are
their IBAs fully protected across each of their
seasonal areas (table S2). On average, 22% of
the IBAs identified for each migratory species
are completely covered by protected areas, and
an additional 41% are partially covered, which
is consistent with nonmigrants (24 and 42%,
respectively) (table S2). Most IBAs for migratory
species are identified in their breeding distribu-
tions (77% of migratory species with an IBA), yet
for the majority of those species, the breeding
range is the least well-protected stage of the
migratory cycle. IBAs along the migratory route
from breeding to nonbreeding areas are most
likely to be incompletely protected, with only
16% being completely covered.
Our results highlight an urgent need to coor-

dinate the designation of protected areas across
the annual cycle (Fig. 2). For example, habitat
loss is one of the key threats to the Vulnerable
red-spectacled amazon (Amazona pretrei), a mi-

gratory parrot of Brazil (16), yet less than 4% of
its distribution occurs within protected areas,
with negligible coverage of seasonal breeding and
nonbreeding areas (17). Similarly, the great knot
(Calidris tenuirostris), a once abundant migra-
tory shorebird, is now classified as globally Vul-
nerable (18). Just 7% of its distribution is covered
by protected areas duringmigration, where the
species congregates in high numbers. Filling the
protection gaps for such species throughout their
annual cycle is necessary for their conservation.
Because migrants move across international

borders, achieving their protection is a shared
responsibility. Some countries (such as France
and Venezuela) meet targets for protected area
coverage for more than 80% of their migratory
bird species, whereas others (such as China and
India) meet targets for less than 10% (Fig. 2A
and database S1). Countries across North Africa

and Central Asia stand out as having low pro-
tected area coverage of migratory bird distribu-
tions. We also discovered wide variation in the
proportion of migratory bird species occurring in
each country that meet their protection targets
overseas—a consequence of the migratory con-
nections linking jurisdictions and continents
(Fig. 2B). For instance, Germany meets targets
for protected area coverage for more than 98%
of migratory bird species occurring within its
borders, but less than 13% of Germany’s migrants
are adequately protected across their global range
(Fig. 2). This is not simply a case of wealthy nations
losing natural heritage to poor nations. Many
Central American countries (with low gross do-
mestic product) meet targets for more than 75%
of their migratory species, but these species have
lower levels of protected area coverage in Canada
and the United States (Fig. 2).
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Fig. 1. The shortfall in protected area coverage for migratory species is related to their require-
ment for protection across each of their seasonal ranges—resident, breeding, nonbreeding, and
passage ranges. (A and B) The proportion of migratory species meeting targets for (A) protected
area coverage of their distribution and (B) complete coverage of all key sites (IBAs) identified for them
decreases rapidly with the number of seasonal ranges, which is consistent with a random allocation of
conservation effort. Dashed lines represent the proportion of species expected to meet targets where
conservation is systematically coordinated across the seasonal ranges of species (so that an appropriate
proportion of each part of the range is covered by protected areas).

Table 1. Protected area coverage of migratory and nonmigratory bird species. Representation targets are based on species’ geographic range size, with

a target of 100% of a distribution to be covered by protected areas where the geographic range is <1000 km, log-linearly decreasing to 10% where the range

size is >250,000 km (10, 12).

Mean of

range covered (%)

Number of

gap species

(defined as zero coverage)

Percentage of

species meeting

coverage targets

Total number

of species

Nonmigrants 18.9 243 44.8 7457
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Full migrants 10.2 2 8.8 1451
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Part of annual cycle
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Resident 11.3 3 43.7 898
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Breeding 14.1 18 34.4 1260
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Nonbreeding 10.9 8 39.8 1267
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Passage 13.4 2 26.2 530
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Any part of cycle 28
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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Our analyses focus on coverage of species’ dis-
tributions and key sites by protected areas and
do not account for variation in management effec-
tiveness of protected areas or consider broader-
scale conservation actions beyondprotected sites.
Many protected areas are inadequately managed
(10), and our results based on coverage thus over-
estimate true protection. Indeed, achieving effec-
tive management of existing protected areas may
be just as beneficial as designating new sites.
However, evenwhenwell managed so as to abate
core threats to migratory species such as habitat
loss and hunting, protected areas are just one
tool forminimizing species loss (10), and broader-
scale interventions will also be needed to address
all threats to migratory species. Many migratory
species are widespread and undertake broad-
frontmovements,meaning that entire landscapes
need tobemanaged to conserve them.For instance,
intensification andmechanization of grassland
management is a key threat to themigratory corn-
crake (Crex crex), which breeds in agricultural
meadows across Europe, and effective conserva-
tion outcomes for the species will involve both
identifying key sites for strict protection during
its annual cycle and developing incentives for
farmers to implement agricultural practices that
benefit the species in important areas outside
reserves (16). Full knowledge of the spatial dis-
ribution of threats, how they can best be abated,
and how they affect population dynamics across
the annual cycle of each migratory species will
allow conservation actions to be prioritized most
efficiently (18). Alongside identifying key sites for
protection, broader policy instruments need to
be strengthened or developed in order to conserve
migratory species.
Protected areas are usually designated at the

national scale, but collaborative international part-
nerships and concerted intergovernmental co-
ordination and action are crucial to safeguard
migratory species (7). A number of international
agreements [such as the Convention on the Con-
servation of Migratory Species of Wild Animals
(CMS) and the Ramsar Convention onWetlands]
recognize the specific challenges associated with
migratory species and attempt to deliver special
protection tomigrants.Migratory landbirds in par-
ticular lack coverage under flyway-based bird con-
servation instruments (19), although this is now
being addressed through initiatives such as the
African-EurasianMigratory Landbird Action Plan
being developed under the CMS (20). How-
ever, only 120 nations are parties to the CMS,
and there is an urgent need to strengthen other
agreements, including those between range states
in specificmigratory flyways. Internationally coor-
dinatedaction (particularlywithin flyways) through
these and other mechanisms will require sub-
stantially greater international leadership and
resourcing.
Although there has been considerable focus

through the Convention on Biological Diversity
(CBD) Strategic Plan on increasing both the size
and representation of the global protected area
estate (21), with some success (12), our results
highlight a failure to consider adequately the

SCIENCE sciencemag.org 4 DECEMBER 2015 • VOL 350 ISSUE 6265 1257

Fig. 2. Global inequity in protected area coverage of migratory birds. (A to C) The percentage
of migratory bird species within each country meeting targets for protected area coverage (A) for
each part of their migratory range within that country, (B) for each part of their migratory range
globally, and (C) the percentage area covered by protected areas in that country. Targets are scaled
by the size of each part of the seasonal distribution. There is a difference in the range of the color
ramp between the three maps.
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linkages between protected areas. Our data show
that migratory species remain very poorly repre-
sented in the global protected area system. The
CBD’s Aichi Targets for 2020 (21) will likely drive
the greatest expansionof protected areas inhistory
and represent a key opportunity for conservingmi-
grants (15). However, safeguarding the world’s mi-
gratory birdswill require better resourcing and use
of existing internationalmechanisms to target new
and expanded protected areas, enhance enforce-
ment and management effectiveness, and greatly
strengthen coordination between countries.
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GENE REGULATION

Single–base pair differences in a
shared motif determine differential
Rhodopsin expression
Jens Rister, Ansa Razzaq, Pamela Boodram, Nisha Desai, Cleopatra Tsanis,
Hongtao Chen,* David Jukam,† Claude Desplan‡

The final identity and functional properties of a neuron are specified by terminal
differentiation genes, which are controlled by specific motifs in compact regulatory
regions.To determine how these sequences integrate inputs from transcription factors that
specify cell types, we compared the regulatory mechanism of Drosophila Rhodopsin genes
that are expressed in subsets of photoreceptors to that of phototransduction genes that
are expressed broadly, in all photoreceptors. Both sets of genes share an 11–base pair (bp)
activator motif. Broadly expressed genes contain a palindromic version that mediates
expression in all photoreceptors. In contrast, eachRhodopsin exhibits characteristic single-bp
substitutions that break the symmetry of the palindrome and generate activator or repressor
motifs critical for restricting expression to photoreceptor subsets. Sensory neuron subtypes
can therefore evolve through single-bp changes in short regulatory motifs, allowing the
discrimination of a wide spectrum of stimuli.

I
n the visual system, different photoreceptor
neurons express specific light-sensingpigments
(1); however, common downstream factors
amplify and convert the response to the visual
stimulus into a neuronal signal. For instance,

each unit eye (ommatidium) of the Drosophila
retina contains eight photoreceptors (R1 to R8)
that express different light-sensing Rhodopsins
(Rhs) that are restricted to specific photoreceptor
subsets. Outer photoreceptors R1 to R6 express
Rh1. Inner photoreceptors R7 and R8 express
either Rh3 in pR7s coupled with Rh5 in pR8s,
or Rh4 in yR7s with Rh6 in yR8s (Fig. 1A) (1). R1
to R8 all share broadly expressed phototrans-
duction factors (Fig. 1B and fig. S1A) that amplify
and convert the response to the visual stimulus
into a neuronal signal (2).
Here, we examine the cis-regulatorymechanisms

that distinguish restricted from broad expression
patterns for Rhodopsins and downstream photo-
transduction factors, respectively. All Rhs share
the conservedRhodopsin Core Sequence I (RCSI)
(3, 4), which resembles the palindromic P3 motif
(TAATYNRATTA), an optimal binding site for
paired-class homeodomain proteins (5). Almost
all known broadly expressed phototransduction
genes contain a P3 motif in their proximal pro-
moter (Fig. 1B, fig. S1A, and supplementary text).
The presence of a conservedP3/RCSImotifwithin
100 base pairs (bps) of the Rh transcription start
site (TSS) is significantly associated with enrich-

ment in adult eyes (c-square test, P < 0.001). P3/
RCSI is required for activation in photoreceptors
because its mutation caused either a loss or a
strong reduction in expression of 16 broad or
restricted reporters (figs. S1 to S3), with the ex-
ception of Arr1 (fig. S2K). Moreover, expression of
10 out of 15 reporters was lost in mutants for
the photoreceptor-specific transcription factor
Pph13 (Fig. 1B and figs. S2 and S3), a paired-
class homeodomain protein that binds P3 and
the Rh6 RCSI in vitro (6, 7).
Because each Rh promoter has a highly con-

served RCSI variant (Fig. 1B) (4), we tested the
sufficiency of P3 and RCSI to determine the
significance of the specific differences between
perfectly palindromic (P3) and imperfect motifs
(RCSI) (Fig. 2). Four copies of the P3 motif (in-
cluding four neighboring bps for spacing; the
contribution of these additional bps was only
tested for Rh4) from the broadly expressed
ninaC, rdgA, or trpl drove broad expression in
all photoreceptors (Fig. 2, A and A′, and fig. S4,
A and A′), consistent with our previous results
(8). In sharp contrast, multimerized RCSI motifs
drove expression in subsets of photoreceptors.
The RCSI of Rh3 and Rh6 contains a K50 motif,
a binding site for K50 homeodomain proteins
such as the Dve repressor or the Otd activator
(Fig. 1B). Expression of [Rh3 RCSI]4 and [Rh6
RCSI]4 was biased to inner photoreceptors: [Rh3
RCSI]4 mediated restricted expression in R8 and
R7, with a strong bias toward the pR7 subset,
where Rh3 is normally expressed (Fig. 2, B and
B′). This pattern is complementary to the ex-
pression of Dve (Fig. 1B) (9), which is indeed
responsible for the restricted expression as [Rh3
RCSI]4 drove a broad, P3-like pattern in dve
mutants (Fig. 2 B′′). [Rh6 RCSI]4 drove restricted
expression in R8s and R7s; expression in R1 to
R6 was very weak in comparison to P3 motifs,
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which was due to dve-dependent repression
(fig. S4, D, D′, and D′′).
[Rh1 RCSI]4 drove variable expression in R1 to

R6 (Fig. 2, C and C′), where Rh1 is expressed.
This outer photoreceptor-specific pattern is com-
plementary to the inner photoreceptor expres-
sion of [Rh3 RCSI]4. Rh4 has the same RCSI as
Rh1. However, adding the synergistic 3′ RCSII
motif (fig. S1, F to I) (3) led to expression in yR7s,
where Rh4 is expressed (fig. S4, B and B′, and fig.
S4, C and C′). Although [Rh5 RCSI]4 was not suf-
ficient for reporter expression (fig. S4, E and E′),
adding three K50 motifs to a single Rh5 RCSI
([K50]3 + [Rh5 RCSI]1) led to expression in R8
and pR7 photoreceptors (fig. S4, F and F′).
In summary, the RCSI motifs of specific Rhs

differ from palindromic P3 motifs in broadly ex-
pressed genes: They drive expression that is
biased toward the endogenous Rh expression
patterns (Fig. 2D). We show below that full sub-
type specificity and activation often requires the
repetition of motifs that are present in the RCSI.
As specific RCSI motifs directed restricted ex-

pression in different photoreceptor subsets (Fig.
2D), albeit with incomplete subtype specificity
and with some variability in expression levels,
we asked whether the single-bp differences are
required for subtype specificity in a wild-type
promoter context and which other motifs are
required for full restriction. We mutated the
K50 (Otd/Dve) motifs (TAATCC) to Q50 (Pph13)
motifs (TAATTG/A) (Fig. 1B) to disrupt repres-
sion while preserving RCSI-mediated activation.
Mutating the Rh3 RCSI resulted in an expansion
to yR7s, where Dve is present at low levels (Fig.

3, A and B). Mutating the Rh6 RCSI caused de-
repression in R1 to R6 and the ocelli (fig. S5, A
and B, and fig. S6A). Rh3 and Rh6 have K50/Dve
repressor motifs repeated upstream, andmuta-

tion of individual motifs also caused derepres-
sion in yR7s (Fig. 3C) (10) and R1 to R6 and the
ocelli (fig. S5D and fig. S6B), respectively. Taken
together, single-bp changes create K50 motifs in
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Fig. 1. Broadly expressed and restricted photo-
receptor genes share a cis-regulatory motif.
(A) In “p” ommatidia, Rh3 in pR7 is coupled with
Rh5 in pR8, whereas in “y” ommatidia, Rh4 in yR7
is coupled with Rh6 in yR8. Outer photoreceptors
R1 to R6 express Rh1. (Right) Cross section at the
level of R7 (top) or R8 (bottom). (B) Broadly ex-
pressed photoreceptor genes (seven upper genes)
and restricted Rhodopsins Rh1 to Rh6 share the
11-bp P3/RCSI motif in their proximal promoters.
(Left) All motifs contain a 5′ TAAT homeodomain
core binding site, which is repeated in reverse ori-
entation (ATTA) in broadly expressed phototrans-
ductiongenes.The3′ATTA ismodified inRCSImotifs
ofRh1 toRh5. InRh6 andRh3, central bp differences
(orange) createK50 sites (TAATCC) for the activator
Otd and the repressor Dve (9).Q50 sites (TAATTG/A)
are bound by the photoreceptor-specific activator
Pph13 (6). (Right) Reporter expression patterns of
the broadly expressed phototransduction gene trpl
and the restrictedRh6 at the R8 level. Retinaswere
stained for green fluorescent protein (GFP) (green),
Rh5 (blue) and Rh6 (red). Scale bars, 10 mm.
(Bottom) Pph13 andOtd are expressed in all photo-
receptors, whereas Dve is expressed at high levels
in R1 to R6 and at low levels in yR7s.

Fig. 2. The P3 motif is sufficient to drive ex-
pression in all photoreceptors, whereas RCSI
motifs drive expression in subsets of photore-
ceptors.Multimerization of a P3 motif (left) found
in broadly expressed phototransduction genes
or of a specific RCSI motif (right) from a restricted
Rhodopsin. (A and A′) Tetramerization of a palin-
dromic P3 motif from ninaC results in broad,
pan-photoreceptor expression. (B, B′, and B′′) Four
copies of the Rh3 RCSI that contains a Dve repres-
sor site (orange) drive expression in R7 and R8.
(B) The reporter is strongly biased toward pR7s
(arrows), where Rh3 is expressed, and faint in yR7s.
(B′) GFP is expressed in all R8s, which lack Dve.
(B′′) Expression is expanded to all photoreceptors
in a dve186 mutant background. (C, C′, and C′′)
Tetramerization of the Rh1 RCSI drives variable
reporter expression (arrows and arrowheads in C′′)
in individual R1 to R6 photoreceptors, where Rh1 is
expressed (blue in C′′). Scale bars, 10 mm. (D) RCSI
motifs are biased toward the respective endoge-
nous Rh expression pattern (wild type).
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the Rh3 and Rh6 RCSI, which are required for
subtype-specific expression together with their
upstream repeats.
We also examined the importance of the

disrupted P3 palindrome—i.e., the imperfect
3′ homeodomain binding motif in the RCSIs of
Rh1 to Rh5 (Fig. 1B). Creating a palindromic
motif in the Rh3 RCSI (TAATCCAATTC→TAATC-
CAATTA) caused derepression in yR7s (Fig.
3D) that depended on Pph13 (Fig. 3E). There-
fore, derepression appears to be due to increased
activation through the newly created Q50/Pph13
site. The same ATTC→ATTA mutation in the
Rh5 RCSI led to partial derepression in yR8s
(fig. S5, E and F). This single-bp change created
a binding site for the activator Otd (AGATTA)
(11), and indeed derepression in yR8s was

lost in otdmutants, as was activation in pR8s
(fig. S5G).
The 3′ ATTCmotif in the RCSI of Rh3 and Rh5

is repeated upstream. Mutating the upstream
repeatwithout creating aQ50/Pph13 site (ATTC→
CAAA) also caused derepression in yR7s (Rh3)
or yR8s (Rh5) (Fig. 3F and fig. S5H). Mutating
both ATTCs of Rh5 enhanced derepression into
almost all yR8s (fig. S5I). Therefore, we have
identified repressor motifs in the RCSIs of four
Rhs (K50/Dvemotifs inRh3/Rh6 and ATTCmotifs
in Rh3/Rh5). These motifs are repeated upstream
within less than 100 bps and are required for
full subtype specificity.
A single-bp ATTT→ATTAmutation in theRh4

RCSI caused derepression in R1 to R6, pR7s, and
the ocelli (Fig. 3, G and H, and fig. S6D). The

correct pattern was restored by crossing the
mutant Rh4 reporter in a Pph13 mutant back-
ground (Fig. 3I), indicating that the A→T change
prevents Pph13 from overcoming repression in
the “wrong” photoreceptor subsets, as was the
case for Rh3 and Rh6. The same mutation in the
Rh1 RCSI caused no detectable derepression (fig.
S5J). Replacing two bps in the RCSI of the ocelli-
specific Rh2 (fig. S6, E and F) to obtain a Q50/
Pph13 site led to derepression in R1 to R6 photo-
receptors that depended on Pph13 (fig. S6, G
and H).
Our in vivodata revealed that a cell-fate decision

requires single-bp differences in RCSI motifs
(Fig. 3J). They complement previous findings
in cell culture that subtle sequence differences
in a glucocorticoid receptor or nuclear factor kB
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Fig. 3. Single base pairs in the RCSI motifs of Rh3 and Rh4 are critical
for photoreceptor subtype-specific expression. (A) The Rh3 reporter is
specifically expressed in pR7s. (Left) Rh3 promoter containing an upstream
ATTC/yR7 repressor motif (yR7R), two K50 motifs, and the Rh3 RCSI
composed of a K50 motif and an ATTC/yR7 repressor motif. (B to F)
Mutation of the Rh3 RCSI [(B), (D), and (E)] or of its partial upstream
repeats [(C) and (F)] causes derepression in yR7s. (G) The Rh4 reporter
is specifically expressed in yR7s. (Left) Rh4 promoter with the Rh4 RCSI
and RCSII motif (3). (H and I) Mutating a single bp in the Rh4 RCSI

causes derepression in pR7 and R1 to R6 that depends on Pph13. Scale bars, 10 mm. (J) Derepression in other photoreceptor subsets (indicated by X) caused
by mutations of RCSIs or upstream repeats.
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(NF-kB) binding site can specify the mode of
transcriptional regulation (12, 13) and that small
differences in binding-site sequences can lead to
distinctHox specificities in vivo and in vitro (14–16).
(i) Single bps in RCSI prevent binding of dimers
of broadly expressed activators such as Pph13 (5)
(fig. S8B), tipping the balance of activator/
repressor binding. This weakened activation allows
repressors to prevent activation in other photo-
receptor subtypes (17). (ii) They generate specific
combinations of overlapping activator and re-
pressormotifs, often repeated upstream to provide
robust expression and full subtype specificity.
Creating overlap of activator and repressormotifs
is an efficient way of blocking a key activator site
in the “wrong” cell types that express a repressor
(18), especially because the RCSI motifs are very
close to the transcription start site and repression
there could block other activators (19). The pre-
cise tuning of RCSI motifs within their respective
promoter context leads to incompatibility in
other Rh promoters, as revealed by RCSI swap
experiments: Replacing a given RCSI with an-
other one resulted in two main outcomes: loss
of expression or derepression in specific subsets
of photoreceptors (fig. S7 and supplementary
text).
TheRCSI/P3motif resembles “terminal selector”

motifs that allow the coordinated expression of
effector genes that define a particular neuron
type (20, 21). Yet, RCSI motifs exhibit additional
layers of regulation that are integrated in a single
regulatory element, as their sequence ismodified
for subtype specificity. Mutating a cis-regulatory
motif in many cases appears to be the shortest
evolutionary path toward a novel phenotype (22).
Although we found that it is possible in some
cases to eliminate ectopic expression by removing
the broadly expressed activator Pph13 (Fig. 3, E
and I), this simultaneously causes a loss of ex-
pression of several broad phototransduction

genes, defects in photoreceptor morphology, and
a severe loss of light sensitivity (23).
We propose that the modification of a P3-type

motif into different RCSI-type motifs allowed
partitioning Rh expression to different subtypes
of photoreceptors (Fig. 4 and fig. S8). This opened
the possibility to discriminate wavelengths and
likely conveyed a selective advantage. In this
model, P3 motifs represent a positive regulatory
element shared by ancestral genes that were
expressed in all photoreceptors. This regulation
is conserved, as thepromoter of the long-wavelength
Rh, as well as Gb76C that are both expressed in
all photoreceptors in the beetle Tribolium, contain
a palindromic P3-type motif and depend on Pph13
(24, 25).
Our study revealed a high level of precision at

every base pair in a short cis-regulatory element
that is critical for proper spatial (broad or re-
stricted) expression. It will be interesting to see
whether similar modifications of shared cis-
regulatory motifs are used to diversify neuronal
cell types in other developmental contexts, for
instance in human photoreceptor and olfactory
genes (fig. S9 and supplementary materials).
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Fig. 4. Modification of a shared cis-regulatory
motif for color vision. (A) A palindromic P3motif
(TAATNNNATTA) provides broad activation of an
ancestral Rh and a set of phototransduction (PT)
genes in all photoreceptors (left). Modification of
single bps yields an RCSI motif (orange) that is
essential for restrictingRh expression to subsets of
photoreceptors (right).The upstream repetition of
parts of the RCSI (orange box) is required for full
subtype specificity. (Right schematic) Phototrans-
duction cascade. The downstream-acting factors
(broad PT genes) remain expressed in all photo-
receptors. (B) Palindromic P3 motifs bound by a
photoreceptor-specific Q50 activator like Pph13 pro-
vide broad activation, whereas single-bp changes
in RCSI motifs specific to each Rh create new ac-
tivator or repressor motifs (right).
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HUMAN GENETICS

De novo mutations in congenital heart
disease with neurodevelopmental and
other congenital anomalies
Jason Homsy,1,2* Samir Zaidi,3* Yufeng Shen,4* James S. Ware,1,5,6* Kaitlin E. Samocha,1,7
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George A. Porter Jr.,10 Richard Kim,11 Kaya Bilguvar,3,12 Francesc López-Giráldez,12
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Badri Vardarajan,15 Lijiang Ma,16 Mark Daly,1,7 Amy E. Roberts,17 Mark W. Russell,18

SeemaMital,19 JaneW. Newburger,20 J. William Gaynor,21 Roger E. Breitbart,20

Ivan Iossifov,22 Michael Ronemus,22 Stephan J. Sanders,23 Jonathan R. Kaltman,24

Jonathan G. Seidman,1 Martina Brueckner,3‡ Bruce D. Gelb,25‡ Elizabeth Goldmuntz,26,27‡
Richard P. Lifton,3,28†‡ Christine E. Seidman,1,8,29†‡Wendy K. Chung30†‡

Congenital heart disease (CHD) patients have an increased prevalence of extracardiac
congenital anomalies (CAs) and risk of neurodevelopmental disabilities (NDDs). Exome
sequencing of 1213 CHD parent-offspring trios identified an excess of protein-damaging de
novo mutations, especially in genes highly expressed in the developing heart and brain. These
mutations accounted for 20% of patients with CHD, NDD, and CA but only 2% of patients with
isolated CHD. Mutations altered genes involved in morphogenesis, chromatin modification,
and transcriptional regulation, including multiple mutations in RBFOX2, a regulator of mRNA
splicing. Genes mutated in other cohorts examined for NDD were enriched in CHD cases,
particularly those with coexisting NDD. These findings reveal shared genetic contributions to
CHD, NDD, and CA and provide opportunities for improved prognostic assessment and early
therapeutic intervention in CHD patients.

E
xtracardiac congenital anomalies (CAs, struc-
tural or functional anomalies that arise in
utero) occur in approximately 13% of new-
borns with congenital heart disease (CHD),
including 2% with a genetic syndrome,

which is almost twice the prevalence observed
in infants without CHD (1). Newborns with CHD
are also at risk for the emergence of neuro-
developmental disorders (NDDs), including cog-
nitive, motor, social, and language impairments.
NDDs occur in 10% of all children with CHD and
in 50% with severe CHD (2). Explanations to ac-
count for the high frequency of CA and NDD in
CHD patients include embryonic circulatory de-
ficits and stresses associated with postnatal ther-
apeutic interventions (3), but these hypotheses
remain unproven.
We sequenced exomes in 1213 CHD trios (pro-

bands and their unaffected parents) enrolled in
the Pediatric Cardiac Genetics Consortium (PCGC)
(4) or the Pediatric Heart Network (5), after ex-
cluding CHD cases with clinically recognized
genetic syndromes. Analyses included 353 pre-
viously reported CHD trios (6). We compared
de novo mutations identified in CHD that oc-
curred in isolation, or accompanied by CA, NDD,
or both (phenotypes in table S1 and database S1).
Previously sequenced trios (n = 900) from the
Simons Foundation Autism Research Initiative
Simplex Collection, each consisting of the un-
affected parents and sibling of a child with autism
spectrum disorder, served as control trios (7–9).

CHD and control probands were analyzed for
de novo mutations (databases S2 and S3). To
evaluate the significance of mutation frequencies,
we adapted a recently reported de novo expecta-
tionmodel (10) to assessmutation rates by variant
class [synonymous, loss of function (LoF; such
as nonsense, frameshift, or canonical splice dis-
ruptions), or missense]. We derived gene-based
rates of de novo mutation from local sequence
context and adjusted by per-base coverage se-
parately in case and control cohorts (databases
S4 and S5). We extended the model by merging
all possible transcripts to obtain transcript-
independent probabilities and by adding rates
for deleterious missense variants predicted by
the Meta-SVM score (D-Mis) (11). This yielded
an overall mean expected mutation rate of 1.1
de novo variant per proband.
The expected and observed numbers of de novo

mutations in each variant class in all CHD and
control study participants (Table 1) were com-
pared using a Poisson distribution. De novo
mutation rates per variant class were accurately
predicted in controls, replicating previous model
validations (10). However, among all CHD trios,
we detected significant enrichment (i.e., observed
divided by expected frequencies) of LoF and
D-Mis variants of 1.3 (P = 0.0016) and 1.6 (P =
1.8 × 10−10), respectively, across all genes. The
combination of LoF+D-Mis variants (hereafter
denoted as “damaging”) was 1.4-fold enriched in
CHDcases as compared to expectation, similar to

the observed case versus control comparison
(table S2). This burden persisted after exclud-
ing 353 previously studied CHD trios (table S3)
and was found in each CHD category (con-
otruncal defects, left ventricular outflow tract
obstruction, and “other”), except for heterotaxy,
which showed no excess (table S4).
Damaging de novo mutations were markedly

increased in CHD cases (enrichment = 2.4, P =
5.1 × 10−24) among 4420 genes in the top quartile
of expression during heart development [high
heart expression, HHE (6)] (Table 1). Conversely,
controls had no significant enrichment in de
novomutations in HHE genes. Neither cases nor
controls were enriched in de novo mutations
among genes within the lower three quartiles of
developing heart expression (LHE) (Table 1).
From the observed and expected values, we es-
timated that 58% of these damaging de novo
mutations contributed to CHD.
Twenty-one genes had multiple damaging

de novomutationsonly in cases, anunlikely chance
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Table 1. De novo enrichment in cases versus controls by expectation analysis. n, number of de novo mutations; rate, number of de novo mutations divided by
the number of individuals in the cohort (N); enrichment, ratio of observed to expected numbers of mutations; HHE, high heart-expressed genes (top quartile of

expression); LHE, lower heart-expressed genes (bottom three quartiles of expression); D-Mis, damaging missense predicted by Meta-SVM; Damaging, D-Mis+LoF.

Bold numbers indicate enrichment >2 or P < 0.005.

Cases, N = 1213 Controls, N = 900

Observed Expected Enrichment P Observed Expected Enrichment P

n Rate n Rate n Rate n Rate

All genes
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Total 1273 1.05 1312.7 1.08 1.0 0.87 925 1.03 979.7 1.09 0.9 0.96
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Synonymous 277 0.23 371.4 0.31 0.7 1 229 0.25 277.4 0.31 0.8 1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Missense 846 0.70 824.9 0.68 1.0 0.24 614 0.68 615.6 0.68 1.0 0.53
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

D-Mis 212 0.17 133.1 0.11 1.6 1.8 × 10−10 119 0.13 99.3 0.11 1.2 0.03
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

LoF 150 0.12 116.5 0.10 1.3 0.0016 82 0.09 86.7 0.10 0.9 0.71
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Damaging 362 0.30 249.5 0.21 1.4 1.5 × 10−11 201 0.22 186.0 0.21 1.1 0.14
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

HHE genes
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Total 448 0.37 372.4 0.31 1.2 7.8 × 10−05 271 0.30 277.7 0.31 1.0 0.66
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Synonymous 81 0.07 103.5 0.09 0.8 0.99 80 0.09 77.3 0.09 1.0 0.39
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Missense 288 0.24 234.3 0.19 1.2 0.00038 163 0.18 174.7 0.19 0.9 0.82
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

D-Mis 99 0.08 40.6 0.03 2.4 7.7 × 10−15 37 0.04 30.3 0.03 1.2 0.13
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

LoF 79 0.07 34.5 0.03 2.3 6.2 × 10−11 28 0.03 25.7 0.03 1.1 0.35
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Damaging 178 0.15 75.1 0.06 2.4 5.1 × 10−24 65 0.07 55.9 0.06 1.2 0.13
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

LHE genes
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Total 825 0.68 940.3 0.78 0.9 1 654 0.73 702.1 0.78 0.9 0.97
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Synonymous 196 0.16 267.8 0.22 0.7 1 149 0.17 200.1 0.22 0.7 1
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Missense 558 0.46 590.5 0.49 0.9 0.91 451 0.50 440.9 0.49 1.0 0.32
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

D-Mis 113 0.09 92.4 0.08 1.2 0.021 82 0.09 69.0 0.08 1.2 0.069
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

LoF 71 0.06 82.0 0.07 0.9 0.9 54 0.06 61.1 0.07 0.9 0.83
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Damaging 184 0.15 174.4 0.14 1.1 0.24 136 0.15 130.1 0.14 1.1 0.31
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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Fig. 1. Genes with multiple de novo mutations
are candidate CHD risk genes. (A) Histograms
show the expected distribution of the number of
genes containing multiple de novo mutations (em-
pirically derived using 1M permutations, black)
and the observed number of genes with multiple
mutations in cases (red line) for each class. P val-
ues were calculated by permutation. (B) Twenty-
one genes with multiple damaging de novomutations
in cases. P values are from Poisson test against
expectation, with significance threshold <9 × 10−7.
Further details are shown in table S6.
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occurrence (Fig. 1A; median expected = 7; P =
1.1 × 10−5 by permutation), suggesting that these
genes are likely to be pathogenic for CHD (Fig.
1B). Indeed, this list includes seven genes pre-
viously implicated in CHD (PTPN11, KMT2D,
CHD7, MYH6, JAG1, NOTCH1, and ZEB2). Enrich-
ments were not observed among genes with
multiple de novo synonymous variants in CHD
cases or across any variant class among controls
(Fig. 1A and table S5). A variety of cardiac mal-

formations were associated with mutations in
each of these 21 genes (Fig. 1B and table S6). From
simulations based on these data (12), we estimate
that de novo mutations in ~392 HHE genes con-
tribute to CHD pathogenesis (fig. S1).
Within this 21-gene set,PTPN11, KMT2D (MLL2),

and RBFOX2 each had significantly more damag-
ing de novo mutations than expected (Bon-
ferroni corrected threshold for genome-wide
significance = P < 9 × 10−7; Fig. 1B). RBFOX2,

an RNA-binding protein that regulates alternative
splicing, has not been previously implicated in
CHD. RBFOX2 harbored three distinct de novo
LoF mutations, a highly significant finding (Fig.
1B; P = 3.4 × 10−8). Additionally, we previously
identified a de novo copy number loss that en-
compasses RBFOX2 in another CHD proband
(13). These four probands all had hypoplastic left
heart syndrome (HLHS). RBFOX2 is critical for
zebrafish heart development (14) and regulates
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Fig. 2. Burden of damaging de novo mutations
in HHE genes among CHD cases with extra-
cardiac phenotypes. (A) The enrichment (ratio
of observed to expected) of damaging de novo
mutations in HHE genes is shown for each pheno-
type (±95% confidence interval). Case probands
were excluded if they carried de novo mutations in
known CHD syndrome genes (n = 19), had un-
known extracardiac phenotype for both NDD and
CA (n = 6), or had one unknown phenotype and
were negative for the other (n = 273). Cases with
either CA or NDD and unknown status for the
other phenotype (n = 97) were included in the
“Extra” category but excluded from the “only”
categories. (B) Percent excess of individuals car-
rying damaging de novo mutations in HHE genes
by indicated phenotype (±95% confidence inter-
val). An explanation of the calculation is provided
in (12). (C) Table of observed and expected de novo
rates for the indicated variant classes by phenotype.
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epithelial-mesenchymal transitions (EMTs) (15).
Disruption of EMTs is felt to underlie HLHS path-
ogenesis (16). We observed significant enrich-
ment of damaging mutations in RBFOX2 target
genes (17) in CHD cases (1.9-fold, P = 6.6 × 10−8)
but not controls (table S7).
Analyses of gene (GO) and human phenotype

(HP) ontologies revealed enrichment of damaging
de novo mutations in genes involved in anatomic
structure morphogenesis (GO:0009653; 2.4-fold;
Bonferroni P = 3.4 × 10−14), cardiovascular system
development (GO:0072358; 3.2-fold; Bonferroni
P= 7.5 × 10−9), neurodevelopmental abnormality
(HP:0012759; 2.6-fold; Bonferroni P = 1.8 × 10−6),
and others (database S6). We replicated the re-
ported excess of de novo LoFmutations affecting
genes involved in chromatin modification (6),
even after including only newly studied cases
(GO:0016568, 5.1-fold enrichment, P value = 7.2 ×
10−5; databaseS7). In the fullCHDcohort, therewere
25 de novo LoF mutations in chromatin-modifying
genes, a 5.3-fold enrichment over expectation
(P = 5.7 × 10−11, table S8; fig. S2), strongly sup-
porting the conclusion that these damaging
de novomutations have large effects on CHD risk.
We examined the prevalence of damaging

de novomutations in CHDwith or without NDD
and/or CA (Fig. 2) after excluding 19 partic-
ipants found to have de novo mutations in
known syndromic CHD genes and 279 partic-
ipantswith uncertainNDD/CA status. Damaging
de novo mutations in HHE genes were not sig-
nificantly enriched in 356 participants with iso-
lated CHD or in controls but were ~3-fold

enriched in 559 CHD cases with CA and/or NDD
(CHD + Extra, P = 1.1 × 10−18), including 97 pro-
bands diagnosed with either NDD or CA but
unknown for the other phenotype. Excluding
these 97 probands, we observed a 4.7-fold en-
richment of damaging de novo mutations in
HHE genes among 138 CHD cases with both
NDD and CA (P = 5.6 × 10−15), a 2-fold enrich-
ment in CHD cases with only NDD (252 pro-
bands, P = 3.8 × 10−4), and a 2.9-fold enrichment
in CHD cases with only CA (72 probands, P =
7.4 × 10−4). By comparing de novo rates in cases
against expectation, we estimate that damaging
de novo mutations in HHE genes contributed to
20% of CHD with both NDD and CA (95% con-
fidence interval 12 to 30%), 10% (7 to 14%) of
CHDwith CA and/or NDD, 10% (2.5 to 23%) and
6% (2 to 11%) of CHD with CA only or NDD only,
respectively, and 2% (0.5 to 5%) of isolated CHD
(Fig. 2B). These results implied frequent pleio-
tropic effects of de novo mutations in CHD and
raise the possibility that mutations in these same
genes might also contribute to nonsyndromic
NDD and/or other CA. We find that genes mu-
tated in CHD are not only enriched for high
expression in the developing heart, they are also
enriched for high expression in the developing
brain (table S9).
To further explore these pleiotropic effects,

we considered whether genes with damaging
de novo mutations in CHD with NDD over-
lapped with 1161 genes (database S8) found to
contain damaging de novo mutations in seven
cohorts ascertained for NDD phenotypes ex-

cluding CHD (published NDD, P-NDD gene
set) (7, 18–23). Sixty-nine genes (table S10) with
damaging de novo mutations (n = 85 muta-
tions) were shared in CHD and P-NDD cohorts,
far more than expected by chance (expected =
32 mutations; 2.6-fold enrichment; P = 8.9 × 10−15,
Fig. 3A and table S11). HHE genes were par-
ticularly enriched among P-NDD genes that
were mutated in CHD (4.4-fold for all CHD cases,
P = 1.2 × 10−23; Fig. 3A and table S11). Moreover,
genes mutated both in P-NDD and CHD cohorts
are in the top quartile of both developmental
heart and brain expression far more than ex-
pected by chance (observed = 38, expected =
11, P = 6.1 × 10−11, binomial test, Fig. 3B). The
input of these 69 overlapping genes into GO
ontology analysis revealed significant terms that
were broadly involved in the regulation of devel-
opmental transcription programs. These included
19 chromatin modifiers (GO:0016568 9.3-fold, P =
8.5 × 10−10; database S9 and fig. S2), including
genes responsible for altering the methylation,
acetylation, or ubiquitination status of numer-
ous regulatory lysine residues on the nucleosome.
Additionally, there were 32 transcriptional reg-
ulators (GO:0006355 2.8-fold P = 1.5 × 10−4;
database S9), including genes involved in Wnt
(CTNNB1, DVL3, and LRP5) and Notch (NOTCH1
and EP300) signaling, important pathways in
cardiac development. These findings demonstrate
shared genetic etiologies for CHD and NDD pa-
tients and confirm the pleiotropic effects of
mutations in these genes. Because it is unlikely
that many NDD-ascertained patients with these
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mutations had clinically important CHD, and not
all CHD patients with these mutations have
NDD (table S10), our findings also indicate that
these mutations have variable expressivity, in-
cluding isolated CHD, isolated NDD, or both.
Consistent with these observations, CHD par-

ticipants with damaging de novo mutations in
these 69 overlapping genes (Fig. 3A) had a sig-
nificantly increased risk of NDD (absolute risk of
73%, odds ratio 3.1, P = 7.9 × 10−5, Fisher exact
test). Damaging mutations (28 mutations in 27
participants) in chromatin modifiers showed
the highest risk of NDD (19 participants with
NDD, 8 with unknown NDD status due to age
<1 year at evaluation). Moreover, the marked
enrichments in damaging de novo mutations
among P-NDD genes with HHE (Fig. 3A and
table S11), 7.4-fold in 413 CHD cases with NDD
(P = 3.9 × 10−22), 4.1-fold in 362 CHD infants
with unknown NDD status (P = 2.2 × 10−7), and
no significant enrichment in 438 CHD cases
without NDD (P = 0.075), strongly imply a future
risk of NDD among CHD infants with these var-
iants. These observations suggest that genotype
is a strong predictor for future development of
NDD in CHD infants. Despite these highly sig-
nificant findings, our estimates are based purely
on statistical grounds and limited to in silico
predictions of damaging variants, a caveat that
should be considered when extrapolating these
results to identify causative or predictive muta-
tions in individual patients.
Contemporary therapeutic interventions have

substantially improved survival among newborns
with serious CHD. Despite these advances, many
lifelong medical issues remain. The demonstra-
tion that damaging de novo genemutations cause
CHD, particularly when associatedwith NDD and
other congenital anomalies, has both clinical and
research implications. First, clinical genotyping
may help stratify CHD patients and identify those

at high risk for NDD, enabling surveillance and
early interventions to improve school performance,
employability, and quality of life. Second, the
pleiotropic consequence of these mutations im-
plies that further study of these genes may un-
cover critical regulation of broad developmental
programs. Finally, the high frequency of muta-
tion in transcriptional regulators suggests that
mutations in regulatory elements (promoters and
enhancers) may be additional causes of CHD,
particularly isolated CHD.
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few steps in their protocols have hardly changed. Dounce 
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feature prominently in cellular laboratories everywhere. ìI 
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Molecular Medicine in Venice, Italy. 

Old school

Cell biologyís reliance on classical techniques can be 

both reassuring and annoying. The standard approaches 
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his colleagues crystallized one such artisanal protocol for 

mitochondrial isolation by publishing it in a peer-reviewed 

journal. Unfortunately, Scorrano says that few others have 
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When researching an organelle isolation method, inves-
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ergetics using rat liver cells. Yeast mitochondrial isolation 
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preferring that those in his lab learn the entire process. ìYou 

might need some time to get to a level in which you can 
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track subcellular genetics.

Scientists studying organelle-associated proteins 

increasingly use mass spectrometry after purifying the 

target organelle, which has added a new 
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For organelles that

contain their own 

DNA, such as 

mitochondria 

and chloro-

plasts, 

researchers 

can follow the 
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with a DNA-isolation 

step to track subcellular 

genetics.

tion kits. ìItís not involving any extra machinery or instru-
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advanced reagents which are provided along with the kit,î 

says Khandelwal. Other than the kit, researchers need only 

ordinary centrifuges and related equipment they probably 

have on hand.

Perhaps the most challenging part of using such 

kits is deciding which one will work best. Comparing 

the protocols to see which is the most straightforward 

is one approach, but companies donít disclose the 
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to predict which will work best for a particular labís needs. 

Khandelwal suggests asking about the expected yield 

of a kit and the assays required to determine whether 

the isolation worked. ìIf the client is looking at, say, 

mitochondrial DNA, of course DNA is going to be isolated, 

but how do you know whether it is pure mitochondrial 

DNA, or [if there is] contamination from nuclear DNA?î 

asks Khandelwal. 

Another advantage of using kits optimized for a particular 

type of experiment is support. If the experiment doesnít 

work, researchers whoíve used kits can call the manufac-

turer for troubleshooting help, whereas those whoíve mixed 
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More than the sum of its parts

Although biochemists may be anxious to separate 

organelles from their cellular contexts, it often pays to take 
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ìWe once described the mitochondrion as a small football-

[shaped] organelle,î says James Murray, general manager 

of Abcam in Cambridge, United Kingdom. He adds, 

ìWeíve come to realize that thatís actually not the case; 

theyíre not discrete organelles necessarily.î

Indeed, depending on the cell type and its current state, 

mitochondria can be individual ellipsoids or may form 

reticulated networks that connect to other structures such 

as the endoplasmic reticulum and plasma membrane. ìItís 
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study isolated mitochondria. Pulling a spaghetti-like 

network of membranes out of a cell is considerably harder 

than separating discrete organelles. Murray suggests 

that researchers begin by using techniques such as 

�
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������	%���
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before deciding whether to break it open. If the question 

is whether a particular protein localizes to a particular 

organelle, microscopy could provide all the necessary 

data without requiring researchers to resort to any 

isolation techniques. 

For those who do need to fractionate cells, Murray 

reiterates other expertsí advice to pick the right protocol 

for the ultimate analysis. Experiments that require intact, 

physiologically active mitochondria are among the most 
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cells, experimenters need to complete the entire protocol 
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challenge: Reagents used in some older protocols may 

interfere with mass spectrometers. In response, Sigma-

Aldrich has launched a series of reagents and kits design-

ed to be mass spectrometry-compatible.

Besides kits, the chemical supply giant also sells individ-

ual reagents, and Yeh concedes that ready-made kits may 

�%	�(��(�
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ing to do it a hundred times over, I would bet youíre better 
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we serve [with kits] are people who do it once or twice.î

Regardless of which approach they choose, Yeh echoes 

Scorranoís assessment that any lab should be able to ex-

ecute competent organelle isolations once theyíve taken the 
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on their way,î says Yeh.

Smart shopping

Over the years, some researchers and lab suppliers have 

also developed their own special tricks to improve organelle 

�
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��#�	�%�'��
%
	�%��	���
%�����(	�%�
�

are minor, they add up for certain types of analyses. 
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extent of doing Western blots, where even a degraded 

protein might work . . . but when you go for any activity 

analysis, you will need the protein to be in its functional 

state,î says Payal Khandelwal, product manager for assay 

kits at Biovision���������	(
��$(���%&��(��!��(	��
����&��	���

more enhanced techniques come into the picture,î adds 

Khandelwal.

Besides protein degradation, older techniques may be 
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experiments, but in highly sensitive genomic or proteomic 

studies, the contaminants could mask the phenomena the 

researcher is trying to track. 

Biovision is one of several companies working to solve 
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to be scared of,î says Yigit. After a standard DNA puri-
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additional steps to separate the organelle and nuclear 

DNA fractions.
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fraction. ìDNA from these organelles is very similar,î he 

says.
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sequence, you can deduce, in some cases very accurately, 
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professor in the School of Computing Science at Simon 

Fraser University:��:����<���:�����	
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team initially focused on bacterial and archaeal proteins, 
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cells. ìWeíre [increasingly] appreciating [that bacteria] have 
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in getting more lab dataî to train the algorithm further, but 

the search for those data has revealed some of the pitfalls 
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than just the one that interests them most. ìYou can have 
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that [a protein] is actually located predominantly in one 

fraction,î she says.
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range of organisms. Since its development, PSORT has 
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ous publications.

PSORTís popularity suggests that many investigators 
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investigated for a particular method,î she says.
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complicated to interpret [the results].î
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Getting active mitochondria also requires one step 
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�<��	:��<;��;��

��;<
:<��:��
��:;�
�<���	:<��:�������:��:<�������'

�<	��:���<�����:����9:;<����	:�
<�:�����:�
��:�
�:�����
:

of sucrose gradients, but those products are still in 
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organelles,î says Murray.

The methyl lab
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or chloroplast DNA and donít care about the organellesí 

physiological states, that future has already arrived. 

Scientists at New England Biolabs:7���8:��:��	��;
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Massachusetts have developed an antibody-based 

protocol for separating organelle and nuclear DNA. The 
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ìIn nature, organellar DNA is not methylated, or is 
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Yigit and his colleagues created a methyl-binding protein 
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engineered protein to bind total isolated cellular DNA, 

the team can precipitate the nuclear DNA from the 

mitochondrial or chloroplast DNA. 

The researchers originally developed the protocol 

to separate microbial from human genomic DNA for 
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Alan Dove is a science writer and editor based in Massachusetts.
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Fluorescence Illumination System 
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illumination system is designed for the 
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however, it has intuitive controls making 

it easy to use. The light-emitting diodes 

(LEDs) in the Lumen 1600 last at least 

25,000 hours and deliver evenly dis-

tributed, high-intensity light for optimal 
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16 LEDs and covering the spectrum from 

365 nm to 770 nm, the Lumen 1600 is 

an ideal illumination tool for work in-
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innovative four-channel system, the Lu-
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rophores to be excited simultaneously. 

These LED groupings allow the use of 

almost all stains used in multiband com-
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perimental work. Multiple preset modes 

are possible, from simple white light 

illumination to more advanced options 
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men 1600 ideal for use by imaging facili-
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For info: +44-1223-881711

www.prior.com

Cell Disruption Device 

The Spiral Mill from Cellcrusher is a 

cooled-bead homogenizer for disrupting 
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commodating 1ñ6 g samples. These 

samples are disrupted in reusable grind-

ing chambers made of stainless steel 
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disruption process involves a rotating 
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narrow space between the spiral and the 

chamber wall, violent collisions occur 

between glass beads and cells, resulting 
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heat generated by these collisions is conducted away through the 
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ers, the Spiral Millís sample chamber does not move, because 

agitation is induced by the rotating spiral. This design facilitates an 

uncomplicated, reliable cooling system involving pumped ice water. 

The temperature remains around 2∞C during processing. The novel 

chamber design and simple cooling system make the Spiral Mill the 

ideal device for disrupting mid-size samples of the toughest micro-

organisms.  

Cellcrusher

For info: +353-879905282

www.cellcrusher.com

Mass Cytometry System

The CyTOF platform enables system-

level biology at single-cell resolution, 

on an accessible, expandable system 

designed for breakthrough discovery. 

Mass cytometry has driven the revolu-

tion of single-cell proteomics, enabling 

the most comprehensive understanding 

of cell phenotypes, signaling pathways, 

and function. Helios is the most ad-

vanced tool for cellular exploration, with 
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capabilities that can transform single-cell 

biology. The Helios platform delivers an 

extensive list of features and advances 

to the core CyTOF technology, enhanc-

ing performance and convenience of 

operation. These include a more intuitive 

and easy-to-use software interface with 

real-time data display, normalization, and 

control. Helios also provides improved 

sensitivity to detect and resolve lower-

abundance targets and an expanded 

mass range of 135 discrete channels with 

virtually no signal overlap or background 

noise as compared to conventional tech-
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sive and straightforward panel designs 
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Fluidigm 

For info: 866-358-4354
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Broadband Filter Sets
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dyes are now available. When used in 

conjunction with these 10× brighter dyes, 
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low expression within the cell. For laser 
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to block common laser lines of 355 
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BV421-3824A, and BV510-3825A sets 

are all available for purchase online and 

immediate shipment. All Semrock products carry their industry-

leading 10-year warranty. All of the new BD Bioscience Brilliant 
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in SearchLight, the online toolbox that allows you to easily see all 
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Semrock

For info: 866-736-7625

www.semrock.com

Cell Counter
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for routine cell culturing. The R1 uses 
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ogy, which mimics the way the human 
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cell counts in as little as 15 seconds. The 

R1 is designed to be user friendly and 

includes a 7-inch touchscreen display 

with an intuitive interface. The software 

is easily optimized and features cell-size 

and roundness-based sorting capabili-

ties, the ability to identify live and dead 

cells, clumped cell declustering, and an 
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easily adjust the minimum and maximum 

cell size so that only desired cells are de-

tected. Counts can then be displayed as a 

histogram for analyzing certain cells based 

on size distribution. The R1 can store up 
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ing for routine culturing procedures. 

Olympus

For info: +49-(0)-40-23773-5913

www.olympus-lifescience.com 
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• Assistant Professor in Medical Infection Biology
• Assistant Professor in Computational Biology or Environmental Toxicology

SciLifeLab is a Swedish national center for molecular biosciences with focus on health and environmental research.

Te center combines frontline technical expertise with advanced knowledge of translational medicine and

molecular bioscience. SciLifeLab is a joint efort between Karolinska Institutet, KTH Royal Institute

of Technology, Stockholm University and Uppsala University. Approximately

1 200 people work at the center’s two sites in Stockholm and Uppsala.

Discover the future

For more information, please visit: www.scilifelab.se/fellows

4 leading positions at SciLifeLab

• Assistant Professor in Systems Biology

• Assistant Professor in Bioinformatics

To further strengthen
our unique research
environment, we are

looking to recruit four
outstanding young

group leaders
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a breakthrough technology designed to

eliminate cross-reactivity
The results are in, and the images are stunning. Our completely new category of

secondary antibodies uses recombinant technology to offer accurate and precise

detection of primary antibodies for bright, clear images. Thermo Scientific™

Superclonal™ Secondary Antibodies — a precisely better antibody.

See the difference at thermofisher.com/superclonal
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POSITIONS OPEN

Vice Chair for Research
Pennsylvania State University

An opportunity exists for a Vice Chair for Research
and Director of the Division of Musculoskeletal Sciences
within the Department of Orthopaedics and Rehabili-
tation at The Pennsylvania State University College of
Medicine. This is a tenure or tenure track faculty positon
at the rank of Associate or Full Professor. This position
will provide administrative oversight of the Department_s
research programs and includes a highly competitive sal-
ary and start-up funds. This is a unique opportunity
to join and direct a well-established, highly interactive
research group consisting of engineers, material, clinical
and basic scientists focusing on musculoskeletal research.
A joint academic appointment will include a primary ap-
pointment in the College of Medicine at the Hershey,
PA campus and a secondary appointment in an appro-
priate department at Penn State University main campus
at State College, PA.
The professional qualifications for this position in-

clude: The ideal candidate will have an advanced degree
of Ph.D., M.D., or M.D./Ph.D. Will have established
an independent and extramurally funded research program
in the area of musculoskeletal sciences or engineering.
Demonstrated strong leadership skills; have experience
in teaching and mentoring junior investigators, post-
doctoral fellows, graduate and medical students; and have
a record of strong publications in peer-reviewed journals.
Will be an individual who can apply modern biomedical
science and engineering concepts to the study of muscu-
loskeletal tissues and lead others in developing their own
research programs.
As part of one of the country_s pre-eminent univer-

sities, our 551-bed tertiary medical center is the central
Pennsylvania_s region_s only level I adult and pediatric
trauma center and academic medical center. Also home
to Penn State Children_s Hospital, we are considered a
resource for the most complex adult and pediatric
cases. Hershey, PA, and the surrounding area offer a
pleasant alternative to the pressures of urban living
with a mix of well-maintained communities with quiet
tree-lined streets, safe shopping districts, beautiful farm-
land, and state parks and game lands. It s the best of both
worlds, with cultural events and nightlife both within
Hershey and driving distance to Harrisburg; Philadelphia;
the Pocono Mountains; Baltimore; Washington, D.C.; and
New York City. The area is home to two professional sports
teams, an amusement park, golf courses, professional and
amateur theater, symphonies, and opportunities for hunt-
ing, fishing, and mountain biking.
Apply to job 58934 at website: http://apptrkr.com/

690803
CAMPUS SECURITY CRIME STATISTICS: For

more about safety at Penn State, and to review the An-
nual Security Report which contains information about
crime statistics and other safety and security matters,
please go to website: http://www.police.psu.edu/
clery/, which will also provide you with detail on how
to request a hard copy of the Annual Security Report.

Penn State is an Equal Opportunity, Affirmative Action Em-
ployer, and is committed to providing employment opportunities to
all qualified applicants without regard to race, color, religion, age,
sex, sexual orientation, gender identity, national origin, disability
or protected veteran status.
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The National Institutes of Health (NIH) in Bethesda, Maryland, the world’s largest medical research facility and an operating division of the U.S. Department of Health and

Human Services (HHS), seeks applications from exceptional candidates for the position of Deputy Director, Office of Extramural Research (OER), Office of the Director (OD).

This position reports to the NIH Deputy Director for Extramural Research/Director (DDER), OER and will coordinate activities across NIH, among other federal agencies and

external organizations.

Leadership Responsibilities: On behalf of the DDER, the Deputy Director for the OER (DDOER) is responsible for the oversight and management of highly complex,

cross-cutting, and sensitive assignments that include:

• leading and serving on trans-NIH activities to formulate, implement, and evaluate relevant extramural programs, policies, procedures, and priorities;

• representing the NIH on government-wide committees, task forces, and working groups;

• developing plans for future initiatives and preparing and/or presenting position papers on extramural issues of broad impact;

• directly engaging in legislative issues including actual testimony and preparing legislative testimony for use by the NIH;

• collaborating with other OD offices to address scientific and policy issues that affect extramural grantees; and

• serving as theAgency Extramural Research Integrity Officer.

Additional Responsibilities: The DDOER serves as the second authority for the OER and directs the OER Office of CommunicationsAnalysis and Planning. In this role, the

DDOER allocates budgets and provides supervisory oversight for 28 staff.

Position Requirements: Candidates must have an M.D., Ph.D., or equivalent degree in a field relevant to the position. This position will be filled under a Title 42(f)

excepted service appointment. An integral function of this position is bringing the appropriate individuals from across the NIH to coalesce around critical matters requiring

immediate response, with the flexibility to move quickly from one issue to another with independence and authority. As such, the position requires professional interaction

with the extramural scientific community. In addition, the DDOER must possess the ability to gain support of constituents that often may have competing interests, both

internal and external to the NIH, on key public health policy issues. This is a highly visible position with significant impact on the NIH extramural community.

Salary/Benefits: Salary is competitive and will be commensurate with the experience of the candidate. A recruitment or relocation bonus may be available, and relocation

expenses may be paid.A full package of Federal Civil Service benefits is available, including: retirement, health and life insurance, long-term care insurance, leave, and a Thrift

Savings Plan (401K equivalent). The successful candidate is subject to a background investigation and public financial disclosure requirements.

How to Apply: Applicants must submit a current curriculum vitae, bibliography, and full contact details for three references. In addition, applicants are asked to prepare two

statements: a vision statement and a statement that addresses the specific qualification requirements (please limit both statements to two pages each). Send application

package by email to T42OER@od.nih.gov OR via mail to: Tamla Ransford

National Institutes of Health

Office of Extramural Research

6705 Rockledge Drive, MSC 7986, Suite 5016, Room 5110

Bethesda, MD 20892 (or 20817 for overnight delivery services)

For additional information about this vacancy, contact Tamla Ransford at 301-451-7784. All applications must be postmarked by the closing date. OER will begin

accepting applications on December 4, 2015 and plans to have the position open for 30 days. To learn more information about the OER, please visit http://grants.nih.gov.

HHS and NIH are Equal Opportunity Employers

Deputy Director, Office of Extramural Research
National Institutes of Health

Department of Health and Human Services
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MASTER OF MEDICAL

SCIENCES DEGREE in

IMMUNOLOGY

A comprehensive program in Basic
and Clinical Immunology taught
by renowned Harvard faculty and
in tended for biology graduates
interested in immunology research
and medicine, as well as for research-
or ien ted c l in ica l fe l lows (MD ,
MBBS, and equivalent degrees) from
all disciplines.

Visit http://mmscimmunology. hms.
harvard.edu/ for information on our
comprehensive two-year program,
including extensive coursework
and laboratory- based research, at
Harvard Medical School.

Email: mmsc_imm@hms.harvard.edu

Basic Scientist – Oncology and Blood Disorders

TheDepartment of Pediatrics,NorthwesternUniversityMedical
School, Ann&RobertH.LurieChildren’sHospital ofChicago,
andRobertH.LurieComprehensiveCancerCenter are seeking a
full-time physician scientist, M.D. orM.D/PhD., board certifed
in pediatric hematology/oncology to join a growing program of
patient care, education and academic research. The individual
must have a commitment to research in an area relevant to one
of the following areas: pediatric oncology, neuro-oncology and/
or blood disorders,molecular diagnostics/genetics, experimental
hematopoiesis, stem cell biology, cancer bioinformatics, etc.
Protected time and space/support for research are available with an expectation for generating
peer-reviewed publications and external funding. Participation in the inpatient/outpatient clinical
oncology program is an expectation.A commitment to teaching and providing training opportunities
for students and fellows is a requirement. Appointment will be made at the Associate or Professor
level, commensurate with experience.

Please send CV and letter of interest by December 15, 2015:
Stewart Goldman,MD

Division Head, Hematology, Oncology, Neuro-Oncology& Stem Cell Transplantation

Ann& Robert H. Lurie Children’s Hospital of Chicago

225 E. Chicago Box 30

Chicago, IL 60611

Tel: 312-227-4090
Fax: 312-227-9756

Email: sgoldman@luriechildrens.org

Northwestern University is an Equal Opportunity, Affrmative Action Employer of all protected
classes, including veterans and individuals with disabilities. Women and minorities are
encouraged to apply. Hiring is contingent upon eligibility to work in the United States.



Do you have a passion for innovative
fundamental research in drug discovery?

We are seeking creative postdoctoral
scholars to conduct exciting research in
biology, chemistry, and computational
sciences at the frontier of drug discovery.

Postdocs at NIBR who will subsequently
pursue faculty positions in academia are
eligible for start-up funds through our new
and highly competitive Young Investigator
Awards.

Visit http://postdoc.nibr.com to view our
mentors’ research profiles and to apply.

Postdoctoral
Program

Novartis Institutes for

BioMedical Research
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8.9 billion Swiss francs in core research and development

expenditure in 2014 makes Roche one of the most

research focused companies worldwide.

Our 120 year heritage and a stable shareholder structure

ensure a long-term view and a strong and stable

commitment to researching and developing novel

treatments in the areas of oncology, immunology,

infectious diseases, ophthalmology and neuroscience

in order to improve the lives of patients all over the world.

Because it’s not just a job.

It’s a responsibility.

A big one.

The next step is yours.

careers.roche.ch/research

Think beyond.

Make a difference.
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ìIn the beginning it was a somewhat crazy idea,î says 

Bodenmiller of his moving a laser system into his lab to add 

to the CyTOF equipment. By adding the high-resolution 

laser to the microscope, his team developed a way to peel 
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The CyTOF mass spectrometer can read information from 
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Using the laserís coordinates, ìwe computationally gener-
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right spots,î says Bodenmiller. His group uses the technique 
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grounds in analytical sciences, cancer biology, and compu-

tational biology.

ìMy primary advice is to become very good at one of 

those areas,î he says. ìBut also to learn to interact with 

other people who have another expertise that you do not 

have.î Big data science absolutely requires collaboration, 

whether in academia or industry. ìNo single person can 

achieve every aspect of these projects,î says Bodenmiller. 

��

������9�7���9
���	

��
�9��	
�9:79���	�9:��9��8�
��:9

languages of a technology.

Skill building

Adam E. Cohen9�:	
:��9���9�
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cal physicist, but became a biophysicist by immersing 

himself in biologyís language and all of its messy details. 

His groupís website at Harvard University has a tagline that 

sums up its mission: ìPhysical tools to study molecules, 

cells, and organisms.î 

ìThe number one piece of advice I would give [young cell 

biologists] is to learn to program,î says Cohen. ìIf you canít 

program, you are dead in the water when it comes to extract-

ing meaning from digital data and analyzing it numerically.î 
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ogy graduate students should all be learning to code as part 

of their training, Cohen insists.
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distinguish themselves as researchers capable of extract-

ing meaningful information from patient genomes, disease 

phenotypes, or cellular image-based screening. ìIf someone 
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data mining,î says Carpenter. 

Along those same lines, Jennifer Gerton, a geneticist at 

the Stowers Institute for Medical Research in Kansas City, 
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in bioinformatics. ìEveryone is going to have to interact with 

bioinformatics experts in their careeróthey should at least 

learn the language so they can communicate,î she notes. 
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search problem and how they might apply the latest explo-

sion of imaging technologies toward solving it. 
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quired for success in these technology-based projects, but 

rather a fearless personality to handle whatever needs do-

ing. Cohenís lab experiments can run the gamut, from cell 

by eye in the microscope. The program allows researchers 

to screen hundreds of thousands of drug compounds 
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seeósuch as a change in cell shape, organelle number, or 
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using more complex cell-culture systems, says Carpenter, 

who is now leading a computational biology group at the 

Broad Institute of MIT and Harvard in Cambridge, Massa-

chusetts. Through machine learning, a biologist trains the 
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puter science onto them,î to perform sophisticated data 

analyses in order to query the explosion of genomic data. 

Sirota saw that researchers would need computational 
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human diseases.
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human disease gene expression patterns with opposite or 

inverse drug gene expression patterns. In other words, if a 

disease caused a group of genes to be upregulated, was it 

possible to identify a drug that caused those same genes to 
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hit was the antiseizure drug topiramate, which scored 
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treatment for Crohnís symptoms. The lab went on to show 
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says Sirota, now an assistant professor at the University 

of California, San Franciscoís Institute for Computational 
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what cool, exciting data sets are out there and what are the 

��	����
��9����:�7��9�7�9
	�9	��9�����9:���,

Finding creative new ways to manipulate big genetic or 
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collaborative, interdisciplinary teams is also a must. Boden-

millerís project to adapt the CyTOF technique to image 
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ìThe most important part is 
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center located just 10 miles north in Rockville. Youle knew 

that learning all the ins and outs of the entire functional ge-

nomics screening process would give Hasson experience 

that is highly valued by industry.

In addition, when Youle was invited to give a talk at a 
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give the presentation instead. ìBecause of his act of ad-

vocacy, I had an opportunity to be seen in front of a large 
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exposure from an industry audience is one of the hardest 
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neuroscience team at the end of 2013, Hasson was invited 
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bridge, Massachusetts, he applies emerging technologies 
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Translational scientists can also gain that crucial ex-
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industry researchers, says Carpenter. These include meet-

ings such as those held by the American Society for Clinical 

Oncology and the Society for Laboratory Automation and 

Screening. Casual conversations over posters or meals can 

give scientists a glimpse into the day-to-day operations at 
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Sirota says no matter which environment a translational re-

searcher might be aspiring toward, ìFigure out who you will 
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ìThe lines between academia and industry are blurring 
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whose career has included successful stints in both arenas. 

As someone who has hired researchers in both spaces, too, 
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the piles of rÈsumÈs that come with each open position. So 

how to shine in a tough market? 

Sirota advises: ìQuantitative skills that are unique, per-

sonal connections, and very targeted applications that show 

me your research interests are a good match for the position 

will all make an application stand out if I have to go through 
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culture to building lasers 

and doing hefty numeri-

cal analysis. So he looks 

for trainees with a ìcan 
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afraid to build things in 

the machine shop with the 

lathe and milling machine 

when needed. 
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personality trait that all 

translational cell biologists 

should possess: a love 

of learning new things. 
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opathies, a group of rare human developmental disorders. 

ìI love sitting down with a big pile of papers. I did a lot of 

reading to try to understand the human diseases and the 
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Strategic career planning

Another key characteristic of successful investigators in 

this realm is the ability to think strategically about handling 

the high-risk nature of projects. Cohen says that because 

many of these projects do not ultimately succeed, he tries 
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For academic job searches, Cohen advises candidates to 

build a nice balance between being visionary and realistic in 

their research proposals. ìPropose things that are straight-

forward that you know you can do and things that are more 
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Both strategic thinking and deliberately acquired skills 

helped Sam Hasson achieve his desired career path in 

drug discovery in the pharmaceutical industry. Exceptional 

mentoring also secured his success.

Several experiences during graduate school, including 

a three-month internship immersed in drug discovery at 

Schering-Plough, showed Hasson that he belonged in the 

team-based and technology-driven research found in the 

pharma industry. So when looking for a postdoctoral fel-

lowship, he asked himself, ìHow can I build up a skill set to 
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He found that opportunity at *�	
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the National Institute of Neurological Disorders and Stroke 
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tein Parkin normally translocates to the outer mitochondrial 

membrane when there is mitochondrial stress or damage. 

However, certain mutations in Parkin block this movement 

and are associated with an early-onset, inherited form of 
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Hasson took on a project to run a high-throughput imag-
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encouragement, Hasson designed and ran the screen with 

co-mentors at the National Center for Advancing Transla-

tional Science (NCATS), a National Institutes of Health (NIH) DOI: 10.1126/science.opms.r1500161
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Kendall Powell is a freelance science writer based in Lafayette, 

Colorado.
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CELL BIOLOGY – TENURE TRACK

The Department of Cellular Biology at the University of Georgia invites
applications for a tenure track Assistant Professor of Cell Biology. The
candidate’s research must address important questions in cell biology.
Individuals whose work bridges cell biology with other disciplines (e.g.
biophysics, chemical biology, proteomics, or systems biology) are also
encouraged to apply. Successful applicants will be expected to develop
an extramurally-funded research program, and teach cell biology at
undergraduate and graduate levels. A competitive package of start-up
funds and salary will be offered.

Candidates must have a Ph.D. degree in cell or molecular biology.
They should submit a CV, teaching philosophy (1 page limit) and
concise statement of proposed research (2 page limit) electronically
at http://facultyjobs.uga.edu/postings/494. Three confdential letters
of recommendation are required, and applicants should list the contact
information for their references when applying through https://
facultyjobs.uga.edu/.Application materials submitted in otherwayswill
not be accepted.Questions about the search should be sent to: cbsearch@
uga.edu.Applications received by December 31, 2015 will be reviewed.
Evaluation of applications will continue until the position has been flled.

The Franklin College ofArts and Sciences and the University of Georgia
is committed to increasing the diversity of its faculty and students, and
sustaining a work and learning environment that is inclusive. Women,
minorities, and people with disabilities are encouraged to apply. Georgia
iswell known for its quality of life both outdoor and urban (www.georgia.
gov). UGA (www.uga.edu) is a land grant/sea grant institution located 75
miles northeast ofAtlanta.

The University of Georgia is an Equal Opportunity/Affrmative Action
Employer. All qualifed applicants will receive consideration for

employment without regard to race, color, religion, sex, national origin,
disability, gender identity, sexual orientation or protected veteran status.

NSF Advanced Training Program in Antarctica

for Early Career Scientists:

Biological Adaptations to Environmental Change

This US National Science Foundation sponsored course will be held
inAntarctica at Palmer Station (Antarctic Peninsula) in July 2016. The
course is designed to train scientists who are interested in the study
of extreme environments and the biology of Antarctic organisms.
Applications are invited from graduate students currently enrolled in a
PhD program and researcherswho have an earned Ph.D.within the past
fve years. This is an international course, open to all nationalities. Partial
scholarships are available to cover the cost of travel from home institution
and full support is provided for room/board and science activitieswhile
in Antarctica. The emphasis of the Antarctic Biology Course is on
integrative biology, with laboratory- and feld-based projects focused
on adaptations in an extreme polar environment.This programwill also
provide opportunities to understand and appreciate the complexities and
logistical challenges of undertaking successful science inAntarctica.A
diverse teaching faculty will offer students the opportunity to study a
wide range of Antarctic organisms (bacteria, algae, invertebrates, and
fsh), using several different levels of biological analysis (molecular
biology, physiological ecology, species diversity, and evolution).

Deadline for receipt of completed applications is January 25, 2016. For
more information and the on-line application see https://www.usfca.
edu/arts-sciences/antarctic-biology-training-program and http://
goo.gl/forms/aoNP63pRhF.
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Faculty Positions

Assistant Professor Positions, Department of Cell Biology

The Department of Cell Biology (http://cell.uchc.edu/) invites applications for two tenure-
track Assistant Professor positions (search code 2016-379), over the next two years.
Outstanding individuals working in any area of cell biology are encouraged to apply.
Candidates’ research should be aimed at addressing fundamental questions related to
cellular, molecular, or physiological mechanisms of biological or biomedical relevance.
Questions regarding this search should be addressed to cellsearch@uchc.edu.

Senior Faculty Position, Center for Cell Analysis and Modeling

The Berlin Center for Cell Analysis and Modeling (http://www.ccam.uchc.edu) is a mul-
tidisciplinary research center focused on development of new photonic, microscopic, and
computational approaches for the study of cellular systems. We invite applications at the
Associate or Full Professor (search code 2012-1038) level for an established funded
Investigator whose research program elucidates processes that control cell function. A
research program that integrates laboratory experiments with computational modeling
would be especially appropriate. The successful candidate will be expected to assume a
leadership role in the continued growth of CCAM. Questions regarding this search should
be addressed to cellsystems@uchc.edu.

The University of Connecticut School of Medicine has a highly interactive research environ-
ment with interdisciplinary graduate and medical science training programs. The environment
is enhanced by generous support from the State’s BioScience Connecticut initiative and by
the newly established Jackson Laboratory for Genomic Medicine on our campus.

ALL APPLICATIONS SHOULD BE SUBMITTED VIA THE UCONN HEALTH EMPLOY-
MENT SERVICES WEBSITE, http://jobs.uchc.edu. Applications should include a cover
letter, curriculum vitae, research plan, statement of teaching interests, and names and
addresses of at least 3 references.

The University of Connecticut is an Equal Opportunity Employer M/F/V/PWD/PV.

With 151 tenured/tenure-track faculty (36

hired since 2013), and 12 federally-funded
research centers, Northeastern’s College of
Engineering is in a period of dynamic growth.
Our emphasis on interdisciplinary, use-inspired
research—tied to Northeastern’s unique history

of industry collaboration via the university’s

signature cooperative education program—
enables partnerships with academic institutions,
medical research centers, and companies

near our centrally located Boston campus and

around the globe.

The college seeks outstanding faculty

candidates in all fve departments.

Particular consideration will be given to
candidates at the associate or full professor

level; successful applicants will lead
internationally recognized research programs

aligned with one or more of the college’s

strategic research initiatives. Exceptional
candidates at the assistant professor level will
also be considered.

Learn more and apply at

coe.neu.edu/faculty/positions

Northeastern University is an Equal Opportunity,
Affrmative Action Educational Institution and

Employer, Title IX University, committed to excellence

through diversity.

FOCUS ON CELL BIOLOGY

FOCUS ON CELL BIOLOGY COURSE

POSITIONS OPEN



FUNDING OPPORTUNITIES

FURTHER INFORMATION

To learn more about these opportunities and the Novo Nordisk Foundation, please visit

www.novonordiskfoundation.com

CONNECTING FRONTIER SCIENTISTS

Copenhagen Bioscience Conferences

World-leading researchers and young talents discuss
the latest scientifc results and hottest topics within
biomedicine and biotechnology.

• Top-level debate and knowledge sharing in a
unique setting

• Speakers and participants of all career levels selected
for their scientifc accomplishments and motivation

• Registration fee and accommodation covered by
the Novo Nordisk Foundation

APPLY FOR

• The Stem Cell Niche. May 22-26, 2016
Application deadline: January 2016

• Protein Signaling. October 2-6, 2016
Application deadline: June 2016

EDUCATING THE NEXT GENERATION

OF SCIENTISTS

Copenhagen Bioscience PhDProgramme

The programme offers talented students from outside
of Denmark an opportunity to launch their careers in
the vibrant research environment of the Novo Nordisk
Foundation Research Centre Cluster.

The Novo Nordisk Foundation will fund up to
16 students to be enrolled in the 4-year PhD
programme after the summer of 2016.

• Selection will be based on academic achievements,
research experience, references and interviews

• Interviews will take place in Copenhagen,
April 18-19, 2016

APPLICATIONS

January 4 – February 29, 2016

ENABLING TODAY’S

SCIENTIFIC LEADERS

Novo Nordisk Foundation

Laureate Research Grants

Call for applications – biomedicine & biotechnology

For outstanding established scientists to come to
Denmark to strengthen their leading research programs

Applicants have directed their own independent
groups for 7 or more years in total

GRANT FUNDING

• Individual grants up to DKK 40 million over 7 years

• Grant holders can apply for continued L.R.G.
funding, up to DKK 35 million over 7 additional years

APPLICATIONS

December 4, 2015 - January 14, 2016

SUPPORTING TOMORROW’S
LEADING SCIENTISTS

Novo Nordisk Foundation
Young Investigator Awards

Call for applications – biomedicine & biotechnology

For outstanding younger scientists to come to
Denmark to expand their leading research programs

Applicants have directed their own independent
groups for less than 7 years in total

GRANT FUNDING

• Individual grants up to DKK 20 million over 7 years

• Award holders can apply for further funding from
other eligible Novo Nordisk Foundation programs

APPLICATIONS

December 4, 2015 - January 14, 2016
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Want to help meet the agronomic challenges of the

21st century? Then Iowa State University wants you

for our NSF Research Traineeship (NRT) in Predictive

Plant Phenomics (P3). P3 fellows will be trained in

engineering, plant science and data sciences. Learn

more and get application information at

predictivephenomicsinplants.iastate.edu.

This program is part of Iowa State University’s Plant

Sciences Institute’s new research focus on P3.

This material is based upon work supported by the National Science Foundation under grant number 1545453.

WHERE SOLUTIONS

GROW.

CSIR-Central Drug Research Insttute
Council of Scientfc and Industrial Research

Sector 10, Jankipuram Extension, Sitapur Road

Lucknow – 226 031, Utar Pradesh, India

SCIENTIST RECRUITMENT - 2015
Advertsement No 04/2015, Date 23 November 2015

Last Date for Registraton for Online Applicaton: Friday, 22 January 2016; 23.59 Hrs IST

Last Date for Submission of Online Applicaton: Friday, 05 February 2016; 23.59 Hrs IST

A unique opportunity for research career in Science & Technology in
the area of Drugs, Pharmaceutcals and Biomedical Research

CSIR-Central Drug Research Insttute, Lucknow, a premier insttute under

the Council of Scientfc and Industrial Research (CSIR), is involved in the

multdisciplinary R&Dprograms of both basic and applied nature. In the year

2012, Insttute shifed to its state of the art new campus, which has been set

up with a vision to serve as a nodal center of the CSIR in new drug discovery

and development. With an aim to expand and strengthen the areas of

Parasite biology, Life style diseases,Medicinal andNatural Product Chemistry,

and Safety & Clinical Development, the Insttute is looking for enthusiastc,

talented young researchers / professionals with brilliant academic record,

proven scientfc achievements and zeal to conduct biomedical research as

per the mandate of the Insttute. For further details about the Insttute,

please visit our website htp://www.cdriindia.org.

Applicatons are invited from the Indian natonals for the following Scientfc

Positons.

For detailed advertsement, terms & conditons and further instructons,

please visit htps://recruit.cdri.res.in or access the link

‘SCIENTIST RECRUITMENT-2015’ on htp://www.cdriindia.org.

(Controller of Administraton)

Designation No. of Posts Pay Band Grade Pay *Total Emoluments

Scientist

14
(UR-6, SC-1, ST-1,
OBC-3, & PWD-3
including 2 backlog)

Rs.15600-39100 (PB-3) Rs.6600/- Rs. 69,274/-

Senior Scientist 07 Rs.15600-39100 (PB-3) Rs.7600/- Rs. 79,433/-
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clusterhiring.ucr.edu

NOW HIRING

300
LADDER FACULTY

Join us in defining the
new American research

university



The National Heart, Lung, and Blood Institute (NHLBI), a component of the National Institutes of Health (NIH) and the Department of Health and
Human Services (HHS), is seeking exceptional candidates for the position of Director, Division of Cardiovascular Sciences (DCVS). The incumbent
will be a dynamic scientifc leader widely recognized for his/her scientifc vision and research credentials related to cardiovascular sciences. In addition
to providing scientifc vision, leadership, and management for the NHLBI DCVS, he/she will serve as a member of the NHLBI senior leadership team
and advise the Director, NHLBI, on issues related to cardiovascular research and relevant Institute research directions.

This individual will report to the Director, NHLBI, and may also coordinate activities with NIH, other institutes and Federal agencies. He/she will
provide scientifc leadership in managing a portfolio budget of approximately $1.7 billion and a staff of approximately 135 employees. The ideal
candidate will have professional experience in organizational management, training and development of research scientists, and development of a
diverse biomedical and behavioral research workforce.

The incumbentwill provide strategic leadership at theNHLBI.TheDirectorwill assume responsibility for nurturing internationally renowned research
programs in cardiovascular science across the spectrumof basic research, clinical science, and population sciences/epidemiology, including translational
research and the conduct of a wide variety of clinical trials. The Director will recruit scientists and scientifc administrators, develop and nurture a
strong workforce, and build depth in a variety of scientifc disciplines and in cardiovascular disease-speci-c programs and branches. Key challenges
include establishment of program priorities, integration of basic and clinical science, building teams, and interaction with scienti-c colleagues in a
wide variety of settings. Functioning as a key member of the senior leadership team of the Institute, the incumbent will collaborate with peers and
others within the Institute on closely aligned programs. The DCVS Director will have a profound impact upon the nation’s investment in research
and the service and support of the broader cardiovascular research community. The Director, DCVS, will have the opportunity to advocate for areas
of critical importance to the national and global populace, to establish and implement programs congruent with the NHLBI’s strategic plan, and to
improve the health of the public.Applicantsmust possess anM.D., Ph.D., or equivalent degree, aswell as senior-level research experience,management
experience, interpersonal skills, and the ability to engage stakeholders. The successful candidate will be a respected, accomplished researcher with
maturity, integrity, and outstanding communication skills.

Information about theDivision is available atwww.nhlbi.nih.gov/about/org/dcvs.

Director, Division of Cardiovascular Sciences

National Heart, Lung, and Blood Institute
National Institutes of Health
Department of Health and Human Services

PositionRequirements: Candidates must have anM.D., Ph.D., or equivalent degree in a -eld relevant to the position.This position will be
-lled under a Title 42(f) excepted service appointment.

Salary/Benefts: Salary is competitive and will be commensurate with the experience of the candidate.A recruitment or relocation bonus
may be available, and relocation expenses may be paid.A full package of federal Civil Service bene-ts is available, including retirement,
health and life insurance, long-term care insurance, leave, and a Thrift Savings Plan (401K equivalent). The successful candidate is subject
to a background investigation and public -nancial disclosure requirements.

How toApply: Applicants must submit a current curriculum vitae, bibliography, and full contact details for three references. In addition,
applicants are asked to prepare two statements: a vision statement and a statement that addresses the speci-c quali-cation requirements
(please limit both statements to two pages each).Applications can be sent to nhlbi_careers@mail.nih.gov.

Information about theNHLBI can be found atwww.nhlbi.nih.gov.

Applications will be accepted beginning on November 16, 2015. The closing date for accepting applications is January 18, 2016.

Youmay contactBarryRubinsteinwith questions and formore information about this vacancy at rubinstb@nhlbi.nih.gov or 301-594-9923.

HHS and NIH are Equal Opportunity Employers.
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GERALD J. AND DOROTHY R. FRIEDMAN

SCHOOL OF NUTRITION SCIENCE AND POLICY

Tufts University is recognized as a premier university dedicated to
educating new leaders for a changing world. With campuses in
Boston, Medford, Grafton, and in Talloires, France, Tufts is
internationally renowned in the academic community
(http://www.tufts.edu/). The University is a perfect blend of research
and liberal arts - a special combination that attracts students, faculty
and staff who thrive in our environment of curiosity, creativity and
engagement.

The Gerald J. and Dorothy R. Friedman School of Nutrition Science and
Policy is a leader in nutrition research (http://www.nutrition.tufts.edu).
This vigorously growing graduate school has a world-wide reach, an
interdisciplinary faculty, and a cutting-edge research agenda. The
Friedman School is actively growing and recruiting faculty in many
multidisciplinary areas. The candidates will join the School during an
exciting period of growth combined with increasing national and
international awareness of the crucial importance of nutrition for health,
equity, and the environment.

We bring together biomedical, social, behavioral, public health,
economics, and food systems scientists to conduct work that improves
the nutrition and well-being of populations throughout the world. Our
interdisciplinary vision, our focus on public impact and service, and the
integrative nature of our nutrition science and policy education and
research complement the intellectually-rich environment across Tufts,
a “Research Class I” university.

We are currently accepting applications for the following positions:

• Director of the Feinstein International Center

• Associate or Full Professor in Water, Health and
Security

• Associate or Full Professor in Behavioral Health
Science

• Associate or Full Professor in Food Industry
Management and Marketing

• Associate or Full Professor in Food Policy
Implementation and Evaluation

• Associate or Full Professor in Food Systems,
Sustainability and Climate Change

• Associate or Full Professor in Global Nutrition and
Chronic Disease

• Assistant, Associate or Full Professor in Data Analytics

• Assistant, Associate or Full Professor in Biostatistics

Interested candidates should submit the following through the
online submission system at

(http://www.nutrition.tufts.edu/about/jobs-at-friedman):

• A cover letter summarizing qualifications with a statement of
research and teaching objectives and contact information for three
(3) professional references combined in one document

• Curriculum vitae (CV)

Applications will be reviewed until the position is filled or the search
is closed.

Tufts University is an Affirmative Action/Equal Opportunity Employer. We are
committed to increasing the diversity of our faculty, and thus, women and
members of underrepresented groups are strongly encouraged to apply.

Be the force

behind the cures.

EXPLORE AN EXCITING FACULTY POSITION

IN CHEMICAL BIOLOGY.

EOE/Minorities/Females/Vet/Disability/Sexual Orientation/Gender Identity

©2015 St. Jude Children’s Research Hospital-Biomedical Communications.

The Department of Chemical Biology and Therapeutics at St. Jude
Children’s Research Hospital invites applications for a faculty position
at the level of Assistant Member (Professor) in Chemical Biology. We
are specifcally seeking applicants who will develop an independent
research program focused on the application of chemical biology
approaches towards a greater understanding of cancer and tumor cell
biology. The successful applicant will have an outstanding training
record in chemical biology and a clearly articulated research plan in the
area of cancer.

The Department of Chemical Biology and Therapeutics is a
multidisciplinary, thematically integrated and well-resourced department
focused on the discovery and development of small molecules for
perturbing cellular functions. St. Jude offers a competitive package
for these positions, including a generous start-up allowance with
newly remodeled space and equipment; state of the art facilities for
chemical biology; complete faculty salary support; and operational
support positions.

Those interested in joining this department
and making a difference in the fght against
pediatric cancer should arrange to have their
CV and a concise future research plan sent by
email to: CBTfacultyrecruiting@stjude.org

AAAS is here –
helping scientists achieve career success.

To learn more, visit aaas.org/plusyou/sciencecareers

Everymonth, over 400,000 students and scientists visit

ScienceCareers.org in search of the information, advice, and

opportunities they need to take the next step in their careers.

A complete career resource, free to the public, Science Careers

offers hundreds of career development articles, webinars

and downloadable booklets filledwith practical advice, a

community forumproviding answers to career questions,

and thousands of job listings in academia, government, and

industry. As a AAASmember, your dues help AAASmake this

service freely available to the scientific community. If you’re

not amember, join us. Together we canmake a difference.
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Director of Sainsbury Wellcome Centre for Neural Circuits

and Behaviour
University College London (UCL), the Gatsby Charitable Foundation, and the Wellcome Trust invite
applications for the post of Director of a major neuroscience centre based at UCL: the Sainsbury
Wellcome Centre for Neural Circuits and Behaviour. The Centre addresses a fundamental challenge
in modern biology, determining how neural circuits process information and direct behaviour.
Advances in this feld will transform understanding of brain function, and ultimately lead to new
ways of monitoring and regulating brain activity in health and disease.

The Sainsbury Wellcome Centre, completed in 2015, is housed in a new state-of-the-art building
embedded at the heart of UCL. It seeks to develop and exploit new approaches for determining
anatomical and functional connectivity in neural circuits and for recording, imaging and manipulating
activity in genetically defned ensembles of neurons. This experimental work is tightly integrated
with the theoretical and computational neuroscience carried out by the Gatsby Computational
Neuroscience Unit which has relocated to the new building.

The Centre will ultimately comprise 12 research groups (including the Director’s) and will conduct a
vibrant interdisciplinary research effort, investigating information processing in neural circuits across a
range of model systems and behaviours. UCL provides the ideal environment for a Centre undertaking
such a major interdisciplinary effort in neuroscience. The Centre draws on and catalyses the rich,
wide-ranging neuroscience community at UCL, currently ranked 2nd in the world for ISI citations in
neuroscience and behaviour. It also benefts from important strengths in allied felds such as physics,
chemistry, engineering, nanotechnology and biomedicine.

The post of Director carries with it a professorial title and the post holder will play a signifcant role
in the strategic development of Neuroscience at UCL. The Director will be responsible for recruiting
and nurturing outstanding research groups; and for promoting links between the Centre, UCL,
and the wider scientifc community. Substantial and long-term resources are and will be available to
support the scientifc work of the Director and other researchers in the Centre.

The appointment will be full time on the UCL Professorial Grade. The salary will be negotiable on
the professorial scale. A generous relocation package will be available.

The successful applicant will be of international standing and have a world-leading track record in
neuroscience research. Experience in running a comparable research centre or signifcant research
programme(s), scientifc management and/or strategic planning is highly desired and will receive
preferential review.

The appointment is available from September 2016.

For further information about the vacancy and how to apply online, please go to http://www.ucl.ac.uk/
hr/jobs/ and search on Reference Number 1525895.

If you have any queries regarding the application process, please contact Nick McGhee,
email: n.mcghee@ucl.ac.uk, tel: +44 (0)20 3108 8217. If you wish to discuss the post informally,
please contact Professor David Lomas, email: d.lomas@ucl.ac.uk, tel: +44 (0)20 7679 0878.

Closing Date: 16th January 2016

We particularly welcome female applicants and those from an ethnic minority, as they are under-
represented within UCL at this level.
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I have found that parenthood is, 

in many ways, an extension of re-

search: overcoming unknowns, 

learning constantly, and holding 

both a big responsibility and a 

great privilege. And neither sci-

ence nor parenting is an indi-

vidual endeavor. Whether you are 

giving a baby a bath or isolating 

mitochondria, teamwork is essen-

tial, and the list of collaborators 

can be quite long—including, in 

the case of parenting, partners, 

parents, siblings, uncles, aunts, 

and friends. As with the author 

list for a scientific paper, each of 

these players makes their own 

important contribution.

Advice from colleagues and men-

tors is also very important, although 

instead of conferences, parents have 

barbecues and get-togethers. These 

are usually not in distant and exotic 

places, but other than that, they are strikingly similar to sci-

entific conferences: You get a chance to show your peers 

how your project—or baby—is progressing, exchange tips 

and experiences, and pave the way for future collaborations. 

And although learning about how others have handled simi-

lar situations or how they interpret certain signs is helpful, 

in the end, it is up to you to figure out how to solve each 

particular dilemma.

A slew of skills that I acquired while conducting my 

research—including being patient, learning how to do new 

things, and handling setbacks—are helping me more than I 

could have imagined in raising my baby. At a practical level, 

my experience learning new methodologies in the lab helped 

me unveil the secrets of diapering and bottle-feeding. The 

protocols are fairly simple and straightforward. The steriliza-

tion procedures are much more flexible than those used in 

the lab, and most of the items can be obtained over the coun-

ter. And I already knew how to open doors and work around 

the house with my hands full, be-

cause I often have to do it in the lab. 

Of course, every time you start 

in a different field there is new 

vocabulary to learn (percentile, co-

lostrum, meconium) and unfamil-

iar equipment to master—securing 

a car seat or folding a stroller can 

be more complicated than it seems. 

But that’s also part of the fun. As 

for the vast literature devoted to 

parenting, discriminating reliable 

sources from misinformation can 

be daunting. Luckily, having spent 

a good number of hours with the 

scientific literature, I have learned 

to read everything with a healthy 

dose of skepticism.

But, without any doubt, the most 

useful thing that I’ve learned in the 

lab is the ability to cope with failure. 

When the baby is finally asleep in 

my arms and I put her in the crib 

and, holding my breath, leave the room on tiptoes, it feels 

almost natural to hear, a second later, a growing moan that 

turns into desperate sobbing. Knowing how to tame my frus-

tration, make the best out of difficult situations, and get back 

on my feet are the things that I’ve found most helpful. That, 

and the conviction that the sum of what I’ve learned from all 

those small defeats is a valuable asset. 

There is a Spanish proverb that says, “Patience is the mother 

of science,” and I think that I now understand how those 

three concepts—patience, parenting, and science—became so 

intertwined in the first place. Whether you are starting a Ph.D. 

or becoming a parent, patience and perseverance will serve 

you well. The rest will come, after a few sleepless nights. ■

Ignacio Amigo is a postdoctoral researcher in the bio-

chemistry department of the Chemistry Institute at the 

University of São Paulo in Brazil. Send your story to 

SciCareerEditor@aaas.org. IL
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“I have found that 
parenthood is, in many 

ways, an extension 
of research.” 

Science made me a better parent

C
hefs can cook delightful meals for their families. Musicians can enliven social gatherings with 

friends. And having medical doctors, mechanics, or lawyers on call can be a great help if you 

get into trouble. As a biochemist with a Ph.D. in molecular biology, however, I always felt that 

my professional skills were of little value outside the lab. Let’s face it: As fun as they can be, 

cutting and pasting DNA and growing cells are not things that you do very often when you’re 

home or out with friends. Until recently, I didn’t think anything I had learned in the lab could 

be used in the rest of my life. Since I became a father, though, my view has been steadily changing.

By Ignacio Amigo
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