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I
n 1863, U.S. President Abraham Lincoln delivered his 

now famous Gettysburg Address on the open field 

of that bloody Civil War battle. Not many speeches 

by political leaders get remembered beyond the 

moment. Even fewer ever get cut into stone. In this 

case, of course, both are true. We know the words. 

We recite passages from it. And, in its entirety, the 

speech graces a wall of the Lincoln Memorial in 

Washington, DC.

The gravity of the Civil War, and its impor-

tance to what America would become as a na-

tion, understandably eclipse the memories of 

other milestones in the Lincoln presidency. The 

year before the war, for example, Lincoln cre-

ated the system of land grant colleges that would indel-

ibly influence how Americans would be educated. Known 

also as the people’s colleges, they were conceived with the 

idea that they would provide practical knowledge and sci-

ence in a developing democratic republic.

In 2013, I was asked by the Abraham Lincoln Presi-

dential Library Foundation to write a 272-word speech, 

inspired in any way—directly or peripherally, emotionally 

or historically—by Lincoln’s 272-word Gettysburg Ad-

dress, which would see its 150th anniversary that No-

vember. I claim no  particular expertise on the American 

Civil War, on Lincoln’s presidency, or on American 

history in general, a point I made quite clear to the 

foundation. But this unique opportunity forced me 

to think more deeply about the power of a president 

to shape the country’s mission statement. 

Then I remembered that in 1863, Lincoln 

also had something seminal to say about the 

future of science in America, a topic I think 

about often.

My “speech” now appears alongside dozens of 

others, solicited from selected Americans such 

as former U.S. presidents, social and political leaders, 

business leaders, and thinkers. The collection, published 

earlier this year, is titled Gettysburg Replies: The World 

Responds to Abraham Lincoln’s Gettysburg Address.

Titled “The Seedbed,”* I offer the speech as a reminder 

of America’s science legacy; and as an appeal to advance 

all that this legacy can do for the nation’s future.

– Neil deGrasse Tyson

America’s science legacy

Neil deGrasse 

Tyson is an 

astrophysicist 

and the Frederick 

P. Rose Director 

of the Hayden 

Planetarium at the 

American Museum 

of Natural History, 

New York, NY. 

EDITORIAL

10.1126/science.aad8408
*From Gettysburg Replies. Copyright © 2015 by Abraham Lincoln Presidential Library Foundation. Used by arrangement with the pub-
lisher. All rights reserved. No part of this excerpt may be reproduced or printed without permission in writing from Rowman & Littlefield.

Watch the video 
“Neil’s Gettysburg 
Reply” http://scim.
ag/sciencelegacy

VIDEO

One and a half centuries ago, Civil War divided 

these United States of America. Yet in its wake, 

we would anneal as one nation, indivisible.

During the bloody year of his Gettysburg 

Address, President Lincoln chartered the 

National Academy of Sciences—comprised of 

fifty distinguished American researchers whose 

task was then, as now, to advise Congress and 

the Executive Branch of all ways the frontier of 

science may contribute to the health, wealth, 

and security of its residents.

As a young nation, just four score and seven 

years old, we had plucked the engineering fruits 

of the Industrial Revolution that transformed 

Europe, but Americans had yet to embrace the 

meaning of science to society.

Now with more than two thousand members, 

the National Academy encompasses dozens 

of fields undreamt of at the time of Lincoln’s 

charter. Quantum Physics, discovered in the 

1920s, now drives nearly one third of the world’s 

wealth, forming the basis for our computer 

revolution in the creation, storage, and retrieval 

of information. And as we continue to warm our 

planet, Climatology may be our only hope to 

save us from ourselves.

During the centennial of its charter, 

President Kennedy addressed the Academy 

membership, noting, “The range and depth 

of scientific achievement in this room 

constitutes the seedbed of our nation’s future.”

In this, the twenty-first century, innovations 

in science and technology form the primary 

engines of economic growth. While most 

remember honest Abe for war and peace, 

and slavery and freedom, the time has 

come to remember him for setting our Nation 

on a course of scientifically enlightened 

governance, without which we all may perish 

from this Earth.

The Seedbed

Published by AAAS
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Russian scientists form nonprofit
MOSCOW |  Hoping to a fill a void left by 

the closure in July of Dynasty, Russia’s only 

private research funder, a group of scientists 

is planning to launch a new foundation. 

Dynasty spent $30 million from 2002 to 2015 

on seed money for young Russian scientists 

and on competitions for science teachers, 

science festivals, and public lectures by 

world-class researchers. However, because 

it received funds from outside of Russia, it 

ran afoul of Russia’s “foreign agents” law and 

was forced to wind up its activities in July. 

The new nonprofit, called Evolution, has only 

managed to raise tens of thousands of dol-

lars so far—and has accordingly set modest 

ambitions. Initially it will focus on science 

popularization, including publishing Russian 

science authors and translating science books 

into Russian. http://scim.ag/EvolutionRussia

Expo 2015 site to host research
MILAN, ITALY |  The site of Expo 2015, this 

year’s science-themed Universal Exhibition in 

Milan, Italy, may get a second life as an inter-

national hot spot for science and technology. 

The Universal Exhibition, whose motto was 

“Feeding the Planet, Energy for Life,” closed 

on 31 October after drawing more than 

21 million visitors over 6 months. The Italian 

government plans to shell out €150 mil-

lion annually for 10 years to redevelop the 

100-hectare area as a research campus for as 

many as 1600 researchers. The new science 

hub, dubbed the Human Technopole, would 

focus on genomics, big data, aging, and nutri-

tion. http://scim.ag/_EXPO2015

Report: no herbicide-cancer link
PARMA, ITALY |  The common herbicide 

glyphosate is unlikely to increase the risk 

of cancer, at least in its pure form, accord-

ing to a 12 November assessment from the 

European Food Safety Authority (EFSA). 

A report earlier this year by the World 

Health Organization’s International Agency 

for Research on Cancer (IARC) classified 

glyphosate as “probably carcinogenic to 

humans.” But the IARC report included 

epidemiological studies of commercially 

A
s a result of two mining dams that collapsed on 12 November, 

an enormous wake of toxic mud has engulfed and destroyed 

the Brazilian town of Bento Rodrigues, and the damage con-

tinues to spread down the Doce River. The mudslide has forced 

500 people to relocate and has already claimed nine lives; 

19 others are listed as missing. The mud has also contaminated 

the river with metals such as zinc, arsenic, mercury, and copper, poi-

soning its potential as a water source. Toxic conditions have wiped 

out aquatic life hundreds of kilometers downriver, and experts say 

that biodiversity will take an irreparable hit. By early next week, the 

mud is expected to reach the Atlantic. Samarco Mineração SA man-

ages and operates the mines and dams; on 12 November, the Brazilian 

government fi ned the company $66 million, but that number could 

increase. As the deadly sludge continues to creep along, towns up to 

330 kilometers away are preparing for potential disaster, shipping in 

extra water supplies for schools and hospitals.

Brazil mud could wreak years of havoc

Deadly slow-motion mudslide destroys town and poisons water supplies.

NEWS
I N  B R I E F

Drop in global deaths of women due to 

complications in pregnancy and childbirth from 

1990 to 2015, according to a 12 November 

World Health Organization report.44%

Published by AAAS
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available herbicides, such as Roundup, 

that have multiple ingredients. The EFSA 

report focused on studies that involved 

pure glyphosate. It also included several 

un published studies that IARC did not 

use. EFSA says more studies are needed to 

evaluate whether commercially available for-

mulations of glyphosate are safe. The EFSA 

evaluation did set a recommended maxi-

mum short-term limit for glyphosate intake: 

0.5 milligrams per kilogram of body weight. 

The new report will influence the European 

Union’s decision on whether to keep the 

compound on its list of approved chemical 

substances; that approval expires at the end 

of 2015. http://scim.ag/_glyphosate

Scientists protest work conditions
SANTIAGO |  Frustrated scientists took to 

the streets in Chile last week to protest low 

research spending, frail science institutions, 

poor career prospects, and what they see 

as the government’s overall disregard for 

science. On 12 November, 2500 researchers, 

technicians, and students marched to La 

Moneda, the presidential palace in Santiago, 

to deliver an open letter that expressed their 

“desolation” with government decisions that 

“will plunge the country into ignorance and 

poverty.” The signatories demanded that the 

government set up a science ministry and 

promote science as a part of the “national 

culture.” The protest came on the heels of 

the resignation on 29 October of Francisco 

Brieva as head of Chile’s research fund-

ing agency, the National Commission for 

Scientific and Technological Research; 

Brieva told Chile’s El Mercurio newspaper 

on 1 November that the country’s bureau-

cracy stifled his plans to kick-start public 

investment in science, and that he hadn’t 

received a paycheck in 6 months. 

http://scim.ag/_ChileProtest

 Last known Ebola case released
CONAKRY |  A newborn baby who 

re covered from Ebola was released from a 

treatment center here on 16 November. The 

infant, whose mother died of the disease, is 

the country’s last known case of Ebola. The 

last people under quarantine after possible 

exposure to the virus were released 2 days 

earlier. Guinea now starts a 42-day 

countdown—twice the incubation period 

for the virus—before it can be officially 

declared Ebola-free. Sierra Leone was 

declared free of the virus on 7 November 

and Liberia has been officially Ebola-free 

since September. The world’s largest out-

break of Ebola, which sickened more than 

28,000 and killed more than 11,000, started 

in Guinea in December 2013.

FINDINGS

Trained pigeons ID cancer
Can birds spot cancer? Like humans, they 

have excellent visual systems—and they are 

cheaper to train than medical students. A 

study this week in PLOS ONE put pigeons 

to the test. Researchers trained the birds 

to examine microscope images of breast 

tissue on a computer touchscreen; the 

birds pecked colored buttons to distinguish 

cancerous from healthy tissue. If the birds 

correctly identified cancer, they got a food 

pellet. In a matter of days, the pigeons’ per-

formance improved to better than random; 

by the end of a month, their accuracy rose 

to as high as 80%. But the real power came 

from the flock: By combining identifications 

from different birds, the accuracy rose to 

99%—on par with trained human experts, 

and better than a computer doing automatic 

image analysis. So are trained pigeons the 

future of cancer diagnosis? “I doubt it,” says 

lead author Richard Levenson, a patho-

logist and technologist at the University of 

California, Davis. “I suspect that computers 

will get there first.” http://scim.ag/_pigeons

Fish parasite once a jellyfish

T
iny fish parasites called myxozoans were once considered protists, a group 

including amoebae and slime mold. But Paulyn Cartwright, an evolutionary bio-

logist at the University of Kansas, Lawrence, and other scientists suspected these 

parasites might instead be kin to jellyfish. Myxozoan cells contain a capsule with a 

barbed filament that they use to latch onto the host—it looks suspiciously like the 

stinging cells of a jellyfish. This week, in the Proceedings of the National Academy of 

Sciences, Cartwright and her team report a comparative survey of the genomes of two 

myxozoans, true jellyfish and Polypodium hydriformea, a parasite with a jellyfishlike 

life stage. The study confirms that myxozoans are cnidarians, the genus that includes 

jellyfish, which lost both cells and DNA. Their genomes, one-fortieth the size of their 

jellyfish kin, lack genes for multicellular development and differentiation, as well as 

those for cell-to-cell communication. The next step, Cartwright says, is to figure out 

how a complex, multicellular jellyfish could evolve into a few-celled parasite. 

Myxozoans are 

stripped-down jellyfish.

Pigeons peck to identify cancerous tissue.

Published by AAAS
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By Daniel Clery

I
n early December, the European Space 

Agency (ESA) will launch a spacecraft 

with a deceptively modest goal. It will 

not observe Earth or search space for 

quasars or exoplanets. Instead, it will 

set two cubes of gold-platinum alloy—

each slightly larger than a golf ball—floating 

freely in weightlessness and attempt to 

measure their distance apart to the near-

est trillionth of a meter. But if it succeeds, 

the €430 million Laser Interferometer 

Space Antenna (LISA) Path-

finder mission will open the 

way for major ambitions.

By making such precise 

measurements in space, the 

mission will prove the con-

cept of the roughly €1 billion 

Evolved LISA (eLISA). To be 

launched in roughly 20 years 

if all goes well, eLISA aims to 

detect the gravitational waves 

emitted by some of the universe’s 

most titanic processes, such as 

the death spiral of the super-

massive black holes at the heart 

of galaxies. Detecting gravitational 

waves—a feat that detectors on 

Earth are also vying to achieve—“will 

be like going to a black-and-white movie 

and suddenly someone turns on the color,” 

says physicist Mike Cruise, whose group at 

the University of Birmingham in the United 

Kingdom built part of the laser metrology 

equipment for LISA Pathfinder.

Physicists have been on the hunt for grav-

itational waves—one of the more striking 

predictions of Einstein’s general relativity—

since the 1960s. The biggest current effort, 

the $620 million Laser Interferometer 

Gravitational-Wave Observatory (LIGO) in 

Louisiana and Washington states, recently 

started up again after a major upgrade 

(Science, 6 March, p. 1084). In LIGO, 

physicists bounce laser beams along two 

4-kilometer vacuum tubes, producing an 

interference pattern sensitive to the minus-

cule squeeze and stretch of space pro-

duced by a passing 

gravitational wave. The trouble is that a 

multitude of other vibrations can mimic 

that signal: everything from surf crashing 

on beaches to the churning of Earth’s core.

In space, the problem of vibrations dis-

appears and real estate is cheap, allowing 

the arms to be far longer, monitored by 

free-flying spacecraft. A space-based de-

tector was first proposed in the 1980s and 

coalesced into ESA’s LISA. NASA joined 

the project, but it hasn’t had an easy ride. 

In 2011 NASA pulled out because of budget 

problems and the mission was redesigned 

twice, emerging as eLISA and penciled in for 

launch in 2034. “In every review, the science 

was always rated as outstanding,” 

says Paul McNamara, ESA 

project scientist for LISA 

Pathfinder. But when it 

came to selection, “it 

was always everyone’s 

second favorite mis-

sion,” he says.

eLISA’s arms will be 

5 million kilometers long. 

Three spacecraft will fly 

in formation around the 

sun, beaming lasers through 

space to measure their dis-

tances from one another. The 

challenge for eLISA is to en-

sure that the mirrors in each 

spacecraft are shielded and 

truly free-floating, so that grav-

ity is the only force acting. “We 

have to make sure there are no 

interfering forces,” Cruise says. Solar 

I N  D E P T H

SPACE PHYSICS 

LISA Pathfinder tests spacetime sensor
A European space probe is set to pave the way for measurements of gravitational waves

Inside LISA Pathfinder, a laser 

interferometer (center) will 

precisely measure the distances 

between two gold cubes in free fall—

a technique that future spacecraft 

will use to detect gravitational waves.

Published by AAAS
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wind and radiation or gravitational and 

magnetic forces from the spacecraft could 

all skew the results.

LISA Pathfinder replicates one arm 

of eLISA, but with 5 million kilometers 

shrunk down to 35 centimeters. The two 

alloy cubes are the mirrors; they will float 

inside the spacecraft while a laser inter-

ferometer measures the distance between 

them. “Almost all the technologies you 

need for eLISA are in LISA Pathfinder. Only 

the long arms are missing,” says Karsten 

Danzmann of the Albert Einstein Institute 

in Hannover, Germany, co–principal inves-

tigator for LISA Pathfinder.

Even if the prototype succeeds, astrono-

mers will have to wait decades to look 

through their gravitational-wave telescope. 

It’s likely that LIGO or another instru-

ment will be the first to detect spacetime 

ripples—perhaps in the next few years. But 

each detection technique is sensitive to 

waves with different frequencies and hence 

different astrophysical sources.

LIGO and similar detectors in Europe 

and Japan are sensitive to high-frequency 

waves from events such as the merger of 

binary neutron stars or black holes of a few 

times the mass of the sun. eLISA would 

pick up lower frequencies—about one beat 

every 1000 seconds—produced by much 

more massive, slower moving objects such 

as supermassive black holes. “When galax-

ies merge, their central black holes sink to 

the center and eventually merge [as they 

shed energy] by gravitational wave emis-

sion,” says theorist Jonathan Gair of the 

University of Edinburgh. “We’ll see the 

whole process.”

Other targets include small black holes 

falling into supermassive ones, and run-of-

the-mill stars, such as white dwarfs, orbit-

ing in binary pairs. eLISA will be able to 

take a census of such pairs across the Milky 

Way. And each measurement will be a test 

of general relativity itself, to see whether—

after a century of stress testing—it still 

holds true in all circumstances. “If things 

deviate, even by a small amount, we can de-

tect that,” Gair says.

The first step will be LISA Pathfinder’s 

launch from the ESA spaceport in Kourou, 

French Guiana. A couple months later, when 

the spacecraft has reached its destination 

1.5 million kilometers from Earth, the team 

will be on the edge of their seats, says prin-

cipal investigator Stefano Vitale of the Uni-

versity of Trento in Italy. “The moment we 

release the test masses in free flight, [that 

will be] a first in space science.” ■

A faster, brighter picture of 
brain cells in action
New voltage-sensor achieves submillisecond precision

NEUROSCIENCE

By Emily Underwood

A
t the heart of all brain activity—

thoughts, perceptions, emotions, and 

memories—are rapid surges of elec-

trical activity, called action poten-

tials, that zip through neurons and 

transmit information throughout the 

brain. Capturing this play of activity across 

large numbers of neurons is essential to 

understanding cognition, 

but existing techniques for 

monitoring neurons are too 

slow, or their scope too lim-

ited, for scientists to really 

see the brain at work. 

This week online in 

Science, a research team 

led by a physicist at Stan-

ford University in Palo 

Alto, California, reports a 

new technique that renders 

spikes of electrical activ-

ity visible under a micro-

scope as flashes of light 

with a temporal resolution 

of about 0.2 milliseconds. 

At that speed, scientists 

will be able to observe not 

just when cells fire a full-

blown action potential, 

but more subtle electrical 

activity within individual 

neurons’ branches, says 

neuro scientist Van Wedeen 

of Harvard Medical School in Boston. “The 

field has been waiting for this for years.” 

Timing is everything in the brain, he notes, 

and witnessing such rapid dynamics “could 

reveal aspects of neural code we’ve never 

had experimental access to before.”

At present, scientists can record the ag-

gregate electrical activity of large groups of 

cells with electrodes placed on the scalp or 

inserted into brain tissue. They can also re-

cord directly from individual neurons in a 

dish or animal using microelectrodes. But 

none of these techniques is well suited to re-

cording details of a live brain’s electrical ac-

tivity within individual neurons of a chosen 

genetic type, says Mark Schnitzer, the princi-

pal investigator of the new study. 

So-called calcium imaging, in which neu-

rons are coaxed to fluoresce in response to 

the surges of calcium ions that accompany 

action potentials, can track many individual 

neurons at once. But it is too slow to capture 

much of their electrical chatter, which un-

folds within milliseconds or even fractions 

of a millisecond, Schnitzer says. In search of 

faster methods, his group and others have 

endowed neurons with genes for fluorescent 

proteins that brighten or dim when they 

sense changes in voltage in the cell mem-

branes. But most voltage 

indicators fluoresce weakly, 

forcing researchers to use 

such powerful beams of light 

to reveal the sensors’ faint 

glow that it “barbecues any-

thing living,” Wedeen says. 

Yiyang Gong, formerly 

a postdoc in Schnitzer’s 

lab and now a professor at 

Duke University in Durham, 

North Carolina, has worked 

with the Stanford team to 

create a much brighter volt-

age sensor than those devel-

oped by other groups, while 

maintaining light levels that 

can be used in living ani-

mals. The group combined 

a fluorescent protein engi-

neered by Nathan Shaner 

and colleagues at the Scintil-

lion Institute with another, 

fungus-derived protein that 

responds five to six times 

more quickly to changes in voltage than the 

one used in their previous model. The new 

work is “the first demonstration that one can 

image action potentials optically in an awake 

mammalian brain,” Schnitzer says.

The new voltage sensors can also be ex-

pressed in just specific types of neurons, add-

ing to the method’s usefulness. They can’t be 

used for extended periods, however, because 

the proteins lose their sensitivity to light af-

ter about 10 minutes of continuous exposure. 

But by using multiple short exposures, in-

vestigators should be able to observe neural 

activity for much longer periods, Schnitzer 

notes. “This should be the next big thing as 

the methods get refined and extended,” says 

Bruce Rosen, director of the Center for Bio-

medical Imaging at Harvard University, “I 

think this is pretty cool.” ■

The 2.9-meter-wide LISA Pathfinder will test 

technologies for a planned fleet of spacecraft that 

would orbit the sun 5 million kilometers apart.

–1.0 ms 1.0 ms

–0.5 ms 1.5 ms

0 ms 2.0 ms

0.5 ms 2.5 ms

Voltage spreading through a fly 

neuron over several milliseconds.
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By Jeffrey Mervis

T
he National Institutes of Health 

(NIH) gave out three-quarters of a 

billion dollars this year as part of a 

long-running federal research pro-

gram to encourage innovation among 

small businesses. But for African-

American scientists, the Small Business In-

novation Research (SBIR) program may as 

well not exist.

A new study by the U.S. National Acad-

emies of Sciences, Engineering, and Medi-

cine documents their near-invisibility in 

the NIH program, which each year gives 

out hundreds of awards to help small busi-

nesses translate biomedical discoveries 

into products. In a survey 

of principal investigators 

(PIs) who received a late-

stage SBIR award between 

2001 and 2010, just two of 

the 604 respondents were 

African-American. Hispan-

ics did only slightly better, 

earning 2% of these phase 

II awards, and there was 

one Native American PI 

(see graphic, right). “Levels 

of participation by under-

served groups are low 

and declining,” the new 

report concludes. 

The low minority partici-

pation in NIH’s SBIR pro-

gram mirrors that of other 

NIH programs. A 2011 NIH 

study of its core R01 science 

grants reported that just 1.4% of applicants 

were African-American and 3.2% were His-

panic (Science, 19 August 2011, p. 925). The 

so-called Ginther report also found that 

black applicants were less likely than whites 

to win NIH funding; the gap was 10 percent-

age points. Similarly, the new academies re-

port finds that minority-owned businesses 

have a lower success rate in winning initial 

SBIR grants than majority-owned businesses 

(10% versus 18% in 2014, for example).

The numbers are symptomatic of the van-

ishingly small presence of black scientists 

in the biotech sector, note those who follow 

the issue. “SBIR is the end of the pipeline 

for a successful scientist who plans to com-

mercialize a discovery,” says Chad Womack, 

who runs a science scholarship program for 

minorities sponsored by the United Negro 

College Fund and the Merck Foundation. 

“And there just aren’t enough African-

American scientists in that space, at that 

level, to take advantage of the opportunity.”

Womack, an African-American bio-

medical researcher, has firsthand knowl-

edge of the problem: NIH rejected his 

2007 SBIR application for a company he 

co-founded after doing a postdoc at the 

agency, and the tiny vaccine development 

startup fell victim to the 2008 financial 

meltdown. But he doesn’t fault NIH. “I 

think SBIR is a great program; in fact, I’d 

love to see it expanded.”

Offered by 11 federal agencies, SBIR 

awards, typically up to $150,000 in phase 

I and $1 million in phase II, are funded 

through a small tax on the extramural re-

search budgets of each agency. That tax has 

been rising slowly, and will reach 3.2% in 

2017. An additional 0.45% goes to a sister 

program, called Small Business Technology 

Transfer (STTR), which funds university-

based startups. In 2015, the government 

spent $2.3 billion on SBIR/STTR, with 

nearly half funneled through the Depart-

ment of Defense (DOD); NIH is the second 

largest player in the SBIR program.

NIH and DOD are generally doing well 

in meeting SBIR’s overall goal of backing 

innovation by small businesses, according 

to the new NIH report and one done ear-

lier this year on DOD’s program. But SBIR 

also has an explicit mandate from Con-

gress to enhance opportunities for women 

and minorities. And that’s not happening, 

according to the academies panel, chaired 

by Jacques Gansler, a former top Pentagon 

official now at the University of Maryland, 

College Park.

“The objective of fostering the participa-

tion of women and underserved minorities 

has not been met” by the NIH program, the 

new report concludes. The earlier report 

reached a similar conclusion for DOD.

Matthew Portnoy, who oversees NIH’s 

SBIR and STTR programs, says the report 

reaffirms a 2009 academies study that con-

cluded “we are meeting the [innovation] 

goals but we are having a problem with 

outreach.” NIH initially tried to broaden 

participation by improving the geographic 

distribution of its grants, he says. Now, it 

plans to focus more explic-

itly on outreach to minori-

ties and women. “It’s not 

an easy problem,” he adds, 

“and we’re definitely inter-

ested in any good ideas.”

One approach the panel 

explicitly rejected was us-

ing quotas to boost minor-

ity participation. “You lower 

your standards by doing 

that,” Gansler says. “It’s not 

a charity; a lot of agencies 

already object to SBIR be-

cause they see it as a drain 

on their research programs.”

Womack believes part 

of the answer is more sup-

port for minority scien-

tists. “If you really want 

to pump up the numbers, 

then you have to help people with the nuts 

and bolts of what it takes” to prepare a 

strong application, he says. A more com-

prehensive strategy would start by con-

necting with undergraduate and graduate 

students, says Womack, who hopes that the 

next phase of his scholarship program will 

focus on “bioentrepreneurship.”

Talitha Hampton, a program manager for 

AstraZeneca in Gaithersburg, Maryland, 

and president of the National Organiza-

tion of Black Chemists and Chemical En-

gineers, is looking even farther upstream 

to elementary schools. She said a recent 

hands-on science workshop for minority 

students in Maryland, called The Crayon 

CEO, helped install more positive attitudes 

toward entre preneurship. “That’s where it 

has to start.” ■

FUNDING

NIH program fails to launch blacks in biotech
Small Business Innovation Research program makes almost no grants to African-Americans 

White

men

76.8%

Asians

6.8%

Minorities

9.4%

Women*

14.9%

Hispanics

2.0%

Blacks

0.3%

0.2%

Native
Americans

Nearly invisible
A new study finds that African-Americans make up a tiny slice (bottom bar) of the small 
percentage of minorities who are principal investigators on NIH SBIR grants. 

*Total exceeds 100% 

because of the overlap in 

women/minorities categories

Published by AAAS
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By Tania Rabesandratana, in Brussels

L
ast week, European research commis-

sioner Carlos Moedas revealed the 

names of seven scientists who will 

serve as the commission’s main sci-

ence advisers. The announcement of 

the prestigious group—which includes 

Fields medal–winning mathematician 

Cédric Villani, CERN Director Rolf-Dieter 

Heuer, and the United Kingdom’s chief 

climat ologist, Julia Slingo—was generally 

welcomed by scientists. It brought an end 

to a year of suspense since the awkward 

exit of Scottish biologist Anne Glover, the 

first and only chief scientific adviser in the 

commission’s history (Science, 21 November 

2014, p. 904).

How to replace Glover’s position was 

one of the first challenges awaiting 

Moedas when he took office in November 

2014. It took his team months to come up 

with a new advice system, of which the 

high-level panel is a key component. “It’s 

better to do it right than to do it quick,” 

he says. (For more on the panel, see 

http://scim.ag/ECsciadvisers.)

One of 28 E.U. commissioners led by 

President Jean-Claude Juncker—one per 

member state—Moedas is a smiling, mild-

mannered polyglot with experience in 

engineering, real estate, and investment 

banking. Before becoming commissioner, 

he served as secretary of state to the prime 

minister of his home country, Portugal, but 

he had no experience in research policy.

His maneuvering space is small; Europe’s 

flagship research program, the 7-year, 

€80 billion Horizon 2020, was launched 

before Moedas arrived. Still, he plans to 

leave his mark; in a big speech in June, 

he announced plans to help innovation 

flourish, boost science data sharing, and 

develop science ties with other continents.  

Science met with Moedas in his office 

on the ninth floor of the commission’s 

iconic Berlaymont building in Brussels. 

This interview has been edited for brevity 

and clarity.

Q: The European Union has been rattled by 

growing euroskepticism and deep, divi-

sive crises, from the economic crunch to 

the refugees’ plight. How does this affect 

science? Are member states still willing to 

work together on research policy?

A: I think the core of science ministers 

around Europe is very strong. They be-

lieve that if you want to get more jobs, if 

you want to get more growth, you need an 

innovation-driven system and economy. 

The countries that invested more in sci-

ence and innovation actually weathered 

the economic crisis better. Of course it 

has been a difficult year, but I felt that 

because of that, my colleagues from the 

member states around the table had 

stronger voices to tell their government 

how important it is for all of us that we 

keep investing in science.

Q: What’s the evidence that science is good 

for growth?

A: Let me show you. [On his iPad, Moedas 

displays a graph produced by the Organ-

isation for Economic Co-operation and 

Development.] On this chart, you see 

that more than 60% of [gross domestic 

product] growth between 1995 and 2007 

was due to innovation. In the concept of 

productivity you have three parts: getting 

more productive through labor, through 

capital, or through new technologies and 

methods. That [third part] is called multi-

factorial productivity and that is actually 

a proxy for innovation.

One of the things where I can add 

value in this portfolio is that I have a 

background as an engineer, then dedi-

cated part of my life to economics. It’s a 

problem sometimes when scientists talk 

to politicians that there are no bridges 

[between their two languages]. I consider 

it a big part of my job. If I’m able to do 

that, then politicians will understand and 

will put resources and money into science 

and innovation.

Q: Critics say your research portfolio is 

“invisible” in the commission. Has science 

been overshadowed by bigger issues?

A: I don’t think that’s true. I talk to 

President Juncker any time I want; he has 

given me more and more responsibilities 

and gives me freedom to work. I always 

felt the support of the president, I feel 

that I’m quite close to him.

Q: One of President Juncker’s first moves 

last year was setting up the European Fund 

for Strategic Investments [EFSI], a stimu-

lus package to boost the European Union’s 

economy. Scientists were angry that the 

fund took money from Horizon 2020.

A: The president was the first one to say 

that the EFSI should be about the knowl-

edge economy, innovation and science. 

Now, we have another tool [in addition to 

Europe’s research chief wants 
scientists to speak up
Commissioner Carlos Moedas is confident that science and 
innovation will bring growth to a divided continent

Q&A

Moedas says he can talk 

to European Commission 

President Jean-Claude 

Juncker any time he wants.

Published by AAAS
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Horizon 2020] for innovation in Europe, 

and I think that’s good. At the end of the 

day you will have more money for those 

projects because the leverage is higher—

you have money from member states, from 

the European Investment Bank, and pri-

vate money. It will be interesting for you to 

get the numbers when I leave office.

Q: In June you introduced the idea of a 
European Innovation Council, modeled 
after the European Research Council [ERC], 
which was launched in 2007 to fund basic 
research. What is happening with this plan?
A: There are lots of [funding tools] for 

innovation but most innovators don’t 

know where they are, so the first stage 

is putting a bunch of instruments that 

exist into one place so people know where 

to go. The second stage is how can you 

get a vision for innovation instruments 

that are more bottom-up, like the ERC. 

You don’t tell people what to do, they tell 

you what they want to do. People will be 

able to develop their ideas without going 

through a call for proposals, without us 

telling them “do this, find me the next 

iPad,” for example. It took several com-

missioners’ terms to create the ERC, so I 

don’t know where I’ll get in 5 years—but 

at least I want to have a base, something 

that people understand as their tool for 

innovation.

Q: Last month, governments in 19 out of 
28 E.U. countries made use of a new possi-
bility to reject the cultivation of genetically 
modified (GM) crops on their land. Some 
researchers say this is a loss for science. 
What do you think?
A: Of course you have to respect that some 

member states now have that possibility 

to opt out. I’m a big believer in saying we 

need more and more research to actually 

get more scientific evidence into subjects 

like GM organisms. Then politicians can 

make the right decisions.

Q: You had no research policy experience 
when you took the job last year. What’s 
been the most striking thing you’ve 
come across?
A: That’s an interesting question. [He 

pauses to think.] I’ll tell you what strikes 

me. Scientists underestimate their power 

and their voice, and that’s a pity. You 

have all these interest groups in society 

fighting for different things, but scien-

tists are a kind of low-profile group. They 

don’t raise their voice together when they 

need to, but they should; it would help 

me. They could influence the policies of 

a country much more. When a scientist 

talks, people listen. ■

By Ann Gibbons

A
rchaeologist Tom Dillehay didn’t want 

to return to Monte Verde. Decades 

ago, his discoveries at the famous 

site in southern Chile showed that 

humans occupied South America by 

14,500 years ago, thousands of years 

earlier than thought, stirring a long and 

exhausting controversy. Now, Dillehay, of 

Vanderbilt University in Nashville, has been 

lured back—and he is preparing for renewed 

debate. He reports in PLOS ONE this week 

that people at Monte Verde built fires, cooked 

plants and meat, and used tools 18,500 years 

ago, which would push back the peopling of 

the Americas by another 4000 years. 

If his team is correct, the discovery will 

“shake up both the archaeology and ge-

nomics of the peopling of the Americas,” 

says archaeologist Jon 

Erlandson of the Univer-

sity of Oregon in Eugene. 

Genetic studies suggest 

that the ancestors of 

Paleoindians first left 

Siberia no earlier than 

23,000 years ago (Sci-

ence, 21 August, p. 841), 

so Dillehay’s new dates 

suggest they wasted 

little time in reaching the southern tip of 

the Americas. And the find raises questions 

about the North American record, where no 

one has found widely accepted evidence of 

occupation before 14,300 years ago. “Where 

the hell were the people in North America 

at that hour?” wonders archaeologist David 

Meltzer of Southern Methodist University in 

Dallas, Texas. 

When Dillehay began his work at Monte 

Verde in the 1970s, most researchers thought 

the Clovis people, who hunted big game in 

North America starting about 13,000 years 

ago (using calibrated radiocarbon dates), 

were the first Americans. When Dillehay re-

ported traces of huts, hearths, human foot-

prints, and artifacts that were thousands of 

years older, he was forced to defend every 

detail of his dig to skeptical colleagues. By 

now, though, most archaeologists accept the 

older occupation at Monte Verde and a few 

other sites. 

When the Chilean government invited 

Dillehay to survey the full extent of Monte 

Verde, he at first refused. “I was tired of it,” 

he says. But in 2013, fearing another team’s 

survey might damage the site, he returned, 

hoping to spend a few weeks collecting 

new evidence of ancient plants and climate 

by digging 50 small test trenches across 

a 20,000-square-meter area. But the dig 

turned up 39 stone artifacts, including flakes, 

a “chopper,” and cores, embedded near plants 

or animal bones that had been burned in 

small fires at 12 areas. This suggests a “spotty, 

ephemeral presence,” he says.

His team radiocarbon dated the plants 

and animal bone to between 14,500 and 

18,500 years ago, and perhaps as early as 

19,000 years ago. The last ice age was only 

just starting to wane at that time, leaving a 

cool temperate rain forest at Monte Verde, 

about 60 kilometers 

from the Pacific Ocean. 

Dillehay speculates that 

early Paleo indians moved 

along deglaciated cor-

ridors between the coast 

and the Andes, hunting 

paleo llamas and ele-

phantlike gomphotheres. 

Not everyone is 

convinced. Archaeologist 

Michael Waters of Texas A&M University 

in College Station questions whether the 

stone artifacts were actually humanmade, 

and says that the team hasn’t eliminated 

the possibility that the fires were natural. 

Dillehay concedes that his team found 

few unequivocal stone tools, which are the 

strongest evidence of a human presence. But 

he notes that about one-third of the tools 

were made from exotic materials such as 

limestone and white quartz from outside 

the area, suggesting that people transported 

the stone. Meltzer finds this compelling. 

“The specimens don’t scream out ‘made by 

human hands,’” he agrees, “but Dillehay’s 

group has made a careful assessment of 

their form and raw material … It’s evidence 

we cannot ignore.”

Much is at stake, which suggests that the 

onus is on Dillehay once again to prove his 

case. “I guess that part of my destiny is that 

this damn site simply will not let go of us,” 

he says. ■

Humans may have reached 
Chile by 18,500 years ago
Monte Verde stone tools may be the oldest in the Americas

ARCHAEOLOGY

“Part of my destiny 
is that this damn 
site simply will not 
let go of us.”
Tom Dillehay, Vanderbilt University

Published by AAAS
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By Elizabeth Pennisi

S
low-moving and shaped like pebbles, 

most chitons are far from showy. But 

a close look at some of these marine 

mollusks reveals something remark-

able: up to 1000 tiny eyes, each a bit 

smaller than the period at the end of 

this sentence, studding their plated shells. 

Now, on page 952, a team of materials sci-

entists, engineers, and biologists describes 

how chitons build the lenses of their eyes 

from the same hard mineral that armors 

their shells. The work offers a striking ex-

ample of how a single material can per-

form two jobs—seeing and protecting—at 

once. And it may offer insight to materi-

als scientists seeking to design their own 

dual-use materials. 

It’s a “great paper,” says materials scien-

tist Peter Fratzl of the Max Planck Institute 

of Colloids and Interfaces in Potsdam, Ger-

many. “What nature has perfected is to use 

comparatively simple, cheap starting mate-

rials and turn them into an exquisite, mul-

tifunctional material,” he says. “We want to 

copy that approach.” 

Chitons move sluggishly up and down 

rocks or reefs in the intertidal zone, clamp-

ing tightly to the surface when threatened 

by fish, birds, or other predators. Yet they 

are quite successful, with a 500-million-

year-long fossil record and a thousand 

species thriving today along wave-swept 

shores worldwide. “They are clearly doing 

something right,” says Julia Sigwart, an 

evolutionary biologist at Queen’s University 

Belfast in Ireland.

Only about 100 species have eyes, and 

until 10 years ago, researchers thought the 

eyes too small to be of much use, especially 

because all chitons have other light sensitive 

structures called megalaesthetes. But a few 

years ago, after hearing about the eyes from 

molecular systematist Douglas Eernisse of 

California State University, Fullerton, Daniel 

Speiser decided to give captive chitons a vi-

sion test. When he blocked light with black 

circles, the animals clamped down, suggest-

ing they were detecting images. “The eyes … 

let the chiton distinguish an actual object, 

say a predator, from a passing shadow,” says 

Speiser, now a visual ecologist at the Univer-

sity of South Carolina, Columbia. 

Speiser, Eernisse, and others described 

chitons’ visual system, reporting in 2011 that 

in contrast with the protein lenses found in 

most animals, including humans, chiton 

lenses are made of aragonite, the same cal-

cium carbonate mineral that makes up their 

shells. Working in the lab of materials sci-

entist Christine Ortiz at the Massachusetts 

Institute for Technology in Cambridge, grad-

uate students Matthew Connors and Ling Li 

then explored how the eyes are made and 

how well they work. 

Using high-resolution microscopy and x-

ray techniques, as well as computer model-

ing, Li and Connors found that the oblong 

lens is made of large crystals, aligned to al-

low light through relatively unimpeded. Up 

to 100 photo-sensitive cells form a retina 

(see graphic, below). When the team sus-

pended isolated lenses in water, they found 

that they could project recognizable images 

of a fish. “It actually forms a shockingly 

clear image,” says sensory ecologist Sönke 

Johnsen of Duke University in Durham, 

North Carolina. 

But chiton vision has a cost. Mechanical 

tests verified that the lenses create weak 

spots in the armor. “In order to see, they had 

to back off on mechanical protection,” says 

Sheila Patek, a Duke evolutionary biomech-

anist. Protrusions in the shell partly com-

pensate, so that the eyes nestle in protective 

grooves. But dual use does constrain how 

well the shell performs any single function.  

For example, chitons could see better if 

their lenses were bigger or formed from just 

a single crystal. But that might compromise 

the shell’s integrity too much. “Sometimes 

we assume nature is perfect,” says biologist 

Andrew Parker from the Natural History 

Museum in London. “But more often than 

not it is a perfect compromise.”

Co-author Joanna Aizenberg from Har-

vard University and others would like to 

come up with their own perfect compro-

mises to create new dual-function materi-

als that combine light-sensing and strength. 

The work on chitons hints at how that 

might be done—for example, by changing 

the shape or sizes of crystals. Johnsen also 

wonders whether the chiton visual system 

might inspire a network of multiple eyes 

in the skin of robots. “Nature has reached 

some very clever material solutions that we 

can harness,” Fratzl says. “It allows you to 

dream about implementing similar kinds of 

ideas into technical systems.” ■

Eroded eyes

Functional 
eyes

Megalaesthete

Main sensory 
structures

Optic 
canal

Retinal 

cells

Eye

Aragonite 
lens
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A chiton’s many eyes
A slice through a chiton’s shell reveals an upper layer 
pitted with light-sensing megalaethetes and eyes.

Crystalline eyes of chitons 
inspire materials scientists 
Mollusk makes hundreds of eyes from shell mineral 

BIOMATERIALS

Black specks on the 

edges of the plates of 

a chiton’s shell proved 

to be eyes that form 

images. Older eyes, in 

the center of the shell, 

erode over time.

Published by AAAS

 o
n 

N
ov

em
be

r 
19

, 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


NEWS

900    20 NOVEMBER 2015 • VOL 350 ISSUE 6263 sciencemag.org  SCIENCE

P
H

O
T

O
: 

©
 B

E
T

T
M

A
N

N
/

C
O

R
B

ISI
n the early 1990s, as the deadly HIV/

AIDS epidemic marched across the 

United States and the world, lawmakers 

in Congress and top officials at the 

National Institutes of Health (NIH) 

reached an unusual understanding: 

Roughly 10% of the NIH budget would 

be dedicated to fighting the devastating 

disease. Since then, the steady flow of 

research cash—some $3 billion this year—

has helped transform HIV infection from a 

death sentence to a manageable disease for 

many people, and some researchers believe 

they are getting closer to developing a vac-

cine that could halt new infections.

That special arrangement is now under 

fire. Health policy experts, lawmakers, and 

even NIH officials have wondered why, 

2 decades after AIDS death rates began 

dropping dramatically in the United States, 

the disease still gets a lion’s share of NIH 

resources. As questions have arisen about 

how HIV/AIDS funds are spent, NIH has 

also resolved to refocus AIDS money on 

ending the epidemic. Some voice a broader 

critique: that NIH’s spending on a disease 

often doesn’t align with how much suffer-

ing it causes. They note that diseases impos-

ing a relatively small burden on U.S. society, 

such as AIDS, can get a larger share of NIH 

funding than those that cause greater harm, 

such as heart disease (see graph, p. 901). 

NIH’s spending priorities can be “out of 

whack” says Senator Bill Cassidy (R–LA), a 

physician who serves on a panel that helps 

set NIH’s budget.

Recently, while responding to pointed 

questions from Cassidy about the issue, NIH 

Director Francis Collins said the agency is 

ready to abandon the 10% set-aside. If Con-

gress follows through on proposals to give 

NIH a hefty funding boost for 2016, its HIV/

AIDS portfolio need not necessarily grow 

in “lock-step” with the increase as it has in 

the past, Collins said at a 7 October hearing. 

A move to end NIH’s AIDS earmark fuels debate over whether 
funding should reflect disease burden

By Jocelyn Kaiser

WHAT DOES A DISEASE DESERVE?

FEATURES

Pressure from AIDS groups such as ACT UP, protesting at the White House in 1987, propelled Congress to begin earmarking research funding for HIV/AIDS.

Published by AAAS
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At the same time, NIH is taking a broader 

look at disease spending. Next month offi-

cials are expected to release an agency-wide 

strategic plan that they say will address how 

disease burden should influence the alloca-

tion of research dollars.

The ferment worries AIDS research advo-

cates. “HIV/AIDS research could shrink as 

a percentage of the total [NIH budget] for 

the first time” in more than 2 decades, la-

ments Kimberly Miller of the HIV 

Medicine Association in Arlington, 

Virginia, which represents health 

workers who treat HIV-infected pa-

tients. Long-time NIH observers also 

wonder whether the developments 

signal a re-emergence of the some-

times fierce disease funding wars of 

the past, when advocates for breast 

cancer research and other diseases 

battled for a bigger share of the 

NIH pie. Already, Cassidy has pro-

posed shifting some AIDS spending 

to neurodegenerative diseases such 

as Alzheimer’s. 

Some in the biomedical research 

community, however, welcome these 

developments. “I’m glad the ques-

tioning is happening no matter how 

annoying it may be to some people,” 

says Claiborne Johnston, a stroke re-

searcher at the University of Texas, 

Austin, who has studied disease 

funding trends. “I hope ultimately 

that we figure out a way to truly ad-

dress, through our research and our 

care, some of these conditions that 

definitely are neglected.”

FROM ALMOST THE VERY begin-

ning, NIH’s AIDS earmark has cre-

ated tensions. After activists helped 

persuade Congress to ramp up HIV/

AIDS funding in the 1980s, law-

makers agreed to cap it at 10% of 

NIH’s budget, but keep that propor-

tion year after year.  NIH officials 

argued that AIDS deserved a special 

allocation because it was a new dis-

ease, was still spreading, and had become the 

leading cause of death for U.S. adults between 

25 and 44 years old. Key lawmakers were 

convinced, and since then AIDS research, 

which NIH has treated as its own distinct 

pool of funding, has essentially expanded in 

sync with the agency’s overall budget.

It wasn’t long before the deal inspired ad-

vocates for breast cancer and several other 

diseases to publicly argue that those fields, 

too, deserved large budget increases. Those 

1990s campaigns ultimately met with mixed 

success in Congress. But the so-called dis-

ease wars did stir tensions within the large 

coalition of university, patient, and science 

groups that advocate for greater biomedical 

research spending. Those allies tradition-

ally try to present a united front, for fear 

that internal divisions could fragment and 

endanger political support for overall NIH 

spending increases.  

Now, that uneasy alliance has again come 

under pressure as the threat of AIDS has 

faded domestically. As new drugs made 

the disease more manageable, the number 

of deaths directly attributed to HIV plum-

meted in the United States from 45,000 per 

year in 1995 to 7000 in 2013. At the same 

time, some patient groups have recently 

helped persuade some lawmakers that 

they should be concerned about the much 

higher toll of other diseases, such as stroke 

and diabetes, and the staggering projected 

costs of caring for Alzheimer’s patients. 

Representative Andy Harris (R–MD), an-

other physician who has taken an interest 

in NIH policy, noted at a hearing last March 

that NIH spends 100 times less per U.S. 

heart disease death than it does per AIDS 

death. The “stunning” discrepancy “needs 

to be justified,” he said. 

Many AIDS research advocates and NIH 

officials continue to defend the earmark, 

arguing that the global AIDS death rate re-

mains high, and that researchers are mak-

ing strides toward a vaccine. “I’m looking 

forward to a time when … we have ended 

the AIDS epidemic and there won’t be any 

argument about what you want to do with 

the money, because you won’t need the 

money,” said Anthony Fauci, the head of the 

National Institute of Allergy and Infectious 

Diseases (NIAID), which oversees about half 

of NIH’s AIDS spending, during a hearing 

this past April. Robert Eisinger, acting di-

rector of the NIH Office of AIDS Research, 

also notes that the billions spent on AIDS 

research have produced “numerous cross-

over benefits” for other diseases—new drugs 

that treat hepatitis B infection came out of 

AIDS research, for example.

Yet congressional support for the AIDS 

set-aside has begun to crack. In a report ac-

companying the 2015 spending bill for NIH, 

House of Representatives and Senate appro-
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priators omitted some oft-repeated instruc-

tions telling NIH to keep AIDS at 10% of its 

budget. The omission signaled their desire 

for NIH to abandon the earmark, says Chris 

Meekins, a staffer for Harris.

WITHIN NIH, top officials are also scruti-

nizing AIDS spending, about half of which is 

doled out by institutes and centers that don’t 

focus primarily on infectious disease. Last 

year, Collins ordered a sweeping review of 

the AIDS portfolio. One pilot analysis by NIH 

staff found a surprise: 15% of grants did not 

have HIV/AIDS in the title or abstract, sug-

gesting they were only remotely connected 

to AIDS. That finding added to existing con-

cerns, both within and outside of NIH, that 

requiring institute directors 

to spend their dedicated AIDS 

money can encourage them to 

look far afield for projects to 

fund, or force them to lower 

their standards. At NIH’s 

National Heart, Lung, and 

Blood Institute, for example, 

42% of AIDS grant propos-

als received funding in 2012, 

compared with just 18% for 

non-AIDS projects, Cassidy 

noted at the October Senate 

hearing. “They’re getting too 

much money for HIV/AIDS,” 

Cassidy said. “Can we move 

money out of that area?” 

This past August, in a bid 

to tighten controls on AIDS 

spending, Collins announced 

a revised set of research prior-

ities (see box, right). Vaccines 

and potential cures are at the 

top; at the bottom are studies of diseases 

that sometimes co-occur with AIDS, such as 

malaria, and basic virology and immunology 

work that doesn’t necessarily include HIV. 

Also at risk of losing new AIDS funding, the 

memo suggests, is behavioral research that 

doesn’t focus specifically on AIDS, such as 

studies of risky sexual behaviors and drug 

abuse. Although exactly how the new priori-

ties will influence NIH’s funding decisions is 

uncertain, many behavioral researchers are 

“very nervous,” says epidemiologist David 

Celentano of Johns Hopkins University in 

Baltimore, Maryland. 

At some NIH institutes, directors have 

found that disbursing the AIDS money 

is a distraction from their main mission. 

Thomas Insel, who stepped down last month 

as director of the National Institute of Men-

tal Health (NIMH), says he was surprised 

to realize 3 years ago that the $180 million 

his institute was spending on AIDS research 

(12% of NIMH’s budget) nearly matched its 

spending on disorders such as anxiety and 

schizophrenia. Insel shifted some of the 

AIDS grants and his HIV/AIDS program staff 

to NIAID, to ensure better coordination with 

that institute’s bigger AIDS program.

In Congress, some lawmakers are taking 

direct aim at the earmark. This past sum-

mer, during a Senate spending panel debate 

on NIH’s 2016 appropriation, Cassidy pro-

posed taking $235 million out of NIAID’s 

AIDS budget and giving it to other institutes 

studying neurodegenerative diseases. 

The proposal dovetailed with a major push 

by patient groups to increase NIH funding 

for Alzheimer’s disease, which has helped 

produce a 30% funding leap for Alzheimer’s 

over the past 4 years. But Robert Egge, chief 

public policy officer for the Alzheimer’s As-

sociation, and George Vraden-

burg, chair of the influential 

group UsAgainstAlzheimer’s, 

say their organizations did 

not ask Cassidy to offer his Al-

zheimer’s proposal.

In the end, Cassidy’s mea-

sure failed. Still, the move 

shook the AIDS research com-

munity. “To find more money 

for Alzheimer’s you have to 

cut HIV/AIDS, [that] makes no 

sense,” says Miller, who is part 

of a coalition of AIDS groups 

now lobbying to preserve 

AIDS funding.

THE DEBATE over how much 

NIH’s spending priorities 

should reflect disease bur-

den goes back to at least the 

late 1990s, when The New 

England Journal of Medicine 

published an analysis suggesting that NIH 

wasn’t spending enough on certain high-

burden conditions, such as peptic ulcers 

and pneumonia. In a 2011 study revisiting 

the issue in PLOS ONE, Johnston and co-

authors found that diseases with strong ad-

vocates (breast cancer, for example) enjoy 

relatively robust funding, whereas spend-

ing lags on those that carry a stigma, such 

as depression, alcoholism, and lung cancer, 

despite the higher burden they impose on 

society. Although “you can’t expect a per-

fect correlation” with funding, says John-

ston, “the clearest take-home message is: 

Some conditions below the line are those 

where we blame the victim.” 

This past summer, for the first time, NIH 

published its own comparison of health 

burden and spending. It confirmed that 

AIDS and cancer receive relatively generous 

funding, whereas others, such as migraine 

and chronic obstructive pulmonary disease, 

receive disproportionately little. An agency 

official commented on a blog that “we’re 

looking forward to using these analyses as 

a jumping off point for a larger conversa-

tion about priority setting.” And Collins has 

said in hearings that a new NIH-wide stra-

tegic plan due out in December will address 

disease burden.

Some observers are skeptical that the 

new plan will have much influence, given 

the many factors that influence spend-

ing, from tight budgets to the power of 

certain disease groups. And NIH officials 

caution that, in the end, disease burden 

data, which have limitations, can’t alone 

be the basis for funding allocations. Insti-

tutes must consider the scientific quality of 

proposals, as well as the need to balance 

basic and clinical research. They note that 

it makes sense to spend relatively more 

on rare diseases that otherwise would be 

neglected, because they can shed light 

on common diseases. And infectious dis-

eases can’t be funded strictly based on the 

number of U.S. cases, because it’s not pos-

sible to predict when viruses such as Ebola 

and severe acute respiratory syndrome—

which have had little impact in the United 

States—might flare up and cross borders. 

At the same time, pouring new money into 

a disease just because it imposes a high 

social cost can be misguided, NIH insiders 

say. If the field lacks a critical mass of re-

searchers, or promising research avenues, 

the money could be wasted. 

Johnston and others who call for more 

attention to disease burden don’t buy that. 

“It’s a circular argument,” he says. “Scientific 

promise happens when you have invest-

ments in an area. … If you fund the science, 

there will be more promise in that area.”

Insel agrees, to a point. He says that when 

he did a disease burden analysis of NIMH 

and NIH spending on mental illnesses com-

pared with other diseases, he was struck by 

how every mental illness was “under the 

line,” or appeared to get short shrift. This 

year he shored up funding for the two areas 

that lagged the most—suicide prevention 

and eating disorders—in order to stimulate 

fresh approaches. A decision NIMH made a 

few years ago to ramp up autism research—

amid a push from activists—had convinced 

him that doing so wouldn’t be a waste of 

dollars where there is “scientific traction.” 

After the infusion of new funding into au-

tism, he says, “we saw better proposals.”

Whether that kind of redistribution 

catches on across NIH remains to be seen. 

But some AIDS researchers are already re-

signed to losing their special status, whether 

the initiative comes from Congress or NIH 

itself. “For a long time we were the golden 

child. … We had a 30-year run,” Celentano 

says. But now, “I think we need to justify bet-

ter why we should be at the table.” ■

NIH’s new AIDS 
research priorities

High priority
Vaccines, new therapies, 

cure strategies, HIV-associated 

diseases, related basic research

Medium priority
Basic research and projects on 

health and social issues that 

“meaningfully” include HIV/

AIDS and “will advance HIV 

treatment or prevention”

Low priority
Epidemiology of diseases that 

occur with HIV/AIDS and basic 

studies on copathogens that are 

not in the context of HIV infec-

tion, behavioral studies where 

HIV/AIDS is only one outcome
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E
ven by the standards of Internet 

scams, the scheme is brazen. Accord-

ing to a tip sent to Science, fraudsters 

are snatching entire Web addresses, 

known as Internet domains, right 

out from under academic publishers, 

erecting fake versions of their sites, 

and hijacking their journals, along 

with their Web traffic. 

Website spoofing has been around since 

the rise of Internet search engines, but it’s 

only in the past few years that scholarly jour-

nals have been targeted. The usual method 

is to build a convincing version of a web-

site at a similar address—www. sciencmag.

org rather than www.sciencemag.org—and 

then drive Web traffic to the fake site. But 

snatching the official domain is an insidi-

ous twist: Unsuspecting visitors who log 

into the hijacked journal sites might give 

away passwords or money as they 

try to pay subscriptions or article 

processing fees. And because the 

co-opted site retains the official 

Web address of the real journal, 

how can you tell it’s fake?

After the tip came in from Mehdi 

Dadkhah, an information technology scien-

tist based in Isfahan, Iran, Science put me 

on the case. Not only did my investigation 

confirm that this scam is real, identifying 24 

recently snatched journal domains, I discov-

ered how the hijackers are likely doing it. 

The only hard part is identifying 

vulnerable journals. Once the tar-

gets are identified, snatching their 

domains is easy. To test my theory, 

I snatched one myself. For a day, 

visitors to the official Web domain 

A patient hacker can take over a journal’s official Web domain 
with relative ease—as I found out by doing so myself

By John Bohannon

HOW TO HIJACK A JOURNAL

Find a list of 
snatched journals 
at http://scim.ag/
hijackdata

ONLINE

Published by AAAS
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of an academic contemporary art journal 

based in Croatia were redirected to Rick Ast-

ley’s 1987 classic music video, “Never Gonna 

Give You Up.” (The editors there weren’t up-

set when they learned of the switch because 

the journal was already moving to a new 

domain.)

This new style of journal hijacking can 

flourish only when journals are careless 

about website administration and security. 

But the few cases so far should sound an 

alarm, publishing experts say. “Other busi-

nesses invest heavily in cybersecurity, and 

scholarly journals will necessarily need to 

follow,” warns Phil Davis, a former univer-

sity librarian who is now a consultant in 

the scholarly publishing industry. “There is 

a lot more than just money at stake. Repu-

tations and trust are on the line.” 

LONG IGNORED BY THE CRIMINAL 

underworld, academic journal websites are 

finally getting noticed. One reason is the 

sheer scale of today’s online publishing—

more than 2 million digital articles were pub-

lished by more than 20,000 journals last year. 

Another may be the money changing hands. 

Most of this $10 billion industry is still tied 

up with subscriptions, paid primarily by li-

braries, but a growing slice comes from gold 

open-access publishing, the business model 

in which authors of accepted papers pay up 

front for their publication. This part of the 

market took in about $250 million last year 

and is on course to double in a few years. 

That cash flow and the amateurish website 

administration of many scholarly publishers 

make for juicy targets.

Jeffrey Beall, a librarian at the University 

of Colorado, Denver, who tracks abuse in 

scholarly publishing, has so far identified 

88 journals that are facing competition from 

fake imitators on different websites. “The 

list keeps growing,” he says. But snatch-

ing a journal’s actual Internet domain is a 

new twist—one Beall wasn’t aware of until 

Science alerted him to the practice. 

Until domain-snatching came along, 

journal hijacking was easy to spot. You just 

turned to a trusted list of reputable journals, 

such as Web of Science. Curated by Thomson 

Reuters, it lists the International Standard 

Serial Numbers (ISSNs), titles, and Web and 

postal addresses of more than 12,000 pub-

lications. If the Web address of an online 

journal matches its official record on Web of 

Science, then you could be confident that it’s 

the real deal. No longer: There is no simple 

way to identify a journal that has lost control 

of its own Web domain. 

Dadkhah has been investigating journal 

fraudsters ever since he himself was duped 

in 2013. Ironically, it happened as he sought 

to publish his master’s thesis research on In-

ternet security. Like countless researchers, he 

received a spam email inviting him to pres-

ent his research at a scientific conference for 

a fee of $600. It was a large sum for him, but 

the organizers promised to publish his work 

as part of the conference proceedings in a 

journal that was indexed by Thomson Re-

uters. So he paid up.

Then things took a strange turn. The con-

ference was “virtual,” with no real-world 

gathering—in fact no conference happened 

at all. And the publication? It turned out to 

be a cloned version of the real journal on a 

different website. Dadkhah made a stink and 

eventually got his money back—a rare escape.

Since then, he has become one of the go-

to experts on journal fraud. Recently, dis-

gruntled authors began approaching him 

about a new scam. Euromed Communica-

tions, a publisher of biomedical journals 

and books based in the United Kingdom, 

may have been the first target. The trouble 

began a few years ago when the company’s 

founding director died of cancer. During 

the management reshuffle, a $10 bill went 

unpaid: It was the annual registration fee 

for the company’s Web domain. “We tried to 

reregister it but it was too late,” says Peter 

Hall, the company’s new director. “Someone 

had already snapped it up.”

Since then, Euromed Communications 

has transitioned its publications to a new 

domain. Things went smoothly until June 

of this year. “We started getting emails from 

angry researchers,” Hall says. The research-

ers claimed to have paid the subscription 

fee for one of the company’s publications, a 

pharmaceutical industry trade journal called 

GMP Review, through the official website but 

received nothing in return.

Sure enough, GMP Review had been hi-

jacked. Even today, the top hit in a Google 

search for “GMP Review” points to the old 

Web domain, where visitors find an imita-

tion of the journal’s website. One difference 

that few notice is the lack of any email or 

telephone contacts for the editor. Instead, 

a “contact” button brings visitors to a Web 

form that sends communication directly to 

the hijackers.

“It’s a real nuisance,” Hall laments, but 

there is little he can do about it. Anyone 
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Hijacker

Web server
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Web server
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Name Servers
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Don’t forget to pay your bills
Publishers have to periodically pay to register their journals’ Web domains, and failure to do so can allow a 

waiting hacker to swoop in and snatch a domain for their own purposes, such as erecting a fake journal site.
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can buy a Web domain from private regis-

tration companies who neither vet nor care 

whether the purchaser has a “right” to it. 

In this case, the journal’s was purchased 

through a private firm in Australia—the 

hijackers themselves could be anywhere. 

At least now, after the publisher contacted 

Thomson Reuters to explain the situation, 

Web of Science lists the correct Web ad-

dress for Hall’s company.

A similar fate befell Ludus Vitalis, a re-

spected philosophy of science journal pub-

lished by the Centro Lombardo Toledano 

in Mexico City, except those hijackers went 

one step further. Not only did they snatch 

the journal’s official domain and clone the 

journal site, they are accepting submis-

sions. You can publish your research in the 

fake Ludus Vitalis for $150. The fake jour-

nal now has a steady stream of papers from 

a range of disciplines, boldly declaring on 

its website that it is indexed by Thomson 

Reuters. The real publishers declined to 

comment, although in an online forum 

with researchers they acknowledged that 

the site was not under their control.

HOW MANY OTHER ACADEMIC JOURNAL 

domains have been snatched? Thomson 

Reuters declined to comment on journal 

hijacking or to help me probe its extent. 

But Dadkhah suggested two ways to spot a 

hijacking. First, check the domain registra-

tion data online by performing a WHOIS 

query. (It’s not an acronym, but rather a 

computer protocol to look up “who is” be-

hind a particular domain.) If the registra-

tion date is recent but the journal has been 

around for years, that’s the first clue. Also 

suspicious is if the domain’s country of 

registration is different from the journal’s 

publisher, or if the publisher’s name and 

contact information are kept anonymous 

by private domain registrars. 

I wrote a program to automate Dadkhah’s 

search method. I started by scraping the 

publicly accessible records from Web of 

Science. That generated a list of more than 

12,000 journal Web domains. I ran WHOIS 

queries on all of them. Filtering the records 

by the registration creation date gave me a 

list of the journals with Web domains that 

changed hands within the past year.

After examining those websites, search-

ing the Internet for signs of the real pub-

lishers, and trying to contact them when 

things looked fishy, I identified 24 jour-

nals indexed by Thomson Reuters whose 

web domains appear to have been recently 

snatched. (That list, along with all of the 

code and data from this investigation are at 

http://scim.ag/hijackdata.) 

So far, GMP Review and Ludus Vitalis 

are the only ones with fake journals open 

for business. Several sites are being used 

for unrelated commercial enterprises—

apparently simply hoping to benefit from 

any traffic. For example, the official Web of 

Science domains for the Journal of Plant 
Biotechnology, published by a Korean schol-

arly society, and Graphis Scripta, a botany 

journal published by the Nordic Lichen So-

ciety, now promote balding cures and pay-

day loans, respectively.

In some cases, the motivation of the hi-

jacker is difficult to discern. For example, 

Web of Science listings for seven journals 

published by the University of Liverpool 

Press all point to liverpool-unipress.co.uk, 

which now hosts a half-built website that 

encourages visitors to submit proposals 

for manuscripts but only offers a generic 

“contact” button that seems to send com-

munication to the hijackers. An amateurish 

hijack in progress? “It seems that they are 

using our name,” officials at the real pub-

lisher told Science. “This is something we 

are looking into.”

About a third of the snatched domains 

are under construction or preparing to be 

sold. For example, jardinbotanicolankester.

org, the domain officially listed by Thom-

son Reuters for Lankesteriana, a plant sci-

ence journal published by the University of 

Costa Rica, now hosts nothing but a link to 

a private auction to buy the domain. Ac-

cording to Adam Karremans, the managing 

editor, that domain was never registered by 

the journal. “I can only assume [Thomson 

Reuters] took that link from another source 

by mistake,” he says. 

That hints at a possible alternative route 

for hijacking: Fool Thomson Reuters by 

posing as the publisher and asking them 

to list your own domain instead of the 

real one. That is what happened to Acta 
Physico-Chimica Sinica, a journal pub-

lished by Peking University in China, ac-

cording to the editor, Ouyang Jianhua. “It 

is not the original website of the journal, in 

fact we do not have any relation with this 

URL. I do not know why Thomson Reuters 

links  to it.” (Thomson Reuters declined to 

comment.) The site listed by Web of Science 

is under construction.

BUSTLING MARKETS ALREADY EXIST for 

buying expired domains with obvious com-

mercial potential—those that are very short 

or consist of a common English word. But 

academic journal domains are often long 

and esoteric, so the hijackers must have 

their own strategy for finding their victims. 

With my journal domain-tracking code up 

and running, I realized that this might just 

be the trick. The only tweak needed was to 

filter the data by the domain’s expiration 

date. That yields a list of potential targets 

to stalk, and when to strike.

That’s when I became a hijacker myself. 

Why not buy one of the expired domains 

immediately, if only to save it? Web of Sci-

ence listed hart.hr as the domain for Život 
Umjetnosti (Journal of Contemporary Art), 
published for the past 50 years by the Insti-

tute of Art History in Zagreb. To purchase a 

.hr domain, I had to hire a European com-

pany to serve as my proxy, and I beat the 

hijackers to it.

My prank is very unlikely to have 

inconvenienced readers. The publisher 

moved the journal to a new Web domain in 

June and notified Thomson Reuters, says 

the editor, Sandra Križić Roban. “They got 

the information about the new URL,” she 

says, but as Science went to press, Web of 

Science still points to the domain that I 

now control. (I took down the music video, 

and the site now shows a relevant xkcd 

cartoon and a prominent link to the real 

journal and this story.)

It won’t be the last journal domain to get 

snatched. “Many publishers still rooted in 

the print world have never completely got-

ten used to the details of running a web-

site,” says Stewart Wills, the former Web 

editor of Science. “It’s not surprising that a 

bill comes in and falls through the cracks. 

[But] you need to practice due diligence, 

hire adequate staff, or use an external web-

site vendor,” he says. “The penalty for not 

professionalizing your online operation is 

now far too high.”

And it’s not just small journal publishers 

that are vulnerable. The entire publishing 

industry relies on digital object identifiers 

(DOIs) to map Web addresses to schol-

arly papers. That system stopped working 

briefly in January because the registra-

tion of the doi.org domain expired. “For all 

the redundancy built into our systems—

multiple servers, multiple hosting sites, 

Raid drives, redundant power—we were 

undone by a simple administrative task,” 

reads a mea culpa statement on the blog of 

CrossRef, the organization that maintains 

the DOI system. “Truly, we are humbled.”

If a site like CrossRef were hijacked, 

the consequences for academia would be 

enormous, Davis says. “We’d have to pay a 

ransom or create an entirely new system,” 

he says. “Going back to print publishing is 

simply not an option for science journals.” ■

“There is a lot more than just 
money at stake. Reputations 
and trust are on the line.” 
Phil Davis, publishing consultant
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T
hat a major university press would 

publish a series of graphic novels 

may come as a surprise to those who 

think of these works as comic books 

on steroids, offering plots about su-

perheroes to younger readers. This 

image of the graphic novel became defi-

nitely outdated in 1986 with the publica-

tion of Art Spiegelman’s second-generation 

Holocaust memoir, Maus: A Survivor’s Tale. 

Maus won a Pulitzer Prize, was the subject 

of a show at New York’s Museum of Modern 

Art, and has been translated into 50 lan-

guages. The next most acclaimed graphic 

novel might be Alison Bechdel’s Fun Home, 

published in 2006, which inspired a musi-

cal currently enjoying an extended run on 

Broadway. Bechdel was a 2014 winner of a 

MacArthur “Genius” Award. 

Within the graphic-novel genre, first-

person accounts of both illness and clinical 

practice are an established subgenre. The 

new “Graphic Medicine” series, launched 

this spring by Pennsylvania State Uni-

versity Press, not only provides another 

publication outlet for such works but also 

lends them greater legitimacy. That counts 

when, for example, clinicians recommend 

books to patients or when assigned read-

ings are being selected for health humani-

ties courses. All of which brings us to the 

two books under review: What are they 

about, for whom are they written, and how 

The picture 
of health

MEDICINE

By  Arthur W. Frank

The reviewer is professor emeritus in the Department of 

Sociology, University of Calgary, Calgary, AB T2N 1N4, Canada.  

E-mail: arthurwfrank@gmail.com

B O O K S  e t  a l .

A new series of graphic 
novels features intimate 
portraits of illness

A strained relationship takes on new 

depth when a son moves in with 

his ailing father in Things to Do in a 

Retirement Home Trailer Park.
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might such books change the ways that 

health care research is practiced?

Aneurin Wright grew up in the Ameri-

can west, where Things to Do is set. Like 

Maus and Fun Home, Things to Do is a fam-

ily drama. The story begins when Wright’s 

father, who has emphysema, breaks the 

news that he has been certified by his 

physician for hospice care. Wright is not 

sure what “hospice” means but soon gets 

the message: His father is expected to live 

for less than six months. Wright decides to 

move in with his father, caring for him un-

til he dies. Father and son have a troubled 

history together. The story is about their 

reconciliation, the progress of a terminal 

disease, issues of home care, and, ulti-

mately, death itself. Writers from Simone 

de Beauvoir to Philip Roth have written 

about their parents’ deaths; a research lit-

erature on palliative care abounds. What 

can graphic novels do, distinctively, with 

this material?

Reading Things to Do, I felt I was going 

through an experience  with a real person, 

not a clinical or social-scientific typification 

of a person. That person reacted differently 

than I think I would, but I was brought 

close enough to the experience to feel how 

I might react and measure that against 

what Wright does. That does not, in itself, 

distinguish Things to Do from first-person 

prose accounts. The graphic-novel medium 

allows the reader to experience flashbacks, 

fantasies (such as stamping out a neighbor 

who has a particular talent for saying the 

wrong things), dreams, and  distortions of 

reality that make the narrator’s point of 

view compelling. We see both Wright—or 

his drawn avatar—and  what Wright sees 

and imagines. The reader is both specta-

tor and participant in Wright’s frustrations 

and in his eventual sense of having done 

something of great value. 

We readers care for Wright, the avatar 

narrator, because we care with him, and 

we care with him because the images in 

his head become our images. We share his 

struggles to care for a father who in the 

past has been at least threatening and per-

haps abusive and who remains difficult to 

care for in the present. Eventually, we share 

Wright’s sense of loss that manifests as 

both a feeling of liberation from the work 

of caring and a void that leaves Wright in 

need of care himself. 

In the end, a serious joy pervades Things 

to Do. In my decades of reading the hos-

pice and palliative care literature, I can-

not think of a single book that would be 

a better companion for family members 

beginning on this particular work of car-

ing. The book is equally valuable for home-

care health workers, whom Wright depicts 

as vivid characters, each doing his or her 

work with dedication and expertise. 

Peter Dunlap-Shohl’s My Degeneration

is a shorter book, less ambitious in its ex-

istential themes than Things to Do, but a 

model of how to fill a particular niche. The 

book is an extended and more engaging 

version of the patient-information booklets 

given out in clinics and support groups. We 

learn some elementary neural chemistry, 

how the drug Sinemet works, and when it 

fails. We learn about deep brain stimula-

tion, what it achieves, and its limits. But 

unlike educational booklets, such informa-

tion is contextualized within a highly per-

sonal story. Dunlap-Shohl was an editorial 

cartoonist with the Anchorage Daily News, 

a position he apparently had to give up 

because of his illness, diagnosed when he 

was 43. He has now been living with Par-

kinson’s for more than a decade.

Like Things to Do, My Degeneration is 

written for both patients and clinicians. In 

one of the funniest segments, Dunlap-Shohl 

presents a series of drawings of bad doc-

tors: “the gimlet-eyed skeptic” who accuses 

her patient of making up his symptoms, 

the “cheery prophet” who forecasts inevi-

table physical decline, “the blithe know-it-

all,” and several more. For patients, these 

irreverent archetypes validate their experi-

ences. Clinicians, too, stand to gain a better 

appreciation of how they might appear to 

their patients. 

The narrative line in these books is often 

fragmented, incomplete, alternating be-

tween surreal fantasy and reality. That is how 

life is experienced. The books under review 

reconfirm my belief that personal accounts 

of illness—both prose and graphic—should 

provide the starting point and benchmark 

for what academic health research aspires to 

say about the experience of illness. More im-

mediately to those who are ill and who work 

to care for the ill, these books are compan-

ions that will both validate and challenge 

ways of acting and reacting. I hope copies of 

both will become fixtures in clinical settings 

and in health care education.

10.1126/science.aad5288

Things to Do in a Retirement 

Home Trailer Park

… When You’re 29 and 

Unemployed

Aneurin Wright

Pennsylvania State 

University Press, 2015. 320 pp.

My Degeneration

A Journey Through 

Parkinson’s

Peter Dunlap-Shohl

Pennsylvania State University 

Press, 2015. 106 pp.
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Parkinson’s disease gets personal in Peter Dunlap-Shohl’s My Degeneration.
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from the lungs and collide with each other 

hundreds of times per second during speech. 

Sound waves result from the rapidly repeat-

ing airflow interruptions. When stiffened, 

their functional extracellular matrix and epi-

thelium are replaced by scar tissue that does 

not easily vibrate during voicing. 

Ling et al. introduce an engineered tis-

sue structure that they hope can replace 

the vocal fold mucosa as treatment for scar-

ring. Primary human vocal fold cells are not 

widely available because of the irreparable 

voice injury caused by their excision. The 

authors isolated fibroblasts and epithelial 

cells from normal human vocal folds that 

were surgically removed for unrelated rea-

sons. They expanded these cells and then 

assembled them into a three-dimensional 

collagen gel culture to mimic the vocal fold 

mucosa, which consists of epithelium overly-

ing a “lamina propria” layer of fibroblasts in 

extracellular matrix. As the tissue-engineered 

construct developed in vitro, its profile of 

protein expression (proteome) took on new 

features relevant to tissue assembly and was 

different from either cell type cultured alone 

in collagen. Notably, the proteome contained 

numerous extracellular matrix proteins that 

are found in the vocal fold. Thus, the cocul-

ture approach with primary human vocal 

fold cells may provide a pathway to develop 

the sophisticated extracellular matrix orga-

nization that underpins vocal fold vibration. 

Although that degree of maturity was not yet 

achieved in vitro, the material’s rheologic be-

havior was similar to that of excised native 

vocal fold mucosa.

The key specialized function of the vocal 

fold mucosa is periodic vibration powered by 

the aerodynamic energy of a translaryngeal 

pressure gradient. That vibration is due to 

the vocal folds’ unique pliability and is not 

satisfactorily achieved with other tissues 

such as skin or oral mucosa. Ling et al. dem-

onstrated this function in vitro by applying 

their engineered tissue to excised canine la-

rynges subjected to airflow (3). Quantitative 

analysis of digital images showed excellent 

tissue vibration similar to that of native vocal 

folds, at least for a short duration. Vibration 

occurred even though the immature extracel-

lular matrix in the engineered tissue differed 

greatly from vocal folds. This supports the 

notion that the epithelium itself is critical 

for phonation, in addition to the underlying 

microstructure (4). The promising results 

should prompt longer-term vibration studies 

that better simulate actual voice use patterns. 

A major issue that will face any non-

autologous cell-based vocal fold implant is 

rejection by the immune system. Most solid 

organ transplants are performed for life-

threatening diseases, for which the risk-ben-

efit ratio of immunosuppressive medication 

is acceptable. Vocal fold mucosal disorders 

instead affect quality, not quantity, of life. 

Partly for that reason, only two whole-larynx 

transplants have been performed, and one of 

the patients was already immunosuppressed 

(5, 6). For widespread clinical application, a 

vocal fold graft cannot require host immune 

modulation. To assess immunogenicity, Ling 

et al. implanted their tissue grafts under the 

kidney capsules of mutant mice that were 

genetically engineered to replicate the hu-

man immune system. The grafts were not 

rejected, even when the immune cells and 

vocal fold cells came from different donors. 

This fortunate result may be attributed to 

the purity of the implanted cell populations, 

which are free of the antigen-presenting leu-

kocytes present in whole-organ transplants. 

TISSUE ENGINEERING

Restoring voice
Engineered vocal cords 
could soon replace 
damaged tissue

1Department of Head and Neck Surgery, University of 
California, Los Angeles, CA 90095, USA. 2Greater Los Angeles 
Veterans Af airs Medical Center, Research Service, Los 
Angeles, CA 90073, USA.E-mail: jlong@mednet.ucla.edu; 
dchhetri@mednet.ucla.edu
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The voice. The microstructure of vocal folds (vocal cords), which includes complex layers of extracellular matrix 

constituents and cells, promotes the pliability needed to undulate in response to airflow.  Damage and scarring  

stiffens this structure. Vocal fold replacement through a tissue engineering scheme would dramatically change the 

approach to voice rehabilitation. 

PERSPECTIVES

By Jennifer L. Long1,2 and Dinesh K. Chhetri1

I
n most mammals, a vocal sound begins 

with the vibration of paired vocal cords 

within the larynx. These delicate struc-

tures—more accurately called vocal folds 

because they resemble folded layers of 

fabric—can stiffen after traumatic injury, 

cancer treatment, or unknown environmen-

tal or genetic insults. Current voice medicine 

has limited options to repair or replace dam-

aged vocal folds when the voice disturbance 

is disabling (1). A recent study by Ling et al.

(2) reports a tissue engineering approach that 

could lead to implants that replace the unique 

vocal fold mucosa and restore vocalization.

Vocal folds are made of specialized and 

complex layers of extracellular matrix con-

stituents and cells, with a microstructure 

that promotes pliability and resilience (see 

the figure). Human vocal folds undulate with 

wavelike regularity in response to airflow 

INSIGHTS
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By Vladyslav V. Vyazovskiy

W
e generally fall asleep and then 

wake up at least 25,000 to 30,000 

times throughout our lifetime. 

Transitions between sleep and 

waking appear to occur seamlessly, 

but the underlying mechanisms 

are extraordinarily complex.  There is much 

interest in characterizing the brain’s neuro-

nal circuitry that control these shifts in state, 

and recent research has pointed to specific 

populations of neurons in the brainstem, hy-

pothalamus, basal forebrain, and thalamus.  

On page 957 of this issue, Hayashi et al. (1) 

report that a specific population of neurons 

in the early developing hindbrain gives rise 

to subpopulations that contribute to the 

sleep-wake circuitry.

As the body transitions from wakefulness 

to sleep, the brain state descends into non-

rapid eye movement (non-REM) sleep.  Heart 

rate and body temperature steadily decrease 

until “deep sleep” is achieved. Electroenceph-

alogram (EEG) is dominated by slow waves 

of electrical activity (frequencies of 1 to 4 Hz). 

At regular intervals, while remaining asleep, 

we make spontaneous excursions into a dis-

tinctly different state called rapid eye move-

ment (REM) sleep. Heart rate and breathing 

increase, EEG slow waves disappear, and the 

brain becomes more active—hence the name 

“paradoxical sleep.” How and why we transi-

tion between these three states of vigilance—

wakefulness, non-REM sleep, and REM 

sleep—is unclear (see the figure). 

Although studies of the neuronal systems 

regulating sleep usually target adult animals, 

Hayashi et al. examined the very moment 

when some essential elements of sleep cir-

cuitry are just starting to unfold. This occurs 

during the early embryonic stage when sleep 

and wakefulness, as they are traditionally 

viewed, are not yet manifested. The authors 

identified a population of neurons in the 

mouse embryonic brain that originates from 

the cerebellar rhombic lip, part of the devel-

oping hindbrain. These neurons transiently 

express the transcription factor Atoh1, and 

the authors used this property to genetically 

label this cell population at a specific stage of 

development for subsequent targeting. These  

neurons migrate to the pontine tegmentum—

one of the key areas in sleep circuitry—and 

then divide into two subpopulations, de-

fined on the basis of their distribution rela-

tive to the superior cerebellar peduncle. To 

selectively stimulate these neurons selec-

tively, a chemogenetic approach was used. 

In this case, the technique—designer recep-

tors exclusively activated by designer drugs 

(DREADD)—involved expressing a gene 

encoding a mutated M3 muscarinic recep-

tor (hM3Dq) in the neurons of interest.  The 

receptor does not have an endogenous ligand 

but binds to an externally administered drug 

(clozapine-N-oxide).  The drug triggers recep-

tor signaling and activation of the neuron.  

Thus, only those neurons expressing hM3Dq 

can be activated by the drug. Hayashi et al. 

found that the selective activation in adult 

animals of those medial cells that expressed 

Atoh1 at embryonic day 10.5 (Atoh1-E10.5-

medial cells) led to a pronounced suppres-

sion of EEG–defined REM sleep. The authors 

propose that this population of neurons is es-

sential for switching between non-REM and 

REM sleep. 

Interestingly, qualitatively similar effects, 

both during the light and dark phases of the 

day, also have been observed after activation 

of deep mesencephalic nucleus (dDpMe) 

inhibitory neurons, which represent one of 

the targets of Atoh1-E10.5-medial cells. At 

the same time, stimulating the other sub-

population of Atoh1-expressing neurons 

(Atoh1-E10.5-lateral cells) produced wakeful-

ness, whereas sleep was largely suppressed. 

It is still unknown whether the role of Atoh1-

E10.5–expressing cells in the regulation of 

NEUROSCIENCE

Mapping the birth of the 
sleep connectome
Hindbrain neurons fl ip the switch between REM sleep, 
non-REM sleep, and wakefulness

“A key question…is whether 
artificially induced vigilance 
states…make a difference 
with respect to ongoing 
and  future states.”

Ling et al.’s work lends hope that vocal fold 

cell transplants might be feasible without 

immunosuppression. 

A hurdle yet to be addressed is the heal-

ing after implantation. Ling et al. placed their 

construct in the mouse kidney solely to assess 

immune response, not function after healing. 

The vocal folds are subject to unique stresses 

that may affect wound healing, including 

drying from constant airflow, exposure to 

bacterial flora and pathogens, and phonatory 

trauma. Scar formation within the construct 

would again impair the voice, and the im-

plant would be futile. In that light, precisely 

replicating the vocal fold microstructure in 

vitro may be less important than controlling 

the environment for in vivo wound healing. 

Previous studies of vocal fold mucosa im-

plantation in rabbits revealed some extracel-

lular matrix alteration, although vibration 

was preserved (7). Identifying those features 

of an implant that minimize scarring during 

wound healing is critical for clinical applica-

tion of this emerging technology. 

The complete vocal fold mucosa replace-

ment as proposed by Ling et al. is a radical ap-

proach for severe vocal fold scarring (see the 

figure). A failed implant could worsen a per-

son’s voice, so it would initially be limited to 

the most refractory cases. For less severe scar-

ring, a less risky approach such as cell injec-

tions is appropriate and is further along the 

clinical pipeline. Autologous fibroblasts and 

mesenchymal stem cells both have shown 

promise for improving function after injec-

tion into scarred vocal fold lamina propria (8, 

9). But even if cell injections prove successful 

in clinical trials, there will undoubtedly still 

be patients whose extensive scarring cannot 

be reversed and who would benefit from com-

plete mucosal replacement. Furthermore, if 

function and nontumorigenicity are demon-

strated, a mucosal replacement such as that 

of Ling et al. could be considered at the time 

of laryngeal cancer resection. This single-sur-

gery scheme would dramatically change the 

approach to vocal fold cancer treatment and 

voice rehabilitation. ■ 
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sleep-wake states is preprogrammed from 

the very earliest stages of embryogenesis 

or whether they assume this role after they 

reach their final destination in the pontine 

tegmentum. Nevertheless, the remarkable 

finding remains that two groups of cells, 

while sharing a common developmental lin-

eage, appear to assume distinctly different 

roles with respect to REM–non-REM and 

sleep-wake transitions in adulthood.

Evidence suggests that REM sleep is ho-

meostatically regulated, and the “pressure” 

or “need” for REM sleep accumulates either 

exclusively during non-REM sleep 

or simply in the absence of REM 

sleep, such as during wakefulness 

or non-REM sleep (2–  4). On the 

other hand, non-REM sleep is also 

homeostatically regulated (5), and 

may “compete” with REM sleep 

for expression (6). Therefore, the 

results of Hayashi et al. should not 

only stimulate new thinking about 

the development of sleep circuits in 

ontogeny, but the study also appeals 

for a critical consideration of how 

and whether artificially induced 

states of vigilance are regulated. 

Although specific circuits appear 

to be implicated in the induc-

tion or a suppression of a specific 

state of vigilance, such as waking, 

non-REM or REM sleep (7–9), it is 

important to bear in mind that vig-

ilance states are not independent. 

That is, a decrease of any vigilance 

state is invariably compensated by 

another state of vigilance. The re-

duction in REM sleep after stimu-

lation of Atoh1-E10.5-medial cells 

or dDpMe inhibitory cells suggests that 

these subpopulations are implicated in non-

REM–REM sleep switching. However, an 

alternative possibility is that homeostatic 

sleep regulatory mechanisms are primarily 

affected. To address this possibility, Hayashi 

et al. performed selective REM sleep depriva-

tion by arousing the animals every time they 

attempted to enter REM sleep, prior to sup-

pressing REM sleep chemogenetically. Inter-

estingly, even though REM sleep deprivation 

increased REM sleep pressure, activation of 

the dDpMe neurons effectively prevented 

REM sleep from occurring. This suggests 

that Atoh1-E10.5-medial cells do not merely 

participate in REM sleep generation but 

might target the mechanisms responsible for 

homeostatic regulation of REM sleep. 

Throughout sleep, episodes of non-REM 

and REM sleep do not occur at random, and 

their alternation and properties are influ-

enced by preceding states; for example, lon-

ger REM sleep episodes are usually followed 

by a longer non-REM sleep episode (3). Con-

sistent with earlier reports (4), Hayashi et al. 

found that non-REM sleep during selective 

REM sleep deprivation was reduced. The 

possibility remains, therefore, that increased 

pressure for non-REM sleep, together with 

the non-REM sleep–promoting effect of 

dDpMe inhibitory neuron activation, pre-

vented subsequent compensatory increase of 

REM sleep. Moreover, it cannot be excluded 

that even when EEG-defined REM sleep is 

eliminated, covert REM sleep continues un-

detected, such as in ultrabrief episodes, in 

the form of non-REM sleep with muscle ato-

nia or in some type of a mixed state. This pos-

sibility is suggested by the finding that when 

REM sleep was reduced by activation of 

either Atoh1-E10.5 medial cells or DpMe in-

hibitory neurons, EEG slow-wave activity in 

non-REM sleep was also lower. Consistently, 

in depressed human patients, treatment with 

the monoamine oxidase inhibitor phenelzine 

not only suppressed REM sleep, but also 

resulted in lower frontal slow-wave activity 

during non-REM sleep (10). EEG slow-wave 

activity in non-REM sleep is an important 

variable, as it not only indicates that the ani-

mal is in non-REM sleep, but also appears 

to be a sensitive marker of sleep depth and 

preceding sleep-wake history (11). Thus, the 

study by Hayashi et al. suggests that REM 

sleep may be a key player in non-REM sleep 

homeostasis.

A number of factors collectively determine 

whether an animal will be awake or asleep 

at any given moment. Among those are the 

light-dark cycle and internal circadian time, 

homeostatic needs such as hunger or thirst, 

and preceding sleep-wake history. Impor-

tantly, spontaneous wakefulness and sleep 

also affect subsequent sleep states and wak-

ing behaviors. For example, the need for sleep 

dissipates during deep restorative sleep, and 

we wake up fresh and rested, but then sleep 

need again increases progressively with time 

spent awake and active. A key question, 

therefore, is whether artificially induced vigi-

lance states are also regulated, and whether 

they also make a difference with respect to 

ongoing and future states. For example, al-

though stimulating Atoh1-E10.5-lateral cells 

in the adult mouse brain increased 

the amount of time that mice spent 

awake, the quality of wakefulness 

also might have been affected. It 

is unclear if homeostatic sleep 

pressure increases during such 

artificially induced wakefulness 

at a rate similar to that observed 

during spontaneous wakefulness. 

Whether the animal can learn and 

respond to the environment and 

“feel” awake, or if it merely is in a 

wake-like state, is also unclear. Fi-

nally, it remains to be determined 

whether sleep need dissipates in the 

absence of REM sleep after stimula-

tion of Atoh1-E10.5-medial cells, and 

whether such artificially induced 

sleep provides the benefits of sleep 

occurring spontaneously. 

The ultimate test for the sleep 

circuit will be to establish whether 

turning it on or off leads to an oc-

currence of brain states that are 

not merely similar in appearance 

to spontaneous sleep and wake-

fulness but are functionally indis-

tinguishable from them. Spontaneous and 

artificially induced states may look the 

same to the researcher, but unless the ani-

mal subject fails to “tell” the difference be-

tween them, the test is not passed. ■
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Are you sleeping? The neuronal circuitry that controls spontaneous 

transitions between the different states of vigilance—wakefulness, non-REM, 

and REM sleep—is still not clear.
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G
lobal emissions scenarios studies, 

such as those informing the Inter-

governmental Panel on Climate 

Change (IPCC) 5th Assessment Re-

port (AR5), highlight the importance 

of the transport sector for climate 

change mitigation—along with the difficul-

ties of achieving deep reductions therein 

(1) [supplementary materials (SM)]. Trans-

port is responsible for about 23% of total 

energy-related CO
2
 emissions worldwide 

(2). The sector is growing 

more rapidly than most oth-

ers, with emissions projected 

to double by 2050. Global scenario studies, 

specifically those produced by integrated 

assessment models (IAMs), communicate 

aggregate mitigation potentials by sec-

tors in IPCC reports. Yet recent evidence 

indicates that emissions may be reduced 

further than these global scenario studies 

suggest—if policy-makers use the full suite 

of policies at their disposal.

If current trends continue, the global 

number of light-duty vehicles will roughly 

double by midcentury, driven by rising af-

fluence especially in China, India, and South 

East Asia (3). Demand for freight transport 

(road, rail, shipping, and air) and passen-

ger aviation is projected to surge as well. 

In recent years, CO
2
 emissions from trans-

port have stabilized in the European Union 

and the United States as fuel economy and 

emission standards were tightened. Muni-

cipalities worldwide have implemented lo-

cal measures to reduce emissions of urban 

transport systems. However, these efforts 

have not been able to slow sectoral emis-

sion growth on the global level; there needs 

to be a broader suite of complementary, 

and enforced, policies in order to succeed.

The IPCC AR5 indicates that stabilization 

of CO
2
 emissions in the transport sector by 

2050 at roughly 2010 levels would be con-

sistent with the 2°C global mean tempera-

ture increase target [i.e., 430 to 480 parts 

per million (ppm) CO
2
-equivalent (CO

2 
-eq)]. 

But this transport mitigation burden is con-

ditional on emission reductions in other 

sectors. The 2050 target for the transport 

sector is relatively modest because, in these 

global emissions scenarios, the power sector 

often compensates for residual emissions in 

the transport sector by removing CO
2
 from 

the atmosphere via bioenergy and carbon 

capture and storage (SM). If non-transport 

reductions turn out to be more difficult to 

achieve, then transport would need to halve 

its emissions by midcentury.

CAN AMBITIOUS CO
2
 REDUCTIONS BE 

ACHIEVED? Transport mitigation options 

can, in principle, lower emissions by reduc-

ing (i) overall transport demand growth (re-

ducing distance traveled; shifting to more 

efficient modes), (ii) the amount of energy 

needed for propelling a vehicle over a given 

distance (increase fuel efficiency), or (iii) 

the carbon intensity of transport fuels 

[gCO
2
/MJ] (fuel shift). In global scenarios, 

options (ii) and (iii) form the main mitiga-

tion options (1). In contrast, many urban 

transport experts highlight the potential of 

option (i), such as compact urban develop-

ment, bus rapid transit, bicycle highways, 

and telecommuting. As the last-mentioned 

options often lead to nonclimate benefits 

at the local level, they are increasingly be-

coming part of municipal agendas world-

wide. But current-generation global IAMs 

lack necessary spatial and/or jurisdictional 

resolution to represent local, often idiosyn-

cratic, solutions of this type. Whereas IAMs 

remain crucial for the big picture, trans-

port-specific models with higher resolution 

in space and technological data comple-

ment IAMs and show that more ambitious 

mitigation appears plausible.

We illustrate the main challenges using  

results of three representative scenario 

runs by the IAM IMAGE (see the figure, A 

to C) (SM) (4) in order to then contextual-

ize the relevance of additional mitigation 

options. In the most ambitious case, total 

emissions in the transport sector will be 4.2 

Gt CO
2
 in 2050, within the range of the 430 

to 480 ppm CO
2 
-eq scenarios. But which 

transport sector developments substanti-

ate mitigation scenarios? We sketch key 

elements of the solution space, following 

the IPCC (1, 2) and, drawing on other litera-

ture, point to two options in land passen-
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Transport: A roadblock to
climate change mitigation?
Urban mobility solutions foster climate mitigation

“...transport could... nearly 
halve its CO2 emissions by 
midcentury….”
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ger transport that complement the solution 

space: electric cars and urban transport de-

mand management.

The scenarios show that passenger road 

transport continues to be responsible for 

the highest emissions share within the 

transport sector (part A); but aviation dis-

plays the highest growth in emissions (part 

B), consistent with historical trends of 

shifting to faster modes. Aviation requires 

considerable fuel per passenger-km trav-

eled (part B), whereas maritime transport, 

a major component of freight demand, is 

highly fuel-efficient (part C).

Road transport could contribute a major 

mitigation share by (i) continuing to ag-

gressively increase efficiency; (ii) shifting 

from fossil fuels to electric-drive vehicles; 

and (iii) slowing demand growth, especially 

in urban settings. First, continuously im-

proved technical standards in road trans-

port in all major auto markets worldwide 

have resulted in efficiency gains for new 

light-duty vehicles of about 2 to 4% per year 

(5). Although this rate can be extrapolated 

for another decade, future efficiency gains 

are likely to become more costly without 

sacrificing vehicle size, safety, equipment, 

or comfort. But a shift in societal prefer-

ences toward smaller cars would allow for 

reduced incremental costs.

Second, deeply decarbonizing road 

transport would involve a large-scale shift 

from gasoline and diesel to biofuels, elec-

tricity, and/or hydrogen, either in dedi-

cated battery-electric or fuel-cell vehicles 

or in mixed configurations, such as plug-

in hybrid-electric vehicles. Our scenario, 

similar to those assessed by AR5, indicates 

only partial decarbonization until 2050 

(Fig. 1A), mostly because production of 

advanced vehicle technologies and low-

carbon fuels with high-energy density are 

expected to remain costly for several de-

cades (relative to gasoline and diesel used 

in efficient conventional vehicles). There 

is no agreement on which of the three al-

ternative energy carriers will replace for 

fossil liquid fuels in the long term, but it 

appears likely that one or several of these 

will come to dominate in the second half of 

this century if deep cuts in emissions are 

to be achieved (6). Battery-electric mobil-

ity, for instance, might take off faster than 

expected owing to substantial declines 

in battery prices (7), which would make 

battery-electric travel less expensive than 

conventional fossil fuel–based mobility 

[(8) see also SM]. Hence, battery-electric 

cars are likely to reduce emissions further 

until 2050 [even though indirect emissions 

from electricity generation are not negli-

gible (9)], on top of the emission reduction 

shown in IMAGE.

Third, infrastructure development, land-

use policies and behavioral interventions 

can catalyze further emission reductions; 

these, however, are hard to assess quanti-

tatively in current-generation global IAMs 

that lack the fine-scale resolution of local 

infrastructure and behavioral issues (10). 

In general, those strategies are not mod-

eled explicitly. Options include shifting to 

modes with low carbon intensities, park-

ing management and congestion charges, 

smart growth policies, and behavioral mea-

sures. Such options also carry potentially 

large social benefits, e.g., reduced noise, 

air pollution; traffic congestion; and risk 

of obesity-related diseases, depression, and 

dementia, which often create strong incen-

tives for local action. In sum, the combined 

mitigation potential in urban transport via 

spatial planning, transport pricing, and 

behavioral options amounts to 20 to 50% 

between 2010 and 2050, compared with 

baseline (11) (fig. S1).

Infrastructure investments and behav-

ioral options can produce cost savings that 

are not typically included in global esti-

mates of mitigation costs. Although low-

carbon infrastructure options may include 

expensive up-front construction (e.g., high-

speed rail tracks), such investments could 

lead to enormous savings from building 

and maintaining fewer roads and parking 

spaces over coming decades. One study 

puts these infrastructure investment cost 

savings for low-carbon transport at around 

$20 trillion by 2050 globally (12). Rededi-

cating existing urban infrastructure to 

non-motorized transport (e.g., pedestrian 

zones and bicycle lanes) can be achieved 

at little cost. Behavioral interventions have 

mostly zero or low monetary costs (SM), 

but unlocking their considerable mitiga-

tion potential requires policies that explic-

itly take nonstandard preferences, beliefs, 

and decision-making processes into ac-

count, as well as normative considerations 

of policy-makers (13).

If both urban transport mitigation op-

tions and increasingly cost-effective battery-

electric cars are fully utilized, there are 

reasons to believe global transport could be 

on track to nearly halve its CO
2
 emissions by 

midcentury, which would bring the sector 

in line with the 2∞C target (SM). Higher fuel 

taxes would foster long-term development 

toward compact urban form and low-carbon 

urban transport (14) and, at the same time, 

incentivize faster market penetration of 

battery-electric vehicles (7). In fact, avoiding 

rebound effects—associated with the sub-

stantially greater efficiency of electric vehi-

cles—necessitates high prices on fossil fuels. 

So far, however, we see little global appetite 

among policy-makers for seriously discuss-

ing thorny transport issues in public debates 

and international climate negotiations. Un-

less this changes swiftly, transport may re-

main a roadblock to the world’s efforts to 

mitigate climate change. ■
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By Michael Lichten

S
exual reproduction involves the pro-

duction of haploid gametes from dip-

loid cells through a series of genome 

divisions, called meiosis. Accurate mei-

otic chromosome segregation requires 

homologous recombination, initiated 

by programmed DNA double-strand breaks 

(DSBs). DSBs are focused at sites, called 

hotspots, where recombination 

preferentially occurs (1). Because 

DSB repair by recombination in-

volves copying information from 

an unbroken chromosome, one 

prevailing view is that, over time, 

DSB hotspots should be replaced 

by “cold” sequence variants that 

reduce DSBs at the same site (2). 

Consistent with this paradigm, 

hotspot patterns in mice and pri-

mates display high divergence 

between species and even indi-

viduals (3). This view is now chal-

lenged by two research articles 

in this issue, by Lam and Keeney 

(page 932) and Singhal et al. (page 

928), that characterize recombi-

nation hotspot patterns in species 

of budding yeast (4) and birds (5), 

respectively. Both papers docu-

ment remarkable hotspot pattern 

stability over evolutionary time, suggesting 

that the picture in mammals may be the ex-

ception rather than the rule.

Lam and Keeney compared genome-wide 

meiotic DSB maps in Saccharomyces cerevi-

siae strains with roughly the same sequence 

divergence—a measure of separation in evo-

lutionary time—as humans and chimpanzees, 

and in four Saccharomyces species, including 

a pair (S. cerevisiae and S. kudriavzevii) with 

roughly the same sequence divergence as 

mammals and birds. Hotspot patterns among 

S. cerevisiae strains showed almost complete 

overlap, and even the distantly related S. cere-

visiae and S. kudriavzevii showed a greater 

than 80% overlap in hotspot locations. Even 

more remarkably, Lam and Keeney found 

that different species often displayed similar 

fine-structure break distributions and DSB 

frequencies at individual hotspots. Thus, 

in contrast to the rapid divergence seen in 

mammals, hotspot patterns in budding yeast 

show a high degree of conservation.

Singhal, Leffler, and colleagues derived 

meiotic recombination maps from single-

nucleotide polymorphism distributions in 

small populations of two Australian birds, 

the zebra finch and long-tailed finch, again 

with sequence divergence similar to that 

between humans and chimpanzees. As with 

yeast, a large fraction of hotspots in the two 

finches (>70%) colocalized. Using elevated 

GC content, a hallmark of GC-biased gene 

conversion (6), as a signal for hotspots, the 

authors examined the ensemble of hotspots 

shared between the two finches in three 

other species: the Australian double-barred 

finch, the medium ground finch from the 

Galapagos, and the Old World collared fly-

catcher. Despite their broad geographical 

and evolutionary separation, all five species 

showed elevated GC content at these loci, 

consistent with the retention of a substantial 

subset of hotspots. Thus, in birds as in yeast, 

but unlike in mammals, meiotic recombina-

tion patterns appear to be highly conserved 

over broad swaths of evolutionary time.

The cause of this difference may be found 

in the different ways that yeast and mam-

mals designate DSB hotspots (1). Yeast 

hotspots do not share specific sequences, 

but instead are located in the nucleosome-

depleted regions (NDRs) already present in 

mitotic cells. NDRs contain gene promoters 

and are flanked by nucleosomes that contain 

histone H3 methylated at lysine 4 (H3K4me). 

H3K4me is implicated primarily in promoter 

function but is also used to recruit DSB-

forming proteins during meiosis. In con-

trast, in most mammals, hotspots show no 

particular correlation with preexisting chro-

matin elements. Instead, they contain bind-

ing sites for positive-regulatory domain zinc 

finger protein 9 (PRDM9), a meiotic protein 

with a highly variable zinc finger array that 

recognizes specific sequences and that cata-

lyzes the formation of H3K4me in its vicinity. 

Thus, yeast hotspots are likely maintained 

because their constituent elements perform 

other important functions. PRDM9-desig-

nated hotspots in mammals are under no 

such constraints, and thus can undergo rapid 

evolution in which hotspot evap-

oration is balanced by the rapid 

evolution of new binding speci-

ficity in PRDM9 (7). The finding 

that bird hotspots are also con-

served suggests that birds, like 

yeast, designate hotspots using 

genomic elements that are under 

functional selection.

The existence of at least two 

different modes of hotspot des-

ignation, with accompanying 

differences in evolutionary sta-

bility, raises a question: If birds 

and yeast do it one way, and most 

mammals do it another way, what 

about other eukaryotes? In this 

regard, it is worth noting that 

hotspots also appear to be se-

quence-independent, and are as-

sociated with functional genomic 

elements, in plants (8); in dogs, 

which naturally lack a functional PRDM9 (9); 

and even in Prdm9–/– mutant mice (10). These 

observations, together with the exciting find-

ings of Lam and Keeney and of Singhal et 

al., raise the intriguing possibility that the 

yeast and bird paradigm for hotspot designa-

tion may be the primordial one, and that the 

mammalian mechanism of sequence-based 

designation may be a relative latecomer to 

the game. ■
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Putting the breaks on meiosis
Yeast and birds reveal remarkable evolutionary stability 
in recombination patterns
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Different mechanisms, different outcomes. In mammals, meiotic recombination 

hotspots contain sequences where PRDM9 binds and forms chromatin marks (stars) 

that promote double-strand breaks. Both PRDM9 and its target sequences evolve 

rapidly. In yeast, birds, and other eukaryotes, breaks form at preexisting genomic 

elements with recombination-independent functions that ensure evolutionary 

stability—in this example, a nucleosome-depleted region (NDR) with a gene promoter 

that already contains break-promoting chromatin marks. 
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By Marc-Henri Julien

P
hysicists have been struggling for 

nearly 30 years to pinpoint the un-

usual electronic states of the copper 

oxides (or cuprates) that make these 

materials superconducting at high 

critical temperatures (T
c
). Recently, 

it appears that consensus may be finally 

emerging on the presence of periodic modu-

lations in the electronic density, a phenom-

enon called charge density wave (CDW) or, 

more broadly, charge order—and now con-

sidered to be a crucial piece of the cuprate 

puzzle. But how this piece exactly fits into 

the puzzle remains unclear. On page 949 of 

this issue, Gerber et al. (1) report the obser-

vation that the CDW becomes coherent in 

the three dimensions of space when sub-

jected to high magnetic fields. These latest 

results provide invaluable information for 

elucidating why charge order occurs and 

why superconductivity cares about it. 

A chronological recap is useful to under-

stand how it is that, in 2015, we can still 

learn from x-ray diffraction about YBa
2
Cu

3
O

y
 

(YBCO), arguably the most famous super-

conductor of the cuprate family. The first 

direct evidence of charge order in a cuprate 

dates back to the discovery of “stripes” in 

La
1.48

Nd
0.4

Sr
0.12

CuO
4
 (2). Below a sharp tem-

perature onset, a CDW, intertwined with a 

magnetic modulation, propagates coherently 

over relatively long distances in one direc-

tion of each conducting (CuO
2
) plane. While 

other hints of charge order have fueled the 

debate, the long-range order of the stripe ma-

terials has long remained an epiphenomenon 

and, to many of those obsessed with finding 

the mechanism of superconductivity, a pur-

ported red herring. In the absence of new 

experimental facts, especially in a clean cu-

prate such as YBCO, exchanges between “pro-

stripes” and “stripe-skeptics” were, to say the 

least, contentious.

In 2007, however, a series of transport 

measurements in high magnetic fields found 

the first indications that electronic order 

actually occurs, in some form, in YBCO (3). 

In 2011, nuclear magnetic resonance (NMR) 

experiments (4) demonstrated that the order 

in question is a CDW that had been hidden 

for 25 years because it develops in the CuO
2
 

planes only after an intense field has suffi-

ciently weakened superconductivity. Sharp 

signatures of this phase (3–5) suggested that 

it is the second case of long-range charge or-

der in cuprates. However, because it was ob-

served only in high fields, this CDW was soon 

overshadowed by the next wave of discover-

ies: X-ray (6, 7) and NMR (8) experiments 

in YBCO found that static, but (relatively) 

short-range, charge order forms at higher 

temperatures and already in zero field (see 

the figure). Similar x-ray observations soon 

followed in various cuprate families (9), 

thereby confirming early scanning tunnel-

ing microscopy observations of modulations 

resembling a plaid pattern of perpendicular 

sets of stripes (10, 11). 

Charge density waves have been known to 

occur in many low-dimensional metals since 

the 1970s. But how electronic and struc-

tural degrees-of-freedom precisely conspire 

to trigger the wave is still the subject of ac-

tive research, especially in two-dimensional 

(2D) systems. Cuprates are not only 2D met-

als; they are particularly complex ones, with 

chemical disorder, strong repulsion between 

electrons, and ubiquitous short-lived magne-

tism. It may thus not be surprising that the 

hundred or so theory papers in the last 4 

years have not been enough to build a con-

sensus on the origin of the CDW. Even less 

clear is the connection to superconductivity. 

All experiments point to an evident competi-

tion between superconductivity and CDW or-

der. But it is tempting to hypothesize a more 

intricate (though not necessarily causal) re-

lationship given that the high-field CDW is 

apparently bounded below in temperature 

by the zero-field T
c
 (4) and as a function of 

doping (the y in YBa
2
Cu

3
O

y
) by the optimal 

doping for superconductivity (12). 

Our knowledge of the CDW may well be 

incomplete as it relies largely on the short-

range state, which, in principle, may not be as 

reliable as long-range order. However, Gerber 

et al. now put the high-field CDW of YBCO 

back under the spotlight. They combined 

millisecond-long pulses of intense mag-

netic fields with femtosecond pulses from a 

free-electron laser, the newest generation of 

x-ray radiation sources whose unmatched 

peak brightness promises breakthroughs in 

physics, chemistry, biology, and earth sci-

ences. In addition to opening new avenues 

for research in high magnetic fields, this 

experimental tour-de-force provides a much 

awaited, direct, and quantitative observation 

of the long-range CDW order in high mag-

netic fields.

Specifically, Gerber et al. find a coherence 

length of (at least) four lattice constants in 

PHYSICS

Magnetic fields make waves in cuprates
High magnetic fi elds reveal underlying electronic states in high-temperature superconductors

Superconducting

T
c

H
c2

Long-range

3D CDW

M
a

g
n

e
ti

c 
f

e
ld

Short-range

2D CDW

Temperature

“Short-range 2D” CDW

� = 1

“Short-range 2D” CDW

� = 0.5

“Long-range 3D” CDW

� = 1
c

b

Mapping out the cuprates. Magnetic field versus temperature phase diagram of YBa
2
Cu

3
O

y
 with T

c
 ≈ 60 K, from x-ray 

(1, 6, 7), NMR (4, 8), and ultrasound (5) experiments. Continuous and dotted lines represent proven phase transitions. 

The insets represent charge density modulations along the crystallographic b-axis (no information concerning the 

a-axis is yet known in high fields) and their correlation in the c-axis direction (perpendicular to the CuO
2
 planes). � = 1 

(0.5) refers to the stacking period of one (two) lattice constant(s) along the c-axis (1). The 3D (� = 1) and 2D (� = 0.5) 

modulations coexist at high fields and low temperatures.
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the direction perpendicular to the CuO
2
 

planes and thus term the long-range CDW 
order “three-dimensional” (3D), in contrast 
with the essentially 2D nature of its short-
range partner. By comparison, the coherence 
length parallel to the planes exceeds 40 lat-
tice constants. But the most unexpected re-
sult is that the two types of modulations stack 
differently from one CuO

2
 bilayer to the next 

one: The 3D order simply stacks in-phase, 
whereas the 2D modulations are in-phase 
only every other bilayer (1, 7). Furthermore, 
the results corroborate previous findings (8) 
that the long-range and short-range CDWs 
do not simply convert into one another when 
the temperature is varied, as one would ex-
pect at a standard phase transition. Instead, 
the short-range modulations persist under-
neath the long-range CDW. Yet, with identical 
wave vectors in the crystallographic b direc-
tion, the two phases are unlikely to constitute 
different orders. 

No doubt, this puzzling phenomenology 
will motivate much theoretical work. For ex-
ample, among the scenarios to be examined 
are antiphase charge oscillations induced 
in two consecutive CuO

2
 bilayers by oxygen 

defects located in the intervening layer. Such 
modulations pinned by disorder would in-
deed be short-ranged, quasi-2D, and likely 
present both above and below the high-
field transition (8). Were such a scenario to 
explain the short-range modulations, the 
only genuine, intrinsically static CDW order 
would be the high-field state. In any event, 
whatever the final explanation is, because lo-
cating the boundary between CDW order and 
CDW fluctuations is crucial for understand-
ing the interplay with superconductivity, the 
questions raised by the high–magnetic field 
results have far-reaching implications.

The findings of Gerber et al. raise more 
immediate questions that mark out the 
path for the next experiments: Is there a 
single, sharp transition at some field value? 
Is there a similar CDW modulation propa-
gating along the a-axis of the planes? What 
happens at even higher fields? The answer 
to any of these questions will certainly 
move the field forward; a new chapter of 
the cuprate saga begins. ■ 
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By Marco Romano1 and Richard L. Cifelli2

A
lfred Wegener (1880–1930) was a lead-
ing explorer, geophysicist, and meteo-
rologist from Germany, and pioneer in 
the exploration of Greenland (1). His 
seminal volume of meteorology (2) is 
universally considered a fundamental 

manual for this discipline and was long a ref-
erence text for students and specialists. We-
gener’s preeminent scientific legacy, however, 
is the continental drift hypothesis. He first 
presented his thesis to the scientific com-
munity on 6 January 1912 at the Geological 
Society of Frankfurt am Main, but his famous 
monograph on the subject dates to 1915 (3). 

Wegener argued that, in the distant past, 
Earth’s major landmasses were assembled in 
a single supercontinent that began to break 
up about the beginning of the Jurassic (see 
the first figure). Subsequent fragmentation 
and motion led to the current configuration. 
Now universally accepted as the theory of 
plate tectonics, Wegener’s thesis synthesizes 
and explains an extraordinary range of facts 
about Earth’s history and processes. It is to 
the earth sciences what Darwin’s theory of 
evolution is to the life sciences.

Earlier scholars such as Francis Bacon, 
Alexander von Humboldt, and Eduard Suess 
had recognized the matching Atlantic coast-
lines of South America and Africa (4). It re-
mained for Wegener, however, to fully explore 
the idea of shifting continents and assemble 
a diverse array of supporting geological, 
paleontological, and geophysical evidence. 
Juxtaposing continents like so many pieces 
of a jigsaw puzzle, Wegener demonstrated 
striking similarities between the geological 
structures, fossils, and rock sequences on op-
posite sides of the Atlantic. He commented 
that once reassembled, these structures lined 
up like rows of print on a torn newspaper [p. 
87 in the first English translation; see (3)]. 
Using then-new geophysical concepts such as 
isostasy (that is, the dynamic equilibrium be-
tween Earth layers of differing densities) and 
radiogenic heat, Wegener envisioned conti-
nents as huge plates made up of mainly light 
rock floating in denser, solid, but much more 

plastic oceanic rock. This proposal contra-
dicted the orthodox interpretation of Earth 
in contraction, which had been introduced 
by Descartes and Leibnitz and expanded by 
James Dwight Dana and Eduard Suess.

Wegener’s 1915 publication unleashed a 
firestorm of debate. Among the few eminent 
supporters were Émile Argand, an expert on 
Alpine geology, and the South African ge-
ologist Alexander du Toit. The drift hypoth-
esis was so iconoclastic that it earned vitriol, 
ridicule, and scorn from specialists, whose 
own published records were premised on a 
horizontally immobile Earth crust. Paleontol-

ogists were quick to point to their own exper-
tise, some invoking the existence of sunken 
intercontinental bridges (5). The strongest at-
tacks came from geophysicists, who could not 
imagine what forces could move rigid crust. 
Among the most hostile and bitter opponents 
were Sir Harold Jeffreys and Rollin T. Cham-
berlin (6). As a consequence, the theory was 

GEOLOGY

100 years of continental drift
One hundred years ago, Alfred Wegener laid the 
foundations for the theory of plate tectonics

Ancient supercontinent. Alfred Wegener postulated 

the past existence of a supercontinent in which the 

continents were merged. The page shown is from 

a reproduction of Wegener’s own copy of the 1915 

monograph, containing his handwritten notes, sketches, 

and marginalia. At the top, Wegener writes “pull over the 

bridges!”—a reference to earlier suggestions of sunken 

intercontinental bridges.
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that Earth’s rotation is an inadequate source 

for the colossal force needed to move plates. 

The current view is that radiogenic heat 

causes convection cells to develop in the 

asthenosphere (a ductile, upper part of the 

mantle). This convection moves the overly-

ing crust and uppermost mantle, which to-

gether behave as a set of rigid plates. Viewed 

in this way, continents are merely floating 

passengers in a larger dynamic system (8).

Understanding is sufficiently refined that 

the future organization of continents can 

be predicted. In about 250 million years the 

continents will be reunited in a single mass, 

a “Pangaea Proxima” (10) analogous to the 

Pangaea first envisioned by Wegener (see 

the second figure). The application of plate 

tectonics theory extends well beyond Earth 

itself, to include the possibility of active plate 

tectonics on recently discovered extrasolar 

super-Earths, potentially habitable planets 

up to 10 times the mass of Earth (11–13).

The changing fortunes of Wegener’s hy-

pothesis provide an incisive and instructive 

example of paradigm shift. Continental drift 

was initially criticized and rejected, mainly 

on geophysical grounds. Paradoxically, ad-

vances in that realm later vindicated We-

gener and led to the plate tectonics synthesis. 

Major initiatives such as the Joint Oceano-

graphic Institutes Deep Earth Sampling pro-

gram and its successors have led to profound 

advances in understanding the mechanisms 

that were so baffling to earlier generations 

of Earth scientists. A century of hindsight 

brings new focus to Wegener’s vision and 

allows us to appreciate his pioneering argu-

ments. As T. S. Eliot noted in his 1942 poem 

Little Gidding, “We shall not cease from ex-

ploration, and the end of all our exploring 

will be to arrive where we started and know 

the place for the first time.” ■
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soon shelved and forgotten. 

Beginning in the late 1950s, however, 

studies of paleomagnetism, oceanic ridges, 

and the relatively young age of oceanic sedi-

ments provided indisputable proof for the 

phenomenon of seafloor spreading. A revised 

synthetic theory emerged, based on studies 

in many disciplines. Numerical analysis, for 

example, upheld Wegener’s suggested fit of 

Atlantic-facing landmasses (7). Reversal pat-

terns of the Earth’s magnetic field, recorded 

in mirror-image sequences on opposing sides 

of oceanic ridges, convincingly identify those 

ridges as spreading zones. In the terrestrial 

realm, the apparent polar wander paths re-

corded in rock sequences document crustal 

movement through geologic time (4, 8). This 

sweeping combination of evidence from 

disparate sources, the “plate tectonics revo-

lution,” is comparable to the Galilean or Co-

pernican revolution in astronomy (9). 

Wegener’s early critics had identified criti-

cal flaws in his theory—most importantly, 

the lack of a plausible mechanism (6, 8). 

Wegener had envisioned continental crust 

as moving through the underlying oceanic 

crust, much like an iceberg drifts through 

water. As possible mechanisms, he suggested 

centrifugal force related to Earth’s rotation, 

and (perhaps) astronomical forces related 

to precession of Earth’s axis. Skeptics legiti-

mately noted that oceanic crust is rigid and 

Modern Earth

Merge, break up, merge again. According to modern reconstructions, Pangaea formed about 300 million years ago 

and began to break apart about 175 million years ago. About 250 million years from now, the continents will come 

together in a new supercontinent, Pangaea Proxima.
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By Michele Sessolo and Henk J. Bolink* 

J
ust six years after their discovery, 

organolead halide perovskite solar cells 

have taken the lead among emergent 

photovoltaic (PV) technologies, thanks 

to the demonstration of power conver-

sion efficiencies (PCEs) of up to 20% (1, 

2). The perovskite precursor compounds are 

abundant and inexpensive and can easily be 

converted into thin films. Perovskite photo-

voltaics can therefore, in principle, generate 

electricity at a very low cost. However, high 

efficiencies have been limited to very small 

devices. On page 944 of this issue, Chen et al. 

(3) report perovskite solar cells of 1 cm2 with 

a certified efficiency of 15 %.

The highest perovskite solar cell 

efficiencies, certified by indepen-

dent accredited institutes, were all 

obtained on devices with areas be-

low 0.1 cm2. To enable comparison 

with other photovoltaic technolo-

gies and appear in the solar cell ef-

ficiency tables compiled by public 

test centers, areas of at least 1 cm2 

for cells illuminated under one-sun 

conditions (corresponding to stan-

dard illumination with irradiance 

of 1 kW/m2) are required (4). Several 

studies have shown progress toward 

the fabrication of large-area devices 

and modules (5–9). One very recent 

report mentions a PCE above 15% 

for perovskite solar cells with cell area larger 

than 1 cm2, but this value has not been certi-

fied (10). Chen et al. now describe perovskite 

solar cells with doped inorganic charge ex-

traction contacts that lead to PCEs above 

15% on a 1-cm2 cell, certified by an accredited 

test institute. This value is among the highest 

certified efficiencies to date among thin-film 

solar cells (see the table) (4).

Perovskite solar cells are multilayer devices 

built on a transparent electrode and capped 

with a reflective metal electrode. The high-

est certified efficiencies have been obtained 

on n-i-p type cells, which consist of an n-type 

TiO
2
 bottom layer, a perovskite absorber (the 

i layer), and a p-type organic semiconductor 

top layer. Chen et al. use an inverted architec-

ture, with a planar p-type NiO thin film as the 

bottom layer of the device and a bilayer con-

sisting of a fullerene derivative covered with 

a TiO
2
 thin film as the top electron-selective 

contact. They show that the solar cell’s effi-

ciency is limited by the conductivity of the 

metal oxide layers, which can be increased by 

doping. Doping was achieved by incorporat-

ing Li+ and Mg2+ into the NiO. 

The top, n-type TiO
2
 layer was prepared 

by depositing a precursor from solution with 

subsequent heating at 70°C to prevent dam-

age to the underlying fullerene and perovskite 

films. However, at this low processing tem-

perature, mainly amorphous, low-conduc-

tivity TiO
2
 is formed. Chen et al. show that 

doping this layer with Nb5+ ions increases its 

conductivity and hence also the performance 

of the solar cells. The increase in conductivity 

of the metal oxide layers is only about one 

order of magnitude. Thus, very thin metal 

oxide layers (10 to 20 nm) must be used to 

limit resistive losses. The defect-free prepa-

ration of such thin doped metal oxides on a 

1-cm2 area is quite an achievement. Further 

improvements in the conductivities of the 

charge extraction layers would allow the use 

of thicker films, making large-scale produc-

tion much easier.

Perovskite solar cells, particularly those 

based on metal oxides, often suffer from a de-

pendence of the current-voltage (I-V) curve 

on the voltage scan direction (11). The result-

ing hysteresis in the I-V curve complicates 

device characterization and makes it difficult 

to accurately determine device efficiency. The 

doped p-i-n solar cells described by Chen et 

al. are virtually hysteresis-free at low scan 

speeds, allowing precise determination of 

the efficiency. The authors measured PCEs of 

18.3% for small-area cells and of 16.2% for the 

1-cm2 cells; for the latter, the accredited cer-

tification laboratory of the National Institute 

of Advanced Industrial Science and Technol-

ogy in Japan obtained a value of 15.0%. The 

difference between smaller and larger de-

vices is primarily due to a reduction in the fill 

factor, which the authors attribute to the high 

sheet resistance of the fluorine-doped tin ox-

ide used as the transparent conductor. Much 

more conductive transparent electrodes have 

been identified, the use of which would lead 

to a smaller reduction in the fill factor and 

PCEs when increasing the device area (12). 

Besides efficiency, device stability is a 

critical factor when comparing different PV 

technologies. Organolead halide perovskites 

are not stable in ambient conditions, but the 

stability of the corresponding solar 

cells can be considerably enhanced 

when the perovskite absorber is 

sandwiched between metal oxide 

films (13). In the device layout used 

by Chen et al., the perovskite layer 

is also protected by metal oxide lay-

ers on both sides. The hydrophobic 

fullerene derivative between the 

perovskite and the top metal oxide 

further hinders water diffusion to 

the perovskite layer. For the result-

ing devices, encapsulated with a 

glass cover slide using an ultraviolet 

curable adhesive, the device perfor-

mance goes down over 1000 hours 

by only 5% if stored in the dark, and 

by 10% when continuously illuminated. 

The advances demonstrated by Chen et al. 

are substantial, but further improvements are 

needed before perovskite solar cells become 

ready for production. For this to be achieved, 

the fabrication of larger area cells and mod-

ules with even lower losses compared to the 

small cell performances are needed, com-

bined with a further increase in stability. ■
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SOLAR CELLS

Perovskite solar cells join the major league
Highly ef  cient perovskite solar cells show promise for future low-cost electricity generation
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By Leland Smith and Bruce Dunn

B
y facilitating ion motion between elec-

trodes, electrolytes help to harness the 

chemical energy in a battery to pro-

duce a current and supply usable elec-

tric power. Among liquid electrolytes, 

there are traditional solutions of salt 

dissolved in solvents (aqueous or organic) 

and ionic liquids. Lithium-ion batteries, 

whether for consumer electronics or elec-

tric vehicles, have used nonaqueous liquid 

electrolytes because of their higher voltage 

stability. Although aqueous 

electrolytes would be safer 

and more environmentally 

benign, the electrochemi-

cal voltage window (1.23 V) 

precludes the use of high-

voltage electrode couples 

that enable the high energy 

density of lithium-ion batter-

ies. On page 938 of this is-

sue, Suo et al. (1) change this 

perception by demonstrat-

ing an operating window of 

3 V created by increasing the 

salt concentration to form 

“water-in-salt” electrolytes. 

The voltage and charge 

stored in an electrochemical 

cell are determined by the 

chemistry of the electrodes. 

However, for a given pair 

of electrodes, it is only pos-

sible to build a viable elec-

trochemical cell if there is 

an electrolyte that can remain stable against 

the electrode components over the voltage 

range. For aqueous systems, the thermody-

namic voltage limit is 1.23 V, although there 

are kinetic considerations that may cause the 

measured voltage for water breakdown to de-

viate from the theoretical value (2). Indeed, 

important work in electrocatalysis is devoted 

to decreasing those kinetic limitations (3). 

Nonetheless, as the cell voltage increases be-

yond 1.23 V, water electrolysis will begin to 

dominate the cell chemistry. 

The electrolysis of water produces gas-

eous products (H
2
 and O

2
) that depart the 

electrode-electrolyte interface, freeing up 

the electrode surface so that more electroly-

sis can occur. For other electrolyte-electrode 

combinations, electrolyte breakdown can 

result in the formation of insoluble solid 

materials at the electrode surface ( 4). These 

decomposition products can widen the effec-

tive voltage stability range of the electrolyte 

above the thermodynamic value.

The electrolyte solvent, salt, and elec-

trode may all contribute to the formation 

of solid materials at the electrode-electro-

lyte interface. Such interfacial layers play 

a central role in many of today’s commer-

cially important batteries. For example, a 

PbSO
4 

film at the electrode surface allows 

lead-acid batteries to operate at ~2.0 V, well 

beyond the thermodynamic limit of water 

electrolysis (5). In lithium-ion batteries, the 

decomposition of organic liquid electrolytes 

at the anode results in the formation of an 

interfacial layer containing species such as 

Li
2
CO

3 
and LiF, in addition to organic ma-

terials (3). This solid-electrolyte interphase 

(SEI) allows organic electrolytes in lithium-

ion batteries to operate at potentials below 

their thermodynamic stability limit of ~0.8 

V versus Li/Li+ (3).

The work of Suo et al. presents an excit-

ing new development in the area of solid 

interfacial layers. Highly concentrated 

(>20 mol/kg) aqueous mixtures of lithium 

bis(trifluoromethane sulfonyl)imide yielded 

a voltage stability window of 3.0 V, far ex-

ceeding what is typically obtained from 

aqueous electrolytes. The high stability is at-

tributed to the electrochemical reduction of 

bis(trifluoromethane sulfonyl)imide at the 

anode surface, which forms an SEI layer con-

sisting primarily of LiF, and is accompanied 

by a shift in the oxygen evolution reaction to 

higher voltages (1). 

The most obvious benefit of the water-

in-salt electrolyte is an increased variety 

of available lithium electrode materials as 

compared to traditional water-based electro-

lytes, as seen in the figure. Although organic 

electrolytes provide a wider 

voltage window, Suo et al. 

suggest that with a window 

of 3 V, energy densities of 

100 Wh/kg are attainable. 

The development of batter-

ies offering such high en-

ergy density plus the safety 

advantages of an aqueous 

electrolyte is certain to have 

an impact, especially in the 

area of consumer electron-

ics. Moreover, the use of a 

water-tolerant electrolyte is 

likely to improve recycling 

and reclamation efforts as 

well as offer the opportunity 

to fabricate lithium-ion bat-

teries without the need for 

expensive dry rooms. There 

is also the likelihood that 

such water-in-salt electro-

lytes can be applied to salts 

that are less expensive than 

lithium bis(trifluoromethane sulfonyl)imide, 

as well as to other battery chemistries. The 

latter may be especially important for the 

rapidly emerging field of sodium-ion batter-

ies, which potentially offer a lower cost per 

watt-hour than lithium-ion batteries (6). ■
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BATTERIES

Opening the window for aqueous electrolytes
Lithium batteries can operate with a safer “water-in-salt” electrolyte 
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A new type of solid-electrolyte interphase (SEI) layer. The voltage stability limits of organic, 

water-in-salt, and aqueous (pH = 7) electrolytes are compared to the chemical potential of vari-

ous lithium intercalation materials. The discovery of SEI formation in water-based electrolytes is 

an exciting development for aqueous lithium and beyond-lithium battery chemistries.
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Wildfires: Weigh 
policy effectiveness
IN THEIR POLICY Forum “Reform forest 

fire management” (18 September, p. 1280), 

M. P. North et al. commendably advocate 

a more rational strategy for managing fire 

in U.S. forests. However, their prediction 

that the extent and severity of wildfires 

can be substantially reduced by introduc-

ing managed fires is not well supported by 

the evidence. 

Wildfires are rare events in many 

forested regions of the world, with annual 

area burned typically being less than 5% 

(1–3). An area treated to reduce fuels is 

unlikely to encounter wildfire before fuels 

recover to hazardous levels (3, 4). On 

average, each hectare reduction in wildfire 

area requires many hectares of treatment 

(2–4), which can be expressed as the 

ratio of the reduction in wildfire area to 

the area of treatment. Wide variations in 

this ratio exist, ranging from zero [e.g., 

Californian forests and chaparral and 

Australian grasslands, where treatment 

has led to no reduction in wildfire extent 

(3, 5)] to one [e.g., Australian savannas, 

where the reduction in wildfire area is 

equal to the area of treatment (3)]. In 

many cases (such as Australian forests), 

this ratio is less than 0.3 (2, 6), implying 

that high rates of treatment (i.e., more 

than 10% of the landscape per year) are 

required to produce major reductions 

in wildfire area. The rates of treatment 

required to be effective are often unafford-

able across large areas (7). 

Studies in Australia and the United 

States show that weather is a stronger 

determinant of fire severity than is fuel (8, 

9). Fuel treatment, whether by managed 

fires or other means, may be most cost-

effective when strategically targeted in close 

proximity to assets at risk (such as homes 

or vulnerable habitat locations), where any 

reduction in wildfire severity will have a 

greater likelihood of immediate protec-

tive effects compared with more broadly 

dispersed treatments (1, 10).
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Wildfires: Systemic 
changes required 
IN THEIR POLICY Forum “Reform forest fire 

management” (18 September, p. 1280), M. 

P. North et al. highlight public support and 

improved spatial planning as key leverage 

points to deemphasize fire exclusion and 

expand beneficial fire. Although these steps 

are necessary, we caution that they are insuf-

ficient to overcome barriers to change. 

There needs to be a deeper, systems-level 

understanding of the fire management 

system. The behavior of fire managers is a 

direct and logical result of the structure of 

the system in which they operate, influenced 

by factors such as incentives, culture, and 

capacity. If managers are judged by fire 

exclusion, that will become the dominant 

paradigm. Managers within this system may 

operate at cross-purposes, as shown by the 

widely divergent fire management policies 

and objectives across jurisdictional boundar-

ies (1, 2). The joint influences of complexity, 

conflict, and uncertainty lead to a risk-

averse decision structure constrained by 

perceptions and pressures, and susceptible 

to suboptimal decision biases and solutions 

to problems. The emphasis on aggressive 

suppression over less tangible ecological 

benefits and hazard mitigation disconnects 

fire management objectives from underlying 

resource management objectives. 

Infusing risk management principles into 

fire management decisions would directly 

address these systemic issues. We propose 

that efforts targeting transformation focus 

on four areas: (i)  Engage in multiparty risk 

communication and prioritization of invest-

ments based on who can most efficiently 

mitigate risks. (ii) Track how, why, and with 

what information decisions are made, and 

ensure that decision processes are relevant 

and responsive to organizational and 

stakeholder needs. (iii) Invest in research 

to improve knowledge of fire management 

effectiveness, and consistently integrate 

new information. (iv) Cultivate a workforce 

well versed in risk management and the 

means to integrate this knowledge into 

decision-making.

Transforming fire management is not an 

inevitable consequence of enhanced support 

or planning alone; it requires meaningful 

organizational change in how and why fire 

response is determined. Adopting sys-

tems and risk analysis principles to better 

understand and improve fire management 

decisions is a critical step toward effecting 

comprehensive change.
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WE AGREE WITH Boer et al. that vigorous 

fire suppression is needed near valued assets 
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burned area. Furthermore, climate change 

and fire projection models indicate that fire 

frequency and extent will be increasing (6). 

Finally, cost estimates for proactive man-

aged fire use, even if currently only 10% of 

treated areas are intersected by wildfire, are 

much lower than suppression and structure 

loss costs (7, 8).  

Managed fire is a vital tool for ecological 

restoration and for strengthening the resil-

ience of dry forests and the biodiversity they 

support, particularly under warming climate 

conditions. The widespread use of managed 

fire has substantial ecological benefits for 

restoring dry forests, which go beyond the 

social concerns that wildfires raise for the 

wildland–urban interface.

Thompson et al. raise additional issues 

we could not cover in our Policy Forum. We 

support their suggestions for within-agency 

reforms as essential for coping with risks 

inherent in forest fire management.
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such as homes, but fire management is also 

urgently needed in more remote areas to 

ecologically restore western U.S. forests and 

increase their resilience to future fire and 

climate change. Owing to past and present 

suppression efforts, many forests remain 

in an ecologically degraded state until they 

burn (1), often more severely than they 

would have in the absence of degradation, 

leaving large areas void of trees for several 

decades. These contemporary fire patterns 

need to be mitigated, and treatments that 

include fire are most effective (2). Weather 

is a strong influence on wildfire severity, 

but much of the current pattern is due to 

heavy fuel loads and aggressive suppression, 

which ensures that most fires only occur 

during extreme weather conditions when 

they escape early containment (3). Restoring 

the environment would realign fire severity 

and change patterns to which forests have 

adapted (4, 5). 

Under current conditions, wildfires rarely 

burn fuel-reduced forests, yet in many areas, 

these low probabilities result from aggres-

sive suppression efforts. The point of using 

more managed fire is to increase the area 

of fuels reduction and substantially change 

the current ratio of treated to wildfire 
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CANCER

Blocking transcription in 
tumors, STAT
STAT3 is a transcription factor 

known to contribute to many 

cancers, but it is very difficult to 

target with conventional drugs. 

Taking an alternative approach, 

Hong et al. used antisense 

molecules that bind to mes-

senger RNA to prevent STAT3 

protein from being made. The 

potent antisense molecules 

penetrated cells without being 

dissolved in lipid. One new 

antisense drug, AZD9150, suc-

cessfully inhibited cancer in a 

variety of preclinical models, 

as well as in cancer patients 

for whom one or more previous 

treatments had failed. These 

findings pave the way for addi-

tional clinical testing. — YN

 Sci. Transl. Med.7, 314ra185 (2015).

RESEARCH
Shedding light on 
neurodevelopmental 
disorders   
Sahin and Sur, p. 926

average of 10 children in their 

lifetimes. However, if they had 

successive hookworm 

infections, lifetime births 

dropped to 7. Surprisingly, if the 

women were chronically infested 

with roundworm, they had as 

many as 12 children. These 

effects may relate to the balance 

of immune responses that the 

different worms induce, rather 

than to the physiological costs of 

parasitism. — CA 

Science, this issue p. 970

SOLAR CELLS 

Perovskites go large 
Solar cells made of planar 

organic-inorganic perovskites 

now have reported efficiencies 

exceeding 20%. However, these 

values have been determined 

from small illuminated areas. 

Chen et al. used highly doped 

inorganic charge extraction 

layers to make solar cells on the 

1 cm2 scale (see the Perspective 

by Sessolo and Bolink). The lay-

ers helped to protect the active 

layer from degradation by air. 

The cells achieved government-

lab–certified efficiencies of 

>15%. Furthermore, 90% of the 

efficiency was maintained after 

1000 hours of operation.  — PDS 

Science, this issue p. 944; 
see also p. 917

SUPERCONDUCTIVITY 

Discerning charge 
patterns in a cuprate 
Copper oxides are well known 

to be able to achieve the order 

required for superconductivity. 

They can also achieve another 

order—one that produces

PARASITOLOGY 

Parasitic worms influence 
human fecundity 
Parasitic worms infect 2 billion 

people globally. Mostly, such 

infections are symptomless and 

individual worm burdens are low. 

Blackwell et al. monitored the 

fecundity of Tsimane women in 

Bolivia. These women have on 

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S

CAMOUFLAGE 

Disappearing act 

U
nlike coastal regions and reefs, 

the open ocean is mostly 

empty. Many fish species, 

nonetheless, spend most 

of their lives there. Such 

emptiness makes camouflage 

exceedingly difficult, so how does 

an organism hide in water filled with 

bouncing and reflected light? Brady 

et al. show that some families of 

fish have evolved skin that reflects 

and polarizes light, allowing them 

to blend into their mirrorlike condi-

tions more easily. These results 

help to explain the silvery color-

ation found in sea-living fish across 

the world’s oceans. — SNV

Science, this issue p. 965

A small school of 

silvery lookdown 

fish (Selene vomer)

Bolivian women surrounded by 

their children

Published by AAAS
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patterns in their charge density. 

Experiments using nuclear mag-

netic resonanceand resonant 

x-ray scattering have both 

detected this so-called charge 

density wave (CDW) in yttrium-

based cuprates. However, the 

nature of the CDW appeared to 

be different in the two types of 

measurement. Gerber et al. used 

pulsed magnetic fields of up to 

28 T, combined with scatter-

ing, to bridge the gap (see the 

Perspective by Julien). As the 

magnetic field increased, a two-

dimensional CDW gave way to a 

three-dimensional one. — JSt 

Science, this issue p. 949;
 see also p. 914

BIOLOGICAL MATERIALS 

A set of strong eyes 
Although many biological tissues 

serve more than one purpose, 

rarely are they optimized to do 

multiple tasks well. When you try 

to optimize for one functional-

ity, it comes at the expense of 

another. Li et al. investigated the 

biomineralized armor of the small 

mollusc chiton Acanthopleura 

granulata. The armor appears to 

be optimized for both mechanical 

strength and for image capture 

by hundreds of integral arago-

nite-based lenses. — MSL
Science, this issue p. 952

CANCER IMMUNOLOGY 

Monocytes block tumor 
access to the lung 
Metastatic cancer is especially 

hard to treat. In order to find 

potential new therapeutic 

targets, scientists are trying to 

understand the cellular events 

that promote or prevent metasta-

sis. Hanna et al. now report a 

role for patrolling monocytes 

in blocking tumor metastasis 

to the lungs in mice. Tumors 

in mice engineered to lack 

patrolling monocytes showed 

increased metastasis to the 

lung but not to other tissues. 

Patrolling monocytes resided 

in the microvasculature of the 

lung, where they engulfed tumor 

material, which may explain how 

these cells prevent tumors from 

colonizing the lung. — KLM 

Science, this issue p. 985

SLEEP RESEARCH 

Neurons that regulate 
sleep stages 
Just what sleep is for remains 

a bit of a mystery. During sleep, 

we switch several times between 

so-called rapid eye movement 

(REM) and non-REM sleep. 

Hayashi et al. used sophisti-

cated developmental cell fate 

mapping to look at the neurons 

involved in the two types of sleep 

in mice (see the Perspective by 

Vyazovinskiy). They identified a 

genetically marked population of 

neurons that promote non-REM 

sleep at the expense of REM 

sleep. — PRS 

Science, this issue p. 957; 
see also p. 909

PLANT BIOTECHNOLOGY

Would an electrical rose 
still smell as sweet?
Can electricity and plants be 

mixed? Stavrinidou et al. built 

key electronic components using 

conducting polymers inside 

roses. They based their approach 

on the similarity between roots, 

stems, leaves, and vascular 

circuitry in plants; and contacts, 

interconnections, devices, and 

wires in electronic circuits. This 

technology may lead to new ways 

of monitoring and regulating 

plant physiology, of harvesting 

energy from photosynthesis, and 

of achieving genetic modification 

for plant optimization. Thus, the 

term “power plant” may soon 

have a new meaning! — ZHK

Sci. Adv. 10.1126.sciadv.01136 (2015).

Edited by Sacha Vignieri

and Jesse Smith
IN OTHER JOURNALS

ANIMAL BEHAVIOR

Just called to say “I love you” 

G
rooming among social species is thought to build 

and maintain social bonds. Vocal communication can 

similarly bond groups and has been thought to increase 

the number of individuals that can bond, because it is 

easier to call than to cleanse. Kulahci et al. looked at 

patterns of grooming and contact calling in ring-tailed lemurs 

and found just the opposite, however. Specifically, the animals 

that responded to each other’s specific contact calls were 

those with the tightest bond, as measured by the amount of 

time spent grooming. Thus, their calls and responses seem 

to act as “grooming at a distance,” by reinforcing the tighter 

bonds between just a few animals, rather than expanding the 

number of animals that are able to bond. — SNV

Anim. Behav. 10.1016/j.anbehav.2015.09.016 (2015).

Tumor cells (red) in mouse lungs 

recruit patrolling monocytes (green)

Ring-tailed lemurs call to 

their closest companions to 

reinforce their bond

Published by AAAS
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RESEARCH

NEURODEVELOPMENT 

Help for 
neurodevelopmental 
disorders 

When the brain does not develop 

normally, the disabilities that 

ensue can affect a person for 

life. Sahin and Sur review how 

emerging knowledge of the 

molecular biology behind a 

suite of neurodevelopmental 

disorders is shedding light on 

the group as a whole. The new 

knowledge offers tantalizing 

leads toward more effective 

therapies.  — PJH

Science, this issue p. 926

STEM CELL REGULATION 

Notch role in 
multipotency or cell fate 
Multipotent Drosophila intestinal 

stem cells (ISCs) generate either 

nutrient-absorbing enterocytes 

(ECs) or secretory enteroen-

docrine cells (EECs). Guo and 

Ohlstein investigated the role of 

Notch signaling in this process. 

They tracked ISC asymmetric 

divisions and found that EEC 

daughter cells, which have a 

low level of Notch, signal back 

to the ISC in order to keep it 

multipotent. However, during EC 

production, ISCs activate strong 

Notch signaling in daughters. 

Thus, Notch signaling functions 

in two directions to achieve stem 

cell multipotency. — BAP 

Science, this issue p. 927

NONHUMAN GENETICS 

Recombination: The birds 
and the yeast 
Apes and mice have a specific 

gene, PRDM9, that is associ-

ated with genomic regions with 

high rates of recombination, 

called hotspots. In species 

with PRDM9, hotspots move 

rapidly within the genome, 

varying among populations and 

closely related species (see 

the Perspective by Lichten). 

To investigate recombination 

hotspots in species lacking 

PRDM9, Singhal et al. exam-

ined bird genomes, which lack 

a PRDM9 gene. They looked 

closely at the genomes of finch 

species and found that recom-

bination was localized to the 

promoter regions of genes and 

highly conserved over millions 

of years. Similarly, Lam and 

Keeney examined recombina-

tion localization within yeast, 

which also lacks PRDM9. They 

found a similar more-or-less 

fixed pattern of hotspots. Thus, 

recombination in species lacking 

a PRDM9 gene shows similar 

patterns of hotspot localization 

and evolution. — LMZ 

Science, this issue p. 913, p. 928; 

see also p. 932

BATTERIES 

A concentrated effort for 
battery safety 
Aqueous electrolytes are limited 

to run below 1.23 V to avoid 

degradation. Suo et al. smash 

through this limit with an aque-

ous salt solution containing 

lithium (Li) bis(trifluoromethane 

sulfonyl)imide to create an 

electrolyte that has an electro-

chemical window of 3 V (see the 

Perspective by Smith and Dunn). 

They used extremely high-

concentration solutions, which 

suppressed hydrogen evolution 

and electrode oxidation. At these 

concentrations, the Li solvation 

shell changes because there 

simply is not enough water to 

neutralize the Li+ charge. Thus, 

flammable organic electrolytes 

could potentially be replaced 

with a safer aqueous alternative. 

— MSL 

Science, this issue p. 938; 

see also p. 918

AXON GUIDANCE 

No going back

The mammalian spinal cord 

coordinates neuronal systems 

across the body. Axons that 

cross the spinal cord midline 

during development first need 

permission to cross and then 

instruction not to keep cross-

ing back and forth. Jaworski et 

al. studied the axonal guidance 

receptor ROBO3 and found 

a ligand NELL2 in mice that 

appears to help in this process. 

— PJH

Science, this issue p. 961

GENE REGULATION 

Noncoding RNA helps 
protein binding 
Besides reading the coding 

regions of genes, RNA polym-

erase generates RNA at 

promoter-proximal and -distal 

DNA elements, but the function 

of these molecules is largely 

unknown. Sigova et al. show 

that these RNAs facilitate 

interactions between gene 

regulators and the regula-

tory elements they occupy. 

Nascent RNA associates with 

the transcription factor YY1 

and increases its ability to bind 

DNA. Thus, transcription at 

active regulatory elements may 

provide a positive feedback 

loop that reinforces regulatory 

elements contributing to the 

stability of gene expression 

programs. — BAP 

Science, this issue p. 978

IMMUNOLOGY 

Establishing a longtime 
residency 
Innate lymphoid cells (ILCs) are a 

subset of immune cells that pro-

mote barrier immunity in tissues 

such as the gut and lungs and 

help to maintain immune homeo-

stasis. Gasteiger et al. investigated 

how the body maintains its pools 

of ILCs in such peripheral tissues, 

as well as in immune tissues 

such as the lymph nodes and the 

spleen. In mice surgically joined 

to share their bloodstreams, 

unlike lymphocytes, most ILCs did 

not circulate through the blood. 

Instead, ILCs resided long term in 

tissues, even in the face of inflam-

mation or infection. — KLM 

Science, this issue p. 981

CANCER IMMUNOLOGY 

How dying tumor cells get 
noticed 
Besides killing tumor cells 

directly, some chemotherapies, 

such as anthracyclines, also 

activate the immune system to kill 

tumors. Vacchelli et al. discovered 

that in mice, anthracycline-

induced antitumor immunity 

requires immune cells to express 

the protein formyl peptide recep-

tor 1 (FPR1). Dendritic cells (DCs) 

near tumors expressed especially 

high amounts of FPR1. DCs nor-

mally capture fragments of dying 

tumor cells and use them to acti-

vate nearby T cells to kill tumors, 

but DCs lacking FPR1 failed to do 

this effectively. Individuals with 

breast or colon cancer express-

ing a variant of FPR1 and treated 

with anthracyclines showed 

poor metastasis-free and overall 

survival. Thus, FPR1 may affect 

anti-tumor immunity in people, 

too. — KLM 

Science, this issue p. 972

Edited by Stella Hurtley
ALSO IN SCIENCE  JOURNALS

Published by AAAS
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GEOLOGY

Pioneer of plate 
tectonics
Why do the contours of Earth’s 

continents fit together like a 

puzzle? 100 years ago, Alfred 

Wegener argued in his famous 

monograph on “continental 

drift” that all continents were 

once part of one superconti-

nent. In a Perspective, Romano 

and Cifelli chart the history 

of this theory, which is now 

called plate tectonics. At first 

derided by most scientists, 

plate tectonics became widely 

accepted in the 1960s as sup-

porting evidence accumulated. 

Today, the theory is universally 

accepted. Scientists are even 

looking for signs of plate tec-

tonics on other planets beyond 

the solar system. — JFU

Science, this issue p. 915

CANCER

Targeting drug-resistant 
prostate tumors
The activity of the mTOR 

pathway is often increased in 

various cancers. Hsieh et al. 

found that the levels of 4EBP1, 

an mTOR target that inhibits 

protein synthesis, determined 

whether different cell types 

in prostate tumors were 

resistant to an mTOR inhibi-

tor. Compared to basal cells, 

luminal prostate epithelial cells 

expressed more 4EBP1, syn-

thesized protein at lower rates, 

and were less sensitive to the 

mTOR inhibitor. Decreasing 

4EBP1 levels suppressed 

resistance to the mTOR inhibi-

tor, so co-targeting 4EBP1 may 

improve therapeutic outcomes 

for prostate cancer patients. 

— LKF

Sci. Signal. 8, ra116 (2015).

Published by AAAS
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patterns in their charge density. 

Experiments using nuclear mag-

netic resonanceand resonant 

x-ray scattering have both 

detected this so-called charge 

density wave (CDW) in yttrium-

based cuprates. However, the 

nature of the CDW appeared to 

be different in the two types of 

measurement. Gerber et al. used 

pulsed magnetic fields of up to 

28 T, combined with scatter-

ing, to bridge the gap (see the 

Perspective by Julien). As the 

magnetic field increased, a two-

dimensional CDW gave way to a 

three-dimensional one. — JSt 

Science, this issue p. 949;
 see also p. 914

BIOLOGICAL MATERIALS 

A set of strong eyes 
Although many biological tissues 

serve more than one purpose, 

rarely are they optimized to do 

multiple tasks well. When you try 

to optimize for one functional-

ity, it comes at the expense of 

another. Li et al. investigated the 

biomineralized armor of the small 

mollusc chiton Acanthopleura 

granulata. The armor appears to 

be optimized for both mechanical 

strength and for image capture 

by hundreds of integral arago-

nite-based lenses. — MSL
Science, this issue p. 952

CANCER IMMUNOLOGY 

Monocytes block tumor 
access to the lung 
Metastatic cancer is especially 

hard to treat. In order to find 

potential new therapeutic 

targets, scientists are trying to 

understand the cellular events 

that promote or prevent metasta-

sis. Hanna et al. now report a 

role for patrolling monocytes 

in blocking tumor metastasis 

to the lungs in mice. Tumors 

in mice engineered to lack 

patrolling monocytes showed 

increased metastasis to the 

lung but not to other tissues. 

Patrolling monocytes resided 

in the microvasculature of the 

lung, where they engulfed tumor 

material, which may explain how 

these cells prevent tumors from 

colonizing the lung. — KLM 

Science, this issue p. 985

SLEEP RESEARCH 

Neurons that regulate 
sleep stages 
Just what sleep is for remains 

a bit of a mystery. During sleep, 

we switch several times between 

so-called rapid eye movement 

(REM) and non-REM sleep. 

Hayashi et al. used sophisti-

cated developmental cell fate 

mapping to look at the neurons 

involved in the two types of sleep 

in mice (see the Perspective by 

Vyazovinskiy). They identified a 

genetically marked population of 

neurons that promote non-REM 

sleep at the expense of REM 

sleep. — PRS 

Science, this issue p. 957; 
see also p. 909

PLANT BIOTECHNOLOGY

Would an electrical rose 
still smell as sweet?
Can electricity and plants be 

mixed? Stavrinidou et al. built 

key electronic components using 

conducting polymers inside 

roses. They based their approach 

on the similarity between roots, 

stems, leaves, and vascular 

circuitry in plants; and contacts, 

interconnections, devices, and 

wires in electronic circuits. This 

technology may lead to new ways 

of monitoring and regulating 

plant physiology, of harvesting 

energy from photosynthesis, and 

of achieving genetic modification 

for plant optimization. Thus, the 

term “power plant” may soon 

have a new meaning! — ZHK

Sci. Adv. 10.1126.sciadv.01136 (2015).

Edited by Sacha Vignieri

and Jesse Smith
IN OTHER JOURNALS

ANIMAL BEHAVIOR

Just called to say “I love you” 

G
rooming among social species is thought to build 

and maintain social bonds. Vocal communication can 

similarly bond groups and has been thought to increase 

the number of individuals that can bond, because it is 

easier to call than to cleanse. Kulahci et al. looked at 

patterns of grooming and contact calling in ring-tailed lemurs 

and found just the opposite, however. Specifically, the animals 

that responded to each other’s specific contact calls were 

those with the tightest bond, as measured by the amount of 

time spent grooming. Thus, their calls and responses seem 

to act as “grooming at a distance,” by reinforcing the tighter 

bonds between just a few animals, rather than expanding the 

number of animals that are able to bond. — SNV

Anim. Behav. 10.1016/j.anbehav.2015.09.016 (2015).

Tumor cells (red) in mouse lungs 

recruit patrolling monocytes (green)

Ring-tailed lemurs call to 

their closest companions to 

reinforce their bond

Published by AAAS
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SOLAR PHYSICS

Searching for the Sun’s 
magnetic poles
Earth’s magnetic axis and rota-

tional axis don’t line up, leading 

to magnetic north and south 

poles located some distance 

from the “true” rotational poles. 

In contrast, successful models 

of the Sun’s magnetic field have 

assumed that the two axes are 

aligned, although it is difficult 

to see the Sun’s poles from 

Earth. Yabar et al. analyzed 5 

years of data from NASA’s Solar 

Dynamics Observatory, and 

after removing interfering active 

regions (around sunspots), they 

discovered a periodic magnetic 

signal that matches the Sun’s 

rotation. They interpret this as 

a magnetic axis offset from the 

rotation axis, as seen in some 

other stars, and suggest that it 

may explain some aspects of 

Earth’s space weather. — KTS

Mon. Not. R. Astron. Soc.453, L69 
(2015).

 ENVIRONMENT

Pesticides in wild plants

Are honey bees harmed by agri-

cultural neonicotinoid pesticide 

use? Field studies attempting to 

address this question have often 

found neonicotinoid contamina-

tion in control colonies. Botias et 

al. now show, from a field study 

conducted in Sussex, UK, that 

neonicotinoid concentrations in 

the pollen and nectar of wildflow-

ers growing at the margins of 

treated oilseed rape fields were 

higher overall than in pollen from 

the treated plants. Most neonic-

otinoids brought back to hives 

came from these contaminated 

wildflowers. Such wild plant con-

tamination may be one reason for 

the contaminated controls in pre-

vious studies. Other invertebrates 

will also be affected by chronic 

exposure to neonicotinoids from 

wild plants and soils near treated 

fields. — JFU

Environ. Sci. Technol. 10.1021/acs.
est.5b03459 (2015).

PSYCHOLOGY

Mixed reviews boost 
competence perception
Writers of letters of reference 

often refrain from mentioning 

an applicant’s negative traits, 

but this can backfire because 

describing a person only with 

positive adjectives relating to 

his competence can induce the 

prospective employer to draw 

negative inferences about his 

warmth: the so-called innuendo 

effect. Kervyn et al. extend this 

research to show that adding 

a mixed evaluation of a candi-

date’s warmth or good nature 

boosts the perception of her 

competence in comparison to 

a uniformly positive charac-

terization of her warmth: the 

compensation effect. — GJC

J. Exp. Soc. Psychol.62, 17 (2016).

SPINTRONICS

Make way for liquid 
spintronics
In addition to charge, elec-

trons have another degree 

of freedom: spin, a type of 

quantum-mechanical angular 

momentum. In the same way 

that conventional electron-

ics requires a power source, 

spin-based electronics (“spin-

tronics”) needs a source of 

spin current. To achieve this, 

researchers typically use mag-

nets. Takahashi et al. now show 

that all you need is a flowing 

liquid metal in which mechani-

cal motion is coupled with spin. 

For this demonstration, they 

used mercury flowing through a 

cylindrical quartz pipe. The vor-

ticity of the liquid flow acted as 

a source of spin current, which 

was detected as electrical volt-

age. The discovery may enable 

fluid spintronic devices. — JS

Nat. Phys. 10.1038/nphys3526 (2015).

HEART DEVELOPMENT

Coronary artery smooth 
muscle origin
Cardiovascular diseases, such 

as atherosclerosis, heart failure, 

and heart valve problems, are a 

major cause of death world-

wide. Defining mechanisms 

of normal heart development 

may reveal ways to manipulate 

cells and guide treatment. Volz 

et al. now identify pericytes as 

the progenitors to the smooth 

muscle of coronary arteries, 

the vessels supplying blood 

to ventricular heart muscle. 

Coronary artery smooth 

muscle cells (caSMCs) are 

found deep in the myocardium; 

however, they originate from 

the mesothelial covering of the 

heart, or epicardium. Clonal 

analysis and lineage tracing 

studies reveal that in embryos, 

Notch-responsive pericytes 

lining the coronary vascu-

lar plexus and located near 

arteries develop into caSMCs. 

Such progenitor cells are also 

present in the adult heart, sug-

gesting possible relevance to 

heart regeneration therapies. 

— BAP

eLife 10.7554/eLife.10036 (2015).

ANTIBIOTIC RESISTANCE

Unique wastewater antibiotic resistome 

A
ntibiotic resistance is currently high on the list of alarms. Wastewater treatment plants 

essentially use microbiological bioremediation to clean up water. As such, they are an obvi-

ous potential source of mobile antibiotic resistance genes from human pathogens. Munck 

et al. have been investigating the risks wastewater plants pose for antibiotic resistance. They 

identified resistance genes in samples from 7 different years by screening with 15 antibiotics. 

Deep metagenomic sequencing revealed a stably maintained core set of novel genes that conferred 

resistance to all the antibiotics tested. This “resistome” was specific to this microbiological commu-

nity, indicating that there is in fact little scope for transfer into the human gut microbiota. Although 

this is a reason to be cheerful, it is sobering to note that the unique wastewater genescape persists 

because of high levels of ambient antibiotics. — CA

Nat. Commun. 10.1038/ncomms9452 (2015)

Genes that confer antibiotic resistance to microbiota present in wastewater treatment plants, like this treatment lagoon, 

are specific to that community, suggesting there is little risk that they could be transferred to the human gut microbiome

Published by AAAS
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NEURODEVELOPMENT

Genes, circuits, and precision
therapies for autism and related
neurodevelopmental disorders
Mustafa Sahin* and Mriganka Sur*

BACKGROUND: Neurodevelopmental disor-
ders are caused by abnormalities in the devel-
oping brain. Such abnormalities can occur as a
result of germline or somatic mutations or be-
cause of epigenetic or environmental factors.
These disorders affect a large number of chil-
dren in the developed world, as well as the
developing world. The societal cost of neuro-
developmental disorders is immense, making
the pursuit of treatments for individuals with
neurodevelopmentaldisorders a topunmetmed-
ical need.

ADVANCES:Research in the genetics of neuro-
developmental disorders such as autismsuggests
that several hundred genes are likely involved
as risk factors for these disorders. This hetero-
geneity presents both a challenge and an op-
portunity for researchers. Although the exact
identity of many of the genes remains to be dis-
covered, functional analysis of genes underlying
several single-gene disorders has yielded con-
siderable progress. Most genes identified to date
appear to encode proteins that serve certain

conserved pathways: protein synthesis, tran-
scriptional or epigenetic regulation, and syn-
aptic signaling. Genetic syndromes such as
fragile X syndrome, Rett syndrome, and tuber-
ous sclerosis complex provide insights into the
molecular pathways commonly affected in
autism spectrum disorder (ASD). Understand-
ing the basic biology of these diseases has led to
mechanism-based treatment designs.
These genetic disorders, once thought to be

irreversible, are now the subject of trailblazing
new clinical trials for neurodevelopmental dis-
orders. On the basis of research in geneticmouse
models, it is hypothesized that different genet-
ic disorders will respond to different therapies,
such as mammalian target of rapamycin inhib-
itors (tuberous sclerosis and PTEN hamartoma
tumor syndrome),metabotropic glutamate recep-
tor 5 antagonists (fragile X and 16p11.2 deletion),
and insulin-like growth factor 1 (Rett and Phelan-
McDermid syndromes). It is not yet clearwheth-
er such trials will result in approval of the drugs
for these specific conditions. Subsets of non-
syndromic autismpatientsmay also benefit from

one of these therapies, but further investiga-
tion will be required to provide the tools and
methods to stratify the individuals with non-
syndromic autism into treatment groups.
A remaining hurdle is the lack of precise un-

derstanding about the brain regions and neu-
ronal circuits underlying autism. Studies in
mouse models of autism suggest abnormalities
in specific brain regions, aswell as in certain cell
types. Excitatory and inhibitory neurons in the
neocortex, aswell as subcortical structures such
as basal ganglia and cerebellum, have been im-
plicated. Astrocytes andmicroglia also play roles
in ASD. Further studies will be required to pro-
vide definitive evidence that similar brain re-
gions, cell types, and circuits are relevant to
autism symptoms in the human brain.

OUTLOOK: The next generation of research
in neurodevelopmental disorders must address
the neural circuitry underlying behavioral symp-
toms and comorbidities, the cell types in these
circuits, and common signaling pathways that
link diverse genes. Early attempts at treating neu-
rodevelopmental disorders have yielded mixed

results, underscoring the
necessity of choosing the
right cohort of patients
to treat, developing more
sensitive anddynamicout-
come measures, using
cogent biomarkers, and

utilizing technologies such as stem cell–derived
neurons to predict response to treatment.
Biomarkers can be helpful in predicting sub-

jects most likely to respond, confirm target en-
gagement, and detect early signals of efficacy.
Given that ASD represents circuit dysfunction,
biomarkers that allow us to analyze autism-
related circuit function are likely to be most
relevant. Especially, translatable biomarkers
that can be used in both mouse models and
human subjects, such as electroencephalogra-
phy, magnetic resonance imaging, visual or
auditory evoked potentials, and eye-blink con-
ditioning, can be particularly powerful.
One potential new tool to identity those who

are likely to respond is induced pluripotent
stem cell (iPSC)–derived neurons. This technol-
ogy allows the possibility of testing the effects
of a compound on a patient’s neurons before it
is given to the patient. Modeling the effects of
mutations in iPSC-derived neurons can be in-
formative about the molecular and cellular de-
fects underlying autism.
Onlywhenwe can leverage the heterogeneity

of neurodevelopmental disorders into precision
medicinewill themechanism-based therapeutics
for these disorders start to unlock success.▪

RESEARCH
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ASD

FXSTSC RTT

iPSCs

Translational research and clinical trials in ASD. Translational studies in ASD have gained mo-
mentum from genetically defined causes such as fragile X syndrome (FXS), Rett syndrome
(RTT), and tuberous sclerosis complex (TSC). The patients with these disorders are phenotyped in
detail by means of advanced imaging and electrophysiology studies, with the aim of identifying
potential biomarkers.There are cell-basedmodels (both rodent and human) aswell asmousemodels
of these syndromes, enabling preclinical trials.Together, these efforts have led to clinical trials in some
of these disorders. It is important to remember that the discovery cycle will likely take more than one
round to achieve safe and effective therapies for these disorders.

ON OUR WEB SITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aab3897
..................................................
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NEURODEVELOPMENT

Genes, circuits, and precision
therapies for autism and related
neurodevelopmental disorders
Mustafa Sahin1* and Mriganka Sur2*

Research in the genetics of neurodevelopmental disorders such as autism suggests that
several hundred genes are likely risk factors for these disorders. This heterogeneity
presents a challenge and an opportunity at the same time. Although the exact identity
of many of the genes remains to be discovered, genes identified to date encode proteins
that play roles in certain conserved pathways: protein synthesis, transcriptional and
epigenetic regulation, and synaptic signaling. The next generation of research in
neurodevelopmental disorders must address the neural circuitry underlying the behavioral
symptoms and comorbidities, the cell types playing critical roles in these circuits, and
common intercellular signaling pathways that link diverse genes. Results from clinical
trials have been mixed so far. Only when we can leverage the heterogeneity of
neurodevelopmental disorders into precision medicine will the mechanism-based
therapeutics for these disorders start to unlock success.

N
eurodevelopmental disorders include awide
range of conditions such as epilepsy, intel-
lectual disability, and autism spectrum
disorder (ASD). Patients with ASD exhibit
early-childhood onset of symptoms, first

describedover60years ago (1), that persist through-
out life and produce notable impairments in so-
cial, communicative, cognitive, and behavioral
functioning (2). According to the U.S. Centers for
Disease Control, ASD affects 1 in 68 children and
1 in 42 boys. ASD is a major public health prob-
lem that leads to considerable disability and dis-
rupts families, resulting in a total annual societal
cost of ~$35 billion in theUnited States alone (3).
ASD diagnosis comprises a constellation of

behavioral symptoms, as defined by a group of
experts (DSM-5), and requires persistent deficits
in social communication and interaction across
multiple contexts, as well as restricted, repetitive
patterns of behavior, interests, and activities. A
key characteristic in ASD is its heterogeneity.
Patients with ASD present with wide variation
and levels of impairment with different comor-
bidities, and the expression of these symptoms
can change over time. Heterogeneity has been
a huge obstacle in ASD research, but in recent
years, researchers have started to take advantage
of the heterogeneity of ASD. Rather than focus-
ing on “pure autism” (autism not confounded by

intellectual disability) (4, 5), research has now
opened up to examining genetic disorders with
high penetrance of ASD, such as fragile X syn-
drome (FXS), Rett syndrome (RTT), and tuberous
sclerosis complex (TSC), which have now come
to the forefront of translational efforts to find
treatments for subsets of mechanism-based clas-
sification of ASD (6). Complementary to this ef-
fort is the National Institute of Mental Health
(NIMH) initiative to define psychiatric disorders
according to mechanistic descriptions of symp-
tom clusters rather than symptom inventories,
also known as research domain criteria (7, 8). In
ASD, the etiology seems to vary according to the
individual’s genome and interaction with his or
her environment. Genetic heterogeneity and over-
lap with other neuropsychiatric disorders make
it difficult to find a unique risk factor for ASD.
Improved understanding and classification of
ASD-based domains and levels of analysis could
improve precision and treatment efficacy.
Here, we review research on neurodevelop-

mental disorders that spans genes, molecules,
cells, and circuits, as well as the whole individual
and environment. We discuss current efforts and
obstacles in clinical trials and offer recommen-
dations for the future that lead toward precision
medicine.

Genes

The genetic component of ASD susceptibility is
evidenced by twin studies that demonstrated
higher concordance of ASD among monozygotic
than dizygotic twins and has benefited frommod-
ern genome scanning initiatives to yield many
new genesworthy of further study. Genome analy-
sis revealed the association of copy-number var-
iants (such as 15q11-13, 16p11.2, and 22q11.2) and

single-nucleotide variantswithASD. Someof these
variants are de novo (not found in either parent)
and thus easier to deem as causal. Variants that
are not de novo or sequencing variants that are
not obviously deleterious are harder to evaluate.
Several studies have used whole-exome sequenc-
ing to reveal a number of ASD susceptibility genes,
such asCHD8,GRIN2B, and SCN2A. These studies
estimate that 400 to 1000 genes are involved in
ASD susceptibility (9). The vast majority of ASD
susceptibility genes have not yet been identified
and will require much larger cohorts for ade-
quate statistical power, as was necessary for schiz-
ophrenia (10). Germline mutations are not the
only contributor to brain disorders; somatic muta-
tions that affect a subset of brain neurons can
cause epilepsy, brain malformations, and quite
possibly ASD (11). Somatic mosaicism affecting
the brain will confound the genetic analysis of
cohorts, which are almost always based on bulk
DNA derived from the blood and intended to
represent the inherited genome.
Along with larger cohort sizes, identifying

many of the remaining hundreds of ASD suscep-
tibility genes will require thoughtful and inno-
vative study designs. One approach is to study
families with consanguinity to reduce inherited
variation and help identify rare recessive variants
(12, 13). Another approach is to study groups that
are relatively protected from ASD. Because ASD
is much more common among males than fe-
males, focusing on families with a history of se-
vere autism among women appears to enrich for
highly penetrant rare variants (14).
The estimated heritability of ASD is 0.7 to 0.8,

which, while relatively high, leaves room for non-
inherited factors, including de novo mutations
and epigenetic and environmental factors, lead-
ing to a complex risk architecture. Environmental
influences such as perinatal injury and maternal
infection could play an important role in the con-
text of a susceptible genetic background and
contribute to the development of ASD. For in-
stance, premature infants with isolated cerebel-
lar hemorrhage have a 30-fold higher incidence
of ASDs compared to the general population
(15, 16). Other epidemiological studies have im-
plicated activation of thematernal immune system
during gestation as a contributor to the devel-
opment of various neuropsychiatric disorders
(17–19) and more specifically in the development
of autism (19–21). Maternal immune activation
leads to region-specific changes in brain cytokines
(22) and neuropathological changes that can be
detected even in nonhuman primates (23). Inter-
estingly, maternal immune activation is impli-
cated in the exacerbation of syndromic forms of
ASD. For example, maternal immune activation
has been shown to intensify social behavior def-
icits observed in Tsc2+/−mutant mice (24). Final-
ly, the relationship between the gut microbiome
and neurodevelopmental symptoms has attracted
attention (25). Autism and accompanying gastro-
intestinal symptoms are associated with distinct
gut microbial compositions (26). Furthermore,
probiotic treatment can improve both themetab-
olite abnormalities and the behavioral deficits in
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amaternal immune activationmousemodel, sup-
porting a connection between gut microbiome
and autism (27). Further studies are needed to
test how robust these initial observations are and
what cellular mechanisms mediate them.

Molecular and cellular pathways

Every identified ASD susceptibility gene sheds
new light on the cellularmechanisms underlying
ASD. Many of the genes implicated in ASD con-
verge onto a fewmajor signaling pathways: tran-
scriptional control and chromatin remodeling,
protein synthesis and cellular metabolism, and
synapse development and function (6, 28–30).
Although many of these cellular processes are
shared between neurons and nonneuronal cells,
they appear to play roles particularly relevant to
ASD in the brain (Fig. 1).

Transcriptional control and
chromatin remodeling

Several ASD genes influence transcription (31, 32),
including those that are highly penetrant such as

Rett syndrome. MeCP2 (methyl CpG binding pro-
tein 2), which underlies Rett syndrome, is a mo-
lecular multitasker that regulates gene expression
by interacting with chromatin remodeling, tran-
scription, and splicing (33). Initial findings sug-
gested that MeCP2 binds to methylated CpG sites
in the promoters of genes and associates with
chromatin silencing complexes to repress gene
expression (34–36). However, subsequent studies
have demonstrated that MeCP2 also interacts
with chromatin and transcriptional activators to
activate gene expression (37, 38). MeCP2 also me-
diates microRNA-mediated posttranscriptional
control of gene expression (39, 40), as does FMRP
(fragile X mental retardation protein) (41).

Signaling pathways and protein synthesis

One cellular process that has been implicated in
multiple studies is that of mRNA synthesis and
protein translation (28). Two key pathways of
protein synthesis that contribute to synaptic func-
tion are the PI3K/mTOR (phosphatidylinositol
3-kinase/mammalian target of rapamycin) pathway

and the Ras-MAPK (mitogen-activated protein ki-
nase) pathway. These pathways have been linked
to neurodevelopmental disorders and to synaptic
dysfunction.Owing to the availability of specific and
Food and Drug Administration (FDA)–approved
inhibitors, themTOR pathway has beenwell char-
acterized. TSC andPTEN (phosphatase and tensin
homolog) hamartoma tumor syndrome (PHTS)
are two paradigmatic “mTORopathies” such that
loss of TSC1, TSC2, or PTEN function leads to
activation of mTOR kinase activity and high in-
cidence of intellectual disability, seizures, andASD
(42). Othermutations in this pathway that present
with ASD include the neurofibromin 1 (NF1) gene
that results inneurofibromatosis type I.NF1encodes
a guanosine triphosphatase–activating protein that
suppresses the activity of the proto-oncogene Ras
and also alters mTOR activity.
Dysregulation of protein synthesis is a promi-

nent feature of several other neurodevelopmental
disorders, such as FXS (43). FMRP is an mRNA
binding protein that regulates the translation
of mRNAs and is silenced in FXS, resulting in
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Fig. 1. Molecular path-
ways implicated in
neurodevelopmental
disorders. Many of the
genes mutated in individu-
als with ASD fall into
several shared neuronal
processes: transcriptional
control and chromatin
remodeling in the nucleus,
protein synthesis, and
synaptic structure. Pro-
teins encoded by genes
mutated in syndromes
with high penetrance of
ASD are shown in green.
Many of the proteins
(such as MECP2 and
FMRP) have multiple functions and interactions in the cell but are represented with the dominant functional role for the sake of clarity. Abbreviations not
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receptor gamma coactivator 1-alpha); SREBP, sterol regulatory element–binding proteins; HIF1a, hypoxia-inducible factor 1 alpha; ULK1, unc-51–like kinase 1;
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aberrant protein synthesis from key transcripts
implicated in synaptic plasticity (44). Likewise,
while MeCP2 influences expression of several
hundred genes (37), levels of BDNF (brain-derived
neurotrophic factor) and IGF1 (insulin-like growth
factor 1) are reduced inMecp2mutant mice, along
with other molecules that cause both the PI3K/
mTOR and ERK/MAPK pathways to be down-
regulated (37, 45–49). Treatment with recombi-
nant human IGF1 up-regulates these pathways
inmice and induced pluripotent stem cell (iPSC)–
derived human neurons (50, 51) and ameliorates
symptoms in mice (48). Preliminary results in hu-
man trials also appear promising (52). It is im-
portant to remember that PI3K/mTOR and ERK/
MAPK pathways regulate a large number of cel-
lular processes, including transcription, autophagy,
metabolism, and organelle biogenesis andmainte-
nance. The role of each of these cellular processes
in the pathogenesis and therapeutics of ASD re-
mains to be determined.
Disruptions of signaling pathways can change

scaffolding of proteins at synapses. Such changes
may cause neurodevelopmental disorders. PSD95
(postsynaptic density protein 95) anchorsN-methyl-
D-aspartate (NMDA) and AMPA receptors at glu-
tamatergic synapses. PSD95expression is influenced
by PI3K signaling; its levels, as well as excitatory
synaptic transmission, are reduced inMecp2mu-
tant mice (48) and rescued by IGF1 application.
Similarly, SHANK3, which lies in the 22q13.3
deletion region associated with Phelan-McDermid
syndrome (PMS), encodes a synaptic protein that
regulates other protein partners, such as PSD95;
up-regulation of the PI3Kpathway by IGF1 rescues
synaptic deficits in iPSC-derived human patient
neurons (53) and Shank3 mutant mice (54), at
least partly by up-regulating PSD95.
Molecular convergence of pathways implicated

by human genetics of ASD is apparent in studies
of the Fmr1 knockout mouse. First, among the

mRNA binding partners of FMRP are postsyn-
aptic proteins such as SHANK3 and signaling
proteins such as TSC2 and PTEN. Second, a num-
ber of studies in Fmr1 knockout mice indicate
that interfering with protein synthesis in differ-
ent ways can normalize the phenotype of the
knockout mice. Knockout of S6 kinase (55), Cebp
(56), and PI3K (57, 58) is sufficient to ameliorate
aspects of the Fmr1 knockout pathogenesis, rais-
ing the possibility of having multiple potential
targets for intervening with loss of FMRP. Dys-
regulation of metabotropic glutamate receptor
(mGluR) and aberrant mGluR-dependent long-
term depression (LTD) have been reported first
in FXS mouse models (59, 60) and in several
other ASD animal models, including Nlgn3
(neuroligin 3) knockout and 16p11.2 knockout
(61, 62). Although we do not yet know if murine
hippocampal LTDmodels the human ASD brain
function, these findings raise the possibility that
convergent cellular and molecular pathway tar-
gets exist in subsets of ASDs.

Brain regions and neural circuits

Molecular pathways in brain cells affect the func-
tion of neurons and synapses, and hence neu-
ronal connectivity and circuits, to modify brain
function. However, we lack insight about the brain
regions and neuronal circuits underlying ASD.
We do not yet know whether one cell type or cir-
cuit is crucial for the behavioral deficits observed
in ASD patients. It is likely that different gene mu-
tations perturb the neural circuitry underlying
social interactions and repetitive behaviors at differ-
ent nodes, resulting in a complicatedmatrix of genes,
brain regions, and behavioral correlates (Fig. 2).
Histopathological and imaging-based evidence

that implicates specific brain regions and circuits
underlyingASD is limited. Thepathological studies
are hampered by small sample size, and thus
there is an urgent need for systematic and wide-

spread collection of pathological specimens from
those affectedwith awide range of ASD. Imaging
studies have been performedmostly on thosewith
high-functioning ASD because patients must be
able to tolerate and comply with magnetic reso-
nance imaging (MRI) protocols. Thus, although
the functional MRI studies performed to date
implicate certain areas of the brain in the “high
functioning” ASD group, it is not clear whether
the same circuits are involved in those who have
more severe cognitive deficits. It is also possible
that differences betweenASD and control groups
identified in such studies do not represent the
aberrant circuits that are causally related to the
behavioral abnormalities, but instead represent
the activation of other brain regions that com-
pensate for the neural circuitry abnormalities.
Clinical protocols that enable MRI studies in ASD
patients with intellectual disability and thosewho
are younger will enhance our understanding of
ASD and its associated neural circuitry. Such
studies performed in individuals with genetically
identified subsets of ASD may also shed light on
genotype-phenotype correlations (63, 64).
In addition to functionalMRI, complementary

techniques to investigate neuronal connectivity
such as structural MRI, diffusion tensor imaging
tractography, near-infrared spectroscopy, magneto-
encephalography, and EEG can contribute to our
understanding of brain connectivity at different
time scales andwith different spatial resolutions.
It is likely that we will need to corroborate the
findings from one modality with that from oth-
ers to determine the most robust connectivity
abnormalities in ASD. Some of these techniques
may be more amenable for individuals at differ-
ent ages and at different functional levels.
Studies in genetic mouse models of ASD sug-

gest abnormalities in specific brain regions, as
well as in certain cell types. Two studies analyzed
the coexpression patterns of a number of ASD
genes in the human brain (65, 66). One study
found enrichment inmid-gestation layer 5/6 cor-
tical projection neurons, and the other found
enrichment in superficial cortical layers andgluta-
matergic projection neurons. Although the exact
layers of the cortex involved were different in the
two analyses, the fact that cortical projection neu-
rons were indicated in both studies is potentially
important.
In addition to cortical projection neurons, there

is increasing evidence for the role of other neuro-
nal subtypes in the pathogenesis of ASD. Multi-
ple mouse models of ASD display reduction in
parvalbumin (PV)–cell density in the neocortex
(67). PV knockout mice display behavioral pheno-
typeswith relevance to the core symptoms present
in human ASD patients (68). In contrast, other
groups have reported a selective increase in PV-
immunopositive interneurons in the CA1 andCA3
subfields and calretinin-immunopositive neurons
in CA1 in patients with ASD (69). Loss of PTEN in
mice results in a preferential loss of a different sub-
type ofGABAergic (g-aminobutyric acid–releasing)
neurons, somatostatin (SST) interneurons (70).
Interneuron-specific deletions of ASD-related
genes result in neurodevelopmental deficits in

SCIENCE sciencemag.org 20 NOVEMBER 2015 • VOL 350 ISSUE 6263 aab3897-3

Fig. 2. Hypothetical
matrix of genetic
mutations and brain
regions mapping
onto behavioral pro-
files. The approach to
focus on mechanistic
descriptions of symp-
tom clusters rather
than symptom inven-
tories requires an
understanding of the
neural circuit(s)
underlying these
behavioral symptoms. One way to examine the neural circuits in animal models is to probe the rela-
tionship between a gene’s function in a certain brain region and the behavioral deficits in the animal. Use
of conditional knockout mice has started to provide such information in certain genetic diseases such as
TSC and RTT (93, 118). This matrix represents a hypothetical framework, which needs to be populated
by future experimentation. One concrete example of this approach is currently in effect in epilepsy.
Absence seizures are thought to arise from voltage-gated calcium channel dysfunction in the thalamus
and respond best to ethosuximide treatment. In contrast, complex partial seizures occur as a result of
increased excitation or decreased inhibition and thus respond to glutamate antagonists or GABAergic
agonists. Such delineation of genetic, cellular, and circuit defects also may prove helpful in treating
behavioral deficits associated with ASD with better precision.
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mice. For example, loss ofMeCP2 fromGABAergic
interneurons leads to autistic-like repetitive move-
ments, seizures, and deficits in auditory event–
related potentials (71, 72). Deficits in inhibitory
neurotransmission, alongwith altered balance of
excitation and inhibition (73), have been consist-
ently observed in cortical and hippocampal neu-
rons and circuits in diversemousemodels (74–77).
In addition, the reversal potential of GABAmay
not mature fully when specific ASD genes are
mutated, causingGABA to be depolarizing rather
than hyperpolarizing (78). Consistent with these
findings, a propensity for seizures is a major
phenotype of ASDs. Taken together, these find-
ings make a compelling case for dysregulation of
inhibition as having a major role in neurodevel-
opmental disorders. More generally, cell type–
specific and brain region–specific deletion of ASD
genes is crucial for dissecting the circuit patho-
physiology of ASD and in tying it to distinct symp-
tom domains.
Connections between basal ganglia and cortex

may underlie certain aspects of ASD.Neuroligin1
knockoutmice exhibit ASD-like repetitive behav-
iors and abnormal corticostriatal synapses (79).
Neuroligin3 mutants have similar abnormalities,
but the defect appears to be due to a selective
synaptic impairment in the nucleus accumbens/
ventral striatum (80). SHANK3 is expressed in
the basal ganglia, and Shank3 knockout mice
exhibit repetitive grooming behavior, abnormal
social interactions, and changes at corticostriatal
synapses (81).
The cerebellum is implicated in the patho-

genesis of ASD via histopathology, imaging, and

epidemiological studies of injury. First, neuro-
pathological studies demonstrate loss of cerebel-
lar Purkinje cells in individuals diagnosed with
ASD versus typically developing controls (82–85).
Second, imaging studies of patients diagnosed
with ASD indicate gray and white matter abnor-
malities in the cerebellum, dating to early child-
hood (86–90). Premature infants with isolated
cerebellar hemorrhage have a higher incidence
of ASDs, suggesting that cerebellar dysfunction
early in life contributes to the pathogenesis of
autism (15, 16). The developmental vulnerability
of this circuit is further illustrated by study of
genetic syndromes associated with ASD. Positron
emission tomography studies in pediatric TSC
patients with ASD demonstrate hypermetabolism
in the cerebellar nuclei—the output of the cere-
bellar cortex—in TSC patients with ASD but not
in TSC patients without ASD (91). The selective
loss of Tsc1 or Tsc2 genes in the output cells of
the cerebellum, the Purkinje neurons, appears to
be sufficient to lead to an autistic-like phenotype
in the two mouse models of TSC (92, 93). These
findings suggest that abnormal cerebellar func-
tion contributes to ASD.
Non-neuronal cells in the brain such as astro-

cytes and microglia have also been implicated in
the pathogenesis of neurodevelopmental disorders
(94). Astrocyte processes extend into excitatory
synapses, and they influence synaptic develop-
ment (95) and synaptic transmission via uptake
of glutamate (96), as well as by calcium-mediated
alterations in synaptic function and plasticity
(97, 98). ASD genes such as Fmr1 andMecp2 are
now known to influence astrocyte function (99).

Astrocytes express mGluRs, providing a pathway
formGluR signaling to influence fragile X patho-
physiology (100). Astrocyte-specific restoration of
MeCP2 in Mecp2 mutant mice restores function
(101). Microglia also shape neuronal development
and plasticity, and modulate synaptic transmis-
sion in the adult brain, via cytokine and chemo-
kine release, as well as phagocytosis (102, 103).
Transplantation of wild-type microglia has been
reported as reversing symptoms in a mouse mod-
el of Rett syndrome, though the interpretation of
these findings remains controversial (104, 105).

Treatments

Despite themany discoveries in basic neuroscience
and human genetics, FDA-approved drugs for
ASD patients are limited to risperidone (a dopa-
mine antagonist) and aripiprazole (a dopamine
agonist), which are both aimed at treating ir-
ritability and not the core features of ASD. Given
the large number of genes that potentially confer
ASD risk, the genetic heterogeneity of ASDpresents
a substantial obstacle to development of one-
size-fits-all therapies. One can imagine several
scenarios. It would be ideal to have one treat-
ment for all causes of ASD. This seems rather
unlikely; ASD is not one disease, and some ge-
netic causes of ASD appear to have diametrically
oppositemanifestations at the synaptic level (106).
It is also equally unlikely that different interven-
tions can be developed for every genetic cause of
ASD. So, themost realistic (and hopeful) scenario
is that there will be a convergence upon a fewmo-
lecular and circuit pathways that can be targeted
by a limited number of interventions. The current
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Table 1. Clinical trials for genetically defined neurodevelopmental disorders.The table lists the trials listed for genetic syndromes highly associated with ASD

according to a search on the clinicaltrials.gov website on 30 July 2015.Only actively recruiting or recently completed trails are included.The final column lists primary
or secondary end points with relevance to neurodevelopment.

Disorder Study drug ASD/neurocognitive outcomes

Tuberous sclerosis Everolimus (RAD001)

ASD, memory, language skills, cognition,

general executive function outcomes,

behavioral changes, frequency or reduction

of epileptiform events, reduced mTOR signaling
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Rett syndrome

rhIGF-1 Behavior, cognition, cortical function, motor function
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Fingolimod (FTY720) Slow regression of motor or language skills
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Dextromethorphan Seizures, behavioral problems, cognition
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Glatiramer acetate Epileptic activity, general behavior
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

NNZ-2566 EEG, behavior, autonomic function
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Fragile X syndrome

Acamprosate
Inattention or hyperactivity, social impairment,

behavior, cognition
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

NNZ-2566 Behavior, global and functional outcome measures
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Ganaxolone Behavior, anxiety, attention, cognition
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Metadoxine (MG01CI) Attention-deficit hyperactivity disorder
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Epigallocatechin-3-gallate (EGCG) Improve intellectual disability, learning, memory, language
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Angelman syndrome Minocycline Motor development, behavior, cognition, language
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Down syndrome

RG1662 Cognition, behavior
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Low-dose nicotine Cognitive improvement
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Donepezil (E2020) Activities of daily living
. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ..

Thyroid hormone and folinic acid Psychomotor development
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Phelan-McDermid syndrome rhIGF-1 Behavior, language, motor skills
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .
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focus is on the genetic syndromes with high pen-
etrance of ASD symptoms, often caused by single-
gene mutations (Table 1). That mouse models of
many of the syndromes associated with ASD re-
spond positively to treatment, even in adulthood
(107–109), has further bolstered optimism about
the utility of pharmacological treatments in these
disorders.
One of the first attempts at testing mechanism-

based therapies in ASD was performed in FXS.
The mGluR theory of fragile X predicted that
many symptoms of FXS are due to exaggerated
responses to activation of mGluRs. This was dem-
onstrated to be true in many animal models of
FXS (110). Nonetheless, two mGluR antagonists
(one made by Roche and another by Novartis)
failed to show efficacy in phase 2 trials (111). These
negative results highlight the difficulties associ-
ated with clinical trials in neurodevelopmental
disorders: Did the drugs engage their targets in
the central nervous system?Were the end points
chosen dynamic within the duration of the trial?
Was the placebo effect too large? Was the right
group of patients (e.g., patients at an appropriate
stage of symptoms, or a subset with a particular
genotype) chosen for enrollment?

Another important issue raised by these studies
is how to best utilize animal models for devel-
oping therapies. Physiological and behavioral
analyses in mice have been crucial for advancing
our understanding of circuitry underlying social
interactions and repetitive behaviors. However,
a “good” mouse model needs to have both con-
struct and face validity (112). More important,
the circuit that is being analyzed needs to have
some direct relevance to outcome measures in
humans. Only then can the pharmacological in-
terventions that modulate that circuit be trans-
lated effectively from mice to humans.
It is surprising that relatively few pharmaco-

kinetic and pharmacodynamic (PK/PD) relation-
ships are tested in preclinical studies in mouse
models of neurodevelopmental disorders. Although
the pharmacokinetics will not be the same for a
compound in mice and humans, understanding
howmuch of the target needs to be engaged and
over what period of time it must be engaged to
achieve efficacy is crucial to interpret the pre-
clinical data correctly and translate the findings
to clinical studies. To identify the correct target,
more detailed preclinical studies will be necessary
going forward. In terms of early-stage clinical

trials,many interventions look promising in open-
label studies but fail to show efficacy when com-
pared to placebo. Thus, more placebo-controlled
phase 2 trials will be needed.
Biomarkers can be crucial for predicting sub-

jects most likely to respond to a test drug, con-
firming target engagement, and detecting early
signals of efficacy. Finding biomarkers that will
segregate similarly diagnosed ASD patients into
subsets of biologically more homogeneous popula-
tions is a critical feature of good clinical trial design.
A “stratification biomarker” can be a biochemical
measure from patient samples, a structural fea-
ture of a human imaging study, or a functional
feature of an imaging or electrophysiological
study. Aside from stratification, biomarkers can
also be helpful in early diagnosis and assessing
phenotype and severity, as well as measuring
PK/PD in drug studies. Given that ASD repre-
sents circuit dysfunction, biomarkers that allow
us to examine ASD-related circuits are likely to be
most relevant. Especially, translatable biomarkers
that can be used in both mouse models and hu-
man subjects can be particularly powerful [e.g., EEG,
MRI, visual or auditory evoked potentials, or
eye-blink conditioning (64, 113–115)]. Similarly,
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iPSCs

mTOR inhibitor mGluR5 antagonist IGF-1 ?
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Fig. 3.Translational research and clinical trials in ASD.Translational studies
in ASD have gained momentum from genetically defined causes such as FXS,
TSC, and RTT. The patients with these disorders are phenotyped in detail by
means of advanced imaging and electrophysiology studies, with the aim of
identifying potential biomarkers.There are cell-basedmodels (both rodent and
human) as well as mouse models of these syndromes, enabling preclinical
trials. Together, these efforts have led to clinical trials in some of these dis-
orders. Based on the preclinical trials, the hypothesis is that different etiologies

of ASD will respond to different therapies, such as mTOR inhibitors (TSC and
PTEN), mGluR5 antagonists (FXS and 16p11.2 deletion), and IGF-1 (RTTand
PMS). Subsets of nonsyndromic ASD patients may also benefit from one
of these therapies, but further studies will be required to provide the tools
and methods to stratify the individuals with nonsyndromic ASD into treat-
ment groups. It is important to remember that the discovery cycle will likely
take more than one round to achieve safe and effective therapies for these
disorders.
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outcomemeasures that are circuit-based may be
more fruitful in detecting efficacy rather than
measuring global functioning. A panel of relevant
biomarkers, which together provide a unique pro-
file of a patient, may be a crucial component of
precision trial design in the future.
One of the most important questions about

treatments is whenmechanism-based treatments
need to be initiated. Since the behavioral mani-
festations of ASD occur quite early in development,
one may have to intervene before symptoms
arise. Animal models of syndromic ASD indicate
that restoring function well into adulthood can
rescue some of the symptoms of the disease
(107–109). It is not yet clear if the same is true in
humans and what exactly the critical windows
for treatment are. However, regardless of age at
treatment onset, relevant biomarkers and ef-
ficacy measures would be important for estab-
lishing the effectiveness of treatment.
One potential new tool to identify subjects

who are likely to respond to a test drug is iPSC-
derived neurons. This technology allows the pos-
sibility of testing the effects of a compound on a
patient’s neurons first before giving it to the pa-
tient. Modeling the effects of mutations in iPSC-
derived neurons can be informative about the
molecular and cellular defects but is unlikely with
the current technology to provide insights on the
emergent dysfunctions at the level of neuronal
circuits. Nonetheless, a preliminary testing of ef-
ficacy in a patient’s iPSC-derived neurons should
be a vital component of trial design for precision
medicine.
Since many of the diseases being targeted in

these initial trials are genetic, they may be ame-
nable to gene therapy in theory. Gene therapy
using viral vectors is undergoing a renaissance
and may be particularly applicable to diseases
that arise from loss of function of a particular
gene such asMECP2 or CDKL5 (cyclin-dependent
kinase-like 5). Aside from the delivery issues, one
must pay close attention to the dosage effects,
because many of the genes that result in an ASD-
related phenotype also have deleterious effects
when they are expressed at high dosage. Thus,
expression of the exogenous genes may have to
be regulated tightly in spatial and temporal terms,
as well as levels of expression.
If we reach success in single genetically de-

fined syndromes, there will be two new road-
blocks in generalizing these findings to the larger
ASD population. First, such an extension will re-
quire a comparative analysis of the different ge-
netically defined causes of ASD to determine
whether effective treatments in one may also be
effective in another (Fig. 3). Such comparative
understanding of the genetic etiologies underly-
ing ASD is in its infancy (106). A second and
more difficult hurdle will be applying these find-
ings to the “idiopathic” genetically unknown or
undefined ASD population. Currently, we do not
have an analytical tool to determine if an indi-
vidual with ASD would benefit from a treatment
that is effective, for example, in TSC or in FXS. A
marker to classify patients according to genetic,
biochemical, or circuit abnormalities does not

yet exist. However, even single-gene conditions
involve multiple potential targets, and combina-
tion therapies are likely to bemore effective than
single drugs for single targets (47). The success
of targeted pharmacological interventions would
require integration of multiple kinds of data:
knowledge of the genetic mutation and its sig-
naling pathways and synaptic molecules, effec-
tiveness of the therapy on neuronal and synaptic
phenotypes in patient-derived neurons and non-
neuronal cells in culture, and even analysis of
transplanted human neurons in mice.
Although pharmacological treatments may

normalize neuronal and synaptic abnormalities,
cognitive function is still dependent on complex
circuits and interaction of the individual with his
or her environment. Thus, pharmacological treat-
ments alone may not be sufficient to reach the
optimal outcome without behavioral treatments.
Behavioral interventions appear promising in
mousemodels (116, 117) and could be combined
with pharmacological interventions in future
clinical trials. While simply correcting the syn-
aptic abnormality with a pharmacological agent
may not be sufficient to affect behavioral changes,
it could accelerate the rate of learning and so-
ciability in the setting of behavioral interventions.
Although combining treatments adds complexity
to the trial design, a few such trials are in the
planning stages. Trials based on a mechanistic
understanding of the disease, performed on a
well-defined group of subjects, with evidence
of target engagement and supportive biomarkers,
are the most likely to succeed. Once such trials
prove effective in the highly penetrant genetic
syndromes, the next challenge will be to identify
patients with idiopathic autism whomay benefit
from the same treatment. Such an approach will
finally realize the notion of precisionmedicine for
autism and related neurodevelopmental disorders.
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Bidirectional Notch signaling
regulates Drosophila intestinal
stem cell multipotency
Zheng Guo and Benjamin Ohlstein*

INTRODUCTION: In the Drosophila adult
midgut, multipotent intestinal stem cells
(ISCs) produce two types of daughter cells:
nutrient-absorbing enterocytes (ECs) and
secretory enteroendocrine (ee) cells. Notch
signaling between ISCs and their daughters
directs the proper specification of both of
these cell types. Previous work suggests that
ISCs expressing high levels of the Notch
ligand Delta (Dl) strongly activate the Notch
signaling pathway in their daughters and
result in their differentiation into ECs. By
contrast, ISCs that express low levels of Dl
direct their daughters to become ee cells.
However, in this unidirectional Notch sig-
naling model, the mechanisms regulating dif-
ferential Dl expression in ISCs are poorly
understood.

RATIONALE:During Drosophila pupal mid-
gut development, pupal ISCs only make ee
cells. Therefore, we examined how ee cells
are made and evaluated the role of Notch
signaling function during this developmen-
tal time window. On the basis of insights
obtained from pupal development, we also
asked whether similar mechanisms were used
by ISCs in the adult midgut to generate ee
cells.

RESULTS: The ee cell fate marker Prospero
(Pros) appeared in pupal ISCs at 44 hours
after pupal formation (APF). From 44 to 96
hours APF, ISCs first divided asymmetrically,
generating one ISC and one ee cell, followed
by symmetric division of both ISCs and ee
cells, resulting in a pair of ISCs and a pair of ee
cells. During ISC asymmetric divisions, Pros
was asymmetrically segregated to the basal
daughter cell, a process that depended on
the function of the Par complex. After ISC
asymmetric division, the ee daughter cell
expressed the Notch ligand Dl and activated
the Notch signaling pathway in ISCs. Loss of
Notch signaling in pupal ISCs induced all
stem cells to differentiate into ee cells,
whereas low-level activation of Notch sig-
naling in pupal ISCs blocked ee cell forma-
tion. During ee symmetric divisions, Pros
distribution was symmetric; however, cell
polarity and Notch signaling remained
asymmetric. Loss of Notch signaling between
progeny of ee symmetric divisions disrupted
expression of peptide hormones in ee cells,
indicating a role for Notch signaling in proper
ee specification.We also investigated theNotch
pathway in adult ISCs and confirmed that
postmitotic Notch signaling from ee daughter
cells also regulates ISC multipotency.

CONCLUSION: Consistent with previous
work, high levels of Dl in ISCs activate high
levels of Notch in the daughter cell, promot-
ing EC differentiation. In contrast, after asym-
metric localization of Pros, ISCs require a
low Notch signal from their immediate ee cell

daughters to maintain mul-
tipotency. Thus, Notch sig-
naling is both bidirectional
and context-dependent.
Previous work also has
suggested that ISCs re-
main basal during EC for-

mation and that basal ISCs activate the Notch
pathway in daughter cells. Our data show that
ISCs are apically located during ee cell forma-
tion and that basal ee cells activate the Notch
pathway in ISCs. Therefore, Notch signaling is
always unidirectional in terms of polarity: Basal
daughter cells express the Notch ligand Dl in
order to activate the Notch signaling pathway
in daughters after asymmetric ISC divisions.
Our work provides further evidence that

mechanisms regulating tissue homeostasis
are more conserved between the Drosophila
and mammalian intestine than previously
thought. Inhibition of Notch signaling in the
mouse intestine induces crypt base columnar
stem cell loss and secretory cell hyperplasia,
and ectopic Notch signaling promotes EC dif-
ferentiation. Loss of Notch signaling in Dro-
sophila ISCs also leads to stem cell loss and
premature ee cell formation, whereas high
Notch signaling promotes stem cell differ-
entiation into ECs. Because Notch signaling
also plays important roles in common lymph-
oid progenitors making B cells and T cells, and
in airway basal cells making secretory cells
and ciliated cells, it is tempting to speculate
that bidirectional Notch signaling may regu-
late multipotency in these and other pro-
genitors and stem cells.▪
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Bidirectional Notch signaling and unidirectional polarity. Left: During enteroendocrine cell (ee) formation, the Par complex induces
asymmetric segregation of Prospero (Pros), and the Notch signaling ligand Delta (Dl) is expressed in a basal Pros+ ee. Low Notch signaling from
a basal ee to an intestinal stem cell (ISC) maintains ISC identity. Right: During enterocyte (EC) production, strong Notch signaling from a basal
ISC to an enteroblast (EB) promotes EC differentiation.
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Bidirectional Notch signaling
regulates Drosophila intestinal
stem cell multipotency
Zheng Guo and Benjamin Ohlstein*

Drosophila intestinal stem cells (ISCs) generate enterocytes (ECs) and enteroendocrine
(ee) cells. Previous work suggests that different levels of the Notch ligand Delta (Dl) in
ISCs unidirectionally activate Notch in daughters to control multipotency. However, the
mechanisms driving different outcomes remain unknown. We found that during ee cell
formation, the ee cell marker Prospero localizes to the basal side of dividing ISCs. After
asymmetric division, the ee daughter cell acts as a source of Dl that induces low Notch
activity in the ISC to maintain identity. Alternatively, ISCs expressing Dl induce high Notch
activity in daughter cells to promote EC formation. Our data reveal a conserved role for
Notch in Drosophila and mammalian ISC maintenance and suggest that bidirectional Notch
signaling may regulate multipotency in other systems.

T
he Drosophila midgut is maintained by
multipotent intestinal stem cells (ISCs) that
give rise to either absorptive enterocytes (ECs)
or hormone-producing enteroendocrine (ee)
cells (1, 2). ISCs orchestrate the proper deve-

lopmental and regenerative ratios of differentiated
cell types. However, the mechanisms that control
multipotency of ISCs remain an enigma. Previous
work (3) suggested that high levels of the contact-
dependent Notch signaling pathway ligand Delta
(Dl) in ISCsdrive high levels ofNotch activity in the
daughter cell, resulting in EC formation, whereas
low levels of Dl in ISCs drive low levels of Notch
activity in the daughter cell, resulting in ee cell
formation (fig. S1A). How the ISC achieves diffe-
rential Dl expression remains unknown.

ISC asymmetric divisions specify
ee cells

During pupation, ISCs only give rise to ee cells,
providing a unique platform to explore Notch
signaling in multipotency decision (4, 5). To
identify the time during which Notch signaling
may be required, we first characterized the gen-
eration of pupal ISCs and ee cells. The progenitor
driver esg-Gal4 (1), driving UAS-GFP [green fluo-
rescent protein (esg>GFP)], and the ee cell marker
Prospero [Pros (1, 2)] were used to quantify wild-
type ISC and ee cell numbers between 24 and 96
hours after pupal formation (APF) (Fig. 1A). Punc-
tate Pros staining was first detectable in the
anterior midgut at 44 hours APF (Fig. 1, B and
B´); by 54 hours APF, Pros was present in the
entire intestine (fig. S1B). At 44 hours APF, ISC
number was almost 600. From 44 to 54 hours
APF, ISC number (GFP+, Pros–) dipped to ~270,

followed by an increase to ~1200 (green line, Fig.
1A) by 96 hours APF. From 44 to 96 hours APF,
Pros+ cell number increased from 0 to ~1200 (red
line, Fig. 1A), resulting in a total of 2400 cells by the
endof pupation at 96hoursAPF (blue line, Fig. 1A).
To determine how ~600 ISCs amplify by a fac-

tor of 4 to give rise to an equal ratio of ISCs and
ee cells during this time, we induced wild-type
MARCM (mosaic analysis with repressible cell
marker) clones (6) at different time points during
pupal development and quantified the cellular
composition of clones at 96 hours APF (Fig. 1, C
and E). Using the MARCM system, homozygous
clones become positively labeled with GFP after
flippase-catalyzed recombination. When clones
were induced at 36 hours APF, 61.2% of them (n =
96) were four-cell clones containing two ISCs and
two Pros+ ee cells (Fig. 1, D and D’, and fig. S1C).
When cloneswere induced at 48 hours APF, 67.1%
of clones (n = 137) contained two cells (fig. S1D),
with 43% containing two ISCs (Fig. 1, F and F´)
and 57% containing two ee cells (Fig. 1, G and G´).
These data suggest that from 44 to 96 hours APF,
ISCs first divide asymmetrically, generating one
ISC and one ee cell, followed by symmetric
division of both ISCs and ee cells, resulting in a
pair of ISCs and a pair of ee cells (Fig. 1C).
To further investigate pupal ISC and ee cell

division order and outcomes, we induced wild-
typeMARCMclones at 30hoursAPFandexamined
the cellular composition of clones at 56 hours
APF (fig. S1F). We found that 63.5% of clones (n =
52) were two-cell clones containing one ISC and
one Pros+ ee cell (fig. S1, E to H). An additional
13.5% of clones were three-cell clones containing
one ISC and twoPros+ ee cells (fig. S1, E, F, I, and J).
These data confirmed that the first ISC division
was asymmetric and suggested that ee cells sym-
metrically divide prior to the initiation of ISC
symmetric divisions.

After identifying the time period during which
ee cells are generated, we next sought to deter-
mine the mechanism by which an asymmetric
outcome of the initial ISC division is achieved to
give rise to an ee daughter. From 44 to 56 hours
APF, Pros asymmetrically localized to the basal
side of dividing ISCs (Fig. 1, H to N, and fig. S1, L
to P). Asymmetric Pros distribution began at pro-
metaphase (Fig. 1H) (n = 50), generated a basal
crescent pattern duringmetaphase and anaphase
(Fig. 1, I to K) (n = 200), and localized into the
basal cell nucleus during cytokinesis (Fig. 1N)
(n = 100). During anaphase and telophase, the
original apical daughter cell extended a basal pro-
trusionwhose presence correlatedwith itsmove-
ment toward a basal position (Fig. 1, J to N, and
fig. S1K) (n = 50). At the end of the asymmetric
division, both daughter cells were basally located
(Fig. 1N) (n = 100).
In Drosophila neuroblasts (NBs), the Par com-

plex supplies an apical cue establishing apical-basal
(A-B) polarity to ensure asymmetric segregation
of Miranda (Mira) into the basal cell (7–9). Mira
functions as an adaptor protein that binds Pros
and forms a crescent that is basally localized in
mitotic cells (10–14). After asymmetric division,
Mira is degraded, releasing Pros from the basal
cell membrane and allowing Pros to translocate
into the nucleus (10, 11, 15–18). By using anti-
bodies toMira and Bazooka (Baz; the homolog of
Par-3 and a core component of the Par complex),
we found that Mira colocalized with Pros during
ISC asymmetric divisions (Fig. 2, A and B, and
fig. S2, A and B). By contrast, Baz localized to an
apical crescent, which was mutually exclusive with
Pros staining during ISC asymmetric divisions
(Fig. 2, C and D, and fig. S2, C to E). To disrupt
A-B polarity, we used the temperature-inducible
progenitor cell driver esg-Gal4 tub-Gal80ts (esgts)
(1) to drive RNA interference (RNAi) against
baz, and transferred animals to the permissive
temperature (30°C) from 24 to 48 hours APF
(see supplementary materials for experimental
details of howdevelopmental milestones at 18°C
and 30°C were normalized to pupal development
at 25°C).Whereas we observed asymmetric local-
ization of Pros in wild-type ISCs, knockdown of
Baz resulted in the even distribution of Pros on
cell membranes during mitosis (Fig. 2, E and F).
In addition to its role in segregating proteins to
the basal membrane during NB divisions, Baz
controls mitotic spindle orientation (7, 8, 19). We
quantified wild-type (esg>GFP) and esg ts>baz
RNAi ISCmetaphase spindle orientation bymea-
suring the angle formed between the basal cell
membrane and dividing spindles (Fig. 2, G and
H, and fig. S2, F to J). Whereas wild-type ISC
metaphase division angles concentrated around
80° (Fig. 2I), esg ts>baz RNAi ISC division angles
were randomly spread (Fig. 2J). At 64 hours APF,
as a consequence of disrupting Pros asymmetric
segregation relative to the wild-type control
(Fig. 2K), esg ts>baz RNAi intestine contained a
cluster of four GFP+ cells that were all Pros+

(Fig. 2L). To confirm baz RNAi results, we gen-
erated baz4 MARCM clones at 24 hours APF
and examined them at 92 hours APF. Every
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control wild-type MARCM clone had Pros– ISCs
(n = 128; Fig. 2M), whereas 45% of baz4 clones
contained only Pros+ ee cells (n = 71; Fig. 2N).
Therefore, asymmetric distribution of Pros by
the Par complex is critical for proper ee cell
specification and ISC maintenance.

ee cells activate Notch in ISCs

To determine the role of Notch signaling during
ISC asymmetric divisions, we stained for expres-
sion of Dl and the Notch response element LacZ
(NRE-lacZ) from 40 to 51 hours APF. At 40 hours
APF, Dl was not detectable in ISCs (fig. S3A).
However, by 44 hours APF, Dl, but notNRE-lacZ,
was present in ISCs (fig. S3, B and C). At 48 to
51 hours APF, after asymmetric division of
ISCs, Dl became localized to Pros+ ee daughter
cells (Fig. 3A), whereas NRE-lacZ staining was
present in pupal ISCs (Fig. 3B and fig. S3D).
Together, our data demonstrate that ee cells
induce Notch activity in pupal ISCs after asym-
metric divisions.

To knock down Notch signaling during pupa-
tion, we used esgts to drive UAS-Dl RNAi and
transferred animals to the permissive temper-
ature (30°C) from 24 to 92 hours APF (Fig. 3C).
Relative to control intestine (Fig. 3D), knock-
down of Notch signaling in pupal ISCs led to all
esg ts>Dl RNAi; GFP+ cells expressing Pros at the
end of pupation (Fig. 3E and fig. S3E), which
suggests that knockdown of Notch signaling dur-
ing pupal development results in loss of pupal
ISCs. We next followed the fate of pupal GFP+

cells into adulthood (Fig. 3C). In control esg ts

intestine, all intestinal progenitors were GFP+

(Fig. 3F and fig. S3G) at 3 days after eclosion
(AE). By contrast, esgts>Dl RNAi intestine con-
tained either no GFP+ cells (Fig. 3G) or only rare
ones (fig. S3F) at 3 days AE. Similar results were
obtained using UAS-Notch RNAi and UAS-
NotchDN (a Notch receptor that can bind the
ligand Dl but lacks the transcription regulation
domain Cdc10) (20) (fig. S3, H and I), which
suggests that knockdown of Notch signaling

during pupal development results in loss of
ISCs.
In addition, to identify the precise time win-

dow in which Notch is required for maintaining
stem cell identity, we cultured esgts> Dl RNAi
and esg ts>Notch RNAi flies at 18°C for various
times corresponding to 42, 53, 64, 76, and 87 hours
APF at 25°C. Pupae were then transferred to 30°C
to permit esg-Gal4 expression. Intestines were ex-
amined before eclosion, as assessed by the ap-
pearance of black wings and mature bristles (21)
(fig. S4A). At or before 53 hours APF, knockdown
of Notch signaling in ISCs resulted in ISC loss (fig.
S4, B and C). After 64 hours APF, knockdown of
Notch signaling had no effect on ISC mainte-
nance (fig. S4D). Therefore, Notch signaling is
required to maintain ISC fate for only a brief
period after asymmetric division.
To corroborate the RNAi knockdown results,

we generated Notch55e11 null MARCM clones at
24 hours APF and examined them at 92 hours
APF (Fig. 3C). In wild-type MARCM clones, about
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Fig. 1. ee cells are specified by ISCs asymmetric divisions. (A) Numbers
of ISCs (Prospero- esg>GFP+) and ee cells (Prospero+) during pupal develop-
ment. Each data point represents one pupal midgut. Curves were generated by
connecting adjacent average value positions. (B) Pros staining at 44 hours APF.
Here and in all images, blue indicates 4´,6-diamidino-2-phenylindole (DAPI)
and red indicates Pros; green indicates esg>GFP except where otherwise spe-
cified. (C and E) Schematic representation of wild-type MARCM clones and
their outcomes induced at 36 hours APF (C) or 48 hours APF (E) and examined

at 96 hours APF. (D) A four-cell clone (green) induced at 36 hours APF contains
two Pros+ cells and two ISCs [arrowhead in (D´)]. (F and G) Two-cell clones
inducedat 48hoursAPFcontain either two ISCs (Pros–) (F) or twoee cells (Pros+)
(G). (H to N) Pros asymmetrically localizes to the basal side during ISC mitosis.
The apical daughter gradually moves toward the basal side during anaphase [(J)
and (K)] and telophase [(L) to (N)]. The apical daughter extends a projection
toward the basal side during telophase [arrowhead in (L) and (M)]. Insets in (H) to
(N), DAPI; insets in (I´), (M´), and (N´), a-tubulin. Scale bars, 10 mm.
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50% of the cells were Pros+ ee cells (356 ee cells
in 744 clone cells, clone numbern= 128) (Fig. 3H).
However in Notch55e11 clones, 100% of cells
were ee cells (479 clone cells, n = 79) (Fig. 3I).
ISCs in wild-type clones had generated ECs by
3 days AE (Fig. 3J). By contrast, Notch55e11 clones
contained only Pros+ cells (Fig. 3K). Further-
more, at 10 days AE, Notch55e11 clones were no
longer present, presumably replaced by normal
tissue turnover (2). Similar results were obtained
with a null mutant allele of Delta (DlRevF10) (3)
(607 ee cells in 622 clone cells, n = 73) (Fig. 3L).
Together, our results demonstrate that Notch
signaling is required for preventing pupal ISC

differentiation into ee cells, thereby maintain-
ing ISC identity.

EMC divisions are symmetric
and asymmetric

Consistent with our cell counting and wild-type
clonal analysis, from 56 to 78 hours APF, Pros+ ee
cell division was symmetric in terms of Pros dis-
tribution (Fig. 4, A and B). We refer to ee cells
capable of dividing as enteroendocrine mother
cells (EMCs). We quantified metaphase division
angles of dividing EMCs and found that they
centered around 50° (Fig. 4C and fig. S5, A and
B). We next determined the pattern of Mira and

Baz localization during EMC division. Whereas
Mira was not detectable (Fig. 4D), Baz was still
present in an apical crescent (Fig. 4E and fig. S5,
C and D). Our data demonstrate that EMC divi-
sions are symmetric for Pros distribution but
asymmetric for cell polarity.
Because Notch signaling is asymmetric during

specification of EMCs, we next asked whether
Notch signaling is also asymmetric during EMC
divisions. At 71 hours APF, after EMC division,
one daughter in each pair of Pros+ cells was Dl+

(Fig. 4F and fig. S5E) and one daughter wasNRE-
lacZ+ (Fig. 4G and fig. S5, F to H), demonstrating
that Notch signaling is asymmetric. To determine

SCIENCE sciencemag.org 20 NOVEMBER 2015 • VOL 350 ISSUE 6263 aab0988-3

Fig. 2. Baz is required for asymmetric localization of Prospero during
ISC mitosis. Pupal midguts in (A) to (J) were examined at 48 hours APF.
(A and B) Mira (white) colocalizes with Pros (red) during metaphase (A) and
telophase (B) of ISC asymmetric divisions. (C and D) Crescent Baz and Pros
staining are mutually exclusive in metaphase (C) and telophase (D) ISCs.
(E and F) In esgts>baz RNAi animals, Pros evenly distributes on the cell
membrane of anaphase (E) and telophase (F) ISCs. Insets in (A) to (F), DAPI;
insets in (A´) and (B´), Pros; insets in (C´) and (D´), Pros (red), Baz (white);
insets in (E´) and (F´), a-tubulin (white). (G and H) Representative division
angles in control (esg>GFP) (G) and esgts>baz RNAi (H) metaphase ISCs.

Insets, Pros; white, a-tubulin. (I and J) Radial histogram quantification of
division angles in control (esg>GFP) (I) and esgts>baz RNAi (J) metaphase
ISCs. (K) After 64 hours of APF control (esgts>GFP), the four GFP+ cells are
two Pros+, two Pros–. (L) Segment of esgts>baz RNAi intestine contains four
GFP+ cells, all Pros+. Hours in (K) and (L) correspond to developmental times
at 25°C. (M and N) Wild-type MARCM clones (M) and baz4 MARCM clones
(N), both shown in green, were induced at 24 hours APF and examined at
92 hours APF.Wild-type MARCM clones contain two Pros+ cells (arrowheads)
and two Pros– cells (asterisks); all baz4 MARCM clone cells are Pros+

(arrowheads). Scale bars, 10 mm.
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whether asymmetric Notch signaling is func-
tionally relevant, we induced Notch55e11 clones
at 24 hours APF and found that mutant cells at
92 hours APF did not express the hormone DH31
or the neuropeptide motif FMRFamide (Fig. 4,
H to M). Consistent with this result, culturing
esg ts>Dl RNAi or esg ts>Notch RNAi pupae at
30°C before 64 hours APF blocked DH31 ex-
pression in ee cells (fig. S4, A to D). Hence, Notch
signaling is required by EMC daughters to prop-
erly specify ee cell fate.

Two thresholds of Notch signaling

Expression of an activated form ofNotch in adult
stem cells promotes their differentiation into
ECs (1, 3). Consistent with a previous report (5),
we found that expression of an activated form of
the Notch receptor (Notchintra1790; see Fig. 5J) by
esgts at 30°C was sufficient to promote differen-
tiation of all pupal ISCs into Pdm1+ ECs (Fig. 5, G
andH, and fig. S6, H and I) (22). Given that pupal
ISCs are NRE-lacZ+ after asymmetric divisions,
we wondered why they did not differentiate into
ECs. We noticed after ISC asymmetric division
that NRE-lacZ staining in ISCs decreased or be-

came absent as pupal development proceeded
(fig. S5, F to H), which suggests that (i) endoge-
nous Notch signaling in pupal ISCs is weaker
than 30°C misexpression of Notchintra1790, and (ii)
weak Notch signaling is sufficient to block ee cell
differentiation in pupal ISCs but not to induce EC
differentiation. Because the level of Notchintra1790

expression by esgts depends on temperature (23),
we created a Notch signaling gradient in pupal
ISCs by culturing esgts>Notchintra1790 flies at 30°,
27°, 25°, and 18°C (fig. S6, A to G) and examined
their intestines before eclosion.Whereas esgts>GFP
control intestine contained both ISCs and ee cells,
expression of Notchintra1790 at 30° and 27°C com-
pletely blocked ee cell formation (Fig. 5, A, B, C,
and F). Pros+ cells were also drastically decreased
in esg ts>Notchintra1790 intestine reared at 25°C
(Fig. 5, D and F), whereas esgts>Notchintra1790 had
no effect on ee cell number in animals raised at
18°C (Fig. 5, E and F). Although GFP+ ISCs in
esg ts>Notchintra1790 intestine reared at 27°C had
enough Notch signaling to block ee cell forma-
tion, ISCs did not differentiate into Pdm1+ ECs
(Fig. 5I). In addition, we ectopically expressed
two additional isoforms of the Notch intra-

cellular domain (Fig. 5J) at 30°C. In descending
order of transcriptional activation activity, the
three Notchintra isoforms are Notchintra1790 >
Notch1792–2156 > Notch1895–2116 (24). Whereas
Notch1792–2156 driven by esgts induced all ISCs
to differentiate into Pdm1+ ECs (Fig. 5K),
esg ts>Notch1895–2116 blocked ee cell formation
(Fig. 5L) but failed to drive ISC differentiation
into ECs (Fig. 5M). These experiments reveal two
thresholds of Notch signaling: High Notch sig-
naling promotes EC differentiation, whereas low
Notch signaling in ISCs maintains ISCs by pre-
venting their differentiation into ee cells.

Adult ee formation is conserved

To determine whether a similar mechanism is
used by adult ISCs to generate ee cells, we
counted all Pros+ cells that were also positive for
the mitotic marker PH3 in esg>GFP adult intes-
tine. Similar to previous reports (25–27), 7.9%
(44/558) of PH3+ cells were Pros+. In 27.3% of
these cells (12/44), Pros was asymmetrically lo-
calized to the basal side of dividing ISCs (Fig. 6, A
and A′, and fig. S7, A to C, G, and H). In the
remaining 72.7% (32/44), Pros was symmetrically
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Fig. 3. ee cells induce Notch activity in ISCs to prevent ISCs from dif-
ferentiating into ee cells during pupal development. Hours correspond
to developmental times at 25°C (see supplementary materials for ex-
periment details). (A) Dl [inset in (A´)] is present in a Pros+ cell at 51 hours
APF. (B) The Notch signaling reporter NRE-lacZ [inset in (B´)] is present in
a pupal ISC (Pros–) at 51 hours APF. (C) Schematic of the genetic manip-
ulations carried out during pupal development. (D and E) Cohort 1: Mid-
guts were examined at 92 hours APF. In control animals (D), strong
esgts>GFP+ cells are Pros–; in esgts>Dl RNAi animals (E), all GFP+ cells
are Pros+. (F and G) Cohort 2: Midguts were examined at 3 days AE. In

control animals (F), progenitor cells (ISCs and enteroblasts) are esgts>GFP+.
(G) In esgts>Dl RNAi animals, GFP+ cells are absent and all diploid cells are
Pros+ ee cells. (H and I) Cohort 1: MARCM clones (green) were examined
at 92 hours APF.Wild-type clone (H) contains two Pros+ cells (arrowheads)
and two Pros– cells (asterisks); all Notch mutant clone cells (I) are Pros+.
(J and K) Cohort 2: MARCM clones were examined at 3 days AE.Wild-type
clone (J) contains multiple ECs (arrows); Notch mutant clone (K) contains
four Pros+ cells (sagittal view). (L) Dl mutant MARCM clones were
examined at 92 hours APF. All mutant cells are Pros+. Inset, clonal marker.
Scale bars, 10 mm.
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localized to both daughters (fig. S8), similar to
what we observed during pupation (Fig. 4, A and
B). We next generated two-cell wild-typeMARCM
clones containing one ISC and one Pros+ ee cell
and examined the pattern of Dl andNRE-lacZ ex-
pression. As was the case during pupal develop-
ment, Dl was present in the ee cell but not the ISC
(Fig. 6, B and B′). Furthermore, the ISC, but not
the ee cell, was NRE-lacZ+ (Fig. 6, C and C′).
In the Drosophila adult midgut, the proneural

gene asense is necessary and sufficient for ee
differentiation (27–29). Occasionally, adult ISCs
express Asense andmake ee cells (27–29). To force
all adult ISCs to express Pros and generate ee cells,
we ectopically expressed Asense in adult ISCs.
Pros asymmetrically localized in every dividing

ISC within 36 hours after the onset of over-
expression (Fig. 6, D and D′, and fig. S7, D to F).
After asymmetric divisions, Dl was present in ee
cells (fig. S9A) and ISCs were positive for NRE-
lacZ (fig. S9B).
To gain further evidence that Notch signaling

functions the same way in adult and pupal ISCs
during the ee cell–making process, we overex-
pressed UAS-asense and an RNAi against Notch
together in adult ISCs by using esgts. After 8 days,
most ISCs were lost (Fig. 6, G and H, and fig. S9,
C and D). To demonstrate that lost ISCs differen-
tiated into ee cells, wemadeUAS-asenseMARCM
clones andUAS-asense;Dl RevF10MARCMclones in
adults. UAS-asense clones always contained one
Pros– NRE-lacZ′+ cell, which corresponded to the

ISC (Fig. 6, E and E′, and fig. S9, E to G). In UAS-
asense;DlRevF10 clones, all cellswere Pros+ (Fig. 6, F
and F′, and fig. S9, H and I). Moreover, relative to 5
days after clone induction (ACI), UAS-asense;
DlRevF10 clone number in theposteriormidgutwas
markedly decreased by 10 days ACI (fig. S9, J to L),
indicating that ISCs were lost after differentiating
into ee cells. Overall, our resultsdemonstrateNotch
signaling is required in adult ISCs to maintain
stem cell identity during ee cell production.

Discussion

Our findings provide insight into the molecular
mechanisms regulating ISC multipotency. Con-
sistent with previous work, high levels of Dl in
ISCs activate high levels of Notch in the daughter
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Fig. 4. EMC divisions are symmetric for Prospero distribution but
asymmetric for cell polarity and Notch signaling. (A and B) Pros
symmetrically localizes to both daughters during EMC metaphase (A) and
telophase (B). Insets in (A) and (B), DAPI; insets in (A´) and (B´), a-tubulin.
(C) Radial histogram quantification of division angles in metaphase of
esg>GFP EMC mitosis. (D) Mira staining is absent during EMC division.
Inset in (D), DAPI; inset in (D´), Mira (enhanced levels). (E) Baz staining
(E´´) localizes as a crescent on the apical cell membrane during EMC
metaphase. Inset in (E), DAPI. (F) After EMC division (71 hours APF), strong
Dl staining [inset in (F´)] is present in one of the Pros+ pair of cells. (G)
After EMC division (71 hours APF), one of the two Pros+ cells is NRE-lacZ+

(G´´). (H to M) Wild-type [(H), (H´), (K), and (K´)] and Notch mutant [(I),
(J), (L), and (M)] MARCM clones were induced at 24 hours APF, and
midguts were dissected at 92 hours APF. In (H) and (H´), the peptide
hormone DH31 (arrowhead) is present in a wild-type MARCM ee clone cell
(green). Red, Pros; white, DH31. In (I) and (J), Notch mutant MARCM
clones (green) are Pros+ but fail to stain for DH31. Arrowheads denote all
DH31+ cells (white). [(K) and (K´)] The neuropeptide motif FMRFamide is
present in a wild-type MARCM ee clone cell (green). Red, Pros; white,
FMRFamide. [(L) and (M)] Notch mutant MARCM clones (green) are Pros+

but fail to stain for FMRFamide. Arrowheads denote all FMRFamide+ cells
(white). Scale bars, 10 mm.
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cell, promoting EC differentiation (3, 27, 30).
By contrast, after asymmetric localization of
Pros, ISCs require a low Notch signal from their
immediate ee cell daughters to remain multipo-
tent. Thus, Notch signaling is both bidirectional
and context-dependent (Fig. 6I and fig. S10).
Previous work also has suggested that ISCs re-
main basal during EC formation and that basal
ISCs activate theNotch pathway in apical daughter
cells (3, 30). However, our data show that ISCs are
apically located during ee cell formation and that
basal ee cells activate the Notch pathway in apical
ISCs. Therefore, Notch signaling is always unidi-
rectional in terms of polarity: Basal daughter cells
express Dl, the Notch ligand, in order to activate
the Notch signaling pathway in apical daughters
during asymmetric ISC divisions.
How might asymmetric Notch signaling be-

tween ISCs and ee cells be established andmain-

tained? A recent adult ISC study described the
asymmetric segregation of Sara endosomes into
the enteroblast, where Notch signaling is acti-
vated by Dl and Notch receptor in Sara endo-
somes (31). Therefore, asymmetric segregation of
Sara may also play a role in Notch activation
similar to that played by ISCs during ee cell
production. In addition, other intracellular traf-
ficking processes, such as asymmetric activation
of Dl recycling endosome Rab11 (32) and Arp3
actin polymerization–dependent Dl transporta-
tion (33), may also be involved. After mitotic
divisions, the basal cell always expresses higher
levels of Dl. Although it is unknown why this
is the case, the high levels of Dl could inhibit
the Notch receptor in the basal cell through a
process known as cis inhibition, thereby biasing
the direction of Notch signaling toward the
apical cell.

After activation of Notch signaling, ISCs toggle
frommaking ee cells tomaking ECs (fig. S10). Yet
although the ISC transiently experiences Notch
signaling, it will continue to make only ECs for
many divisions afterward. Why might that be?
One intriguing possibility is that ISCs would re-
tain an epigenetic memory of Notch signaling,
which could act to continuously inhibit Asense
expression (27, 29) and repress ee cell formation.
That memory might then be reversed by expres-
sion of an ee cell–promoting signal, currently
unidentified, and/or diluted after a set number
of ISC divisions. In addition, loss of the Slit-Robo
signaling pathway has recently been shown to
result in a modest increase in ee cell production
by ISCs (25, 34), raising the possibility that Slit-
Robo signalingmay prolong the effect of theNotch
signaling pathway once ee cells and ISCs are no
longer in contact.
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Fig. 5. High Notch signaling promotes EC differentiation, whereas low
Notch signaling inhibits ee differentiation. (A to E) Flies were cultured at
18°C until 48 hours APF. Pupae were then moved to various temperatures,
and their intestines were analyzed immediately before eclosion. (A) Pros+ cells
are present in esgts>GFP control intestine. [(B) to (E)] Pros+ cells are absent
in esgts>Notchintra1790 midguts from animals reared at 30°C (B) and 27°C
(C). Rare Pros+ cells are present at 25°C (D). Pros+ cells are readily apparent at
18°C (E). (F) Quantification of Pros+ cell numbers in esgts>Notchintra1790

intestine for each of the tested temperatures. ***P < 0.0001. (G) esgts>GFP
cells are negative for the EC maker Pdm1. (H) esgts>Notchintra1790 ISCs
differentiate into Pdm1+ cells (arrowheads) at 30°C. (I) esgts>Notchintra1790

ISCs (GFP+) are Pdm1– at 27°C. (J) Diagram of different Notch protein
isoforms used. (K) esgts>Notchintra1792–2156 ISCs differentiate into Pdm1+ cells
(arrowheads) at 30°C. (L) esgts>Notchintra1895–2116 guts lack Pros+ cells at 30°C.
(M) esgts>Notchintra1895–2116 ISCs (GFP+) do not differentiate into ECs (Pdm1+)
at 30°C. Scale bars, 10 mm.
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Drosophila NBs are derived from ectoderm,
whereas ISCs originate from endodermal tissue
(35). Despite their distinct germ layer origins,
pupal ISC asymmetric divisions share many
similarities with embryo and larval type I NBs.
Both ISCs and NBs express Dl relative to their
neighbors before asymmetric divisions (36). Dur-
ing mitosis, both ISCs and NBs use Baz/Par-3 to
define apical-basal polarity, and they both seg-
regateMira and Pros to the basal daughter cell to
direct cell type specification (37). After asym-
metric division, ganglion mother cells (GMCs)
and EMCs are Notch signaling pathway–negative,
whereasNBsandISCsareNotch signalingpathway–
positive (38, 39). Moreover, both GMCs and EMCs
divide once more using asymmetric Notch signal-
ing to establish different cell fates between their
daughters (19).
Pupal ISCs are, however, different fromNBs in

a number of ways. Throughout mitosis, the NB
remains in an apical position, whereas the loca-
tion of the ISC depends on the phase of the cell
cycle and the type of progenitor produced. NBs
give rise to two daughters of unequal size (19)—a
larger NB and a smaller GMC—whereas the two
daughters generated by ISC divisions are similar
in cell size. Furthermore, NBs give rise to only
one type of progenitor, the GMC. ISCs, on the
other hand, are capable of producing two types
of progenitors: an enteroblast or an EMC (fig. S10).

Our data provide evidence that mechanisms
regulating tissue homeostasis aremore conserved
between the Drosophila and mammalian intes-
tine than previously thought. Inhibition of Notch
signaling in the mouse intestine induces crypt
base columnar stem cell loss and secretory cell
hyperplasia, and ectopicNotch signaling promotes
EC differentiation (40–43). We have shown that
loss of Notch signaling in Drosophila ISCs also
leads to stem cell loss and premature ee cell for-
mation, whereas high Notch signaling promotes
stem cell differentiation into ECs. Because Notch
signaling also plays important roles in common
lymphoid progenitors making B cells and T cells
(44) and in airway basal cells making secretory
cells and ciliated cells (45), it is tempting to spec-
ulate that bidirectional Notch signaling may reg-
ulate multipotency in these and other progenitors
and stem cells.
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Stable recombination hotspots
in birds
Sonal Singhal,1,2*† Ellen M. Leffler,3,4* Keerthi Sannareddy,3 Isaac Turner,4

Oliver Venn,4 Daniel M. Hooper,5 Alva I. Strand,1 Qiye Li,6 Brian Raney,7

Christopher N. Balakrishnan,8 Simon C. Griffith,9 Gil McVean,4 Molly Przeworski1,2†

The DNA-binding protein PRDM9 has a critical role in specifying meiotic recombination
hotspots in mice and apes, but it appears to be absent from other vertebrate species,
including birds. To study the evolution and determinants of recombination in species
lacking the gene that encodes PRDM9, we inferred fine-scale genetic maps from
population resequencing data for two bird species: the zebra finch, Taeniopygia guttata,
and the long-tailed finch, Poephila acuticauda. We found that both species have
recombination hotspots, which are enriched near functional genomic elements. Unlike in
mice and apes, most hotspots are shared between the two species, and their conservation
seems to extend over tens of millions of years. These observations suggest that in the
absence of PRDM9, recombination targets functional features that both enable access to
the genome and constrain its evolution.

M
eiotic recombination is a ubiquitous and
fundamental genetic process that shapes
variation in populations, yet our under-
standing of its underlying mechanisms
is based on a handful ofmodel organisms,

scattered throughout the tree of life. One pattern
shared amongmost sexually reproducing species
is that meiotic recombination tends to occur in
short segments of hundreds to thousands of base
pairs, termed “recombination hotspots” (1). In
apes and mice, the location of hotspots is largely
determined by PRDM9, a zinc-finger protein that
binds to specific motifs in the genome during
meiotic prophase and generates histoneH3 lysine
4 trimethylation (H3K4me3) marks, eventually
leading to double-strand breaks (DSBs) and both
crossover and noncrossover resolutions (2–5). In
mammals, the zinc-finger domain of the gene
PRDM9 evolves quickly, with evidence of positive
selection on residues in contact with DNA (2, 6);
as a result, there is rapid turnover of hotspot lo-
cations across populations, subspecies, and spe-
cies (7–10).

Although PRDM9 plays a pivotal role in con-
trolling recombination localization in mice and
apes, many species lacking PRDM9 nonetheless
have hotspots (6). An artificial example is pro-
vided by Prdm9 knockout mice. Despite being
sterile, they make similar numbers of DSBs as
wild-type mice make, and their recombination

hotspots appear to default to residual H3K4me3
mark locations, notably at promoters (10). A natu-
ral but puzzling example is provided by canids,
which carry premature stop codons in PRDM9
yet are able to recombine and remain fertile (11, 12).
As with Prdm9 knockout mice, in dogs and in
other species without PRDM9—such as the yeast
Saccharomyces cerevisae and the plantArabidopsis
thaliana—hotspots tend to occur at promoters or
other regionswith promoter-like features (11, 13, 14).
In yet other taxa without PRDM9, includingDro-
sophila species (15), honeybees (16), and Caeno-
rhabditis elegans (17), short intense recombination
hotspots appear to be absent altogether.
To further explore how the absence of PRDM9

shapes the fine-scale recombination landscape
and influences its evolution, we turned to birds,
because an analysis of the chicken genome sug-
gested that it may not have PRDM9 (6). We first
confirmed the absence of PRDM9 across reptiles
by querying the genomes of 48 species of birds,
three species of crocodilians, two species of tur-
tles, and one species of lizard for PRDM9 (18),
finding that only the turtle genomes contain pu-
tative orthologs with all three PRDM9 domains
(fig. S1). We also found no expression of any
PRDM9-like transcripts in RNA sequencing data
from testis tissue of the zebra finch (Taeniopygia
guttata) (18). Given the likely absence of PRDM9
in birds, we asked: Is recombination nonetheless
concentrated in hotspots in these species? If so,
how quickly do the hotspots evolve? Where does
recombination tend to occur in the genome? To
address these questions, we generated whole-
genome resequencing data for wild populations
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Fig. 1. Species tree for the finch species in this study. Species sampled were double-barred finch,
zebra finch, and the two long-tailed finch subspecies. The tree was rooted with the medium ground
finch and collared flycatcher (full phylogeny is shown in Fig. 4). Shown in gray are 1000 gene trees,
which were used to infer the species tree (18). The pairwise divergence between species is indicated at
nodes, as measured by the genome-wide average across autosomes.
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of two bird species and inferred fine-scale genet-
ic maps from patterns of linkage disequilibrium.

Inferring fine-scale recombination maps

We sampled three species of finch in the family
Estrildidae: zebra finch (Taeniopygia guttata;
n = 19 wild unrelated birds and n = 5 birds from
a domesticated nuclear family); long-tailed finch
(Poephila acuticauda; n = 20, including 10 of
each of two similar subspecies with average auto-
somal FST = 0.039); and, for use as an outgroup,
double-barred finch (Taeniopygia bichenovii;
n = 1) [Fig. 1 and table S1 (18)]. Despite extensive
incomplete lineage sorting between the species,
they donot appear to have divergedwith gene flow
(fig. S2). Moreover, nucleotide divergence among
the three finch species is similar to that among
humans, chimpanzees, and gorillas, providing a
well-matched comparison to apes (Fig. 1) (8, 9).
We mapped reads from all individuals to the

zebra finch reference genome [1 Gb assembled
across 34 chromosomes (19)] andgenerateddenovo
single-nucleotide polymorphism (SNP) calls for all
three species. After filtering for quality, we iden-
tified 44.6 million SNPs in the zebra finch, 26.2
million SNPs in the long-tailed finch, and 3.0 mil-
lion SNPs in the double-barred finch (table S2).
These SNP numbers correspond to autosomal nu-
cleotide diversities of p = 0.82% and qw = 1.37% in
the zebra finch and p = 0.55% and qw = 0.73% in
the long-tailed finch, about 10 times higher than
estimates in apes (20). Assuming a mutation rate
per base pair per generation of 7 × 10−10 (18), these
diversity levels suggest a long-term effective popu-
lation size (Ne) of 4.8 × 106 and 2.5 × 106 for the
zebra finch and long-tailed finch, respectively.
Thus, these two species have much largerNe than
most other species for which there exist fine-scale
recombination maps, with Ne being more reflec-
tive of biodiversity at large (fig. S3).
Next, we inferred haplotypes for the zebra finch

and long-tailed finch,usinga linkage-disequilibrium
approach that incorporatedphase-informative reads
and family phasing. From the haplotypes, we esti-
mated fine-scale recombination maps using the
program LDhelmet, which works well for species
with higher nucleotide diversity (15). The result-
ing maps estimated median recombination rates
in the zebra finch and long-tailed finch genomes
as r

ˇ

= 26.2/kb and 14.0/kb, respectively, which cor-
responds to a median rate of 0.14 centimorgans
(cM)/Mb in both species (18). Simulations indi-
cated that we had limited power to identify hot-
spots in regions with high recombination rates
(fig. S4), so we restricted our analyses to the 18
largest chromosomes in the reference genome
(930 Mb; 91% of the assembled genome). For
these 18 chromosomes, our results accord well
with recombination maps inferred from a more
limited pedigree-based study of zebra finch (21),
with a correlation of 0.90 for rates estimated at
the 5-Mb scale (fig. S5), providing confidence in
our rate inferences.

Hotspots and their evolution

To identify hotspots in the genome, we opera-
tionally defined them as regions that are at least

2 kb in length; have at least five times the back-
ground recombination rate as estimated across the
80 kb of sequence surrounding the region; and are
statistically supported as hotspots by a likelihood
ratio test (18). This approach yielded 3949 hotspots
in the zebra finch genomeand4933hotspots in the
long-tailed finch genome (Fig. 2 and figs. S6 and
S7), with one hotspot detected on average every 215
and 179 kb in the two species, respectively. Both
the lower density of hotspots in the zebra finch
relative to the long-tailed finch and the lower
density of hotspots in the finches relative to
humans are consistent with simulations that in-
dicate decreased power to detect hotspots when
the background population recombination rate
is higher [figs. S4 and S8 (18)]. The hotspots were
detected after aggressively filtering our SNP data
sets and show no evidence of having higher
phasing error rates than the rest of the genome
(fig. S9 and tables S3 and S4).
Considering hotspots to be shared if their mid-

points occur within 3 kb of each other, 73% of

zebra finch hotspots (2874 of 3949 hotspots)
were detected as shared between the two species
(fig. S10) when only 4.4% were expected to over-
lap by chance (figs. S10 and S11); similar results
were obtained under different criteria for hotspot
sharing (table S5). The true fraction of shared
hotspots between the zebra finch and long-tailed
finch is probably higher than observed, because
we do not have complete statistical power (fig.
S4) and because simulations suggest that we are
unlikely to detect spurious cases of hotspot
sharing (18). On the other hand, the observed lev-
els of sharing are somewhat lower than expected,
compared with a model in which all hotspots are
identical in the two species (fig. S12).
This conservation of hotspots contrasts sharp-

ly with comparative analyses in apes and mice,
where, even across populations with modest
levels of genetic differentiation, there is no hot-
spot sharing (8–10). In fact, if we apply the same
criterion for hotspot sharing to humans and chim-
panzees, only 10.5% of chimpanzee hotspots overlap
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Fig. 2. Recombina-
tion rates across
hotspots in zebra
finch and long-tailed
finch genomes. Aver-
age relative recombi-
nation rate (r

ˇ

=bp
divided by the
background r

ˇ

of 20 kb
on either side of the
hotspot) across (A) hot-
spots detected only in
the zebra finch genome (n = 1075), (B) those detected only in the long-tailed finch genome (n = 2059), and
(C) those inferred as shared in the twospecies (n=2874).Sharedhotspots are thosewhosemidpoints occur
within 3 kb of each other. Recombination rates in the zebra finch are shown in blue, and those in the long-
tailed finch are shown in red.The orientation of hotspots is with respect to the genomic sequence.

Fig. 3. Equilibrium
GC content (GC*)
and broad-scale
recombination rates
in zebra finch and
long-tailed finch ge-
nomes. (A and B) Rela-
tionship between GC*
(18) and r

ˇ

=bp for the
zebra finch (A) and
long-tailed finch (B)
across all autosomal
chromosomes. Both
GC* and r

ˇ

were
calculated across
50-kb windows with
local regression curves
shown for a span of
0.2. (C and D) GC* and
PAR for the zebra finch
(C) and long-tailed
finch (D). The histogram
shows GC* for
chromosome Z across
500-kb windows; GC*
for the 450-kb PAR is
shown by the vertical line.
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with human hotspots when a 7.2% overlap is ex-
pected by chance (fig. S11).
To provide further support for the validity of

the inferred hotspots, we tested whether they
show evidence for GC-biased gene conversion
(gBGC), measured as higher expected equilib-
rium levels of GC content (GC*) (18). Because
evidence for gBGC in birds is somewhat indirect
(22), we first looked for support for gBGC at
broad genomic scales, finding a positive relation-
ship between recombination rate and GC* (Fig. 3,
A and B). Narrowing our focus to the regions
surrounding hotspots, we observed that hotspots
exhibit peaked GC* relative to both flanking se-
quences and “coldspots” (regions without peaks
in recombination) matched for the same overall
GC and CpG content (Fig. 4, A and B). A similar
phenomenon is evident in intraspecies variation
data: At hotspots but not at matched coldspots,
derived alleles segregate at a higher frequency
at AT-to-GC polymorphisms than at GC-to-AT
polymorphisms (fig. S13). Thus, two independent
signatures of recombination—namely, patterns of
linkage disequilibrium and of base composition
—converge in demonstrating that finches have
recombination hotspots and that these are con-
served over much longer time scales than in apes
and mice (8–10).
After observing the pattern of gBGC at hot-

spots in the zebra finch and long-tailed finch
genomes, we tested how far the conservation of
hotspot locations extends across the avian phy-
logeny by additionally considering the genomes
of the double-barred finch [an estimated ~3.5
million years diverged from the zebra finch (18)],
medium ground finch Geospiza fortis [~15.5 mil-
lion years diverged from the zebra finch (23)],
and collared flycatcher Ficedula albicollis [~19.1
million years diverged from the zebra finch (24)].
Becausewe only had a single diploid genome from
these species, we tested for hotspot conservation
indirectly by determining whether these species

had peaks in GC* at the hotspot locations that we
had inferred to be shared between the zebra
finch and long-tailed finch. We found localized
GC* peaks at hotspots in all three species (Fig. 4,
C to E), suggesting that the conservation of
hotspots extends across tens of millions of years
of evolution. These findings mirror those ob-
tained from four species of Saccharomyces yeast,
which show nearly complete conservation of hot-
spot locations and intensities across species that
are 15 million years diverged (25). Almost all hot-
spots in Saccharomyces yeast occur at promoters,
which are evolutionarily stable, suggesting that
how hotspot locations are specified influences
how they evolve (12, 26).

The localization of hotspots in
the genome

Hotspots in the zebra finch and long-tailed finch
genomes are enriched near transcription start
sites (TSSs), transcription stop sites (TESs), and
CpG islands (CGIs), with close to half of all hot-
spots occurringwithin 3 kbof one of these features
(~17% occur within 3 kb of both an annotated
TSS and a CGI, 3%within 3 kb of both a TES and
a CGI, and ~26% within 3 kb of a CGI only; fig.
S14). In particular, the hotspots near CGIs are
more likely to be shared between species and
exhibit stronger evidence for gBGC, compared
with hotspots distant from CGIs (fig. S15), pro-
viding further support for the importance of these
elements in the targeting of recombination. Con-
sistent with the findings about hotspots, recombi-
nation rates are nearly two times higher near
annotated TSSs and TESs (Fig. 5, A and B). This
pattern appears to be driven mainly by their colo-
calization with CGIs (Fig. 5, A and B, and fig. S16):
Rates near CGIs aremore than three times higher,
with only a small further increase if they are near
a TSS or a TES (Fig. 5, C and D, and fig. S17).
A positive association between proximity to

the TSS and recombination rate has been pre-

viously reported in a number of species without
PRDM9, including S. cerevisiae, the monkey
flower Mimulus guttatus, dogs, and A. thali-
ana (11, 13, 14, 27), and an association between
TES and recombination rate has been shown in A.
thaliana (14). In turn, the link between CGIs and
recombination rates has been found both in
species without PRDM9, including dogs (11),
and, albeit more weakly, in species with PRDM9,
including humans and chimpanzees (9). More-
over, the relationship between distance to CGIs
and recombination rate remains significant after
controlling for expression levels in zebra finch
testes (Spearman’s r = –0.1; P = 4.32 × 10−27; fig.
S18). This increase in recombination rates near
TSSs, TESs, and CGIs supports a model in
which, particularly in the absence of PRDM9-
binding specificity, recombination is concen-
trated at functional elements that are accessible
to the recombination machinery. TSSs, TESs, and
CGIs all coincide with destabilization of nearby
nucleosomeoccupancy (28,29), andbothTSSs and
CGIs serve as sites of transcription initiation (30).
One implication is that the structure of linkage
disequilibriummay differ systematically between
species with and without PRDM9, with tighter
coupling between regulatory and exonic var-
iants in species with PRDM9.
Under a model in which the recombination

machinery tends to target accessible genomic
elements, we would not necessarily expect to see
enrichment of specific binding motifs associated
with hotspot activity. Accordingly, whenwe tested
for motifs enriched in hotspots relative to cold-
spots, the top motifs in both species were strings
of adenines that are also enriched in A. thaliana
and yeast hotspots and that may be nucleosome-
depleted or facilitate nucleosome removal (fig.
S19) (13, 31). We also found a number of addi-
tional motifs that are GC-rich and perhaps in-
dicative of CGIs.
At even finer resolution, recombination rates

are higher in exonic than in intronic regions, as is
observed in to A. thaliana (14), dogs (11), and
M. guttatus (27), and higher toward the ends of
the gene than in themiddle (Fig. 5, E and F). One
possibility for these patterns is that DSBs prefer-
entially initiate in exons near the TSS and TES,
and their resolution occurs in intervening exons
and introns. The specific mechanism by which
DSBs would preferentially initiate in exons is un-
known, but the pattern is consistent with an im-
portant role for chromatinmarks that distinguish
exons from introns (28).

Contrasting tempos of broad- and
fine-scale recombination rate evolution

Median recombination rates across and within
chromosomes vary over nearly six orders of mag-
nitude (figs. S8 and S20), creating a heteroge-
neous landscape of broad-scale recombination
rates across the genome, with regions of elevated
recombination near telomeres and large inter-
vening deserts [as inferred from zebra finch ped-
igree data (21)]. Most of the recombination events
in the zebra finch and long-tailed finch occur in a
narrow portion of the genome, with 82 and 70%
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2.9 myr
(2.6 - 3.2)

3.5 myr
(3.3 - 3.8)

15.5 myr
(14.7 - 16.2)

19.1 myr
(18.2 - 20.0)

Fig. 4. Expected GC* around hotspots and matched coldspots for five bird species. Points (hotspots
in red and coldspots in blue) represent GC* estimated from the lineage-specific substitutions aggregated in
100-bp bins from the center of all hotspots in (A) zebra finch and (B) long-tailed finch. GC* for (C) the double-
barred finch, (D) the medium ground finch, and (E) the collared flycatcher was calculated around hotspots
identified as shared between the zebra finch and long-tailed finch. Local regression curves are shown for a span
of0.2.Theorientationof hotspots iswith respect to thegenomic sequence.The species tree (18) above thepanels
is shownwith estimated divergence times inmillions of years (myr) and its 95%highest posterior density in gray.
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of events localized to 20% of the genome in the
zebra finch and long-tailed finch, respectively
(fig. S21). In particular, recombination rates for
the Z sex chromosome are two orders of magni-
tude lower than those for the most similarly sized
autosome, chromosome 1A, even after account-
ing for the lack of recombination in females (fig.
S8) (21). Although cytological data indicate that
both zebra finches and long-tailed finches har-
bor a pericentric inversion polymorphism over
much of chromosome Z (32, 33), such an inver-
sion is unlikely to explain this extreme a dif-
ference (18).
Between the zebra finch and long-tailed finch,

broad-scale rates are highly similar, with genome-
wide correlations of 0.82 and 0.86 at the 10-kb
and 1-Mb scales, respectively (Fig. 6 and fig. S20).
Despite this broad-scale concordance, we infer
that some genomic regions between the two
species have very different rates of recombina-
tion (fig. S22), andwe found tentative support for
some of these changes in the derived allele fre-
quency spectra (fig. S23). Moreover, at a greater
evolutionary distance, broad-scale patterns differ
markedly; the collared flycatcher (~19 milllion
years diverged) has a relatively homogeneous
recombination landscape comparedwith the zebra
finch and long-tailed finch (24). This evolution of
broad-scale rates is particularly notable because,
inmany species, shifts in broad-scale recombina-
tion patterns can be explained almost entirely by
chromosomal rearrangements, shifts in karyo-
types, and changes in chromosome lengths
(9, 34, 35). However, there is no obvious pattern
by which chromosomal rearrangements drive
differences in recombination rates between the
zebra finch and long-tailed finch (fig. S22), and,
despite harboring a number of small inversions
between them, the collared flycatcher and zebra

finch have similar karyotypes and syntenic ge-
nomes (24). The evidence that broad-scale re-
combination patterns have changed across the
same phylogenetic breadth for which we see
hotspot conservation suggests two nonexclu-
sive possibilities that merit further investiga-
tion: The heats or locations of some hotspots
have evolved, or rates have changed in regions
that fall outside of our operational definition of
hotspots.

The impact of recombination on
the genome

Given themarked variation in recombination rates
across the genome, we consider the consequences
for genome evolution. Increased recombination
rates drive increasing GC content in the genome,
presumably via gBGC, and we see this phenom-
enon both at the genome-wide scale (Fig. 3, A and

B) and at the scale of hotspots (Fig. 4). An extreme
example is provided by the pseudoautosomal region
(PAR), which we identified on an unassembled
scaffold from chromosome Z, using estimates of
coverage in males and females. We confirmed the
PAR by inferring homology to PARs identified in
the medium ground finch and collared flycatcher
(fig. S24). The PAR is short, estimated to be just
450 kb, and subject to an obligate crossover in
every femalemeiosis (36); as such, it has very high
recombination rates. The consequence is visible in
the high GC* for the PAR, which exceeds esti-
mates of GC* across most of the rest of chromo-
some Z in both species (Fig. 3, C and D).
Further, as has been reported for many other

organisms, including chickens (37–39), our results
suggest that recombination is positively corre-
lated with levels of nucleotide diversity, particu-
larly on the Z chromosome (figs. S25 to S27). This
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Fig. 5. Recombination rates across genomic features in zebra finch and
long-tailed finch genomes. (A and B) Estimated recombination rates (r

ˇ

=bp)
around annotated TSSs and TESs in zebra finch (A) and long-tailed finch (B)
genomes, conditional on whether the sites are within 10 kb of a CGI. The gray
dotted line represents the location of the gene, and the distances are shown
accounting for the 5'→ 3' orientation of genes. (C andD) r

ˇ

shown as a function
of distance to the nearest CGI in zebra finch (C) and long-tailed finch (D)
genomes, conditional on whether the CGI is within 10 kb of an annotated TSS.
Figure S17 shows the pattern of CGIs relative to TESs. For (A) to (D), un-
certainty in rate estimates (shown in gray) was estimated by drawing 100
bootstrap samples and recalculatingmeans. (E and F) r

ˇ

within exons and introns for genes that have≥5 exons (n=7131) in zebra finch (E) and long-tailed finch (F)
genomes. Figure S28 shows simulation results that suggest that the inference of higher background r

ˇ

in exons does not reflect differences in diversity levels
between exons and introns.

Fig. 6. Comparative
recombination rates
in zebra finch and
long-tailed finch
genomes. Zebra finch
rates are shown in red;
long-tailed finch rates
are shown in blue.
Estimated rates
[cM/Mb; obtained
from r

ˇ

=bp (18)] are
shown as rolling
means calculated
across 100-kb
windows. We show
here the five largest
autosomal chromo-
somes and chromosome Z (fig. S20 shows all chromosomes). Rate estimates for chromosome Z should
be taken with caution for both biological and technical reasons [more information is given in (18)].
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observation is consistent with widespread effects
of linked selection in these species (40).

Conclusion

Finches lack PRDM9, yet they nonetheless har-
bor hotspots, with recombination concentrated at
functional elements (TESs, TSSs, and CGIs) that
likely denote greater accessibility to the cellular re-
combination machinery. In sharp contrast to apes
and mice, the hotspot locations are conserved
among species several millions of years diverged
and probably over tens ofmillions of years. These
results suggest that the genetic architecture of
recombination influences the rate at which hot-
spots evolve. Whereas the binding specificity of
PRDM9 drives rapid turnover, the reliance on
accessible functional genomic features leads to
stasis. This hypothesis dovetails with recent results
in yeast, in which recombination is concentrated
at promoters and hotspots are stable in intensity
and location over tens of millions of years (25).
To further investigate how deeply this stasis ex-
tends and to explore the taxonomic generality of
these findings, the approaches illustrated here
can be applied to other sequenced bird species
(41) and beyond. In doing so, we will begin to
better understand why species differ so drasti-
cally in their specification of hotspots and, in
particular, why a subset relies on PRDM9.
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NONHUMAN GENETICS

Nonparadoxical evolutionary stability
of the recombination initiation
landscape in yeast
Isabel Lam1,2 and Scott Keeney1,2,3*

The nonrandomdistribution ofmeiotic recombination shapes heredity and genetic diversification.
Theoretically, hotspots—favored sites of recombination initiation—either evolve rapidly toward
extinctionorareconserved,especially if theyarechromosomal featuresunderselective constraint,
such as promoters.We tested these theories by comparing genome-wide recombination
initiation maps from widely divergent Saccharomyces species.We find that hotspots frequently
overlap with promoters in the species tested, and consequently, hotspot positions are well
conserved. Remarkably, the relative strength of individual hotspots is also highly conserved, as
are larger-scale features of the distribution of recombination initiation.This stability, not predicted
by prior models, suggests that the particular shape of the yeast recombination landscape is
adaptive and helps in understanding evolutionary dynamics of recombination in other species.

D
NA double-strand breaks (DSBs) generated
by the Spo11 protein initiate meiotic re-
combination, which alters genetic linkage
and promotes pairing and accurate chro-
mosome segregation (1). DSBs are dis-

tributed nonrandomly across genomes, occurring
often within narrow regions called hotspots (2).
Theoretical work exploring evolutionary dynamics
of recombination has led to a prevailing hypoth-
esis, the “hotspot paradox,” that predicts rapid
hotspot extinction (3–7). This view rests on biased
gene conversion, in which the broken chromo-
some copies genetic information from its uncut
homolog and may generate an extra copy of a ge-
netic variant (Fig. 1A). Consequently, hotspot alleles
with different DSB activity deviate from a Mende-
lian segregation ratio, with recombinationally less
active alleles overrepresentedamong the offspring.

This type of meiotic drive is observed in yeast (8)
and humans (9) and predicts that mutations that
reduce or eliminate hotspot activity will be rapidly
fixed in populations, whereas hotspot-activating
mutations are rapidly extinguished (3, 5, 10).
The paradox is that hotspots exist at all despite
this drive against them.
One answer to this paradox comes fromPRDM9,

a mammalian histonemethyltransferase with an
array of Zn-finger modules that rapidly evolve new
DNA binding specificity (11). PRDM9 targets DSB
formation near its binding sites and thus dictates
hotspot positions. PRDM9 recognitionmotifs, which
have no known intrinsic function, are lost quickly
from genomes of humans and mice because of
meiotic drive from biased gene conversion (12–14),
but the appearance of new PRDM9 alleles with
different sequence specificity creates new hotspots
and redraws the recombination landscape (11). This
hotspot-targetingmechanism confirms the rapid
extinction predicted by the hotspot paradox and
explains how hotspots can, nonetheless, exist.
However, most taxa (including yeast and some
mammals) lack such a system, so it has remained
unclear how generalizable this solution is.
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An alternative view predicts that hotspot posi-
tions can be evolutionarily stable if Spo11 targets
genomic features that are under selective con-
straint for functions unrelated to their roles as
hotspots (8, 15). This hypothesis derives from the
correspondence of most hotspots in S. cerevisiae
to promoter-containing intergenic regions (IGRs)
(15). However, theoretical studies have considered
this implausible as a mechanism to preserve
hotspots (3, 10). Instead, many studies start from
the assumption that the hotspot life span must
always be short and that the fine-scale recombi-
nation initiation landscape will always be highly
dynamic over evolutionary scales (4, 6, 7, 16). This
assumption is appropriate for primates andmice
because they use PRDM9 but has not been eval-
uated for other taxa.

High-resolution DSB maps
in Saccharomycetes

To distinguish between these models, we asked
whether the DSB landscape is conserved in yeast.
Previously, population genetic data were used to
deduce a recombination map in S. paradoxus
and compare it with S. cerevisiae (17). Partial con-
servation was inferred, but the data had insuffi-
cient resolution to detect individual hotspots (15).
We overcame these limitations by comparing high-
resolution,whole-genomeDSBmapsbetweenwide-

ly diverged Saccharomyces species and between S.
cerevisiae strains (the laboratory strain SK1 and
wild–derived strains YPS128 and UWOPS03-461.4)
(18) (Fig. 1B and table S1). DSB maps were gen-
erated by deep-sequencing DNA oligonucleotides
(oligos) covalently bound to Spo11 as a byproduct
of DSB formation (15, 19) (Fig. 1A and table S2).
The Saccharomyces sensu stricto clade last

shared a common ancestor ~20 million years
ago (20). We examined species ranging from
S. paradoxus, with coding sequence divergence
from S. cerevisiae comparable to that between hu-
mans and mice (~100 million years divergence), to
S. kudriavzevii, roughly as distant as mammals
from birds (~300 million years divergence) (21)
(Fig. 1B). The S. cerevisiae strains chosen display
0.5 to 0.7% sequence divergence, comparable to
the polymorphism density between humans and
chimpanzees.Most differences are simple sequence
polymorphisms (single-nucleotide polymorphisms
and small indels), with few large-scale structural
differences aside fromone discussed below (18, 22).
All yeasts examined underwent synchronous

and efficientmeiosis (fig. S1A); hence, the strain SK1
is not anomalous in this regard. As in S. cerevisiae,
two major size classes of Spo11-oligo complexes
were observed (Fig. 1C and fig. S1B), which reflect
oligos of similar length distributions (Fig. 1D).
Each oligo is a tag that records where Spo11

generated a DSB, and maps based on deep se-
quencing (23) agree spatially and quantitatively
with direct detection of DSBs by Southern blot
(15). Biological replicate maps were highly repro-
ducible (Fig. 1E and fig. S2), and most sequenced
reads (>98%) were mapped uniquely (table S2).

Targeting of breaks to promoters is conserved

We asked whether targeting of promoters is con-
served among yeast. Wemapped nucleosomes by
sequencing micrococcal nuclease-resistant DNA
(MNase-seq) from meiotic cultures (23). In S.
cerevisiae, DSBs form preferentially in promoter-
associated nucleosome-depleted regions (NDRs)
(15, 24), and promoter chromatin structure during
mitotic growth is conserved among other Saccha-
romyces species (25). Spo11 oligos were highly en-
riched in promoter NDRs in all species tested,
whether examined at individual locations (Fig. 2A
and fig. S3A) or averaged across annotated genes
(Fig. 2B and fig. S3B). Many Spo11 oligos mapped
to promoter-containing IGRs (i.e., IGRs flanked by
divergent or tandemlyorientedgenes),whereas few
mapped to convergent IGRs (i.e., lacking pro-
moters) or within genes (Fig. 2D and fig. S3D).We
conclude that the Spo11 preference for promoters is
a stable feature of theSaccharomycesDSB landscape.
Similar numbers of Spo11-oligo hotspots (~4000)

were identified in all species (table S3). When
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Fig. 1. Generation of Spo11-oligo maps. (A) Meiotic recombination. Spo11
generates covalent protein-linked DSBs; endonucleolytic cleavage (gray arrow-
heads) liberates Spo11 bound to short oligos. DSB ends are resected and repaired
to yield crossover or noncrossover products. The broken chromosome (black)
copies information from the uncut allele (teal). (B) Schematic of Saccharomyces
phylogeny (18, 20). Black, species and/or strains in this study; genic sequence
divergence from S. cerevisiae (42) and estimated time since last common an-

cestor (20) are shown.YPS,YPS128; UW, UWOPS03-461.4. (C andD) Conserved
sizes of Spo11 oligos. Immunoprecipitated, radiolabeled Spo11-oligo complexes
were separated by SDS–polyacrylamide gel electrophoresis (C) or were digested
with proteinase K and resolved on a denaturing polyacrylamide gel (D).
Autoradiographs [with lane traces in (D)] are shown. (E) Reproducibility of
S. kudriavzevii Spo11-oligo maps. RPM, reads per million mapped; profiles
were smoothed with a 201-bp Hann window.
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ranked by Spo11-oligo count, hotspots formed a
smooth continuumover awide range, with nearly
superimposable cumulative curves in all species
(Fig. 2E and fig. S3E). Hence, the distribution of
DSBs among hotspots is the same. Hotspots had
low average nucleosome occupancy (Fig. 2C and
fig. S3C), consistent with open chromatin struc-
ture, which provides a window of opportunity for
Spo11 (26). The distribution of hotspot width was
also nearly identical, with wider hotspots tending
to have more Spo11 oligos (Fig. 2F and fig. S3F).
Conserved hotspot width agrees with conservation
of NDRwidth observed previously (25). Most hot-
spots overlapped the same promoter-containing
IGRs in all species examined (Fig. 2G and fig.
S3G). The low frequency of sex and outcrossing
in yeasts could slow hotspot extinction compared
with obligately outcrossed species (17), but the
yeasts examined here have had ample sexual gen-
erations to allow biased gene conversion to erode
hotspots. For example, there have been an esti-
mated >200,000 outcrossed sexual generations
sincedivergenceofS. cerevisiae fromS.kudriavzevii,
comparable with the number of human sexual
generations since divergence from chimpanzees
(23). Thus, as predicted (8), DSB hotspot locations

can be preserved when the targeted chromosome
architecture is conserved.

Conservation of DSB frequency in hotspots

The hotspot paradox predicts that hotspot strength
should vary widely even if their locations are
conserved. Furthermore, the rate of hotspot ex-
tinction should scale with hotspot heat, because
alleles that experience frequent DSBs provide
more chances for loss (3–5, 10, 13). The selective
constraint model is agnostic in this regard: If cis-
acting sequence polymorphisms can quantita-
tively modulate DSB formation without ablating
Spo11 targeting (which has been experimentally
shown [e.g., (27)]), then hotspot heats will change
rapidly. On the other hand, if DSB frequency (not
just position) is tied to selectively constrained fea-
tures or if DSB frequency is itself constrained,
then hotspot heats will tend to be conserved.
To address this question, we summed Spo11

oligos within 3426 promoter-containing IGRs
that could be stringently and unambiguously
matched between species on the basis of conser-
vation of flanking coding sequences (Fig. 3A and
table S4). This group contains 81%of divergent and
tandem IGRs and accounts for 83% of promoter-

proximal hotspots in S. cerevisiae; thus,most of the
relevant Spo11-targeted genomic space is included.
An IGR-centric approach is preferable to relying on
more arbitrary hotspot definitions (23).Within-IGR
Spo11-oligo counts were highly similar between
S. cerevisiae strains: We observed correlation co-
efficients (0.89 to0.92) thatwerenearly ashighas for
comparisons between biological replicates (0.97 to
1.00) (Fig. 3, B to D; fig. S4A; and table S4). Thus,
intraspeciesvariationofDSBheatwithin these IGRs is
low, despite ~0.7 to 1%median sequence divergence.
Strong correlations were also found between

species, with little change in correlation strength
over large evolutionary distances (Fig. 3, B toD, and
fig. S4A). Moreover, the hottest 1% of promoter
IGRs in S. cerevisiae SK1 were enriched among
the hottest IGRs in other species, with a median
percentile ranking within the top 5%, even in
S. kudriavzevii (Fig. 3, E and F). This was only
modestly greater than the extent of conservation
of the coldest IGRs (Fig. 3E). Theoreticalmodeling
of biased gene conversion predicts that strong hot-
spots are less likely to be shared between species
than weak ones (5). We found specific examples
where strong hotspots in one species were substan-
tiallyweaker in other species (Fig. 3G), so there is no
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Fig. 2. Conserved targeting of DSBs to promoters. (A) Overlap of DSB hot-
spots with promoter NDRs is evolutionarily conserved. The cartoon depicts typical
yeast promoter chromatin structure, with an NDR upstream of the transcription
start site (TSS). Sample region (around YIL154C) compares Spo11 oligos with the
nucleosomemap (MNase-seq read depth relative to genome average). (B) Average
Spo11-oligo and nucleosome profiles around start codons (S. cer SK1, n = 5766;
S. kud, n = 5578). (C) Average Spo11-oligo and nucleosome profiles at hotspots
(S. cer SK1, n = 4099; S. kud, n = 3976). Spo11-oligo profiles were smoothed with

201-bp (A) or 75-bp [(B) and (C)] Hann window. (D) Spo11 oligosmap preferentially
to IGRs containing promoters. In box plots, thick horizontal lines indicate medians,
box edges show the 25th and 75th percentiles, and whiskers indicate lowest and
highest values within 1.5-fold of the interquartile range; outliers are not shown.
(E) Hotspot intensity varies over similar smooth continua in S. cerevisiae (SK1)
and S. kudriavzevii. (F) Similar distributions of widths versus Spo11-oligo counts in
hotspots. (G) Conserved hotspot positions. Most promoter-containing IGRs hosting
Spo11-oligo hotspots in S. cerevisiae (SK1) also had hotspots in S. kudriavzevii.
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absolute barrier to evolutionary changes. But the be-
havior of most IGRs leads us to conclude that the
hottest hotspots present in the last commonancestor
of Saccharomyces tended to retain high Spo11 tar-
get activity and that it has been rare for ancestrally
cold promoters to acquire strong hotspot activity.
This high degree of yeast hotspot conservation

differsmarkedly from that inhumans:DSBhotspot
heat between men sharing the same or similar
PRDM9 alleles (28) was less conserved than be-
tween S. cerevisiae strains despite much greater
sequence identity (Fig. 3, C and D, and fig. S4B).
This difference is consistent with PRDM9motif
erosioncontributing tovariation inhotspot strength
between individuals (28).

Conservation of the DSB landscape over
larger size scales

Hotspots are only one level of nonrandomness
in the DSB landscape in that they reside within
larger domains of greater or lesser DSB potential
(2, 15). In several taxa, conservation has been noted
for the distribution of crossover recombination
over broad genomic regions (16), but conserva-

tion of DSB distributions has not been evaluated.
We therefore investigated if large-scale features
of the DSB landscape are also conserved in yeast.
Spo11-oligo maps demonstrated that DSB sup-
pression observed near telomeres and centromeres
(15, 26) is preserved (Fig. 4, A and B, and fig. S5, A
and B). This result is not surprising, as recombina-
tion in these subchromosomal regions can inter-
fere with genome integrity: Subtelomeric regions
are rife with repetitive DNA elements that can
undergo nonallelic homologous recombination
(29), and crossing over that occurs close to cen-
tromeres can cause segregation errors (30).
More remarkably, however, Spo11-oligo counts

were also well correlated between species when
we compared ~20-kb segments in syntenic re-
gions across interstitial (i.e., nontelomeric and
noncentromeric) portions of the chromosomes
(Fig. 4, C and D; fig. S5, C to F; and table S5). This
scale is comparable to the average length of the
chromatin loops of meiotic chromosomes, and
DNA segments of this size typically encompass
multiple hotspots (1, 15). These findings indicate
that the larger-scale domain structure of the DSB

landscape is also evolutionarily stable. Spo11-
oligo counts were correlated with G + C content of
DNA in each species tested, with weaker cor-
relation over short distances (~1 kb) and stronger
correlations over large distances (Fig. 4E). This
scale-dependent pattern is consistent with the
hypothesis that large-scale DSB domains, like hot-
spots, reflect selective constraint on the underlying
chromosomal architecture (15). Furthermore, such
large-scale domains presumably reflect factors—
such as attachment of chromatin loops to chromo-
some axes—that work in cis but at a distance from
DSB hotspots. Because such factors are too far
away to be frequently included in gene conversion
tracts and are thus not subject to loss through
biased gene conversion, they are not expected to
evolve as rapidly as hotspots (3, 5, 16, 31).

Chromosome length affects
DSB frequency

In S. cerevisiae, DSB density is anticorrelatedwith
chromosome size, i.e., smaller chromosomes on
average incur more DSBs per kilobase than larger
ones (15). This relation is conserved in other
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Fig. 3. Conservation of hotspot strength. (A) Promoter-containing IGRs
were matched between species using conservation of flanking genes.
(B) Comparison of Spo11-oligo counts (log2 scale) within 3426 IGRs that were
matched in all four species. Correlation coefficients for the log2-transformed
data are shown (Pearson’s r). (C and D) Spo11-oligo counts in promoter IGRs
remain highly correlated despite wide sequence divergence. Correlation co-
efficients [as in (B)] are plotted against the median sequence divergence within
IGRs, which is substantially greater than the coding sequence divergence in Fig.
1B (22). (D) is a closer view of the boxed region in (C). Black lines highlight the

yeast comparisons; they are not regression lines. Human data [from ref. (28)]
are for three men with identical or similar PRDM9 alleles (37,345 hotspots) (see
fig. S4B); each had ~0.1% sequence difference from the reference genome
(28)]. (E) The hottest hotspots have stayed hot, and the coldest have stayed
cold. Percentile rankings in other strains and species are shown for the
matched promoter IGRs with the most (red) and least (cyan) Spo11 oligos in
SK1 (top and bottom 1%). Box plots are as in fig. S3D. (F and G) Examples of a
strong Spo11-oligo hotspot from SK1 whose heat is conserved (F), YEL046C,
and one whose heat is not (G), YPR124W.
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Saccharomycetes (Fig. 5A and fig. S6). This
whole-chromosome control of DSB density is
in large part a patterning effect of a negative-
feedback circuit in which homologous chromo-
somes that have successfully engaged one another
stop making additional DSBs (32). Perhaps smaller
chromosomes tend to take more time to engage
their homologs and thus enjoy a longer window
of opportunity to make DSBs. It has been argued
(15) that this form of DSB regulation can account
for the earlier finding that smaller chromosomes
undergo more crossing over per kilobase than
larger chromosomes (33). However, whereas chro-
mosome bisection and fusion experiments have
demonstrated that difference in chromosome length
is the cause of variation in crossover density (33),
this has not been formally tested for DSBs.
S. mikatae provides a natural experiment, as

reciprocal translocations have placed parts of an-
cestral chromosome VI onto longer chromosomes
in that species (23) (Fig. 5B). DNA segments syn-
tenic with the left and right arms of ancestral
chromosome VI had a Spo11-oligo density pre-
dicted by their chromosome length: Density was
higher when the segments resided on the short
chromosome VI in S. cerevisiae but lower when on
longer chromosomes in S. mikatae (Fig. 5B). Syn-
tenic segments on similar-length chromosomes
exhibited matched Spo11-oligo densities (Fig. 5C).

These findings indicate that whole-chromosome
variation in DSB density is a direct consequence
of chromosome size per se and is thus in large part
extrinsic to the DNA sequence.

Conclusions

Our observations fit the hypothesis that hotspots
tend to be stable if Spo11 targets functional ge-
nomic elements that are evolutionarily constrained
(8). Conversely, evolutionary stability of DSB hot-
spotsmay indicate constrained function(s), even if
that function is presently unknown. Note that DSB
hotspots arewell conservedbetween the Schizosac-
charomyces species S. pombe and S. kambucha
(~0.5%sequencedivergence) (34), despitemapping
to sites without known function (35). In contrast,
in Drosophila, which lacks a PRDM9-like system
but also does not preferentially target recombina-
tion to promoters or known functional elements,
the fine-scale distribution of recombination appears
to evolve rapidly (36).
Strong conservation in Saccharomycetes of DSB

frequencieswithinhotspots, across subchromosom-
al domains, and even across whole chromosomes
supports the hypothesis that this conservation
traces back to shaping of the DSB landscape by
selectively constrained chromosomal features that
work combinatorially, hierarchically, andovermul-
tiple size scales (15). For example, transcription,

function of telomeres and centromeres, as well
as sister chromatid cohesion, rely on and shape
chromosome structures over scales ranging from
tens to millions of base pairs (bp). Because these
structures in turnmold theDSB landscape, selec-
tive pressure to maintain them for gene expres-
sion, cell division, and other processes imposes a
tendency to conserve the DSB landscape. How-
ever, the remarkable strength of conservation
across millions of years of evolution leads us to
speculate that the specific shape of the yeast DSB
landscapemay confer fitness benefits. The recom-
bination distribution is a heritable trait subject to
selection (16, 37), so we speculate that selective
pressures may operate more directly on the DSB
landscape genome-wide, perhaps related to ac-
curate meiotic chromosome segregation and/or
beneficial effects of disrupting ormaintaining link-
age groups at various size scales (37, 38).
Finally,wenote that available evidence inplants,

birds, and canids—all apparently lacking a PRDM9-
like hotspot targetingmechanism—points to prefer-
ential action of Spo11 at promoters, CpG islands,
and/or other genomic elements that are under selec-
tive constraint tomaintain functions separate from
beingSpo11 targets (39–41). In finches,high-resolution
recombinationmaps inferred frompopulation ge-
netic data reveal evolutionary stability of recombi-
nation hotspots, analogous to Saccharomyces but
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Fig. 4. Conservation of large-scale features of the DSB landscape. (A and B)
Telomere-proximal and pericentric DSB suppression. Lines are smoothed fit
(Lowess) of Spo11-oligo densities in 500-bp bins averaged across 32 chromosome
arms. Dashed line, genome average in SK1; yellow shading, DSB suppression
zones. Genome assemblies are not complete enough to evaluate telomeres of
S.mikatae or S. kudriavzevii. (C andD) Large-scale hot and cold interstitial domains
are conserved. Interstitial segments (excluding subtelomeres and pericentromeres)

were defined as syntenic between S. cerevisiae and S. paradoxus if orthologous
genes were in the same order in both species. Spo11-oligo counts were summed in
these syntenic segments divided into 20-kb bins (table S5). A representative
example is shown in (C) (vertical dashed lines denote synteny breaks, mostly
from unresolved annotation discrepancies), and genome-wide scatter plots and
correlation coefficients are in (D). (E) Correlation (Pearson’s r) between mean
Spo11-oligo counts and GC content binned in windows of varying size.
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wholly unlike PRDM9-reliant apes or mice (41).
Thus, not only is it untrue that recombination
initiation landscapes inevitably evolve rapidly,
conservation is likely to be a common pattern
for many sexual species.
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Fig. 5. DSB density is
influenced by chromo-
some length. (A) The
anticorrelation between
chromosome length and
DSB density is
conserved. Each point is
one chromosome.
(B) A natural experiment
demonstrating chromo-
some length–dependent
DSB control. The sche-
matic illustrates syntenic
segments on chromo-
somes of different size in
S. cerevisiae and
S. mikatae. The plots
show that Spo11-oligo
density is higher on
these segments in
S. cerevisiae (when on a
short chromosome) than
in S. mikatae (longer
chromosomes).
Gray symbols are whole-
chromosome values
from A for comparison.
Note that the segments
from ancestral
chromosome VI display
a Spo11-oligo density
closely matched to
that of the whole-
chromosome value
appropriate for the
size of the chromo-
some on which they
reside. (C) Control syn-
tenic regions on similarly
sized chromosomes have equivalent Spo11-oligo densities in both species.
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BATTERIES

“Water-in-salt” electrolyte
enables high-voltage aqueous
lithium-ion chemistries
Liumin Suo,1 Oleg Borodin,2 Tao Gao,1 Marco Olguin,2 Janet Ho,2 Xiulin Fan,1

Chao Luo,1 Chunsheng Wang,1* Kang Xu2*

Lithium-ion batteries raise safety, environmental, and cost concerns, which mostly arise
from their nonaqueous electrolytes. The use of aqueous alternatives is limited by their
narrow electrochemical stability window (1.23 volts), which sets an intrinsic limit on the
practical voltage and energy output. We report a highly concentrated aqueous electrolyte
whose window was expanded to ~3.0 volts with the formation of an electrode-electrolyte
interphase. A full lithium-ion battery of 2.3 volts using such an aqueous electrolyte was
demonstrated to cycle up to 1000 times, with nearly 100% coulombic efficiency at both
low (0.15 coulomb) and high (4.5 coulombs) discharge and charge rates.

L
ithium-ion (Li-ion) batteries power much
of our digital and mobile lifestyle (1, 2).
However, their adoption in more strate-
gically important applications such as vehi-
cle electrification and grid storage has been

slower, mainly because of concerns raised over
their safety, cost, and environmental impact (3).
Most of these concerns come from the non-
aqueous electrolytes needed to withstand the
high voltages (>3.0 V) of the chemistries (4),
because the ester-based solvents are highly flam-
mable and reactive with the charged electrodes
(5), and the lithium salt (LiPF6) is thermally
unstable and extremely toxic (6). Substantial
costs are incurred not only directly by these
electrolyte components but also to a larger degree
by the stringent moisture-free process and safety
management required for the dangerous com-
bination of flammable electrolytes and energy-
intensive electrodes (4, 7, 8).
Aqueous electrolytes could resolve these con-

cerns (9–11), but their electrochemical stability
window (1.23 V) is too narrow to support most
of the electrochemical couples used in Li-ion
batteries.Hydrogen evolution at the anodepresents
themost severe challenge, as it occurs at a potential
(2.21 to 3.04 V versus Li, depending on pH value)
far abovewheremostLi-ionbattery anodematerials
operate. Even in trace amounts, hydrogen severely
deteriorates the electrode structure during
cycling. A common practice to suppress hydro-
gen evolution in aqueous electrochemistry is to
adjust the alkalinity (12, 13), so that the water
reduction potential shifts downward to allow
the use of anode materials otherwise prohibited
under neutral or acidic conditions. However, as

the overall electrochemical stability window of
aqueous electrolytes remains constant, anodic
stability against oxygen evolution suffers a cor-
responding compromise, as illustrated by a Pour-
baix diagram (9). A maximum voltage of 1.5 V
was achieved in aqueous Li-ion batteries, where
the residual currents for H2 or O2 evolution still
brought high self-discharge rates despite themod-
erate cell voltage (9–11).
In contrast to nonaqueous electrolyte systems,

where cathode and anode materials often oper-
ate far beyond the thermodynamic stability
limits of electrolyte components (4, 14), kinetic
protection from a solid-electrolyte interphase
(SEI) in aqueousmedia has never been considered
possible. Such interphases, situating between
electrode surfaces and electrolyte, are formed
by sacrificial electrolyte decomposition during
the initial charging, and they constitute a barrier
allowing ionic conduction but forbidding electronic
conduction. Their presence substantially expands
the usable electrochemical stability window of
electrolytes. In conventional aqueous electrolytes,
a protective interphase is absent because none
of the decomposition products from water (H2,
O2, or OH

–) can deposit in a dense solid state.
In the absence of interphases, aqueous Li-ion
batteries are typically limited to low voltage (<1.5 V)
and low energy density (<70 Wh/kg), often
with rapid fading of capacity and low coulombic
efficiency. The latter is especially pronounced at
lowC rates, where C refers to nominal capacity of
the cell, and a rate of nC represents the discharge
current that can drain this capacity in 1/n hours.
(For most batteries, a rate of 1 C means that the
discharge current will discharge the entire bat-
tery in 1 hour.)
We report the formation of such interphases

in an aqueous electrolyte by manipulating the
source of electrolyte decomposition during the
initial charging processes. A “water-in-salt”
electrolyte is obtained by dissolving lithium
bis(trifluoromethane sulfonyl)imide (LiTFSI) at
extremely high concentrations (molality >20 m)

in water. This leads to an anion-containing Li+

solvation sheath, which results in the formation
of a dense interphase on the anode surfacemainly
arising from anion reduction. Combined with the
substantially reduced electrochemical activity of
water at such a high concentration, this highly
concentrated water-in-salt electrolyte provides
an expanded electrochemical stability window
of ~3.0V. A full aqueous Li-ion battery constructed
with a model electrochemical couple (LiMn2O4

and Mo6S8) demonstrated an open circuit volt-
age (OCV) of 2.3 V and was cycled at nearly
100% coulombic efficiency for up to 1000 cycles
at both low (0.15 C) and high (4.5 C) rates.

Water-in-salt electrolytes

LiTFSI was chosen as the salt because of its high
solubility in water (>20 m at 25°C) and high
stability against hydrolysis (15). When the LiTFSI
concentration is above 5 m, the water-in-salt
definition applies, as the salt outnumbers the
solvent in this binary system by both weight
and volume (fig. S1). In these solutions, the
average number of water molecules available
to solvate each ion is far below the “solvation
numbers” that arewell established in conventional
electrolytes (~1.0m). Instead, interionic attractions
become more pronounced relative to solvent-ion
interactions, incurring unusual physicochemical
properties (16–20). More important, the inter-
phasial chemistry on electrode surfaces could be
altered as a direct consequence of the different
cation solvation sheath structure (14, 21–24). This
“cation solvation–interphase chemistry” corre-
lation has been leveraged to manipulate the
electrochemical behavior of nonaqueous elec-
trolytes on both graphitic anode andmetal oxide
cathodes (17, 23, 25, 26), but its effect on aqueous
electrolytes had remained unexplored. Figures
S2 to S4 summarize the physical and transport
properties of LiTFSI in water at varying concen-
trations. According to the thermal analysis of the
highly concentrated solutions, solutions at both
20 and 21 m are “true” liquids at room temper-
ature (25°C) that can be supercooled down to
–90°Cwith negligible crystallinity (27). The room-
temperature conductivity of 21m solution remains
~10 mS/cm, comparable to that of nonaqueous
electrolytes (9.0 mS/cm) used in commercial Li-
ion batteries (figs. S3 and S4).
The electrochemical stability window for these

aqueous electrolytes was evaluated with cyclic
voltammetry (CV) on stainless steel electrodes,
whose first cathodic and anodic scans are shown
in Fig. 1. The overall stability window expands as
the LiTFSI concentration increases, with both
oxygen and hydrogen evolution potentials pushed
well beyond the thermodynamic stability limits
of water. Closer examination of Fig. 1A shows
that the onset of reduction at all concentrations
occurs at ~2.80 V, before rapidly accelerating at
2.63 V and then reaching a plateau. Quantum
chemistry calculations predict the onset of LiTFSI
reduction at such high concentrations around
2.7 to 2.9 V, which is slightly higher than the
hydrogen evolution process (2.63 V) corresponding
to the exponential current increase. Thus, prior
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to hydrogen evolution, the reduction of TFSI
seems to result in a passivation process that
intensifies with salt concentration and reduces
the plateau current by more than an order of
magnitude, from2.47mA/cm2 (1m) to 0.18mA/cm2

(21 m). This passivation eventually suppresses
hydrogen evolution, pushing its onset from
2.63 V to 1.90 V. On the cathode side (Fig. 1B),
oxygen evolution also seems to be suppressed
with increasing salt concentration but no clear
passivation process is observed, probably as a
result of the reduced water activity when co-
ordinated to Li+ at high concentration as well
as an innerHelmholtz layer increasingly populated
by TFSI anions (28). Overall, a stability window
of ~3.0 V is achieved because of the very high
concentration of LiTFSI (Fig. 1C), with both
cathodic (~1.9 V versus Li) and anodic (~4.9 V
versus Li) limits beyond those defined by the
Pourbaix diagram of water at pH 7 (cathodic
~2.63 V versus Li, anodic ~3.86 V versus Li).
The model cathode and anode materials

LiMn2O4 and Mo6S8 (fig. S5) were chosen as
active working electrodes in CV experiments to
verify the expanded stability window. Figure 2A
demonstrates two redox couples of LiMn2O4,
which gradually shift from 4.09/4.17 V and 4.22/
4.31 V in 5m solution to 4.17/4.37 V and 4.31/4.49V
in 21 m solution, while the reaction kinetics
become slower at high salt concentrations. For
Mo6S8, a single lithiation/delithiation process
was observed at ~2.5 V in dilute solutions, and
only when salt concentrations reached 10 m or
above did the second lithiation/delithiation at
~2.3 V appear. Themodulation of redox processes

toward positive potentials, observed in all cases
in Fig. 2A, is attributed to the Li+ activity change
in the solution according to the Nernst equation
(see supplementary materials). It is this mod-
ulation that moves the second redox process of
Mo6S8 into the expanded electrochemical stability
window of the water-in-salt electrolyte, allowing
the full and reversible use of its Li storage sites
otherwise inaccessible in diluted aqueous solutions
(fig. S6). Hence, a 2.3 V aqueous LiMn2O4/Mo6S8
full Li-ion cell is enabled by the water-in-salt
electrolyte (Fig. 2B). In control electrolytes using
LiNO3 and Li2SO4 (figs. S7 and S8), similar
positive modulations of Mo6S8 were observed;
however, their limited solubility prohibited the
appearance of the second lithiation/delithiation
process. Even at the highest possible LiNO3

concentration (12.5 m), hydrogen evolution still
overwhelms the second lithiation of Mo6S8 at
~2.5 V versus Li (fig. S7), without any sign of
passivation. Thus, the high concentration of
LiTFSI in water not only reduces water activity
and modulates redox potentials, but also sup-
presses hydrogen evolution through the for-
mation of an interphase.

A high-voltage aqueous Li-ion battery

A full Li-ion cell using a LiMn2O4 cathode and a
Mo6S8 anode was assembled to evaluate the
viability of the water-in-salt electrolyte at 21 m
(Fig. 2, B to D, and figs. S9 to S12). The cathode/
anode mass ratio was set to 2:1 in order to
compensate for the irreversible capacity at the
Mo6S8 anode due to formation of SEI during
the initial cycles. At 0.15 C, the cell displayed

two voltage plateaus at 1.50 V and 2.00 V, re-
spectively (fig. S9), delivering a discharge capacity
of 47 mAh per gram of total electrode mass. A
conservative estimatemadeon thebasis of average
voltage and capacity places the energy density
in the vicinity of 84 Wh per kilogram of total
electrode mass. To further explore the energy
density achievable in the ideal scenario where
Li+ consumption is minimized during the initial
interphase formation, wematched aMo6S8 anode
recovered from a cycled full cell with a fresh
LiMn2O4 cathode at 1:1 ratio. Such a full cell
delivered an energy density of 100Wh per kilogram
of total electrode mass (fig. S11). A full aqueous
Li-ion cell using Mo6S8 and LiNi0.8Co0.15Al0.05O2

cathode also cycled reversibly but yielded a lower
capacity (fig. S13).
Figure 2, C and D, displays the cycling stability

and coulombic efficiency of LiMn2O4/Mo6S8 full
cells at low (0.15 C) and high (4.5 C) rates.
Excellent stability with high capacity retention
(68% with 1000 cycles at 4.5 C and 78% with
100 cycles at 0.15 C) and near 100% coulombic
efficiency are observed at both rates (fig. S14).
As shown by Dahn and colleagues, the most
rigorous proof of stability does not come from
the number of cycles, but rather from the time
spent by a system at a fully charged state (29)
as well as from high coulombic efficiency at
low C rates. In previous studies, the cycling
stability of aqueous Li-ion cellswas often tactically
evaluated at high instead of low rates, so that the
effect of residual hydrogen and oxygen evolution
on cycling stability would be less apparent. To
reveal how much impact the trace parasitic
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Fig. 1. The electrochemical stability win-
dow of LiTFSI-H2O electrolytes on nonac-
tive electrodes. Measurements were taken
at different concentrations (molality) with
cyclic voltammetry (CV) on stainless steel
working electrodes between –1.8 V and
1.8 V versus Ag/AgCl at 10 mV/s, wherein
the potential has been converted to Li/Li+

reference for convenience. (A) Overall
electrochemical stability window.
(B and C) Magnified view of the regions
outlined near anodic and cathodic
extremes in (A).
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reactions in water-in-salt electrolyte exert on full
Li-ion cell performance, we monitored the open-
circuit voltage decay of fully charged cells upon
storage and then immediately measured the re-
coverable capacity. The results (figs. S15 and S16)
confirm the negligible effect of either hydrogen
or oxygen evolution. Only in longer-term cycling
tests would the effect of parasitic reactions be-
come more apparent, as evidenced by the slow
but steady fading of capacity shown in Fig. 2, C
and D; this finding suggests that the interphasial
chemistry needs to be tailored for more effective
protection. Elevated temperature (45°C) did not
induce accelerated capacity fading, which indicates
that the SEI formed should be stable against
dissolution (fig. S12).

Interphasial chemistry and
its importance

High salt concentrationdeviates solutiondynamics
from an ideal state (30). To quantify such de-
viation, we calculated the relative Li+ activity
coefficients in electrolytes based on the peak
potential shifts as measured from CV (Fig. 2A).
The details are given in supplementary text
and tables S1 and S2; fig. S17 summarizes the
dependence of these coefficients on salt concen-
tration, which experiences a steady rise from 5 m
to 21 m. According to Bockris and Reddy, this

increase of activity coefficients at high concen-
tration reflects the deprived population of water
as a free solvent and the intensified cation-anion
interaction (30).
The interplay among Li+, TFSI–, andwater was

also investigated with spectroscopies. Major
Raman vibrational signals are summarized in
fig. S18 and table S3; Fig. 3A compares the shift
of the most intense peak at 744 cm−1 as the salt
concentration increases, with crystalline LiTFSI
as the reference (top trace). Evidently this
vibration mode is rather sensitive to the change
of the anion environment, drifting from 744.6 cm−1

at 5.0 m to 748.5 cm−1 at 21 m. The latter is
essentially identical to that in a crystalline lattice.
On the basis of the previous assignment of a
748 cm−1 peak in nonaqueous electrolytes (31),
we attribute this band to the formation of a
percolated TFSI– anionic network in the highly
concentrated solutions. In the 17O nuclear mag-
netic resonance (NMR) spectra, the two sets of
oxygen nuclei were assigned to water (~0 ppm)
and TFSI– (~154 ppm), respectively; Fig. 3B
displays the change in 17O chemical shifts for
both nuclei with LiTFSI concentration. The
water 17O signal is rather sensitive to the presence
of salt, because Li+ directly interacts with the lone
pair electrons of water oxygen. Its coordination
with Li+ results in the deshielding, as indicated

by the downshift displacement in its chemical
shift, while the increasing salt concentration
above 10 m intensifies this effect. On the other
hand, the 17O signal at 154 ppm seems to be
rather insensitive to the presence of salt, al-
though its successive downshift is still visible.
This can be attributed to the fact that oxygen on
TFSI– does not directly coordinate with Li+ for
salt concentrations less than 10 m.
Both oxygen nuclei display obvious peak

broadening at salt concentrations greater than
10 m, as if the anion environment gradually
transitions into a semisolid state similar to a
LiTFSI crystal. Such an intimate interaction
between cation and anion, as revealed by Raman
and NMR spectroscopy, bears close resemblance
to an ionic liquid, where on average each Li+ is
surrounded by at least one anion. Naturally,
when Li+ in this coordination environment is
brought into the vicinity of the anode surface,
TFSI– would be reasonably expected to display
its own electrochemical features.
The relationship between solution structure

and electrochemical properties is further re-
vealed from molecular dynamics simulations.
For dilute solutions (≤5 m), Li+ remains well
hydrated in its primary solvation sheath with
sufficient free water available (Fig. 3C). In such
electrolytes, attempts to lithiate an anode, whose
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Fig. 2. Electrochemical performance on active electrodes. (A) Electrochemical stability window of electrolytes at various LiTFSI concentrations asmeasured
withCVonactive (LiMn2O4andMo6S8) electrode surfaces at0.1mV/s. (B) Typical voltageprofile of LiMn2O4andMo6S8electrodes in 21mLiTFSI solution at constant
current (0.2 C). Data in (A) and (B) were collected in a three-electrode device including Mo6S8 and LiMn2O4 as working electrodes and Ag/AgCl as reference
electrode. (C andD) Cycling stability and coulombic efficiency of full aqueous Li-ion cells using Mo6S8 and LiMn2O4 as anode and cathode materials in 21 m LiTFSI
solution, at low (0.15 C) and high (4.5 C) rates, respectively.
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lithiation potential is below that of water re-
duction, would lead to preferential reduction
of water and sustained hydrogen evolution,
which would prevent not only any Li+ interca-
lation but also any possible reduction of TFSI–.
However, with LiTFSI concentrations increased
beyond 20 m, molecular dynamics simulation
predicts that on average two TFSI anions would
be observed in each Li+ primary solvation sheath
(Fig. 3D), and such a high probability of TFSI–

leads to an interphasial chemistry dominated by
the reduction of TFSI–.
The reduction potential of TFSI– is also altered

by its intimate interaction with Li+. According to
density functional theory (DFT) calculations (Fig. 4A
and fig. S19), aggregates such as Li2(TFSI)(H2O)x
become reductively unstable below 2.9 V versus
Li, which is substantially higher than the re-
duction potential for the isolated TFSI anion at
1.4 V (Fig. 4A) and hydrogen evolution at 2.63 V.
Further corroborating the preferential reduc-
tion of TFSI– over water, a density-of-states anal-
ysis obtained fromDFT calculations indicates that
both the TFSI conduction band minimum and
the water valence band maximum shift to lower
potentials with increasing salt concentration.
At >20 m, this trend leads to a premature
TFSI– reduction and delayedwater oxidation (Fig.
4B and supplementary materials). We therefore
conclude that this reduction process generates
sufficient LiF from TFSI– to form an anode-

electrolyte interphase, which kinetically prevents
sustained reduction of both water and TFSI– in
a similar manner as an SEI in nonaqueous elec-
trolytes does. The earlier observation that TFSI–

was electrochemically reduced to LiF on an anode
surface in nonaqueous electrolyte (32, 33) in
conjunction with limited solubility of LiF in wa-
ter make this speculation reasonable. In retro-
spect, an ideal lithium salt that could enable the
formation of an aqueous SEI should be not only
highly soluble and chemically stable in water but
also susceptible to electrochemical reduction at a
desired potential (i.e., a potential higher than that
of H2 evolution), producing a solid product in-
soluble in aqueous media. Lithium salts meeting
these requirements include those based on fluo-
roalkyl sulfonylimide anions, to which LiTFSI
belongs, as well as fluoroalkyl sulfonate anions.
Compared with the higher cost of imides, sulfo-
nates might make more appropriate candidates.
At least one such sulfonate salt (lithium trifluoro-
methane sulfone) has been found to yield nearly
identical electrochemical stability to that of LiTFSI
(fig. S20).
To demonstrate the existence of an interphase

in our aqueous electrolytes, we conducted x-ray
photoelectron spectroscopy (XPS) on an anode
recovered after a complete lithiation cycle. Figure
4C shows the valence electrons’ binding energies
for a few detected elements. Included as compar-
isons are the spectra of the pristineMo6S8, whose

Mo 3d and S 2p signals serve as references, and
F 1s detected therein at 689.5 eV came from
poly(tetrafluoroethylene) (PTFE) used as binder
in the composite electrode. Themost conspicuous
change after being charged to 2.3 V (corre-
sponding to full lithiation of Mo6S8) is the dis-
appearance of both S 2p andMo 3d signals, and
the appearance of Li 1s and F 1s signals, the latter
of which is identified to be a CF3 species. Hence,
lithiation left the anode surface completely
coveredwith species originated fromTFSI–, while
the CF3 species could arise from either excess
LiTFSI remaining on the anode surface, or its
incomplete reduction products. Etching this
surface by Ar+ reveals an underlying interphase
consisting overwhelmingly of LiF, which not
only precedes the reappearance of the original
S 2p and Mo 3d signals but remains even after
prolonged (1920 s) sputtering. This resistance
against sputtering is undoubtedly the conse-
quence of a very dense surface interphase.
On the basis of earlier reports that TFSI– is

electrochemically reduced to LiF (32, 33), we
believe that in the current water-in-salt elec-
trolytes, this LiF-rich interphase serves as an
electron barrier preventing the reduction of water
while allowing Li+ migration. Evidence also
comes from transmission electron microscopy
(TEM) images of the cycledMo6S8, whose surface,
when compared with the pristine state, is found
to be coveredwith a crystalline phase 10 to 15 nm
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Fig. 3. The effect of
LiTFSI concentra-
tion on ion-solvent
and ion-ion interac-
tions. (A) Progression
of Raman vibration at
~744 cm−1 with salt
concentration.
(B) Change of chemical
shifts for 17O nuclei in
solvent (water) and
anion (TFSI). The
inset shows the TFSI–

peak at 21 m.
(C) Numbers of water
and TFSI– oxygen
atoms within the Li+

primary solvation
sheath of 0.27 nm and
the fraction of “free”
water not bound to
any Li+, all obtained
from molecular
dynamics simulations.
(D) Illustration of the
evolution of the Li+

primary solvation
sheath in diluted and
water-in-salt
solutions.
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thick (Fig. 4, D and E). The interplanar spacing
of this crystalline phase identifies it as imperfect
crystalline LiF. Further confirmation comes from
TEM energy-dispersive x-ray spectroscopy (EDX)
analysis (fig. S21), whose line scan reveals that F
evenly distributes on the Mo6S8 particle surface.
This aqueous LiF-based SEI, originating from
TFSI– reduction and crystalline in nature, seems
to differ chemically from the composite inter-
phases that have been well characterized in non-
aqueous electrolytes (4, 14), where solvent reduction
products contribute overwhelmingly as the chemi-
cal building blocks. On the cathode surface,
however, no such LiF-based SEI was found
even after extended cycling (figs. S22 and S23).
Summarizing all the spectra information, an

overall picture of the Li+ solvation sheath and its
role in interphasial chemistry emerges. In dilute
solutions (< 5 m) (34, 35), the abundance of
water can afford a conventional solvation sheath
structure (i.e., four watermolecules per Li+ in the
primary and more in the loosely bound sec-
ondary sheath) (36), where Li+ and TFSI– are
well separated by water. When salt concentra-
tion increases to a certain level (>10 m), the

insufficient water population leads to a drastic
change in Li+ solvation sheath structure. In
particular, at 21 m, there are only 2.6 water
molecules per Li+, which can no longer effectively
neutralize the electrostatic field created by the
formal charge on Li+; consequently, TFSI–

enters the Li+ solvation sheath, leading to
intimate Li+-TFSI– interactions as observed in
Raman and 17O NMR spectroscopy. A direct
result of this anion-containing solvation sheath
is an interphasial chemistry on the anode con-
sisting of mainly LiF from TFSI– reduction,
which is enabled not only by the high probability
of TFSI– in the Li+ solvation sheath, but also by
its reduction potential, which is now higher
than that of water. Simultaneously, the scarcity
of free water molecules due to high salt con-
centration contributes to their inactivity that
benefits both cathodic and anodic stability lim-
its. These factors work in synergy to realize an
expanded electrochemical stability window of
3.0 V (Fig. 1C).
Battery performance can be quantified with

four parameters: cell voltage, capacity, coulombic
efficiency, and cycling stability. The first two

determine the battery’s energy density; the latter
two dictate its lifetime and energy efficiency.
For comparison, we plotted our water-in-salt
battery in Fig. 5A against other aqueous systems
previously investigated using these parameters.
More than 1000 cycles were reported for elec-
trochemical couples of LiMn2O4/acetylene black
(37) and LiFePO4/LiTi2(PO4)3 (13). Their excellent
stability, however, was achieved at the expense
of voltage (<1.25V) andenergydensity (<50Wh/kg).
On the other hand, efforts to increase cell voltage
to ~1.50 V were accompanied by an appreciable
compromise in cycling stability (10, 38–41). In all
cases, energy densities were below 75 Wh/kg.
The formation of an anode-electrolyte interphase
in a water-in-salt electrolyte enables us to de-
couple voltage from cycling stability and achieve
high values for both.
Note that the electrochemical couple used in

our study (LiMn2O4 and Mo6S8) did not actually
make full use of the expanded electrochemical
stability window; thus, further advances in
exploring more powerful and energetic battery
chemistry for this electrolyte system are possi-
ble. Fromour perspective, perhapsmore important
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Fig. 4. SEI formation in aqueous electrolyte. (A) Predicted reduction potentials from G4MP2 quantum chemistry calculations. (B) Projected density of
states (DOS) for H2O-LiTFSI electrolyte from HSE06 DFT calculations. (C) X-ray photoelectron spectroscopy (XPS) spectrum of pristine (bottom) and
cycled Mo6S8 at full lithiation state after various durations of Ar+ sputtering. (D and E) TEM images of pristine Mo6S8 (D) and cycled Mo6S8 (E).
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than the electrochemical performance described
in Fig. 2, C and D, is the fact that an interphase
could form and function in aqueous electrolytes,
which opens new avenues to aqueous electro-
chemistry (Fig. 5B).
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Fig. 5.The performance of aqueous Li-ion chem-
istries benefits from the expanded electrochem-
ical stability window of aqueous electrolytes.
(A) Performance of aqueous Li-ion batteries based
on various electrochemical couples. Color code for
cycling stability: red, <100 cycles; blue, 100 to
200 cycles; green, >1000 cycles. (B) Illustration
of expanded electrochemical stability window for
water-in-salt electrolytes together with the modu-
lated redox couples of LiMn2O4 cathode and Mo6S8

anode caused by high salt concentration.
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SOLAR CELLS

Efficient and stable large-area
perovskite solar cells with inorganic
charge extraction layers
Wei Chen,1,2* Yongzhen Wu,1* Youfeng Yue,1 Jian Liu,1 Wenjun Zhang,2 Xudong Yang,3

Han Chen,3 Enbing Bi,3 Islam Ashraful,1 Michael Grätzel,4† Liyuan Han1,3†

The recent dramatic rise in power conversion efficiencies (PCEs) of perovskite solar cells
(PSCs) has triggered intense research worldwide. However, high PCE values have often
been reached with poor stability at an illuminated area of typically less than 0.1 square
centimeter. We used heavily doped inorganic charge extraction layers in planar PSCs to
achieve very rapid carrier extraction, even with 10- to 20-nanometer-thick layers, avoiding
pinholes and eliminating local structural defects over large areas. The robust inorganic
nature of the layers allowed for the fabrication of PSCs with an aperture area >1 square
centimeter that have a PCE >15%, as certified by an accredited photovoltaic calibration
laboratory. Hysteresis in the current-voltage characteristics was eliminated; the PSCs were
stable, with >90% of the initial PCE remaining after 1000 hours of light soaking.

O
rganic-inorganic metal halide perovskite
solar cells (PSCs) have attracted attention
as a result of the meteoric rise in their
solar-to-electric power conversion efficien-
cies (PCEs) over the past few years (1). In

particular, methylammoniun (CH3NH3PbI3, de-
noted asMAPbI3) and formamidinium lead iodide
[CH(NH2)2PbI3] emerged as highly attractive solar
light–harvesting materials because of their intense
broadband absorption, high charge carrier mo-
bility, low-cost precursor materials, and simple
solution processing (2, 3). Their ambipolar semi-
conducting characteristics further enable variable
device architectures, ranging from mesoscopic to
planar structures with n-i-p or p-i-n layouts (4).
Mesoporous TiO2-based PSCs have reached the
highest performance levels thus far (5–7), with
a certified PCE of 20.1% (8). However, there is
growing interest in inverted (p-i-n) planar device
architectures that typically use a MAPbI3-PCBM
([6,6]-phenyl-C61-butyric acid methyl ester) bilayer
junction, because of their simple fabrication and
relatively small hysteresis (9–11). The true PCE
and stability of planar PSCs remain open to debate,
because these devices have not previously been

certified and their stability has been largely un-
explored. Only hole-conductor–free mesoscopic
PSCs using carbon as a back contact have hitherto
shown promising stability under long-term light
soaking and long-term heat exposure, but their
certified PCE remains relatively low at 12.8%
(12, 13).
Regardless of their architectures, all high-

efficiency PSCs thus far have had small areas,
with device sizes often <0.1 cm2 (table S1) (14).
Because such a small device size is likely to cause
measurement errors, an obligatoryminimumcell
area of >1 cm2 is required for certified PCEs to be
recorded in the standard solar cell efficiency
tables edited by public test centers, such as the
National Renewable Energy Laboratory in the
United States and the National Institute of Ad-
vanced Industrial Science and Technology (AIST)
in Japan (15). It has been recommended that the
efficiencies should be recorded with cell sizes of
ideally 1 to 2 cm2 or larger to allow comparison
with competing technologies (16–19). Although a
few studies have reported attempts to fabricate
centimeter-scale PSCs—for example, by using a
vacuumevaporation system (20) ormodified two-
step approach (21) to produce large-area MAPbI3
films—the PCEs obtained for these devices reached
only 10.9 to 12.6%. Apart from the small device
areas, the widely recognized hysteresis and sta-
bility issues of PSCs have raised doubts about the
reliability of previously claimed high efficiencies
(22, 23).
The poor reproducibility and lack of uniform-

ity of PSCs make it challenging to obtain high ef-
ficiencies with large devices. It is difficult to control
the formation of cracks and pinholes in the se-
lective carrier extraction layers over large areas.
Because small-size PSCs typically show a wide

spread in their PCEs, previous work has focused
on improving the uniformity of the perovskite
layer by varying its deposition methods (3, 6, 10).
However, fewer studies have aimed at identifying
selective extraction layers for photogenerated
charge carriers placed over the current collector to
prevent their recombination at its surface (24–26),
even though such selective contacts have turned
out to be equally important to developing efficient
solar-light harvesters (27). The dilemma with op-
timizing such charge carrier extraction layers in
solar cells is that the film should be thin to min-
imize resistive losses, while at the same time, it
should cover the entire collector area in a contig-
uous and uniformmanner.Meeting these require-
ments becomes increasingly difficult as the device
area increases.
Herewepresent a strategy that addresses simul-

taneously the scale-up and stability issues facing
current PSC embodiments.We developed heavily
p-doped (p+) NixMg1–xO and n-doped (n+) TiOx

contacts to extract selectively photogenerated
charge carriers from an inverted planar MAPbI3-
PCBM film architecture. We implemented the
p- and n-doping by substituting Ni(Mg)2+ ions
and Ti4+ ions on the NixMg1–xO lattice and TiOx

matrix with Li+ and Nb5+ ions, respectively. The
resulting dramatic increase in the electrical con-
ductivity enabled 10- to 20-nm-thick oxide layers
to be used for selective extraction of one type of
charge carrier, while improving the electronic
blocking effect for the other type by reducing the
density of pinholes and cracks over large areas.
Accordingly, the series resistance (Rs) of the
oxides decreased and the shunt resistance (Rsh)
greatly increased with respect to the undoped
layers, leading to an excellent fill factor (FF), with
values exceeding 0.8, and hysteresis-free behav-
ior. With this strategy, we successfully fabricated
large-size (>1 cm2) PSCs with an efficiency of up
to 16.2%. A PCE of 15% was certified by a public
test center (Calibration, Standards andMeasure-
ment Team at the Research Center for Photovol-
taics, AIST). This is listed as the first official
efficiency entry for PSCs in the most recent edi-
tion of the solar cell efficiency tables (28). More-
over, the devices based on these stable p+ and n+

inorganic metal-oxide charge extraction layers
showhigh stability, rendering them attractive for
future practical deployment of PSCs.
We fabricated PSCs with an inverted planar de-

vice architecture (Fig. 1A); a cross-sectional scan-
ning electron microscopy (SEM) image of this
architecture is shown in Fig. 1B.We first deposited
the NiO-based hole extraction layer onto fluorine-
doped tin oxide (FTO) glass by means of spray
pyrolysis. The precursor solution was composed
of nickel (II) acetylacetonate, either alone or to-
gether with doping cations (Mg2+ from magne-
sium acetate tetrahydrate and Li+ from lithium
acetate) in a super-dehydrated acetonitrile and
ethanol mixture. TheMAPbI3 perovskite layer, with
a thickness of ~300 nm, was deposited using a re-
ported method (6); this was followed by the depo-
sitionof a thinPCBMlayer (80nm), accomplishedby
spin-coating its chlorobenzol solution (20mgml–1)
at 1000 rpm for 30 s. Ann-type TiOx-based electron
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extraction layer with andwithoutNb5+ dopingwas
further deposited on the PCBM by spin-coating a
diluted methanol solution of titanium isopropox-
ide (alone or mixed with niobium ethoxide), fol-
lowed by controlled hydrolysis and condensation
(14). Finally, the device was completed by ther-
mal evaporation of a 100-nm-thick Ag cathode.
The band alignments of relevant functional lay-
ers are shown in Fig. 1C, based on the energy lev-
els determined by ultraviolet (UV) photoelectron
spectroscopy andUV-visible absorption spectros-
copy measurements (fig. S1) (14). The uniformity
of the perovskite and PCBM layers was examined
by means of cross-sectional SEM (fig. S2) (14).
The full x-ray photoelectron spectroscopy (XPS)
spectra of theNiO- andTiOx-based charge carrier
extraction layers are shown in fig. S3 (14), reveal-
ing the designated compositions for the target
materials. A close-up view of the morphology of
the charge carrier extraction layers is shown in
fig. S4 (14). Their pinhole densitieswere examined
by electrical measurement, as discussed below.
The stoichiometric form of NiO is a wide–

band-gap semiconductor with a very low intrin-
sic conductivity of 10−13 S cm–1 (29). Self-doping
by introducing Ni3+ acceptors into the NiO crys-
tal lattice renders the crystals more conductive,
depending on the film deposition techniques and
conditions (11, 30–32). The room-temperature
specific conductivity of ourNiO films, derived from
Hall effectmeasurements, was 1.66 × 10−4 S cm–1.
This value is much lower than that of the typ-
ically used p-type contact layer of PEDOT:PSS
[poly(3,4-ethylenedioxythiophene) polystyrene
sulfonate], which has a conductivity of 1 to

1000 S cm–1 (33). The low conductivity of NiO
leads to a high Rs, resulting in a low FF for the
solar cells (34). Substitutional doping with Li+

is an effective way to increase the p-conductivity
of NiO (35). Values of heavily p-doped NiO films
can reach 1 to 10 S cm–1 at room temperature
under optimal conditions (36). For our Li+-doped
NixMg1–xO films, the conductivity is 2.32 × 10−3 S cm–1,
~12 times greater than that of the undoped
reference.
AMg2+ content of 15 mole percent (mol %) was

alloyed in the Li+-doped nickel oxide film, to com-
pensate for the undesirable positive shift of its
valence band energy (EVB) caused by incorpora-
tion of Li+ into the lattice (fig. S1) (14, 35, 37, 38).
The Li+ content was adjusted to 5 mol %, giving
the doped oxide the formula of Li0.05Mg0.15
Ni0.8O, assuming that themolar ratio of the three
different cations in the spray pyrolysis solution
was maintained in the mixed oxide. This codop-
ing strategy is feasible because the mismatch of
the ionic radii of Li+ (0.76 Å), Mg2+ (0.71 Å), and
Ni2+ (0.69 Å) is small, conferring good lattice
stability to the LixMgyNi1–x–yO ternary oxides. We
compared the conductivity of the NiO and
Li0.05Mg0.15Ni0.8O films using the contact-current
mode of a scanning probe microscope (SPM)
(Fig. 2, A and B). At a bias potential of 1.0 V, the
electric current increased by a factor of ~10 (from
~0.3 nA to ~3 nA) upon replacing undoped NiO
with a Li0.05Mg0.15Ni0.8O film. The XPS spectra
in fig. S6 (14) reveal that the doping increased
the relative content of Ni3+ acceptors in the
Li0.05Mg0.15Ni0.8O sample. These findings are
consistent with findings for Li+-doped NiO

films reported in (32), and they explain the
increase in carrier concentration from 2.66 ×
1017 cm–3 in the undoped NiO film to 6.46 ×
1018 cm–3 in the Li0.05Mg0.15Ni0.8O film, which
we derived from Hall effect measurements.
The electron specific n-type TiOx contact com-

monly used for organic photovoltaic devices is
normally fabricated by hydrolysis and condensa-
tion of titanium alkoxides at temperatures below
150°C (39, 40), where the crystallization of TiO2

is slow. In order to prevent heat-induced degra-
dation of the perovskite layer and the adjacent
interfaces, we kept the annealing temperature of
TiOx films below 70°C. Although such TiOx films
have been used extensively in organic photo-
voltaic devices, the details of their structure and
mechanism of electric conduction so far have not
been elucidated (41). One commonly recognized
problem is that the amorphous nature of TiOx

leads to extremely low specific conductivities
that are in the range of 10−8 to 10−6 S cm–1 (42).
Nb5+ doping has proved to be effective for en-
hancing the conductivity of crystalline anatase
TiO2 films to ~104 S cm–1, enabling its use as a
transparent conducting oxide similar to conven-
tional indium tin oxide (ITO) (43). By analogy,
this dopant is expected to also improve the con-
ductivity of the amorphous TiOx via substitution
of Ti4+ withNb5+, which is expected to create donor
centers. From the current-voltage (I-V) curves
obtained from SPMmeasurements ( Fig. 2B), the
conductivity of the TiOx film was estimated to
increase fromabout 10−6 S cm–1 to 10−5 S cm–1 upon
adding 5 mol % Nb5+ to the precursor solution.
By resolving the XPS spectra in fig. S6 (14), we
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Fig. 1. Structure and band alignments of the
PSC. (A) Diagram of the cell configuration highlight-
ing the doped charge carrier extraction layers.
The right panels show the composition of Ti(Nb)Ox

and the crystal structure of Li+-doped NixMg1–xO,
denoted as NiMg(Li)O. (B) A high-resolution cross-
sectional SEM image of a complete solar cell [the
corresponding energy-dispersive x-ray analysis re-
sults are shown in fig. S5 (14), demonstrating the
presence of the p+ NixMg1–xO and n+ TiOx charge
extraction layers]. (C) Band alignments of the so-
lar cell. The data for MAPbI3 and PCBM are taken
from (11).
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observed that the relative content of Ti3+ in com-
parison with Ti4+ (i.e., the donor species in the
TiOx film, responsible for its n-type conductivity)
increased as a result of Nb5+ doping.
We derived the optimal thickness of the NiO-

and TiOx-based charge extraction layers from the
electrical measurements shown in fig. S7 (14). A
complete NiO or TiOx layer with no pinholes
requires a thickness of at least 20 or 10 nm, re-
spectively, regardless of the presence of dopants.
These minimum thicknesses should depend on
the surface chemistry and morphology of the
underlayers (FTO for NiO or PCBM for TiOx), as
well as the fabrication methods used for the NiO
and TiOx films. We compared small solar cells
with sizes of 0.09 cm2 and varied the NiO layer
thickness from 10 to 20 to 40 nm, keeping that of
the Ti0.95Nb0.05Ox fixed at 10 nm. We fixed the
Li0.05Mg0.15Ni0.8O layer thickness at 20 nm and
varied that of the TiOx films from 5 to 30 nm. For
each condition, 20 cells were made and mea-
sured to establish any underlying trends. As
shown in fig. S8 (14), although high perform-
ances occasionally can be achieved from devices
with very thin charge carrier extraction layers
(~10 nm for NiO or ~5 nm for TiOx), most such
devices had lower PCEs because of lower FFs and
open-circuit voltages (Voc) (fig. S9) (14), which
can be attributed to the presence of substantial
numbers of pinholes. The reproducibility of the
device performance was greatly enhanced as the
thickness of charge extraction layers increased,
and the optimal performance was attained with
20-nm NiO and 10-nm TiOx films, in agreement
with the electrical measurement. Further in-
creasing the film thickness of the two charge

extraction layers can lead to a large decline in
efficiency caused by increased internal resistance,
larger optical loss, or both (fig. S10) (14). Thus, we
fixed the thickness of NiO and TiOx at 20 and
10 nm, respectively, for the studies described
below of doping effect on device performance.
Figure 3A shows the effect of doping the NiO

and TiOx charge extraction layers on the photo-
current density–voltage (J-V ) curves of PSCs,
measured under simulated air mass (AM)–1.5
sunlight with a forward scanning direction. The
short-circuit current (Jsc), Voc, FF, and PCE data
are listed in table S2 (14). Doping of NiO and TiOx

both reduced Rs and improved the FF and, to a
lesser extent, Jsc and Voc. The TiOx electron ex-
traction layers mainly affected the shape of J-V
curves in the forward bias range from 0.7 to
1.0 V, where a Schottky barrier–type contact be-
tween PCBM and Ag strongly restricted efficient
electron collection (fig. S9A) (14, 44). The Nb5+

doping of TiOx reduced the interfacial electron
transfer resistance and facilitated electron trans-
port, increasing the photocurrent, especially in the
0.7- to 1.0-V forward bias region. The NiMg(Li)O-
based hole extraction layer promoted ohmic con-
tact formation at the FTO-MAPbI3 interface by
decreasing the barrier height through the staircase
energy level alignment shown in Fig. 1C. Heavy
p-doping of NiO increased the electrical conduc-
tivity, decreasing the charge transport resistance
and hence enhancing hole extraction.
Doping of both NiO and TiOx improved the

cell performance by increasing the values of FF
andVoc to 0.827 and 1.083 V, respectively, leading
to a PCE of 18.3% for this planar PSC with
MAPbI3. In comparison with PEDOT:PSS–based

PSCs, the Voc was higher by ~100 mV, indicating
that with Li0.05Mg0.15Ni0.8O, the holes can be ex-
tracted at a higher energy level (10). Further-
more, the FF of 0.827 is one of the highest values
reported for PSCs (8, 9, 23), demonstrating the
key role of the charge extraction layers in min-
imizing resistive losses and improving the photo-
voltaic performance.
To gain further insight into the reasons for the

performance enhancement caused by the doping,
we characterized the charge carrier extraction,
transportation, and recombination by nanosecond
time–resolved photoluminescence (PL) decay,
using a picosecond laser flash as the excitation
source, and bymeasuring transient photocurrent
and photovoltage decays on the microsecond
scale. The charge extraction in our cells includes
the electron transfer from the MAPbI3 absorber
layer to the PCBM and TiOx layers, the hole trans-
fer to NiO, and the carrier transport in the TiOx

and NiO layers. The MAPbI3/PCBM interface has
been demonstrated to be very efficient for electron
extraction (9–11). Doping of the TiOx extraction
layer is unlikely to have a direct impact on the
electron injection rate, because of its physical
separation from the MAPbI3 by the 80-nm-thick
PCBM layer. Nevertheless, it greatly accelerates
the electron extraction by decreasing the electron
transport time, as shown in Fig. 3C. Figure 3B
shows the PL decays of the MAPbI3 films on dif-
ferent substrates, including a glass slide and NiO
and Li0.05Mg0.15Ni0.8O deposited on FTO glass. The
MAPbI3 itself showed a longPL lifetime of >100ns,
indicating slow carrier recombination in the
perovskite layer (10). When brought into contact
with the p-type hole extraction layers, the PL
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Fig. 2. Dopant-enhanced conductivity of NiO
and TiOx. (A) Comparison of the conductivity map-
ping results for NiO (left) and Li0.05Mg0.15Ni0.8O
(right) films. (B) Comparison of the I-V curves of
NiO and Li0.05Mg0.15Ni0.8O films deposited on FTO
glass (left), and comparison of the I-V curves for
TiOx and Ti0.95Nb0.05Ox films deposited on PCBM-
ITO glass (right), obtained by SPMmeasurements.
The thickness was 20 nm for both NiO- and TiOx-
based films.
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lifetimes were shortened to a similar degree for
both doped and undoped NiO-MAPbI3 contacts.
Thus, doping has a negligible influence on the
hole injection.
We derived the charge transport and recombi-

nation time constants (tt and tr) from the tran-
sient photocurrent and photovoltage decays
measured at the short and open circuit, respec-

tively (Fig. 3C). The tt decreased fivefold from
4.41 ms for the undoped cell to 0.88 ms for the
doped cell, confirming the much faster charge
transport through the doped charge carrier ex-
traction layers, compared to the undoped ones.
However, we found that the tr of the doped cell
was substantially longer than that of the undoped
one (84.8 versus 50.5 ms; Fig. 3D), which we

attribute to slower interfacial charge recombina-
tion, because the very rapid carrier extraction
prevents charge accumulation at the interface of
the pervovskite with the charge extraction layer.
The doping-induced difference in charge tran-
sport and recombination kinetics should be the
main factor responsible for the performance
enhancement.
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Fig. 3. Doping-enhanced photovoltaic perform-
ance. (A) J-V curves of solar cells based on dif-
ferent combinations of charge extraction layers
with standard thicknesses [NiO, NiMg(Li)O, 20 nm;
TiOx and Ti(Nb)Ox, 10 nm]. (B) Normalized PL
transient decay curves of the MAPbI3 layer on
its own and MAPbI3 at the controlled interfaces
with NiO and NiMg(Li)O. Solid lines are fitted re-
sults with a double exponential decay. The time
interval during which the PL decays to 1/e of the
initial intensity is defined as the characteristic
lifetime (t) of free carriers after photoexcitation.
(C) and (D) show normalized transient photo-
current and photovoltage decay curves, respectively,
based on undoped and doped charge carrier extrac-
tion layers. The charge transport (tt) and recombi-
nation time (tr) are again defined as the time interval
during which the photocurrent or photovoltage de-
cays to 1/e of the its initial value immediately after
excitation.

Fig. 4. Performance and stability of large-size
cells. (A) J-V curve of the best large cell endowed
with antireflection film. (B) The corresponding
IPCE spectrum (red) and integrated Jsc (blue).
(C) The stability of the cells without sealing, based
on different electron extraction layers of Ca (4 nm),
LiF (1.5 nm), and Ti(Nb)Ox (10 nm) between PCBM
and the Ag contact. The cells were kept in a dry
cabinet (<20% humidity) in the dark and measured
in ambient air. (D) Stability of sealed cells kept in
the dark or under simulated solar light (AM 1.5;
100 mW cm–2; using a 420-nm UV light cut-off
filter; surface temperature of the cell, 45° to 50°C;
bias potential, 0 V).
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We examined the hysteresis of our cells using
different scan rates and directions. By decreasing
the step width from 70 to 5 mV, the PCEs de-
termined from the forward scan increased slightly
from 18.14 to 18.35%. However, the reverse-scan
PCEs decreased substantially from 22.35% at
70 mV/step (fig. S11A and table S3) (14) to 18.40%
at 5 mV/step. The steady power outputs measure-
ments (fig. S11D) (14) indicate that the PCEs ob-
tained in forward scans and at small step widths
(5 to 10mV) are close to the real performance. The
Voc andPCE values obtained in a fast reverse scan
(1.273 V and 22.35% at 70 mV/step) are largely
overestimated.With the stepwidths of 5 to 10mV,
the PCE differences between forward and reverse
scans are very small, within 0.3% in absolute
PCE values, reflecting negligible hysteresis. A
histogram comparing the difference in the PCEs
obtained from scanning in the forward and
reverse bias directions is shown in fig. S11C (14),
supporting the absence of hysteresis for the
optimized device architecture. In contrast, for
undoped charge extraction layers, a pronounced
hysteresis was observed even for slow scan rates
(fig. S11E) (14), likely resulting from unbalanced
charge accumulation at the two interfaces (45).
Thus, the Li0.05Mg0.15Ni0.8O and Ti0.95Nb0.05Ox

charge extraction layers create robust low-
impedance interfaces that can mitigate the J-V
hysteresis under a routine scanning condition.
We fabricated cells with active areas >1 cm2 as

a first step toward the scale-up of the photo-
voltaic devices. Figure 4A shows the J-V curve of
such a cell, with an aperture area of 1.02 cm2. The
cell has excellent performance, with Jsc, Voc, and
FF reaching values of 20.21 mA cm–2, 1.072 V,
and 0.748, respectively, corresponding to a PCE
of 16.2%. Hysteresis for these large-area devices
is also small (fig. S12) (14). The corresponding
incident photon-to-current conversion efficiency
(IPCE) (Fig. 4B) has a broad plateau with a max-
imum value of 90.1% over essentially the entire
visible range. The integrated Jsc calculated from
the IPCE matches well with the measured value.
Compared with small-size cells (0.09 cm2), a
~10% decrease in PCE was observed in large-size
cells (1.02 cm2), which is mainly caused by the
large sheet resistance of the FTO. We sent one of
our best large cells to a public test center (AIST)
for certification. A PCE of 15.0% for a 1.017-cm2

device was certified (fig. S13) (14).
To demonstrate the superiority of the solution-

processable Ti0.95Nb0.05Ox charge carrier extrac-
tion layer, two references, Ca (4 nm)/Ag and LiF
(1.5 nm)/Ag, deposited by thermal evaporation,
were compared with our best interfacial con-
dition. As shown in Fig. 4C, without sealing, the
Ti(Nb)Ox-based PSC has the best stability: Its
PCE only decreased by ~5% of its initial value
after 1 week. The Ca/Ag-based PSC degraded the
fastest, decreasing from its initial PCE by >30%
after 1 day and by ~45% within 1 week. This dif-
ference is attributed to the fast oxidization of the
very reactive Ca, leading to dramatic losses in Jsc
and FF. The LiF/Ag-based PSC lost 15% of its ini-
tial PCE within 1 week. The extremely thin LiF
layer (<2.5 nm, as required for efficient tunneling)

(46) and the high sensitivity of LiF to moisture
are likely to be responsible for the corresponding
cell’s inferior stability. It is possible that the stability
of Ca- or LiF-based devices can be improved if they
are thoroughly sealed. However, the requirement
for sealing quality will bemuchmore critical for
Ca- andLiF-baseddevices than for thedevice based
on the air-stable interface of Ti0.95Nb0.05Ox (39).
The Ti0.95Nb0.05Ox layer also shields the perov-

skite from the intrusion of humidity. It assumes
a similar role in organic photovoltaic devices (39).
We exposed bare MAPbI3, MAPbI3 with PCBM,
andMAPbI3with PCBMandTi(Nb)Ox to ambient
air under room light for 3 weeks. A difference in
color degradation associated with perovskite de-
composition became clearly visible (fig. S14) (14).
Thus, it appears that the hydrophobic nature of
PCBM may protect the perovskite from reaction
with water, and the coating of Ti(Nb)Ox could
further enhance the stability.
Figure 4D also shows the long-term stability

of PSCs that use the optimized inorganic charge
extraction layers. The silver back contact was pro-
tected by a covering glass, which was separated
from the front FTO glass by a UV-activated glue
used as a sealant. The cells maintained 97% of
their initial PCE after being kept in the dark for
1000 hours. Exposing the cells for 1000 hours in
short-circuit conditions to full sunlight from a
solar simulator resulted in a PCE degradation of
less than 10%. This degradation was generally
consistent across 10 devices (fig. S15) (14), indi-
cating good long-term stability. During this time,
an electric charge of around 72,000 C (4.49 × 1023

electrons) passed through the device. Thus, the
planar cell structure and the metal oxide extrac-
tion layers, as well as the organometal halide
perovskite material, are robust enough to sustain
continued current flow under light exposure for
1000 hours. A further increase in the PCE without
sacrificing stability could be obtained by varying
the composition of the pervoskite, replacing, for
example, part of the methylammonium cations
in the MAPbI3 pervovskite with formamidinium
(47) and a small fraction of the iodide anions
with bromide.
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SUPERCONDUCTIVITY

Three-dimensional charge density
wave order in YBa2Cu3O6.67 at high
magnetic fields
S. Gerber,1* H. Jang,2* H. Nojiri,3 S. Matsuzawa,3 H. Yasumura,3 D. A. Bonn,4,5

R. Liang,4,5 W. N. Hardy,4,5 Z. Islam,6 A. Mehta,2 S. Song,7 M. Sikorski,7

D. Stefanescu,7 Y. Feng,7 S. A. Kivelson,8 T. P. Devereaux,1 Z.-X. Shen,1,8 C.-C. Kao,9

W.-S. Lee,1† D. Zhu,7† J.-S. Lee2†

Charge density wave (CDW) correlations have been shown to universally exist in cuprate
superconductors. However, their nature at high fields inferred from nuclear magnetic
resonance is distinct from that measured with x-ray scattering at zero and low fields.
We combined a pulsed magnet with an x-ray free-electron laser to characterize the CDW
in YBa2Cu3O6.67 via x-ray scattering in fields of up to 28 tesla. While the zero-field CDW
order, which develops at temperatures below ~150 kelvin, is essentially two dimensional, at
lower temperature and beyond 15 tesla, another three-dimensionally ordered CDW
emerges. The field-induced CDW appears around the zero-field superconducting
transition temperature; in contrast, the incommensurate in-plane ordering vector is
field-independent. This implies that the two forms of CDW and high-temperature
superconductivity are intimately linked.

T
he universal existence of charge density
wave (CDW) correlations in superconduct-
ing cuprates (1–12) raises profound ques-
tions regarding the role of charge order:
Is it competing or more intimately inter-

twinedwith high-temperature superconductivity
(HTSC) (13–16)? Uncovering the evolution of
CDW order upon suppression of HTSC by an ex-
ternal magnetic field provides valuable insight
into these issues. One of the most studied cup-
rate superconductors, YBa2Cu3O6+d, has become
a model material for the study of CDW pheno-
mena in cuprates. Largely two-dimensional (2D),
incommensurate CDW order with moderate cor-
relation length has recently been found to coexist
with HTSC by using x-ray scattering measure-
ment (7, 8, 17, 18). The temperature andmagnetic
field dependencies of up to m0H = 17 T indicate a
competition betweenCDWorder andHTSC (8, 17).
However, both nuclear magnetic resonance (NMR)
(6, 19) and Hall coefficient measurements (20)

suggest that there is a distinct, more ordered CDW
phase at higher fields and lower temperatures,
with an NMR signature that is different than the
NMRbroadening (21) that correlateswith the zero-
field CDW. The existence of a phase transition or
sharp crossover to a state with a distinct field-
induced form of density wave order is also sup-
ported by ultrasonic measurements (22). However,
there is a discrepancy between NMR (19) and
ultrasonicmeasurements (22) regarding the onset
field of this new state, and neither reveal the
structure of the CDW at high fields. This calls
for high-field x-ray scattering measurements of
the CDW phenomenology in superconducting
cuprates, which, however, is extremely challenging
for existing techniques, especially because the
scattering signal is so weak.
To gain insight into this critical question, one

needs to introduce a different experimental ap-
proach. We performed x-ray scattering at an
x-ray free electron laser (FEL) in the presence of
pulsed high magnetic fields. The high brilliance
of the x-ray FEL (23) enables the measurement
of the weak CDW scattering signal with a single
x-ray pulse (~50 fs) at the apex of a millisecond
magnetic field pulse (24). This approach provides
us with the opportunity to probe the CDW signal
in YBa2Cu3O6+d at magnetic fields beyond 17 T,
entering a field range comparable with that used
in NMR (6, 19, 21), Hall coefficient (20), and ul-
trasonic measurements (22).
Shown in Fig. 1A is a schematic of how the

two pulsed sources—the magnet and the x-ray
FEL—were synchronized in order to study the
CDW in detwinned, underdoped YBa2Cu3O6.67

(YBCO) with ortho-VIII oxygen order (24). To
monitor the field dependence of the CDW, an
area detector was used to capture a cut of the kl
plane in reciprocal space. The full view of the

zero-field diffraction pattern in the vicinity of the
CDW position at the zero-field superconduct-
ing transition temperature, Tc(H = 0) = 67 K, is
shown in Fig. 1B. In this geometry, we observed
CDW features centered near (0, 2-q, ±½) with
an incommensuration q ~ 0.318 (7, 8, 17, 18). The
detected diffraction pattern of the CDW shows
that the correlation along the crystallographic
c axis is very weak, resulting in a rodlike shape
along the l direction. Moreover, we also mea-
sured the temperature dependence of the zero-
field CDW (Fig. 1C) (24), reproducing earlier
reports that the CDW signal is maximal at Tc
and suppressed for T < Tc (7, 8, 17, 18), which
indicates a competition between CDW order
and HTSC.
We first discuss the temperature dependence

of the CDW at m0H = 20 T. The (0, 2-q, l) CDW
signal is shown in Fig. 2A at both 0 and 20 T.
There is no field-induced change of the CDW at
Tc, which is consistent with earlier results (8).
With decreasing temperature (T < Tc), the CDW
signal becomes sharper along the k direction and
more intense than at zero field. This indicates
that as the magnetic field suppresses supercon-
ductivity, the CDW order is enhanced (Fig. 2B).
Surprisingly, as shown in the 2D difference map
I20T − I0T (Fig. 2A, bottom) the field-induced
enhancement is most dramatic at l ~ 1, rather
than at l ~ ½ where the zero-field CDW signal is
maximal (7, 8, 17, 18). This observation indicates
that a different kind of CDW correlation emerges
around Tc(0)—well below the zero-field CDW
onset temperature (Fig. 1C). As shown in Fig. 2C,
the temperature dependence of the field-induced
CDW is consistent with that of the CDW signa-
tures inferred from NMRmeasurements (6), im-
plying that both share the same origin.
Next, we explored the field-induced enhance-

ment of CDW order at T = 10 K. The diffraction
patterns at m0H = 0 – 25 T are shown in Fig. 3A,
top. The projected intensities at both l ~½ and
l ~1 are depicted in Fig. 3A, bottom, integrated
over the ranges of l indicated in Fig. 3A, right.
Up to m0H = 15 T, the intensities of the CDW
order at both l ~½ and l ~ 1 are similar. Above
15 T, however, the intensity at (0, 2-q, ~1) con-
tinues to grow strongly, whereas it saturates at
(0, 2-q, ~½) (Fig. 3B). This was confirmed in an
equivalent CDW region (0, 2+q, 1) (Fig. 4) (24),
where we were able to follow the enhancement
of CDW intensity at l = 1 up to our maximum
field, m0H = 28 T. Furthermore, the in-plane corre-
lation lengths xk at l ~½ and l ~ 1 start to diverge
from each other at m0H ~ 15 T (Fig. 3C), which is
suggestive of a transition; xk at l ~ 1 increases for
m0H > 15 T, whereas xk at l ~ ½ saturates or is
slightly suppressed. As discussed in (24), the esti-
mated correlation length at the highest magnetic
fields may be limited by the instrument resolu-
tion. Nevertheless, the distinct field dependence
of the CDW intensity and the correlation length
confirm that the CDW order at l ~ 1 is different
from that at l ~ ½, and that both CDW orders
coexist at high magnetic fields. In particular, the
onset of the field-induced CDW (l ~ 1) above 15 T
is consistent with NMR results in which the
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line-splitting signature of CDWorder is absent at
low fields (6, 19) and the ultrasonic measure-
ments (22). Unfortunately, because of the rela-
tively coarse field interval in Fig. 3, it is difficult
to precisely determine the value of the onset field

(Fig. 3, B and C, shaded area) or to distinguish
whether the field-induced CDW emerges in a
phase-transition or a crossover.
Data shown in Fig. 3 motivate scrutiny of

the field-induced CDW in the l ~ 1 region at the

highest accessible magnetic field of 28 T. Given
our experimental configuration (24), a larger l
range is accessible near l = 1 by monitoring the
equivalent CDW reflection near (0, 2+q, l), rather
than near (0, 2-q, ~1). As shown in Fig. 4, A and B,
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Fig. 2. Temperature
dependence of the CDW
order at m0H = 20 T.
(A) Top and bottom show
the evolution of the
projected (0, 2-q, ½) CDW
peak profile along the k
direction and the difference
map of the diffraction pat-
tern between m0H = 0 and
20 T, respectively, at repre-
sentative temperatures of
T = 67, 40, and 10 K.
Positions are given in
reciprocal lattice units
(r.l.u.). Solid lines are
Gaussian fits to the data
with a second-order
polynomial background.
(B) Temperature
dependence of the peak
height from the projected
CDWprofiles at 0 and 20 T.
(C) Peak height of the
projected CDW profiles
near l ~ 1 as a function of
temperature.The projected
CDW profiles [inset, traces
offset by 10 counts (cts)]
are obtained from the 2D
difference map by integrat-
ing near l~ 1, as indicated in
(A). As a comparison, NMR
data taken from (6) are
superimposed. Dashed
lines are guides to the
eye. Error bars correspond
to 1 SD.

Fig. 1. Experimental setup and zero-field characterization. (A) The milli-
secondpulsedmagnetic field and femtosecond x-ray FELpulses are synchronized
to obtain a diffraction pattern from the YBCO single crystal at the maximum
magnetic field. The diffraction pattern was recorded by use of a 2D pixel array
detector. (B) Zero-field diffraction pattern showing the (0, 2-q, T½) CDW peaks
and the tail of the (0, 2, 0) Bragg peak (d1= –0.118, d2 = 0.001, d3 = 0.021). The

sample rotation anglewas optimized for theCDWposition and not for the (0, 2,0)
Bragg peak (24). (C) The temperature dependence of the CDWpeak height near
(0, 2-q, ½) measured at the x-ray FEL is shown with red symbols.We have also
taken data at synchrotron light sources using hard (blue symbols) and soft (green
symbols) x-rays (24), which are shown for comparison.The dashed line is a guide
to the eye, and the error bars denote 1 SD as obtained from the peak fitting.
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Fig. 4. Three-dimensional CDW order at m0H >
20 T. (A and B) CDW diffraction pattern near (0,
2+q, l) at m0H = 20 and 28 T. (C and D) Projected
CDW peak profiles along the k and l direction
within the regions indicated in (B). Gaussian fits to
the data with a linear background (solid lines) and
taking into account the measurement accuracy,
reveal that the field-induced CDW peak is cen-
tered at k = 2.318(10) and l = 1.00(2).

Fig. 3. Field dependence of the CDWorder at T = 10 K. (A) CDWdiffraction
pattern (top) and projected CDW peak profiles (bottom) near l ~ ½ and l ~ 1,
obtained through integration of the signal in thewindows indicated on the image, in
the field range m0H = 0 – 25 T. Features due to ice condensation on the sample
surface thatdonotoverlapwith theCDWsignalweresubtracted fromthediffraction
patterns (24). Solid lines are Gaussian fits to the data with a second-order poly-
nomial background. (B) Peak height of the projected CDW profile near l ~ ½

and l ~ 1asa functionofH.Data taken inanequivalentCDWregion (0,2+q, 1), shown
in Fig. 4, are superimposed by normalizing the values at 20 T. (C)H dependence of
the in-plane correlation length ξk = 1/sk deduced from Gaussian fits (sk is the
Gaussian SD) to the projected CDWprofile shown in (A) as well as Fig. 4C.Values of
ξk have not been corrected for the instrument resolution and, therefore, represent
lower bounds. The gray shaded area denotes the onset region of the l ~ 1 CDW
component, and dashed lines are guides to the eye. Error bars correspond to 1 SD.



the CDW diffraction pattern at 28 T becomes
sharper not only along the k direction (Fig. 3C)
but also along the l direction (perpendicular to
the CuO2 planes). This indicates that CDW cor-
relations along the c axis are enhanced—xl = 34(4)
and 50(2) Å at 20 and 28 T, respectively, where
the numbers in parentheses are the error bars—
concomitant with roughly a threefold increase of
the peak height. Even though these values of xl
are lower bounds, because they have not been
corrected for the instrument resolution (24) they
are considerably larger than that of the zero-field
CDW (xl ~ 7 Å) (8), indicating that the field-
induced CDW at l = 1 is muchmore correlated in
all three dimensions than is the zero-field CDW.
Furthermore, as shown in Fig. 4, C and D, the
CDW peak positions are identical at 20 and 28 T.
There has been speculation that the in-plane com-
ponent of the CDWQ vectormay shift and lock in
to a commensurate value at high magnetic fields
(25). However, within our experimental reso-
lution the field-induced in-plane components
of the Q vector [h = 0.00(1), k = 0.318(10)] are
identical to that of the zero-field CDW.
A field-induced spin density wave (SDW) has

been observed in La2-xSrxCuO4 at weaker fields
~6 T, which is also peaked at integer l owing to
an alignment of SDW patches, associated with
the vortex cores (26). However, the emergence of
field-induced CDW order at l = 1 is unlikely to be
caused by the alignment of CDW regions that are
associated with vortices (2). This is because at
magnetic fields beyond 20 T, the distance be-
tween vortices, if still present, would be less than
~100 Å in the CuO2 plane (27), which is already
smaller than the in-plane CDW correlation length
at these field strengths (Fig. 3C).
There are implications of the observed field-

induced 3D CDW at l = 1. First, its emergence
at high fields and low temperatures implies a
boundary that separates the phase diagram into
different CDW regions, as also suggested by ul-
trasonic (22) and NMR measurements (19). Sec-
ond, given that a field-dependence of the CDW
order is only observed below Tc(0) (Fig. 2), we
infer that the enhancement is related to the sup-
pression of superconductivity. Thus, the growth
of the CDW peak intensity in fields up to 28 T
suggests that superconducting correlations may
exist beyond the upper critical field that was
deduced from transport measurements (28, 29).
Third, our observations shed light on quantum
oscillation results, which have been interpreted
as evidence for the existence of small electron
pockets in the “nodal” region of the Brillouin
zone (4, 5, 30). It is plausible that the Fermi
surface is reconstructed by the stronger field-
induced CDW at l = 1, rather than the shorter-
range correlated one at l ~ ½ (31). Last, the
relation between the zero-field and field-induced
CDW is puzzling. On the one hand, they seem
unrelated because they exhibit distinct temper-
ature and field dependences, as well as a dif-
ferent ordering perpendicular to the CuO2 planes.
On the other hand, they must be somehow re-
lated because they feature the same in-plane
CDW incommensuration q. Thus, our results re-

veal a rich CDW phenomenology in cuprates,
which is not a simple competition with HTSC.
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BIOLOGICAL MATERIALS

Multifunctionality of chiton
biomineralized armor with an
integrated visual system
Ling Li,1,2* Matthew J. Connors,1* Mathias Kolle,3 Grant T. England,2

Daniel I. Speiser,4 Xianghui Xiao,5 Joanna Aizenberg,2,6,7 Christine Ortiz1†

Nature provides a multitude of examples of multifunctional structural materials in which
trade-offs are imposed by conflicting functional requirements. One such example is the
biomineralized armor of the chiton Acanthopleura granulata, which incorporates an
integrated sensory system that includes hundreds of eyes with aragonite-based lenses.We
use optical experiments to demonstrate that these microscopic lenses are able to form
images. Light scattering by the polycrystalline lenses is minimized by the use of relatively
large, crystallographically aligned grains. Multiscale mechanical testing reveals that as
the size, complexity, and functionality of the integrated sensory elements increase,
the local mechanical performance of the armor decreases. However, A. granulata
has evolved several strategies to compensate for its mechanical vulnerabilities to form
a multipurpose system with co-optimized optical and structural functions.

T
he design of structural materials with addi-
tional integrated functionality, such as ener-
gy storage (1), sensing (2), and self-healing
(3), is an emergent field that holds great
potential for a diversity of engineering ap-

plications. Nature provides a multitude of multi-
functional structural material systems, such as
brittle stars (photosensation) (4), sponges (fiber-

optic feature) (5, 6), limpets (photonic coloration)
(7), and bivalves (optical transparency) (8, 9). Un-
derstanding thematerials-level trade-offs imposed
by the conflicting functional requirements of these
systems is key to extracting design principles for
innovative material solutions (10, 11).
We investigate the multifunctional design and

performance of the biomineralized armor of
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the intertidal chiton Acanthopleura granulata,
which contains an integrated visual system.
Chitons are the only known group of extant
mollusks to have living tissue integrated within
the outermost layer of their shells (12). This
tissue forms a complex network of channels that
open dorsally as sensory organs known as aes-
thetes. A variety of functions have been proposed
for the aesthetes (13), although observations of
the phototactic behavior of a number of chitons
(14, 15) suggest that photoreception may be a
predominant role. In certain species, the aesthetes
include hundreds of lens eyes (16, 17) that may
be able to spatially resolve objects (18). In stark
contrast to the protein-based lenses of most
animal eyes, the lenses of chitons, like their shells,
are principally composed of aragonite (18). Unlike
the few other eyes known to contain lenses
made of calcium carbonate, such as those of

trilobites (19, 20), the eyes of chitons are integrated
within and dispersed across their entire dorsal
shell surface instead of being localized to a
particular region of the body. Although the calcitic
lenses of brittle stars are also dispersed across
their dorsal arm plates (4), it is unclear whether
they enable spatial vision in a fashion similar to
the lenses of chitons (18). Here, we show that the
chiton A. granulata is able to tailor the local
geometry, crystallography, and interfaces of
aragonite to achieve a multifunctional armor.
The twomain sensory structures in the shell of

A. granulata (Fig. 1A and fig. S1) appear on the
surface as small bumps ~50 mm in diameter (Fig.
1, B and C). The more numerous megalaesthetes,
which are common to all chitons, maintain the
sameopacity as nonsensory regions and are capped
with a pore, which appears as a black spot in
scanning electron micrographs (SEMs) (Fig. 1C).
The eyes are distinguished by their translucent
lenses, which are encircled by dark areas contain-
ing the pigment pheomelanin (21) (outer diameter,
86±4mm;n= 10) (Fig. 1B). Both sensory structures
are locatedwithin the valleys formedby the large
nonsensoryprotrusions (diameter, ~200mm;height,
~100 mm), as revealed by the three-dimensional
(3D) stereographic reconstruction of the shell sur-
face (Fig. 1, D and E). SEM imaging revealed that
the surfaces of the lenses aremuch smoother than
those covering the neighboring megalaesthetes
and nonsensory protrusions (Fig. 1C, inset).
Synchrotron x-raymicrocomputed tomography

(m-CT) was used to investigate the 3Dmorphol-

ogy of the megalaesthetes and eyes (Fig. 1, F and
G; fig. S2; and movies S1 and S2). In contrast to
the cylindrical chamber of the megalaesthetes
(width of chamber, ~40 mm), the specialized
chamber underneath the lens is pear-shaped and
has a depth and width of 56 ± 7 and 76 ± 5 mm,
respectively (n = 7) (see fig. S3 for detailed
morphometric measurements). This expansion
results in an eye chamberwhose volume is ~5 times
as great as that of the megalaesthete. Numerous
small sensory pores, known as micraesthetes,
were observed branching from the chambers of
the megalaesthetes and eyes to the shell surface
(fig. S2, bottom). Highly x-ray–absorbent structures,
later determined to be intrachamber calcified
material (ICCM), were discovered within both
chambers (fig. S4). In the eye, the ICCM forms
a C-shaped pocket that likely encircles the retina
(Fig. 1G). The lens region of the eyes is 38 ± 2 mm
(n = 7) thick and slightly elongated in the di-
rection of the optic canal, whichwe denote as the
longitudinal direction (Fig. 1H). Figure 1I illus-
trates the average cross-sectional shape of the
lens in the longitudinal and transverse planes.
The top and bottom surfaces of the lens were
generally best fit with parabolic profiles in com-
parison with spherical ones (fig. S5).
Next, we compared the fine structure, com-

position, and crystallography of the lens region
of the eyes to the bulk of the calcified portion of
the outer shell layer. Polished cross sections of
eyes viewed under cross-polarized light (Fig. 2A)
showed that the lenses have a relatively uniform
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Fig. 1. Structure of the sensory elements integrated within the protective
shell of the chiton Acanthopleura granulata. (A) Photograph of A. granulata,
(B) light micrograph, and (C) corresponding SEM image of a region of the shell
surface containing multiple eyes and megalaesthetes.The inset of (C) highlights
the smooth and rough surfaces of the eyes and megalaesthetes (white arrows),
respectively. (D and E) SEM-derived stereographic reconstruction of the shell
surface: (D) surfacemorphology and (E) height. (FandG) 3D m-CTreconstructions

of a megalaesthete (F) and an eye (G), highlighting the calcified structures: outer
shell layer and continuous cornea (blue), ICCM, (orange), and lens (green). Numerous
micraesthetes branch from the eyes and megalaesthetes. N, T, and L refer to
normal, transverse, and longitudinal directions, respectively. (H) Bottom view of
the lens region of (G), showing the elongated geometry along the optic canal
direction (equivalent to longitudinal direction). (I) Curvature of the lenses in the
T and L cross sections measured with m-CTand fittings with parabolic curves.
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grayscale level compared with the surrounding
bulk granular microstructure, which is known to
have weak preferred grain orientations in the
chiton Tonicella marmorea (22). This suggested
that the lens is either a single crystal or is poly-
crystalline with highly aligned grains. The clear
boundaries between the lens and granular micro-
structure in Fig. 2A indicate a delicate control of
crystallography in the lens region. A thin (~5 mm
thick) concavo-convex corneal layer covers
the lens and is continuous with the surrounding
granular microstructure. Sectioning an eye by
focused ion beam (FIB) milling revealed the
presence of two additional layers, L1 and L2,
underlying the lens (Fig. 2B). Energy-dispersive
x-ray spectroscopy (EDX) indicated that L1 is
mainly composed of organic materials, whereas
L2 contains calcium (Fig. 2C). Many struts
branch dorsally from L2 to the chamber walls
(fig. S4). They correspond in size, shape, and
location to the aforementioned ICCM observed
in the chamber with mCT (Fig. 1G).
The crystallographic pole figures obtained

with electron backscattered diffraction (EBSD)
confirmed that the lens has a strong crystallo-
graphic texture, indicated by the regions of lo-
calized intensity, which is in stark contrast to the
weak texture of the surrounding granular region
(Fig. 2D). Integrating the c axis from the pole
figure of the lens shows that the full width at
half maximum is ~4°, which indicates that the
c axes of the grains are highly aligned (fig. S6). The
high-resolution transmission electron micros-
copy (HRTEM) image and corresponding fast
Fourier transformation (FFT) pattern from the
lens (Fig. 2E) and the bright-field TEM image
and corresponding selected-area electron dif-
fraction (SAED) pattern of the granular micro-
structure (Fig. 2F) further highlight the small
and large crystallographic mismatch between
grains in the lens and granular microstructure,
respectively. Because the effective refractive
indices of aragonite are orientation-dependent,

the uniform crystallographic orientation of the
grains in the lens likely minimizes light scat-
tering. EBSD and SAED of multiple lenses found
that thepolar angle q between the c axis andoptical
axiswas about 45°, whereas the orientations of the
a and b axes were inconsistent (fig. S7). Because
aragonite is a pseudo-uniaxial crystal, the non-
normal orientation of the c axes should generate
double refraction, which is consistent with obser-
vations that the lenses are birefringentwhen viewed
with polarized light (17, 18). In addition, EBSD
showed that the lenses have an average grain size
of roughly 10mm,which is approximately an order
of magnitude greater than that of the surrounding
granularmicrostructure (fig. S8). High-resolution
SEM images of polished cross sections display
faint and clear grain boundaries in the lens and
surrounding granular regions, respectively (fig.
S9). The likely function of the large grains is to
reduce the number and area of grain boundaries,
which will minimize light scattering. Further-
more, HRTEM images suggest that the lens may
possess less intracrystalline organic material
than the surrounding granular microstructure
(fig. S10), which may also serve to reduce light
scattering (8). TEM imaging and corresponding
electron diffraction suggest that layers L1 and
L2are amorphous, despite a fine conformal layered
structure observed in L2 (Fig. 2, G and H).
The optical performance of individual eyes of

A. granulatawas investigatedwithboth theoretical
modeling and experimental measurements. First,
key elements of the geometry, composition, and
crystallography of the lens were combined in
2D ray-trace simulations to investigate the loca-
tions of rear focal points, F. For each possible ex-
ternal environment, air and seawater, F of the
ordinary and extraordinary rays were calculated
in two orthogonal extremes, the transverse and
longitudinal cross sections (Fig. 3A; see fig. S11
for detailed simulation results). The ranges of F
in air and seawater, 8 to 28 and 25 to 51 mmbelow
L2, respectively, lie within the geometrically per-

mitted axial range of photoreceptive tissue, ~4 to
52 mm, which is constrained above by ICCM and
below by the bottom of the chamber. If q were 0°
or 90° instead of 45°, the maximum values of F in
seawater would be 35 or 71 mm, which means the
chamber would be unnecessarily large or small,
respectively. Thus, the geometry of the chamber is
highly consistent with q ≈ 45°.
The authors of a previous behavioral study

of A. granulata hypothesized that the chiton
may be required to use different polarizations
of light to see in different tidal environments
(18). In other words, only one of the two refrac-
tive indices of the birefringent lens could possibly
focus light onto the photoreceptive region of the
eye chamber in air, whereas the other does so in
seawater. Although all of our simulated focal points
fall within the eye chamber, we do not know the
exact position and shape of the chiton retina, so
we cannot conclude that birefringence is indeed
functional. If this is not the case, it is puzzling
why q is not 0°, which would improve image
quality by eliminating aberrations from double
refraction as in trilobites (19) and brittle stars (4).
Because the small size (12) and perceived cur-

vature (23) of the chiton lenses have cast doubt
on their ability to form images, we decided to
investigate experimentally their image formation
capability by projecting objects through indi-
vidual lenses in water (Fig. 3B, top). The middle
image of Fig. 3B demonstrates that the lenses
can form clear images of a predatory fish. These
images are equivalent to those generated by a
20-cm-long fish that is 30 cm away. However,
the bottom pixelated image of Fig. 3B represents
what the eye is probably capable of resolving,
because image quality is constrained by the
spacing of the photoreceptors, s ~7 mm (18).
This suggests that the maximum distance at
which A. granulata can spatially resolve a 20-cm
object is ~2 m, because at this object distance
the imagewill be approximately the size of a single
photoreceptor. This resolution allows chitons to
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Fig. 2. Structural, compositional, and crystallographic features of the lens region of the eyes. (A) Polarized lightmicrograph of a polished cross section
containing two eyes. (B) SEM image of a FIB-cut section of an eye. (C) Energy-dispersive spectroscopy (EDS) mapping of the bottom region of the eye shown in
(B). (D) EBSD pole figures of the lens and surrounding granular microstructure in reference to the three principal orientations of aragonite. (E) HRTEM image
of two adjacent aragonite grains in the lens with a small misorientation angle (~4.7°). (Inset) Corresponding FFTpattern with zone axis of [112

�
]. (F toH) Bright-field

TEM images and SAED patterns (insets) of the granular microstructure, L1, and L2, respectively.



quickly respond to approaching predators by
clamping down to the substrate so that they
are not easily dislodged (18).
The clear images produced by individual lenses

allowed us to test the accuracy of our simulations.
We determined the focal length, f, of individual
eyes by measuring the dimensions of images pro-
duced from a known object at a number of object
distances (Fig. 3C). The obtained f = 72 ± 17 mm is
comparable to the maximum value of f, 65 mm,
determined from ray-trace simulations (Fig. 3A).
This allowed us to quantify the resolution of an
individual eye,Dφ, usingDφ= tan−1(s/f) (24), which
ranges from8° to 13° in air and 6° to 9° in seawater,
respectively. These results explain the outcome
of previous behavioral experiments in which
A. granulata was able to distinguish between
dark targetswith angular sizes of ~9° andequivalent,
uniform decreases in illumination in both air
and seawater (18).
Double refraction was observed during image-

formation experiments (fig. S12), but not con-
sistently, which may be because the optical
axes of the lens andmicroscope were not aligned
parallel in each trial. Similarly, the extent of
astigmatism observed was variable, presumably
because we did not know the orientation of the
transverse and longitudinal directions of each
lens relative to the horizontal and vertical lines
of our test objects. However, the maximum
astigmatism observed, DF = 19 mm, is consistent
with the maximum, DF = 17 mm, predicted by our
ray-trace simulations. Additional metrics of op-
tical performance, including F number, sensitiv-
ity, and field of view, can be found in fig. S13.
Relative to the solid nonsensory regions of the

outer shell layer, the integration of sensory struc-

tures introduces large, localized volumes of soft
sensory tissue and modifies the aragonite-based
microstructure at the intrinsic material level. We
hypothesized that these changes might affect the
mechanical robustness of the shell, which is
surely critical to the survival of these animals. To
test this hypothesis, we investigated the mechani-
cal behavior of the outer shell layer with instru-
mented indentation at two length scales (Fig. 4).
At the ~5-mm scale (maximum load ~5 mN), both
the lens and surrounding granularmicrostructure
exhibit similar indentationmodulus (EO-P, ~70GPa)
and hardness (HO-P, ~5 GPa) (Fig. 4A). However,
nanoindentation with a sharp conospherical tip
induces radial cracking in the lens region but not
in the granular microstructure (Fig. 4B). This be-
havior of more brittle fracture in the lens region
might be due to its pseudo-single crystalline na-
ture. To probe the mechanical behavior on the
scale of the entire sensory structures, we used a
flat punch tip to perform “crush” experiments on
the eyes, megalaesthetes, and solid nonsensory
regions (Fig. 4C). As illustrated by the load-depth
curves in Fig. 4D, compression of eyes first in-
duced gradual fracture of the protective corneal
layer (Fig. 4D, inset) and eventually led to cat-
astrophic failure by pushing the entire lens into
the chamber, as shown in the post-test SEM image
(Fig. 4E). The average load for the catastrophic
fracture of a lens is slightly less than 1 N (0.84 ±
0.11 N). With a maximum load of 1 N, the megal-
aesthetes exhibited stepwise microfracture up to
the maximum load without catastrophic failure
(Fig. 4E). Similar indentation on the solid non-
sensory protrusions induced a relatively small
amount of permanent deformation, demonstrat-
ing its greater mechanical integrity (Fig. 4E).

The structure/property/performance relation-
ships of the shell plates of A. granulata demon-
strate that trade-offs are present at the materials
level within a single protective armor system.
The shells of chitons have evolved to satisfy two
conflicting design requirements, protection and
sensation. Three design aspects are fundamental
to the functional integration of the sensory struc-
tures within the armor: (i) the incorporation of
soft sensory tissue (creation of a porous network),
(ii)modification of the localmicroscopic geometry
of the armor material, and (iii) the material-level
modification of the armor material.
Sensory integration necessitates the incorpo-

ration of living tissue, which creates porosity.
This degrades the mechanical robustness of the
armor, which can be seen by comparing the
mechanical performance of megalaesthetes to
the solid nonsensory region. Depending on the
species, megalaesthetes may serve a variety of
functions, including mechano-, chemo-, and/or
photoreception (13–15). Increasing the integrated
optical functionality from simple photoreception
to spatial vision (in other words, advancing from
light-sensitive megalaesthetes to eyes) requires a
much larger volume of soft tissue per sensory unit,
as well as themodification of the local geometry of
the armormaterial to forma lens. Although the eyes
provide distinct advantages over megalaesthetes—
for example, the ability to distinguish the appear-
ance of dark objects from uniform decreases in
illumination—they further degrade the penetra-
tion resistance of the armor. This is demonstra-
ted by the microindentation experiments, in
which the megalaesthetes exhibited stepwise
microfractures while the eyes failed catastroph-
ically at less than 1 N. Furthermore, at the
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Fig. 3. Focal length and image formation capacity of individual eyes. (A)
Positions of the rear focal points obtained from 2D ray-trace simulations
(left) and experiments (right). The red or blue color signifies an external en-
vironment of air or water, respectively. T and L indicate the cross-sectional
geometry simulated. The square and circle symbols correspond to the or-
dinary and extraordinary rays, respectively. The white region underneath

ICCM is the location of photoreceptive cells (17). (B) Image formation ability
of an individual eye. (Top) The object, side profile of a predatory fish. (Middle)
Image. (Bottom) Proposed physiological image resolution. Each hexagonal
pixel is the size of a single photoreceptor. (C) Experimental measurements of
the focal length f of five individual lenses derived from the slope of inverse
magnification 1/M versus object distance z.



material level, increasing the grain size and
alignment in the lens relative to the granular
microstructure of nonsensory regions reduces
scattering and improves the eye’s ability to
detect light (8). However, this causes the lens to
fracture radially upon nanoindentation, which
is in stark contrast to the relatively isotropic,
localized damage observed in the nonsensory
regions. These mechanical disadvantages may
constrain the size of the eyes, which could improve
in both resolution and sensitivity if larger (24).
Although functional integration decreases the

local mechanical performance of the outer shell
layer, A. granulata has developed strategies to
compensate for its structural vulnerabilities. First,
the mechanically weak sensory regions are stra-
tegically located in the valleys created by the
protruding, robust nonsensory regions. This
likely protects the delicate sensory structures
from blunt impacts. These protrusions may also
discourage fouling to make sure the sensory
regions are not covered (25). Second, it’s possible
that chitons compensate for themechanical weak-
ness of the entire outer layer by having thick, hard
underlying layers. This is consistent with observa-
tions of living chitons that had oyster-drill scars
that penetrated the outer layer but did not pierce
the inner layers (26). Last, the apparent re-
dundancy of the eyes helps to reduce the impact
of partial shell damage. Eyes in older parts of the
shell are often damaged by erosion, and replace-
ments are continually grown at the margins of
the shell plates (16).Moreover, chitons face diverse
types of predatory attacks that can harm the shell
plates (22). From a visual performance perspec-
tive, redundancy also ensures that A. granulata
can simultaneously monitor the entire hemi-

sphere for threats, which is important because
the eyes are static structures and chitons can
take several minutes to turn around. Addition-
ally, redundancy may help improve sensitivity,
signal-to-noise ratio, and the ability to distin-
guish false alarms from real threats (27).
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Fig. 4. Trade-offs between mechanical protection and sensory integration.
(A) Quantitative mechanical properties of the lens and nonsensory solid region
determined through instrumented nanoindentation with a Berkovich tip.
(Left) The nanoindentation load-depth curves. (Right) Indentation modulus
and hardness. *, statistical significance at level of 0.05 via two-sample t test.
The n numbers for lenses and nonsensory solid regions are 9 and 24, re-
spectively. (B) SEM images of residual indents in the nonsensory region and
lens, respectively, after nanoindentation with a conospherical tip (tip radius,
~1 mm; semi-angle, 30°). (C) Schematic diagram of the microscopic com-

pression experiments on the three areas of the outer shell layer: nonsensory
regions, megalaesthetes, and eyes. (D) Microindentation force versus depth
curves for the eyes, megalaesthetes, and nonsensory regions (n = 5 for
each of the three structural features). The relative size and geometry of the
indenter is shown in (C).TheSEM inset shows the onset of plastic deformation
in the eye region, where the cornea fractures radially. (E) SEM images of
residual indents in the eyes, megalaesthete, and nonsensory regions, respec-
tively.The white arrow indicates the location of compression in the nonsensory
region.



SLEEP RESEARCH

Cells of a common developmental
origin regulate REM/non-REM sleep
and wakefulness in mice
Yu Hayashi,1,2* Mitsuaki Kashiwagi,1 Kosuke Yasuda,3 Reiko Ando,3 Mika Kanuka,1

Kazuya Sakai,4 Shigeyoshi Itohara3*

Mammalian sleep comprises rapid eye movement (REM) sleep and non-REM (NREM) sleep.To
functionally isolate from the complex mixture of neurons populating the brainstem pons those
involved in switching between REM and NREM sleep, we chemogenetically manipulated
neurons of a specific embryonic cell lineage in mice. We identified excitatory glutamatergic
neurons that inhibit REM sleep and promote NREM sleep. These neurons shared a common
developmental origin with neurons promoting wakefulness; both derived from a pool of
proneural hindbrain cells expressing Atoh1 at embryonic day 10.5.We also identified inhibitory
g-aminobutyric acid–releasing neurons that act downstream to inhibit REM sleep. Artificial
reduction or prolongation of REM sleep in turn affected slow-wave activity during subsequent
NREM sleep, implicating REM sleep in the regulation of NREM sleep.

L
esion and pharmacologic studies to unveil
the switching between rapid eyemovement
(REM) sleep and non-REM (NREM) sleep
have implicated a key role for the pontine
tegmentum (PT) (1–5). Within the PT, the

peri–locus coeruleus (LC) a in cats and the equiv-
alent sublaterodorsal nucleus (SLD) in rodents
are critical for REM sleep induction (1, 3, 4).
Neurons that negatively regulate REM sleep or
promote the exit from REM sleep are far less
understood, however, and whether such neu-
rons locate within the PT is unclear. Various
models have proposed the importance of inter-
actions between cholinergic, monoaminergic,
GABAergic (g-aminobutyric acid–releasing), and
glutamatergic neurons for sleep-stage switching
(2, 4, 5). Except for the glutamatergic nature of
REM sleep–promoting neurons in the SLD (6),
the molecular identity and precise location of
neurons participating in REM/NREM sleep
switching remain elusive.
We focused on the embryonic cell lineage as a

feature to isolate neuronswith a specific function
in sleep. The cerebellar rhombic lip (CRL), a neu-
roepithelial structure that emerges transiently
in the vertebrate embryo, is the major source of
cerebellar granule cells (7), but a subset of cells
originating between embryonic day 10 to 12 (E10
to E12) migrate to the rostral hindbrain and
contribute to a subpopulation of excitatory neu-
rons in the PT (8–10). These cells transiently ex-

press the proneural transcription factor gene
Atoh1 (Atonal homolog 1, Math1) (8, 9) and can
be precisely genetically labeled with the Atoh1
enhancer (8, 11). We developed a transgenic
mouse expressing the tamoxifen-inducible form
of Cre (CreERT2) under the Atoh1 enhancer (Atoh1-
CreERT2). Crossing thesemicewith aCre-dependent
Rosa26-loxP-stop-loxP(LSL)-NLS-lacZ reporter
strain (12) and administering tamoxifen at E10.5
resulted in reporter expression in cells migrating
from the CRL at E13.5 (fig. S1A) that exhibited a
dispersed distribution within the PT in adult
mice (fig. S1, B to D) (8). These neurons (Atoh1-
E10.5 cells) were either glutamatergic or cho-
linergic, based on the expression of vesicular
glutamate transporter 2 (Vglut2) or choline
acetyltransferase (ChAT), respectively, but not
GABAergic or noradrenergic, based on the ex-
pression of glutamate decarboxylase 1 or tyro-
sine hydroxylase, respectively (fig. S1, E to H).
These PT neurons did not derive from rhombic
lip areas caudal to the CRL, as they were in-
cluded in the midbrain-rhombomere1–derived
domain, which can be labeled with En1-Cre (8, 13)
(fig. S1I).
We first tested the effect of activating the

Atoh1-E10.5 cells with DREADD (designer re-
ceptors exclusively activated by designer drugs)
technology (14). Atoh1-CreERT2mice were crossed
with transgenic mice carrying a Cre-dependent
tetracycline transactivator (tTA) transgene (CAG-
LSL-tTA) (15) and administered tamoxifen at E10.5.
Postnatally, we microinjected a recombinant
adeno-associated virus (AAV) carrying a tTA-
dependent hM3Dq transgene (AAV-TRE-hM3Dq-
mCherry) (Fig. 1A) targeting two Atoh1-E10.5
subpopulations (Figs. 1 and 2):Atoh1-E10.5-medial
cells, located ventromedial to the medial part of
the superior cerebellar peduncle (scp) between
the ventral part of the laterodorsal tegmentum
(LDTgV) and the medial parabrachial nucleus
(MPB) (fig. S1D and Fig. 1, A and B); and Atoh1-

E10.5-lateral cells, located dorsolateral to the scp
within the lateral parabrachial nucleus (LPB) (fig.
S1D and Fig. 2, A and B). hM3Dq is a DREADD
receptor that evokes neural excitation upon bind-
ing of its ligand, clozapine-N-oxide (CNO). In both
brain areas, CNO administration efficiently in-
duced c-Fos expression, a marker of neural ex-
citation (fig. S2).
We next evaluated the effect of exciting Atoh1-

E10.5-medial cells (Fig. 1 and fig. S3). CNO was
administered to three groups: mice double-
transgenic for CreERT2 and tTA and transfected
with hM3Dq-carrying AAV (dTg + hM3Dq) or
with green fluorescent protein (GFP)–carrying
AAV (dTg + GFP) to control for any nonspecific
effects of CNO, and mice solely transgenic for
tTA and transfected with hM3Dq-carrying AAV
(sTg + hM3Dq) to control for any Cre nondepen-
dent expression of hM3Dq. When Atoh1-E10.5-
medial cells were excited during the light phase
[zeitgeber time (ZT) 5], REM sleep was drasti-
cally reduced and NREM sleep was increased in
a Cre- and hM3Dq-dependentmanner (Fig. 1C and
fig. S3A). The large reduction in the REM sleep
amount was due to a decrease in both the num-
ber and duration of REM sleep episodes, imply-
ing that these neurons regulate both entry into
and exit from REM sleep (fig. S3, B and C). Uni-
lateral injection of AAVwas sufficient to produce
these effects. Applying CNO during the dark phase
produced similar effects (ZT 15) (fig. S3D). Awake
periods appeared unaffected, suggesting that these
neurons regulateREM/NREMsleep switching, but
not sleep/wake switching.
Electroencephalography (EEG) properties dur-

ing sleep vary among cortical areas (16). Simulta-
neously recording EEG from the frontal and
parietal cortices showed that transitions from
NREM sleep to REM sleep are asynchronous
between the two cortical areas (fig. S4A) (16).
This asynchronous state (termed “transitory
state”) was reduced in the experimental group,
indicating that the reduced REM sleep was not
due to an extension of the transitory state (fig.
S4, B to E).
Atoh1-E10.5 cells are either glutamatergic or

cholinergic. To determine which subtype regulates
REM and NREM sleep, we used the Camk2a-LSL-
tTA strain (17). This largely reduced AAV transgene
expression in cholinergic neurons (fig. S5), and
yet CNO administration efficiently reduced REM
sleep (fig. S3, E to G). We generated a transgenic
mouse in which tTA expression was Cre depen-
dent and under the control of the glutamatergic
neuron-specific gene Vglut2 promoter (Vglut2-
LSL-tTA). This also reduced AAV transgene ex-
pression in cholinergic neurons (fig. S5), yet CNO
administration efficiently reduced REM sleep (fig.
S3, H to J). These findings strongly suggest that, of
the Atoh1-E10.5-medial cells, glutamatergic neu-
rons regulate REM and NREM sleep. These neu-
rons locate near the REM sleep–promoting neurons
in the SLD, but are more rostrolateral (4, 6).
We then tested the effect of activating Atoh1-

E10.5-lateral cells (Fig. 2 and fig. S6). Animals
spent more time awake at the expense of both
REM and NREM sleep (Fig. 2C and fig. S6A).
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Sleep was highly fragmented, resulting in in-
creasednumbers of both awake andNREMsleep
episodes (fig. S6B). The Atoh1-E10.5-lateral cells
that promote wakefulness are also likely gluta-
matergic, because the use of Camk2a-LSL-tTA
had similar effects (fig. S6, D to F). These Atoh1-
E10.5-lateral cells likely overlap with previously
reported awake-promoting glutamatergic neu-
rons in the lateral parabrachial nucleus (18). A
correlation analysis of the AAV transfection range
and effect on NREM sleep amount demonstrated
distinct roles ofAtoh1-E10.5-lateral cells and -medial
cells in sleep regulation (Fig. 2D).
Atoh1-E10.5-medial cells are glutamatergic

neurons that promote NREM sleep and inhibit
REM sleep.We examined possible targets of these

neurons by expressing GFP and tracking their
axons (Fig. 3A). Axons were detected in areas
rostral to but not caudal to the soma. Axonal
varicosities, reminiscent of presynaptic struc-
tures, were detected bilaterally within the mid-
brain, in the dorsal area of the deepmesencephalic
nucleus (dDpMe) (Fig. 3, B and C). The dDpMe
and adjacent ventrolateral periaqueductal gray
matter (vlPAG) contain neurons that negatively
regulate REM sleep, although the type of neuron
responsible is unknown (4, 19, 20). We examined
the roles of inhibitory neurons, because they
send axons to the SLD (21). AAVs carrying Cre-
dependent transgenes were bilaterally micro-
injected into this area in a knockin (KI) mouse
strain expressingCreunder control of thevesicular

GABA transporter (Vgat) promoter (Vgat-Cre KI)
(22) (Fig. 3D). Cre-derived transgene expression
was detected almost exclusively in GABAergic neu-
rons, as assessed by coexpression with glutamate
decarboxylase 1 (fig. S7A). Axonal varicosities of
these GABAergic neurons were detected in the
dorsocaudal area of the PT, which includes the
SLD (Fig. 3E). CNO administration induced c-Fos
expression in these neurons when hM3Dq was
expressed (fig. S7, B to D). Similar to Atoh1-E10.5-
medial cells, stimulating dDpMe inhibitory neu-
rons at ZT 5 or ZT 15 reduced REM sleep and
increased NREM sleep (Fig. 3F and fig. S8, A,
C, E, and G). By contrast, hM4Di expression, a
DREADD receptor that inhibits neural excitation
upon binding of CNO, increased REM sleep,
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Fig. 1. Atoh1-E10.5-medial cells regulate REM/NREM sleep. (A) Labeling
of Atoh1-E10.5 cells with tTA (left) and injection of AAVcarrying tTA-dependent
hM3Dq-mCherry into an area medioventral to the scp, between LDTgV and
MPB (right). (B) hM3Dq-mCherry expression (yellow) in a region cor-
responding to the enclosed area in (A). Counterstain: DAPI (4´,6-diamidino-
2-phenylindole) (blue). Scale bar, 200 mm. (C) Chemogenetic activation of

neurons in (B) increased NREM sleep and reduced REM sleep, but had no
significant effect on wakefulness. Horizontal axes indicate time after CNO
administration. Data represent mean T SEM. n = 8 animals per group. *P <
0.05; **,††P < 0.005; †††P < 0.001 [post-hoc Tukey honest significant
difference (HSD) test; *: dTg + hM3Dq VS sTg + hM3Dq ; †: dTg + hM3Dq VS
dTg + GFP].

Fig. 2. Atoh1-E10.5-lateral cells regulate sleep/wake ratio. (A) Injection of
AAV carrying tTA-dependent hM3Dq-mCherry dorsolateral to the scp, within
the LPB. (B) hM3Dq-mCherry expression (yellow) in a region corresponding
to the enclosed area in (A). Counterstain: DAPI (blue). Scale bar, 200 mm.
(C) Chemogenetic activation of neurons in (B) increased awake state and
reduced NREM sleep and REM sleep. Horizontal axes indicate time after CNO
administration. Data represent mean T SEM. n = 7 animals per group. *, †P <

0.05; **,††P < 0.005; ***,†††P < 0.001 (post-hoc Tukey HSD test; *: dTg +
hM3Dq VS sTg + hM3Dq, †: dTg + hM3Dq VS dTg + GFP). (D) Correlation
between location of hM3Dq-expressing cell medial boundary and effect on
NREM sleep. Each symbol represents an individual mouse (dTg + hM3Dq),
and the vertical axis indicates NREM sleep amount at 2 hours after CNO
administration relative to that after saline administration. Pearson correlation
coefficient r and level of significance p in two-tailed test are indicated.



mainly by increasing REM sleep episode num-
bers (Fig. 3G and fig. S8, H, J, and L). Similar
results were observed in a transgenic mouse
strain carrying Vgat-Cre (Vgat-Cre Tg) (23) (fig.
S8, B, D, F, I, K, and M). Thus, dDpMe inhib-
itory neurons negatively regulate REM sleep,
possibly by inhibiting REM-promoting neurons
in the SLD. Atoh1-E10.5-medial cells might help
to regulate REM/NREM sleep switching by acti-
vating these neurons. dDpMe neurons fire maxi-
mally during REM sleep, increasing their firing
rate toward the end of REM sleep episodes (19).
Thus, it might be that, during REM sleep, a grad-
ual increase in dDpMe neuron firing promotes
the exit from REM sleep, whereas basal activity
during NREM sleep regulates entry into REM
sleep, although further studies with cell-type
specificity are required.
REM sleep is homeostatically regulated, and

REM sleep deprivation (REMD) leads to a subse-
quent rebound (24). We examined the effect of
6-hours REMD from ZT 0 to ZT 6 on REM sleep
inhibition caused by activating dDpMe inhibi-
tory neurons (fig. S9). During REMD, REM sleep
amount was reduced from~6 to ~7% to less than
0.8% (fig. S9, B to D), and the number of entries
into REM sleep gradually increased (fig. S9E),
suggesting an increased REM sleep pressure.
Even under increased REM sleep pressure follow-
ing REMD, dDpMe inhibitory neurons strongly
suppressed REM sleep (fig. S9, F and G). Thus,
negative regulation of these neurons might un-
derlie the homeostatic REM sleep rebound, or ar-
tificial activation of these neurons might erase
(or override) the preceding history of REM
sleep loss.

The function of REM sleep is poorly under-
stood. Longer REM sleep episodes are associated
with longer subsequent NREM sleep episodes,
suggesting that REM sleep contributes to NREM
sleep expression (25). We assessed this hypothe-
sis using our transgenic systems to manipulate
REM sleep. We first examined whether REM
sleep enhances slow-wave activity (SWA) dur-
ing subsequent NREM sleep, as higher SWA is
associated with longer NREM sleep episodes.
SWA, typically quantified as the spectral power
of EEG in the delta range (0.5 to 4 Hz), reflects
synchronized oscillations of cortical membrane
potential and is most prominent during deep
NREM sleep. Moreover, SWA contributes to syn-
aptic plasticity and memory consolidation (26, 27).
We analyzed the correlation between naturally
occurring REM sleep episode duration and delta
power in the subsequent NREM sleep. Absolute
delta power was not compared because it is
highly variable, even within the same individ-
ual (28). Therefore, the mean delta power of
the subsequent NREM sleep episode (NREM_b)
was calculated relative to the previous NREM
sleep episode (NREM_a; fig. S10A; see supple-
mentary methods for details), which revealed a
significant positive correlation (fig. S10B). A
previous study in humans did not reveal a
significant correlation (29). This might be be-
cause absolute delta power was used for the
previous analyses, which did not show a signi-
ficant correlation in our study either, although
a difference between the two animal species is
also possible.
To determine whether REM sleep occurrence

led to enhanced SWA during NREM sleep, we

manipulated REM sleep by chemogenetically acti-
vating or inhibiting the identified sleep regulatory
circuit. First, REM sleep was transiently reduced
by DREADD activation of either Atoh1-E10.5 me-
dial cells or dDpMe inhibitory neurons. During re-
duced REM sleep, the NREM sleep delta power
gradually decreased (Fig. 4, A and B). SWA seemed
to recover immediately after REM sleep recovery
(Fig. 4B and fig. S11). We defined three classes
of REM sleep episodes: natural REM, short-
ened REM, and post-DREADD REM (fig. S12;
see supplementary materials for details). We
compared the EEG spectra of these episodes as
well as the NREM, transitory, or awake epi-
sodes surrounding them (fig. S13). Shortened
REM was associated with a slight increase in
the delta range power (fig. S13A). By contrast,
NREM sleep episodes around shortened REM
initially appeared unaffected, whereas delta power
was reduced after prolonged REM sleep inhi-
bition (fig. S13C). The reduction in delta power
recovered in the NREM episode immediately
after post-DREADD REM (fig. S13C).
Next, in each class of REM sleep, we compared

themeannormalizeddeltapowerbetweenNREM_
a and NREM_b. SWA in NREM_b after short-
ened REM was reduced compared to NREM_a,
whereas SWA in NREM_b after post-DREADD
REM was increased (Fig. 4, C to E). In addition,
DREADD inhibition of dDpMe inhibitory neu-
rons occasionally evoked long REM sleep epi-
sodes of at least 4 min, which were not observed
under other conditions, although themean REM
sleep episode duration was not significantly
changed (fig. S8, L and M). These REM sleep
episodes, which we termed “prolonged REM,”
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Fig. 3. Inhibitory neurons in dDpMe inhibit REM sleep. (A) Injection of
AAVcarrying tTA-dependent GFP into an area ventromedial to the scp (same
area as in Fig. 1A). xscp, decussation of the superior cerebellar peduncle.
(B) GFP (green)–positive axons were detected in a region rostral and con-
tralateral to the AAV injection site, corresponding to the enclosed area in (A).
Counterstain: ChAT (magenta). (C) Higher magnification of the area enclosed
in (B). GFP-positive axon varicosities were detected. (D) AAV carrying Cre-
dependent hM4Di-mCherry (magenta) was injected into dDpMe of Vgat-Cre

KI mice. Counterstain: ChAT (green). (E) hM4Di-mCherry (magenta)–positive
axon varicosities were detected in a wide area in the dorso-caudal region of
the pontine tegmentum. 4V, fourth ventricle. mlf, medial longitudinal fascic-
ulus. (F and G) Chemogenetic activation (F) or inhibition (G) of dDpMe in-
hibitory neurons reduced or increased REM sleep, respectively. Horizontal
axes indicate time after CNO administration. Data represent mean T SEM. n =
6 animals per group. *P < 0.05, **P < 0.005, ***P < 0.001 [one-way analysis of
variance (ANOVA)]. Scale bars, 200 mm.
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were followed by NREM_b with increased SWA
(Fig. 4F). Our results are somewhat consistent
with a study in humans showing that SWA dur-
ing NREM sleep is gradually reduced during
selective REM sleep deprivation and returns to
the initial level after REM sleep recovery (30),
although we cannot completely exclude the in-
volvement of a third factor evoked by theDREADD
manipulation (e.g. hormone levels, neurotrans-
mitters, etc.).
During the late light phase, when all SWAdata

were collected, NREM sleep episodes were oc-
casionally interrupted by short awake episodes.
These NREM-intervening awake episodes were
followed by NREM_b with significantly reduced
delta power (Fig. 4G). Thus, in contrast to the
well-known SWA-enhancing effect of long awake
periods lasting several hours (31), the NREM-
intervening episodes observed here, which did
not exceed ~13 min, did not increase SWA. We
plotted the relative delta power of NREM_b
against the episode duration of REM sleep epi-
sodes or NREM-intervening awake episodes (Fig.
4, H and I). Although delta power was signifi-
cantly and positively correlated with REM sleep
episode duration, no obvious correlation with
NREM-intervening wakefulness was observed.
Similar results were obtained when we sepa-
rately plotted results frommice harboring Atoh1-
CreERT2 or Vgat-Cre (fig. S14). A unique cortical
activity or neuromodulator release mode during
REM sleep might underlie the strong enhance-
ment of SWA during ensuing NREM sleep. As

SWA is most intense in the first NREM sleep
cycle in humans, and sleep deprivation also en-
hances subsequent SWA, homeostaticNREMsleep
pressure accumulating during the awake state is
likely the major factor responsible for SWA en-
hancement.Our findings therefore suggest another
role for REM sleep. Finally, our transgenic sys-
tem for REM sleep inhibition might also be ef-
fective for testing other proposed REM sleep
functions, including brain development (32) and
memory processing.
Our developmental cell fate mapping approach

allowed us to identify a single genetically marked
cell population that contributes to two distinct
aspects of sleep regulation: neurons that pro-
mote NREM sleep at the expense of REM sleep,
and neurons that promote wakefulness at the
expense of sleep. The awake and NREM sleep
states differ in terms of the level of consciousness,
but share other features such as the presence of
muscle tone and integrated thermoregulatory
responses or respiration. Direct transitions from
wakefulness to REM sleep do not occur in healthy
states. Thus, REM sleep–promoting neurons are
likely strongly inhibited during wakefulness. Both
Atoh1-E10.5-medial and -lateral cells might share
a common feature to inhibit the REM-promoting
system, although cortical activating functions in
lateral cells might be substituted for by a cortical
synchronizing function in themedial cells. During
evolution, REM and NREM sleep stages might
have emerged from themodification of a subset of
cells regulating sleep/wake cycles. The abundance

of REM sleep in neonates (32) and the confine-
ment of increased SWA during NREM sleep in
birds andmammals suggest thatREMsleep closely
resembles prototype sleep in ancestral animals.
Further investigations into the function of Atoh1-
E10.5 cell equivalents in animals lacking obvious
REM andNREM sleep, such as reptiles, might be
meaningful toward understanding the evolution
of mammalian sleep to its current complex state.
In summary, our cell lineage–tracing approach,
in combination with chemogenetic tools, will be
useful for further investigation into the evolu-
tionary origin and function of sleep, and other
circuits controlling complex behaviors.
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AXON GUIDANCE

Operational redundancy in axon
guidance through the multifunctional
receptor Robo3 and its ligand NELL2
Alexander Jaworski,1,2,3* Irene Tom,4 Raymond K. Tong,4 Holly K. Gildea,3

Alexander W. Koch,4† Lino C. Gonzalez,4 Marc Tessier-Lavigne1,2*

Axon pathfinding is orchestrated by numerous guidance cues, including Slits and their
Robo receptors, but it remains unclear how information from multiple cues is integrated or
filtered. Robo3, a Robo family member, allows commissural axons to reach and cross the
spinal cord midline by antagonizing Robo1/2–mediated repulsion from midline-expressed
Slits and potentiating deleted in colorectal cancer (DCC)–mediated midline attraction
to Netrin-1, but without binding either Slits or Netrins. We identified a secreted Robo3
ligand, neural epidermal growth factor-like-like 2 (NELL2), which repels mouse
commissural axons through Robo3 and helps steer them to the midline. These findings
identify NELL2 as an axon guidance cue and establish Robo3 as a multifunctional regulator
of pathfinding that simultaneously mediates NELL2 repulsion, inhibits Slit repulsion,
and facilitates Netrin attraction to achieve a common guidance purpose.

N
ervous system development requires that
axons of neurons navigate to their correct
targets. Pathfinding is directed by molec-
ular cues sensed by receptors in the axonal
growth cone (1). We studied axon guid-

ance in the mouse spinal cord. Commissural
neurons in dorsal spinal cord send axons across
the floor plate at the ventral midline in response
to multiple cues (2). Netrin-1 and other signals
expressed by floor plate attract these axons (3).
After midline crossing, floor plate–derived repel-
lants, including Slit proteins, expel them and
prevent recrossing (4, 5). Commissural axons
are insensitive to the repellants before crossing
and insensitive to the attractants after crossing,
indicating a switch in cue responsiveness (5, 6).
Slits signal through Robo family receptors. All

three Slit genes are expressed by the floor plate,
and commissural neurons express Robo1, Robo2,
and Robo3 (7). Slits bind Robo1 and Robo2 with
high affinity tomediatemidline repulsion in post-
crossing axons (4, 5, 8, 9), but Robo3 does not
bind Slit proteins (10–13). Robo3 exists in two
splice isoforms with different intracellular do-
mains: Robo3.1 is expressed on precrossing com-
missural axons and allows midline crossing by
inhibiting Slit repulsion, whereas Robo3.2 is
expressed postcrossing and prevents midline re-
crossing (12, 14). In mice lacking Robo3, all com-
missural axons fail to cross themidline and instead
project through the ipsilateral ventral horn (12).
Midline crossing is partially, but incompletely,

rescued inmice lacking Robo1, Robo2, and Robo3
(8). Thus, Robo3 allows midline crossing partly
by inhibiting Slit signaling through Robo1/2,
but also through additional mechanisms. Indeed,
Robo3 potentiates attraction by Netrin-1, mediated
by the Netrin receptor DCC (13). However, Robo3
binds neither Netrin-1 nor Slits directly, suggest-
ing that a Robo3 ligandmight further contribute
to midline guidance.
We screened an extracellular protein micro-

array (15, 16) with the Robo3 ectodomain fused
to Fc (Robo3-ECD-Fc) and found that a fusion of
NELL2 and Fc (NELL2-Fc) binds Robo3-ECD-Fc
(fig. S1A). NELL2 is a secreted glycoprotein con-
taining a laminin G–like domain, six epidermal
growth factor (EGF)–like domains, and five von
Willebrand factor (vWF) C domains (Fig. 1C) and
is a human ortholog of chick Nel (neural EGF–
like) (17, 18). Nel can inhibit retinal ganglion cell
axon growth and induce growth cone collapse
(19).We confirmed the interactionbetweenNELL2
and Robo3 by means of surface plasmon reso-
nance (SPR) (Fig. 1A). Robo3-ECD-Fc also binds
human embryonic kidney (HEK) 293T cells ex-
pressing a NELL2–enhanced green fluorescent
protein (EGFP) fusion construct tethered to cell
surfaces by a glycosylphosphatidylinositol (GPI)
anchor (NELL2-EGFP-GPI) in a flow cytometry
assay (FACS) (fig. S1, F to J) with high affinity
[median effective concentration (EC50) of 10.9 ±
1.6 nM] (Fig. 1B). To determine whether NELL2
binds Robo3 expressed on cells, we transfected
COS-7 cells with expression constructs for Robo3.1,
Robo3.2, and as controls, DCC, Robo1, or Robo2
and tested for binding of alkaline phosphatase
(AP) fusions of Netrin-1, Slit2 N-terminal fragment
(Slit2-N), or NELL2. NELL2-AP binds cells that
express Robo3.1 or Robo3.2 but not any of the
other axon guidance receptors (Fig. 1E and fig.
S1B); binding of Netrin-1-AP to DCC and of Slit2-
N-AP to both Robo1 and Robo2 confirmed that
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these receptors are expressed on the cell surface.
Robo3.1 does not bind either Netrin-1 or Slit2-N
(fig. S1,BandC) (10–13). Thus, Robo3 and NELL2
bind to each other specifically and with high
affinity.
We next delineatedwhich regions of Robo3 and

NELL2 mediate their interaction. NELL21-638-AP,
which lacks the C-terminal vWFdomains, binds to
Robo3.1-expressing cells, whereas NELL21-397-AP,
which also lacks the six EGF-like domains, does
not (Fig. 1, C andE). Furthermore, NELL2397-638-AP,
which only contains the EGF-like domains, binds
to Robo3.1–expressing cells (Fig. 1, C and E). We
also found that NELL2-AP binds to COS-7 cells
that express Robo3.1delta(73−535), which lacks its
five N-terminal immunoglobulin (Ig)–like domains
(Fig. 1, D and F), and that in an SPR assay,
NELL2-Fc fails to bind Robo3-Ig-Fc, which only
contains the Ig-like domains of Robo3 (fig. S1D)
but does bind Robo3-FNIII-FLAG, which only con-
tains the three fibronectin type III (FNIII) domains
of Robo3 (fig. S1E). As shown with FACS, Robo3-
FNIII-Fc binds NELL2-EGFP-GPI–expressing cells
(fig. S1K). Thus, the NELL2 EGF-like domains me-
diate binding to the Robo3 FNIII domains.
Because Robo3 is expressed by commissural

neurons (12), we studied NELL2-AP binding to

these neurons in vitro. NELL2-AP binds to com-
missural axons from Robo3 heterozygous embryos
but less to axons fromRobo3-null embryos (relative
axonal binding, 100.0 ± 8.4% for Robo3+/−, 26.4 ±
4.0% for Robo3−/−; P = 0.0044, n = 3 embryos
each) (Fig. 1G). Thus, Robo3 is a NELL2 receptor
on commissural axons.
We also tested binding of the NELL2 relative

NELL1 (18) to Robo3. NELL1-AP binds to COS-7
cells that express Robo3.1 (fig. S1L), and Robo3-
FNIII-AP binds to cells that express either NELL1
or NELL2 (fig. S1M). Thus, Robo3 can bind both
NELL1 and NELL2 through its FNIII domains.
We next examined NELL1 and NELL2 expres-

sion in spinal cord at the time of commissural
axon growth to the midline [embryonic day (E)
9.5 to E12.5] by means of in situ hybridization.
At E9.5, NELL2 is expressed in the presumptive
motor column in the ventral horn (Fig. 2A). At
E10.5, additional sites of expression include dor-
sal root ganglia, the dorsal mantle layer of the
spinal cord, and a triangular population of cells
close to the ventricle (Fig. 2B). We stained ad-
jacent E10.5 spinal cord sections with antibodies
againstRobo3.1 andL1 to label pre- andpostcrossing
commissural axons, respectively (Fig. 2C). Pre-
crossing axons project along the lateral edge of a

NELL2-free corridor between NELL2-expressing
cells in the ventral horn and the ventricular zone
(Fig. 2D). NELL2 expression in cells forming this
ventral corridor persists at E11.5 (Fig. 2E) andE12.5
(Fig. 2F). We stained adjacent E12.5 sections with
an antibody against HB9 to label motor neu-
rons (Fig. 2G) and found that sites of highest
NELL2 expression in the ventral horn represent
motor neurons (Fig. 2H). In situ hybridization
forNELL1mRNA did not produce detectable sig-
nal inE9.5–E12.5 spinal cord sections (fig. S2). Thus,
NELL2 is the predominantNELL familymember
expressed inmouse spinal cordduring commissural
axon guidance, and areas of NELL2 expression
demarcate regions that these axons avoid en route
to the midline.
The interaction of NELL2 with Robo3 and its

expression during commissural axon growth to
the midline suggest that NELL2 might regulate
commissural axon guidance. We tested this idea
by exposing commissural axons to NELL2 in vitro.
Dorsal spinal cord explants from E11.5 mouse
embryos were cultured with Netrin-1, which pro-
motes radially symmetric growth of commis-
sural axon fascicles (20). When confronted with
aggregates of COS-7 cells that express either
NELL2 and red fluorescent protein (RFP) or RFP
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Fig. 1. NELL2 binds Robo3. (A) NELL2-Robo3
binding was studied by means of SPR. SPR senso-
grams show binding response of NELL2 or negative
controls at indicated concentrations to immobi-
lized Robo3-ECD-Fc. (B) NELL2-Robo3 binding was
studied bymeans of FACS.The binding curve shows
that EC50 binding occurs at a Robo3-ECD concen-
tration of 10.9 T 1.6 nM. (C and D) Schematics of
the (C) NELL2 and (D) Robo3 domain structures.
(E) NELL2 domainsmediating Robo3 binding were
mapped by using a COS-7–based binding assay.
NELL21-638-APandNELL2397-638-APspecifically bind
Robo3.1-expressing cells, but NELL21-397-AP does
not. TM, transmembrane domain. (F) COS-7–
based Robo3 domain mapping. Cells expressing
Robo3.1delta(73−535) specifically bind NELL2-AP,
but not Netrin-1-AP. (G) NELL2-AP binding was
studied on commissural neuron explants from E11.5
Robo3+/−andRobo3−/−embryos (grayscale). NELL2-
AP binds cell bodies and axons (arrowheads) of
Robo3+/− commissural neurons [which express
Robo3.1 (inset)], but not Robo3−/− axons. Scale
bars, (E) and (F) 100 mm; (G) 20 mm; inset, 40 mm.
Error bars indicate SEM.



alone (Fig. 3, A and B, and fig. S3, A, D, and E),
commissural axons grow away from NELL2-
expressing cells (Fig. 3B) but not control cells

(Fig. 3A), an effect that is statistically significant
(Fig. 3E and fig. S3F). Overall axon growth is sim-
ilar with NELL2-expressing and control cells (nor-

malized total axon length, 100 ± 11.9% for control,
103 ± 13.8% for NELL2; P = 0.7022, n = 5 exper-
iments). Growing axons also turn away from
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Fig. 2. NELL2 is expressed in the developing spinal cord. (A, B, E, and F)
Transverse spinal cord sections from (A) E9.5, (B) E10.5, (E) E11.5, and (F) E12.5
mouse embryos were used for radioactive in situ hybridization to detect NELL2
mRNA. NELL2 exhibits strong expression in the developing motor column
(arrowheads) at all ages examined [the arrow in (A) indicates a labeling artifact
from folding of the tissue section]. From E10.5 through E12.5, NELL2 is also
expressed in cells surrounding the central canal (asterisk). (C and D) Labeling

of E10.5 brachial spinal cord sections with (C) Robo3.1 and L1 antibodies was
combined with (D) NELL2 in situ hybridization on adjacent sections. Robo3.1–
positive commissural axons do not project through areas of high NELL2 ex-
pression. (G andH) Labeling of E12.5 and brachial spinal cord sections with (G)
L1 and HB9 antibodies was combined with (H) NELL2 in situ hybridization on
adjacent sections. In the ventral horn, areas of high NELL2 expression cor-
respond to the positions of HB9-positive motor neurons. Scale bar, 200 mm.

Fig. 3. NELL2 repels precrossing commissural axons through Robo3.
(A and B) Wild-type E11.5 mouse dorsal spinal cord explants were cocultured
with COS-7 cells that express (A) RFPor (B) RFPandNELL2 and stained for class
III b−tubulin (TuJ1) to visualize axons (two examples each). NELL2 expression
causes axon turning (arrowheads) away from cell aggregates. (E) Commissural
axongrowth in theproximalquadrant relative toCOS-7aggregateswasquantified.
Proximal growth is significantly lower with NELL2-expressing cells than with con-

trol cells (P = 0.0009). In (C) to (E), dorsal spinal cord explants from E11.5 Robo3
mutant embryos were cocultured with COS-7 cells that express (C) RFP or
(D) RFP and NELL2 and labeled with an antibody to TuJ1, and (E) axon growth
relative toCOS-7cellswasquantified.Proximalgrowth relative toNELL2-expressing
cells is significantly higher in Robo3−/− explants (n = 3 independent experiments)
than in explants from control (Robo3+/− andwild-type) littermates (P=0.0123, n=
3 independent experiments). Scale bar, 200 mm. Error bars indicate SEM.
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NELL2-expressing cells (ratio of axons turning
toward versus away, 0.928 ± 0.046 for control,
0.505 ± 0.012 for NELL2; P = 0.001, n = 5 exper-
iments; quantification method is provided in
the supplementary materials) (Fig. 3C). With
COS-7 cells that express NELL1 (fig. S3, B and
C), we found no statistically significant effect on
commissural axon repulsion (fig. S3, G to I).
Thus, NELL2 repels commissural axons in vitro,
but NELL1 does not.
We next examined whether Robo3 is required

for NELL2-mediated repulsion. When dorsal spi-
nal cord explants from Robo3 heterozygous and
wild-type embryos were cocultured with cells that
express RFP or both NELL2 and RFP, we ob-
served repulsion of commissural axons from
NELL2-expressing but not control cells (Fig. 3E).
However, commissural axons from Robo3mutant
explants are not significantly repelled by either
control (Fig. 3, C and E) or NELL2-expressing
cells (Fig. 3, D and E), indicating that Robo3 is
required for NELL2-mediated axon repulsion.
To determine whether Robo1 and Robo2 are

recruited by Robo3 to mediate NELL2 repulsion,
we studied the response of commissural axons
from Robo1−/−;Robo2−/− embryos and wild-type
littermates to NELL2. Robo1 and Robo2 are not
required for NELL2 repulsion (fig. S3J), arguing
against cross-talk between Robo3 and Robo1/2
in this pathway.
The switch in Robo3 isoforms upon midline

crossing (14) might affect the response of com-
missural axons to NELL2. We used a postcrossing
explant assay (5) to study the response of axons
that have crossed the floor plate (fig. S3K). In

postcrossing explants cocultured with control
cells (fig. S3L) or NELL2-expressing cells (fig.
S3M), axonal growth is comparable (fig. S3N).
Thus, precrossing commissural axons, which ex-
press Robo3.1, are repelled by NELL2, but post-
crossing axons, which express Robo3.2, are not,
even though both isoforms bind NELL2.
To assess the in vivo function of NELL2, we

generated mice deficient inNELL2 (fig. S4A). The
abundanceofNELL2mRNAisdramatically reduced
in the mutant, as determined with quantitative
reverse transcription polymerase chain reaction
(RT-PCR) (fig. S4B) and in situ hybridization (fig.
S4, C and D), suggesting that the mutant NELL2
transcript is subject to nonsense-mediated mRNA
decay and that the allele is null or near null.
On the basis of the expression of NELL2 by

motor neurons and its Robo3-dependent repulsive
activity for commissural axons, we reasoned that in-
vasion of themotor column inRobo3mutantmice
(12) might be caused not just by reduced mid-
line Netrin attraction and increased midline Slit
repulsion—the twoknowneffects of loss ofRobo3—
but also at least partly by loss of NELL2-mediated
repulsion. To compare the Robo3−/− phenotype to
a possible NELL2−/− phenotype, we first quanti-
fied commissural axon invasion of the ventral horn
inRobo3mutants.We stained spinal cord sections
for transient axonal glycoprotein–1 (TAG-1) and
HB9 to label precrossing commissural axons and
motor neurons, respectively. In wild-type (Fig. 4,
A and B) and Robo3 heterozygous animals (Fig.
4C and fig. S4E), the majority of commissural
axons avoid the region occupied bymotor neurons,
whereas in Robo3−/− embryos, many more project

through the ventral-most portion of the motor
column (Fig. 4D and fig. S4F). Invasion of the mo-
tor column in Robo3 mutants was about sixfold
greater than inwild-type orRobo3+/−mice (Fig. 4J).
We did not observe an increase in axon growth

through the motor column inNELL2−/− (Fig. 4,
E and J, and fig. S4G) or NELL1−/−;NELL2−/−

mice (fig. S4, I to K). However, because Robo3-
dependent mechanisms, including Slit silencing
and Netrin potentiation, might be sufficient to
promote guidance to the midline and avoidance
of the motor column even in absence of NELL2,
we generated mice that lacked not only both
copies of NELL2 but also one copy of Robo3 and
analyzedmotor column invasion in this genetically
sensitized background. In NELL2−/−;Robo3+/−

embryos, there is a significant (approximately
threefold) increase in commissural axon growth
through themotor column (Fig. 4, F to J, and fig.
S4H), an effect confirmed by using Robo3 itself
as marker for these axons (fig. S4, L and M).
Thus, in collaboration with other cues, NELL2
helps prevent commissural axons from entering
the motor column, supporting a role for NELL2
as a repulsive guidance cue in vivo. The function of
the low level of NELL2 expression in E10.5 dorsal
spinal cord (Fig. 2B) remains to be determined.
Our results identify NELL2 as a repulsive guid-

ance cue that contributes to commissural axon
guidance to the midline. NELL2 acts directly
throughRobo3, which also serves indirectly as both
a negative regulator of Slit signaling (12) and a
positive regulator ofNetrin signaling (13). Commis-
sural axons invade the domain normally defined
byNELL2 expression only inmice that completely
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Fig. 4. Commissural
axons aberrantly enter
the spinal cord ventral
horn in NELL2−/−;
Robo3+/− mice. (A to I)
Transverse E11.5 mouse
spinal cord sections were
stained for TAG-1 and
HB9. Shown are (A) dou-
ble stainings and [(B) to
(I)] inverted grayscale
images of TAG-1 alone.
(G) to (I) show high mag-
nifications of the left ven-
tral horn. In [(A) and (B)]
wild-type and (C) Robo3+/−

embryos, commissural
axons project to the
midline and avoid the
ventral horn occupied by
motor neurons (dotted
outline). In (D) Robo3−/−

embryos, axons fail to
cross the midline (asterisk)
and project through the ventral horn (arrowheads). In (E) NELL2−/− embryos,
axons cross the midline and avoid the ventral horn. In [(F) to (I)] NELL2−/−;
Robo3+/− embryos, numerous axons (arrowheads) invade the ventral horn. (G)
is a higher-magnification view of a region of (F). (J) Ventral horn invasion was
quantified and is significantly higher inRobo3−/− embryos (n=5embryos) than
inwild-type (P<0.0001,n= 10embryos),Robo3+/− (P<0.0001,n=3embryos),

NELL2−/− (P < 0.0001, n = 4 embryos), and NELL2−/−;Robo3+/− embryos (P <
0.0001, n = 7 embryos). Axon growth in the ventral horn of NELL2−/−;Robo3+/−

embryos is significantly higher than in wild-type (P < 0.0001), Robo3+/− (P =
0.001), and NELL2−/− embryos (P = 0.0002). Robo3+/− and NELL2−/− embryos
are indistinguishable from wild type (P = 0.8837 and P = 0.6645, respectively).
Scale bars, (A) to (F) 100 mm; (G) to (I) 30 mm. Error bars indicate SEM.



lack NELL2 and are also partially deficient in the
receptorRobo3 (while remaining excluded inmice
that either lack NELL2 or partially lack Robo3 in
isolation), implying that theNELL2 signaling path-
way collaborateswith others to ensure avoidance
of the motor column. Our results also show that
Robo3.1 serves as an integrative hub: Its three di-
verse actions in response to three different cues—
mediatingNELL2 repulsion fromthemotor column,
potentiating midline Netrin-1 attraction, and an-
tagonizing midline Slit repulsion—act simulta-
neously, are mutually reinforcing, and serve the
common purpose of steering commissural axons
toward and across the midline. This multiplicity
of mechanisms likely helps ensure high-fidelity
steering of axons to their targets.
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CAMOUFLAGE

Open-ocean fish reveal an
omnidirectional solution to
camouflage in polarized environments
Parrish C. Brady,1 Alexander A. Gilerson,2 George W. Kattawar,3

James M. Sullivan,4 Michael S. Twardowski,4 Heidi M. Dierssen,5

Meng Gao,3 Kort Travis,1 Robert Ian Etheredge,1 Alberto Tonizzo,2 Amir Ibrahim,2

Carlos Carrizo,2 Yalong Gu,2 Brandon J. Russell,5 Kathryn Mislinski,1

Shulei Zhao,1 Molly E. Cummings1

Despite appearing featureless to our eyes, the open ocean is a highly variable environment
for polarization-sensitive viewers. Dynamic visual backgrounds coupled with predator
encounters from all possible directions make this habitat one of the most challenging for
camouflage. We tested open-ocean crypsis in nature by collecting more than 1500
videopolarimetry measurements from live fish from distinct habitats under a variety of
viewing conditions. Open-ocean fish species exhibited camouflage that was superior to
that of both nearshore fish and mirrorlike surfaces, with significantly higher crypsis at
angles associated with predator detection and pursuit. Histological measurements
revealed that specific arrangements of reflective guanine platelets in the fish’s skin
produce angle-dependent polarization modifications for polarocrypsis in the open ocean,
suggesting a mechanism for natural selection to shape reflectance properties in this
complex environment.

P
erhaps more than any other environment
on Earth, the nature of the open ocean
greatly limits camouflage strategies. The
absence of objects to hide behind or against
requires cryptic animals to blend into a

background that is in constant flux. Open-ocean
visual backgrounds result from light scattering
off of water molecules and microscopic particles,
and early characterizations suggested that this
background was temporally variable (due to
changes in water composition) but spatially uni-
form [symmetrical in the horizontal plane with a
predictable vertical intensity gradient (1)]. Early

theories proposed that the silvery sides of open-
ocean fish evolved to mirror spatially homoge-
neous backgrounds (2–5) (figs. S1 and S2). This
theory aligned with laboratory measurements
showing more specular (mirrorlike) reflectance
in open-ocean species andmore diffuse (optically
random) reflectance in their coastal counterparts
(6). Recent research has unveiled an additional
feature of light-scattering processes in open oceans
that creates spatially heterogeneous backgrounds.
Specifically, polarization (the directional vibration
of light waves) generates changes in the light
environment that vary with the Sun’s position

in the sky (7–11). The angular variability of the
polarized light field creates an environment where
fish encounter different polarization fields in
every direction. Under these conditions, mirrors
are expected to be highly detectable to organisms
with polarization-sensitive vision (12) (movies S1
and S2). Because the ability to detect polarized
light is commonacross diverse fish families (13–15),
natural selection is likely to influence the evolu-
tion of fish reflectance properties to address this
dynamic heterogeneity.
Comparative measurements in the laboratory

hint at adaptive differences in polarized reflec-
tance between fish from distinct habitats. Mea-
surements froman open-ocean fish (the lookdown,
Selene vomer) reveal polarized reflectance proper-
ties that change based on incident polarization,
whereas pinfish (Lagodon rhomboides) living in
depolarized nearshore environments show no
polarization-dependent reflectance (12). Look-
downs appear to alter their polarized reflection
properties tomatch the change in background as
the Sun changes position in the sky (12) (movie
S3). Evidence for polarized reflectance modu-
lation has been found in multiple open-ocean
species (16, 17). Although these laboratory studies
intriguingly suggest adaptations for camouflage,
they cannot emulate the heterogeneity of natural
light fields, and the ultimate test of crypsis must
be conducted in the field.
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To empirically determine whether open-ocean
fish have evolved a cryptic reflectance strategy
for their heterogeneous polarized environment,
we measured the contrasts of live open-ocean
and coastal fish against the pelagic background
in the Florida Keys and Curaçao. We tested
whether open-ocean fish exhibit significantly
lower contrast to their natural background [as
measured by the Stokes contrast, S, which com-
bines measures of polarization and intensity (fig.
S3)] than fish that live in habitats with depolarized
light. As a basis for comparison, we also tested
whether open-ocean fish show lower contrast
thanpreviously proposed oceanic reflectance strat-
egies (specular or diffusemirror surfaces). Simulta-
neous videopolarimetrymeasurements fromtargets
(fish and mirror surfaces) and water backgrounds
were collected 2 to 4m below the surface in deep
open-ocean water (25 to 32 m depth) under a
suite of solar elevation, predator (camera) view-
ing, and target positioning angles approximating
an omnidirectional measurement (Fig. 1, movie
S3, and supplementary materials and methods
S1 and S2).
Fieldmeasurements verified the horizontal het-

erogeneity of the near-surface open-ocean po-
larized light environment (Fig. 1, D and E). A
single 360° camera rotation around the horizon-

tal plane of the target (azimuthal rotation)
revealed that background intensity and degree
of polarization varied by a factor >2, with the
angle of polarization varying over 60° (Fig. 1E).
Open-ocean species from the Carangidae fish
family (lookdowns and bigeye scad, Selar crume-
nophthalmus) exhibited significantly lower con-
trast across viewing, solar, and target positioning
angles than did carangid species inhabiting reef
environments (bar jack,Caranx ruber; and almaco
jack, Seriola rivoliana; Fig. 2 and table S1). Fur-
thermore, open-ocean carangid fish revealed sig-
nificantly lower contrasts than mirror surfaces,
whereas reef-dwelling carangids showed signif-
icantly higher contrast than mirrors, and surface-
skimming fish (ballyhoo,Hemiramphus brasiliensis)
showed no difference (Fig. 2, A to E, figs. S4 to S6,
and tables S2 to S9). The absence of fish polaro-
crypsis in reef environments is expected because
of the depolarizing effects of the ocean floor (18),
whereas a mirrorlike strategy may be sufficient
for camouflage in the surface-skimming (<0.2m)
habitat of the ballyhoo, where the polarized field
is chaotic (19).
The lower omnidirectional contrast of carangids

that occupy open-ocean habitats suggests that
their surface properties are subject to selection
for camouflage. If natural selection is shaping

fish reflectance, then we expect to find signif-
icant differences at viewing angles that are relevant
for foraging and survival. Many carangid fish
are piscivores (20,21), requiring a stealthy approach
to prey while minimizing detection from pred-
ators. Fish predation is biased around a ~90°
cone centered on the prey’s tail (22), and mirrors
produce strong polarized reflections at these
obtuse, predatory “chase angles” (±45° from tail
or head). Restricting our crypsis evaluation to
chase angles only, we found that open-ocean
carangid fish exhibit nearly twice the crypsis per-
formance as nearshore carangids (table S1), and
that these open-ocean species exhibited signifi-
cantly lower contrasts than did mirror surfaces,
whereas fish from other habitats did not (Figs. 2,
F to J, and 3A and tables S2 and S6).
Although fish from open-ocean environments

were more cryptic than our test surfaces (spec-
ular or diffusemirrors) in nearly 75% of all chase-
angle measurements from the field (Figs. 3A and
4A), we identified additional viewing angles in
which these fish exhibit exceptional camouflage.
Open-ocean carangids showed significantly lower
contrast than mirrors or diffuse surfaces when
viewed from above [camera inclination angle (qC)
< –10°; Figs. 3B and 4B, fig. S6, and tables S2
and S5] or positioned directly orthogonal to a
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Fig. 1. Field measurement apparatus and an-
gular configurations. (A) More than 1500measure-
ments collected at different angular configurations
of solar angle (qs), camera inclination angle (qc),
camera azimuth angle (y), relative yaw angle (ϕ),
and fish pitch angle (a) from theFloridaKeys (black)
and Curaçao (blue). (B) Measurements were ob-
tained with a (i) videopolarimeter using a remotely
operated underwater rotating platform (supplemen-
tary materials and methods S1 and S2 and movie
S3) and validated by measurements with (ii) a
hyperspectral radiometric polarimeter and (iii) in-
herent optical properties simultaneously recorded
[e.g., volume-scattering functionmeasurementswith
the Multi-Angle Scattering Optical Tool (MASCOT)].
In Curaçao, integrated digital compass and inertial
sensors with the videopolarimeter provided nearly
continuous azimuth (y) and pitch (qc) angle mea-
surements. (C) Polarimetric image of a bigeye scad
restrained against mirror and diffuse mirror (DM),
shown in radiance (or intensity, I), degree of linear
polarization (DoLP), and angle of linear polarization
(AoLP). (D) Azimuthal (y) background measure-
mentsof thewatercolumnAoLP,DoLP, and radiance
in Curaçao (blue) and Florida (black). (E) Measure-
ments and simulations of the background light field
for a single azimuthal rotation (3min) on 7 July 2012
in Curaçao (measured 2.5 m below the surface in
26.5 m of ocean depth; supplementary materials
and methods S2 and table S10).



predator viewer in the horizontal plane (detec-
tion angles, where the fish flank is perfectly per-
pendicular to the predator's view, fish yaw f =0°±
10°; Figs. 3A and 4C and tables S2 and S5).
Furthermore, open-ocean fish showed significant
increases in crypsis when the Sunwasmoderately
high in the sky (solar altitude > 54%, Fig. 3C),
as well as when potential predators were facing
away from the Sun [camera azimuth angle (y) =
120° to 240°, Fig. 3D].
In order to understand the structural mecha-

nism underlying this superior polarocrypsis in
open-ocean fish, we evaluated fish skin properties
in the laboratory with scanning electron micros-
copy (SEM), light microscopy, and whole-body
videopolarimetry measurements. We found that
the specific orientation of the fish’s guanine
platelets allows these open-ocean carangids to
blend into the consistent vertical intensity profile
of the open ocean, while also providing them the
ability to blend into variable polarized back-
grounds. Specifically, SEMmeasurements revealed
that the open-ocean carangids have guanine
platelets that are well aligned in a vertical plane
(e.g., qGguanineplatelet roll angles exhibit a narrow
angular distribution; Fig. 4D and fig. S1, C andD)

(16), which produces more specular reflection in
the vertical direction and allows fish to match the
predictable downward direction of light intensity
in the open ocean. Meanwhile, the short axes of
these guanine platelets have a very broad angular
distribution (fG or yaw, Fig. 4D), which will result
in greater diffuse intensity reflection along the
horizontal axis [fig. S1M; similarly found in other
silvery fish (23)]. This broad angular distribution
in the horizontal plane may contribute to polar-
ocrypsis by averaging the reflected light across a
variable polarization background. Using both
light microscopy and full-body videopolarimetry,
we showed that the arrangement of guanine
platelets produces two larger optical axes at
the level of the whole fish (bulk reflectance;
supplementary materials and methods S3 and
Fig. 4E). These axes are roughly aligned with the
anterior-posterior and dorsal-ventral axes of the
fish (Fig. 4E). Full-body polarimetry measures of
these fish in the lab confirm that these two axes
have different polarization properties (see sup-
plementarymaterials andmethods S3 for in-depth
results and discussion) that produce different
polarization reflectance with different incident
polarization light fields. Specifically, these two

optical axes are responsible for the incident-
specific polarization reflectance that open-ocean
carangids exhibit, because this surfacewill reflect
fully preserved polarized light when the incident
polarization angles align with one of these axes,
and will reflect depolarized light when incident
light is misaligned with either axis. This specific
arrangement probably accounts for the improved
crypsis ability relative tomirror surfaces at azimuth
viewing angles such as (120° to 240° in Fig. 3D,
where carangid fish surfaces will convert inci-
dent polarized light into lower-degree horizon-
tally polarized light matching the background
(fig. S7), whereas mirror surfaces, with angle-
invariant reflection, will not.
Our in-field evaluation shows that polarocryptic

open-ocean fish address crypsis with omnidi-
rectional solutions. Polarocryptic fish not only
reduce the conspicuous polarized reflections
associatedwithmirrorlike surfaces but also exhibit
angle-specific polarization reflective properties
that are particularly honed for crypsis from
viewing angles under natural selection (pred-
atory chase and detection angles). Their context-
dependent reflectance strategy surpasses both
traditional devices [mirrors (24)] and modern
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Fig. 2. Open-ocean fish species outperform nearshore fish and mirrored surfaces in epipelagic crypsis. (A to E) Videopolarmetric measurements of
different species of silvery fish (green); specular mirror (mirror, blue), specular Mylar (mirror*, blue), and diffuse mirror (DM, gray) were evaluated in terms of
S to the background environment (bigeye scad were measured in Curaçao; other fish were measured in Florida at 2 to 4 m below the surface in waters >25 m
deep) in blue wavelengths with a 470-nm peak. (F to J) Measurements collected within chase angles only (|Ф| ≥ 45°). Averages and standard errors are denoted
by black bars; statistical significant differences are denoted by * (P < 0.05) and ** (P << 0.01) (tables S2 to S9 and figs. S4 to S6).
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devices [e.g., “invisibility cloaks” (25)] that ca-
mouflagewell for specific tasksbut suffer limitations
inmore complex natural environments. As sensor

technology extends beyond the relatively limited
range of human sensory physiology and begins
to fully capturenature’s complexity (e.g., polarization-

sensitive satellites), we should turn to natural
systems for new materials and the means to use
them effectively.
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Fig. 3. Fine-scale evaluation of crypsis for the
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angles. Partitioning of the S distributions of Fig. 2A.
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distribution in black. Significant differences (found
through t tests) between fish and specular mirror
distributions are denoted by *, and significant differ-
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tions are denoted by ‡. (A) Contrast distributions by
absolute value of the relative yaw angle, f, with
specific f bins of red: 0° < f ≤ 15°, orange: 15° < f ≤
30°, light green: 30° < f ≤ 45°, green: 45° < f ≤ 60°,
light blue: 60° < f ≤ 75°, and blue: 75° < f ≤ 90°.
(B) Contrast distributions by camera/predator inclina-
tion, qC, with specific angular intervals of red: –2.4°
< q C ≤10°, orange: –3.4° < qC ≤ –2.4°, light green: –5.6°
< qC ≤ –3.4°, green: –14.9° < qC ≤ –5.6°, light blue:
–26.8° < qC ≤ –14.9°, and blue: –39.8° < qC ≤ –26.8°.
(C) Contrast distributions by solar angle, qS, with spe-
cific bins representing red: 38 °< qS ≤ 44.4°; orange:
44.4° < qS ≤ 50.8°, light green: 50.8° < qS ≤ 54°, green:
54° < qS ≤ 57.2°, light blue: 57.2° < qS ≤ 63.6°, and blue:
63.6° < qS ≤ 70°. (D) Contrast distributions by azimuth,
y, the predator viewing angle relative to the Sun, with
the specific intervals representing red: 0° < y ≤ 60°,
orange: 60° < y ≤ 120°, light green: 120° < y ≤ 180°,
green: 180° < y ≤ 240, light blue: 240° < y ≤ 300°, and
blue: 300° < y ≤ 360°.
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Fig. 4. Angular crypsis performance of big-
eye scad in nature and in the laboratory. (A) Pro-
portional crypsis performance (lowest S ) for each
surface reflector [F, bigeye scad (green); DM, dif-
fuse mirror (white); and M, mirror (blue)] across
all field measurement angles and chase angles
only in the polarimeter’s blue channel (a 470-nm
peak). (B) and (C) The best-performing surface
(lowest S ) at measurements collected across
(B) relative fish yaw and observer inclination angle
[chase angles (CA) are noted] and (C) relative fish
yaw and observer azimuth angles, with y = 0° rep-
resenting the observer facing the Sun (for other
contrast distributions, see fig. S3, and for model
comparisons, see fig. S7). (D) Angular distribu-
tions of guanine platelet from three orientations
(yaw, pitch, and roll) quantified from SEMmeasure-
ments of bigeye scad skin, as in (16). (E) Cross-
polarization light microscopy measurements of
iridophore layers (collected from sagittal cross sec-
tions rotated in cross-polarization microscopy).
The intensity of iridophore layers when rotated
about the viewing axis between cross polarizers
(linear polarizer and analyzer) produces angular
(g) dependent intensity with a maxima at 45°.
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PARASITOLOGY

Helminth infection, fecundity, and
age of first pregnancy in women
Aaron D. Blackwell,1,2,3* Marilyne A. Tamayo,4 Bret Beheim,2,5

Benjamin C. Trumble,1,2,3,6,7 Jonathan Stieglitz,2,5,8 Paul L. Hooper,2,9

Melanie Martin,1,2,3 Hillard Kaplan,2,5 Michael Gurven1,2,3

Infection with intestinal helminths results in immunological changes that influence
co-infections, and might influence fecundity by inducing immunological states affecting
conception and pregnancy. We investigated associations between intestinal helminths and
fertility in women, using 9 years of longitudinal data from 986 Bolivian forager-horticulturalists,
experiencing natural fertility and 70% helminth prevalence. We found that different species
of helminth are associated with contrasting effects on fecundity. Infection with roundworm
(Ascaris lumbricoides) is associated with earlier first births and shortened interbirth intervals,
whereas infection with hookworm is associated with delayed first pregnancy and extended
interbirth intervals. Thus, helminths may have important effects on human fertility that reflect
physiological and immunological consequences of infection.

D
ysregulated immune function, and in par-
ticular autoimmune disease, has negative
impacts on virtually every aspect of fecun-
dity, including ovarian function, implan-
tation, and pregnancy loss (1, 2). Healthy

pregnancy is also associated with shifts in im-
mune responses. During the luteal phase of the
menstrual cycle, regulatory and type 2 (TH2) T
cell responses increase (3). If conception occurs,
these shifts continue through pregnancy (4) and
help to suppress type 1 (TH1) T cell responses,
increasing maternal tolerance of an immunolog-
ically distinct fetus (3). Because pregnancy is
both affected by and alters immunity, parasites
that result in systemic immunological changes
might be expected to affect fecundity by alter-
ing the host’s immune responses. Helminths,
such as hookworm (Ancylostoma duodenale or
Necator americanus) and giant roundworm
(Ascaris lumbricoides), each infect 500 million
to 800 million people (5) and are associated with
immunological changes, such that host helper
T cell populations generally shift from TH1 to-
ward TH2 responses (6, 7) and the suppressive
activity of regulatory T cells increases to mod-
ulate both TH1 and TH2 responses (8, 9). These
shifts can alter susceptibility to other infectious
diseases, such as malaria (10), giardiasis (11), and
tuberculosis (12); are associated with reductions
in many diseases that have inflammatory or auto-

immune etiology (13); and also resemble the T cell
patterns that occur during pregnancy.
In humans, some helminth parasites can di-

rectly infect the reproductive organs or the fetus;
for example, the filarial roundworm,Wuchereria
bancrofti, can cause elephantiasis of the genitals
(14). Animal studies have also examined life his-
tory changes associated with parasitism (15). Yet
there are few data on the effects of intestinal
helminth infections on human fecundity, fer-
tility, or birth spacing. We prospectively exam-
ined the effect of helminth infection on the
fecundity of women. We used 9 years of longi-
tudinal data collected on 986 Tsimane forager-
horticulturalist women living in the Amazonian
lowlands of Bolivia (table S1). Tsimane are pre-
dominantly a natural fertility population, with
infrequent (<5% prevalence) use of pharmaceu-
tical contraceptives and a total fertility rate of
nine births per woman (16). Helminths infect

70% of the population, the most common being
hookworm (56%) and A. lumbricoides (15 to
20%) (11, 17).
In both animal and human studies, parasites

have been shown to influence host reproduction
via sexual behavior, brood or litter size, offspring
size, incubation periods, conception rates, and
pregnancy loss (18–22). Inmost cases, parasitism
reduces host reproduction by compromising
reproductive organs or reducing energy budgets
(14, 23). However, among Tsimane adults, mor-
bidity from intestinal helminth infections is low,
particularly for A. lumbricoides. Controlling for
age and co-infection in our sample, hookworm
infection is associated with slightly lower body
mass index (BMI) (generalized linear model,
b = –0.77 kg/m2, P < 0.001) and hemoglobin (b =
–0.19 g/dl, P = 0.005), whereas A. lumbricoides is
not (b = –0.34 kg/m2, P = 0.180; b = –0.07 g/dl,
P = 0.413). However, helminth infection is also
associatedwith reductions in other infections, such
as the intestinal protist Giardia lamblia (11). We
hypothesized that intestinal helminths might in-
crease fecundity because the associated immuno-
logical changes, resembling those occurring during
pregnancy, modulate inflammatory responses that
might otherwise impair fertility.
By using Cox proportional hazards models, we

tested whether helminth infection was associ-
ated with changes in birth spacing for 561 multi-
parous women and the age of first pregnancy
(AFP) for 425 nulliparous women (24). Con-
sistent with our hypothesis, compared to being
uninfected, A. lumbricoides infection was asso-
ciated with an earlier AFP hazard ratio [(HR) =
3.06, confidence interval (CI) 1.91 to 4.91,P<0.001
(Fig. 1 and Table 1)] and an increased hazard of
pregnancy under age 32 years (at age 20:HR= 1.64,
CI 1.16 to 2.33, P = 0.005). This association
declines with age (interaction between A. lum-
bricoides and age: HR = 0.68 per decade, CI 0.51
to 0.89, P = 0.006) and becomes significantly
negative by the age of 46 years (HR = 0.62, CI
0.38 to 1.00, P = 0.05). However, these late-life
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Fig. 1. Associations between
infection and likelihood of
becoming pregnant. (A to C)
Kaplan-Meier curves from Cox
proportional hazard models
(table S2), representing the time
to first pregnancy (A), and time
to subsequent pregnancies
at age 25 years (B) and age
40 years (C). Hazard ratios for
conception associated with
infection across ages are shown
in (D). Colors indicate uninfected
(dashed brown), infected with
hookworm (solid dark green), or
infected with A. lumbricoides
(solid yellow).
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negative associations are outweighed by pos-
itive associations during early life, such that a
woman with A. lumbricoides, projected across
her life span, would expect to have two more
children than a woman who was never infected
(Fig. 2).
In contrast, infection with hookworm was as-

sociated with a delayed age of first pregnancy
(HR = 0.33, CI 0.20 to 0.54, P < 0.001) and a
reduced hazard of subsequent pregnancies at all

ages (HR = 0.71, CI 0.58 to 0.86, P < 0.001). A
woman chronically infected with hookworm
would be predicted to have three fewer children
than an uninfectedwoman (Fig. 2). We found no
interaction between infections, such that co-
infection is associated with the additive effects
of hookworm and A. lumbricoides.
These results are not altered by controlling

for other likely confounds affecting fecundity
or fecundity-altering behaviors, including phys-

ical condition, education (a proxy of accultura-
tion), village location, season, and secular changes,
even though these variables do affect fertility
[tables S2 and S3, also see (25)]. The results are
also not mediated by other comorbid infections
or illnesses (table S4). Twenty percent of infected
women were given antihelminthic drugs during
medical visits. Receipt of antihelminthics was
itself associated with a lower hazard of conceiv-
ing (HR = 0.75, CI 0.58 to 0.97, P = 0.03); how-
ever, neither controlling for treatment in models
nor excluding these women appreciably altered
hazard ratios from infection with either hook-
worm or A. lumbricoides. The results are also
not driven by changing infection hazard during
pregnancy. Although pregnancy is associated
with an increased likelihood of hookworm infec-
tion, particularly in late pregnancy (table S6 and
fig. S8), this relationship does not mediate the
association between infection and conception
hazards (24). Instead, it appears that hookworm-
infectedwomen occasionally clear their infections,
during which time they become pregnant, fol-
lowed quickly by subsequent reinfection with
hookworm. Lastly, these associations are unlike-
ly to be caused by consistent differences between
individual women (e.g., genetic pleiotropies) that
affect both fertility and risk of infection, because
past parity is unrelated to likelihood of current
infection [hookworm: odds ratio (OR) = 0.98 per
birth, CI 0.90 to 1.08, P = 0.65; A. lumbricoides:
OR 1.05 per birth, CI 0.93 to 1.18, P = 0.46].
Finding that hookworm and A. lumbricoides

have contrasting associations with fecundity
may seem unexpected. However, we suggest two
reasons why we might observe such a pattern.
First, although helminths are often discussed
as if interchangeable, hookworm and A. lum-
bricoides do not have identical effects on the
immune system. Whereas A. lumbricoides is
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Table 1. Cox proportional hazard models. Models also include generalized estimating equation cluster terms for individual and village. For each model, the

number of individuals (n), number of medical observations (obs), and number of observed pregnancies (preg) are given. Dashes indicate variables not

applicable for a given model or excluded by AIC. Details and additional excluded variables are given in tables S2 and S3.

Age of first pregnancy

(n = 425, obs = 639, preg = 87)

Time to next pregnancy

(n = 561, obs = 1623, preg = 405)

Variable Exp(b) 95% CI P Exp(b) 95% CI P

Age (decades)* – – – 1.00 (0.80–1.25) 0.992
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Age4 (decades)* – – – 0.95 (0.93–0.96) <0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Hookworm 0.34 (0.20–0.58) <0.001 0.74 (0.60–0.91) 0.004
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

A. lumbricoides† 3.06 (1.91–4.91) <0.001 1.64 (1.16–2.33) 0.005
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

A. lumbricoides × age* – – – 0.68 (0.51–0.89) 0.006
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Treatment with antihelminthic 0.43 (0.19-0.97) 0.042 0.75 (0.58–0.97) 0.027
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Education (years) – – – 0.92 (0.86–0.99) 0.017
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Speaks Spanish – – – 0.74 (0.57–0.95) 0.018
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Distance to town (10 km) – – – 0.96 (0.91–1.00) 0.075
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

Season (P-spline) – – <0.001 – – <0.001
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .

*Age is centered at 20 years. Age was continuous to the nearest tenth of a year but is shown in decades to make the parameters more easily interpretable. Because age-
related changes in fecundity are nonlinear, transformations ranging from age2 to age5 were compared by AIC to select the age transformation (age4) that best fit the data
(fig. S3). †For the time to next pregnancy model, the roundworm parameter represents the hazard ratio at age 20.

Fig. 2. Reproductive
careers predicted
from Cox proportional
hazard models, show-
ing the expected dis-
tributions of
reproductive values
for hypothetical
women with persis-
tent parasite status
throughout life.Out-
comes include age at
first birth (A), interbirth
intervals (B), age at last
birth (C), age-specific
fertility (births/woman
per year) (D), median
cumulative fertility over
time (E), and total
completed fertility by
age 50 (F). Colors
indicate uninfected
(U, brown), infected
with hookworm
(H, dark green),
infected with
A. lumbricoides
(A, yellow), or co-infected with hookworm and A. lumbricoides (C, light blue). Box plot whiskers display the
5th and 95th percentiles; bodies, the 25th, 50th, and 75th. Predictions are derived from the models in Fig. 1.
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associated with a polarized TH2 response (6),
the response to hookworm has been reported as
a mixed TH1/TH2 response (26, 27). Hookworm
and A. lumbricoides also have differing effects
on other diseases, such asmalaria (10). Thus, the
response to A. lumbricoides may be more favor-
able to conception and implantation, because it
more closely resembles the immunological state
in pregnancy and less closely resembles pro-
inflammatory states that suppress fecundity.
Second, hookworm infection may be more cost-
ly than A. lumbricoides infection, such that the
costs imposed by infection, such as anemia and
nutritional loss, outweigh any effect of immune
modulation. Althoughwe do not have direct mea-
sures of parasite load, hookworm is associated
with both lower BMI and lower hemoglobin for
women in our sample, whereas A. lumbricoides
is not. Future studies will need to investigate
the importance of parasite burden in these
associations.
Although consistent with our hypothesis, it

is still unexpected to see positive associations
between fecundity and A. lumbricoides infection,
given that most parasites decrease reproduction.
However, this associationmight instead be under-
stood not as de novo increases in fecundity, but
as the suppression of responses that would other-
wise decrease fecundity. For example, most orga-
nisms down-regulate reproductive effort during
acute illness because inflammation suppresses
reproductive function (28). If A. lumbricoides
infection modulates inflammatory responses,
then it might also limit inflammation-induced
reproductive suppression, as well as sickness be-
havior and associated reductions in sexual activity
(29, 30). If so, then the effects of A. lumbricoides
might only be observed in the presence of other
illnesses or conditions resulting in excess inflam-
mation. An additional possibility is that the increase
in fertility represents fecundity compensation, a
host response in which reproductive effort is
shifted toward earlier ages to compensate for
increasing morbidity or mortality (15). However,
our analysis cannot fully evaluate these kinds of
lifetime or cumulative effects, because our lon-
gitudinal sample remains short relative to the
human life span.
Regardless of mechanism, these results indi-

cate that across populations, helminths may have
unappreciated effects on demographic patterns,
particularly given their high global prevalences (5).
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Chemotherapy-induced antitumor
immunity requires formyl peptide
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Cécile Delarasse,24 Valérie Boige,18,25 Michel Ducreux,8,25 Suzette Delaloge,16,26

Christophe Borg,27 Fabrice André,1,16,28,29 Giovanna Schiavoni,13 Ilio Vitale,9,30

Pierre Laurent-Puig,17,18,31 Fabrizio Mattei,13†
Laurence Zitvogel,1,8,11,12†‡ Guido Kroemer1,2,3,4,5,10,31,32†‡

Antitumor immunity driven by intratumoral dendritic cells contributes to the efficacy of
anthracycline-based chemotherapy in cancer.We identified a loss-of-function allele of the gene
coding for formyl peptide receptor 1 (FPR1) that was associated with poor metastasis-free and
overall survival in breast and colorectal cancer patients receiving adjuvant chemotherapy.
The therapeutic effects of anthracyclines were abrogated in tumor-bearing Fpr1−/− mice due
to impaired antitumor immunity. Fpr1-deficient dendritic cells failed to approach dying cancer
cells and, as a result, could not elicit antitumor T cell immunity. Experiments performed in a
microfluidic device confirmed that FPR1 and its ligand, annexin-1, promoted stable interactions
between dying cancer cells and human or murine leukocytes. Altogether, these results
highlight the importance of FPR1 in chemotherapy-induced anticancer immune responses.

T
he success of anticancer chemotherapy is
linked to a durable tumor-targeting immune
response (1). Accordingly, the presence of
tumor-infiltrating dendritic cells (DCs) and
CD8+ T lymphocytes at diagnosis increases

the likelihood of breast cancer patients respond-
ing to anthracyclines (2–6). One mechanism
through which anthracyclines can stimulate
an antitumor immunity is by inducing immuno-
genic cell death (ICD), and this mechanism implies
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signaling through innate immune receptors includ-
ing Toll-like receptors 3 (TLR3) and 4 (TLR4) (7–10).
We designed a screen for identifying candidate

genetic defects that negatively affect chemother-
apeutic responses. To this aim, we identified 328
nonsynonymous single-nucleotide polymorphisms
(SNPs) affecting proteins involved in the recogni-
tion of dying cells by innate immune effectors (11)
or influencing the incidence or prognosis ofmajor
human cancers and occurring in Caucasians with
an allelic frequency >5% (table S1). DNA samples
from breast cancer patients treated with adjuvant
anthracycline-based chemotherapy (belonging to
two independent cohorts) (table S2 and S3) were
genotyped, and the effect of each SNP on overall
survival (OS) was determined. When a dominant
genetic model was applied, only one SNP was
significantly (raw P < 0.05) associated with OS
independent of major clinicopathological varia-
bles in both patient cohorts: rs867228 (fig. S1A, C
to H). This SNP (1037A>C) affects exon 2 of the
gene coding for formyl peptide receptor 1 (FPR1),
which promotes the chemotactic interaction of
neutrophils with necrotic hepatocytes (12, 13).
rs867228 provokes an amino acid substitution
(Glu346Ala) that suppresses FPR1 signaling (14, 15).
Other SNPs with less drastic effects on FPR1

function (15, 16) had no effect on OS (fig. S1B and
fig. S2, A to C). As opposed to patients bearing
themost frequent FPR1 allele (17) in homozygosis
(FPR1CC), women bearing the rs867228 loss-of-
function allele of FPR1 in homozygosis (FPR1AA)
or heterozygosis (FPR1CA) exhibited reduced OS
andmetastasis-free survival (Fig. 1, A and B; fig. S2,
D andE; and tables S4 andS5). Similarly, colorectal

cancer patients treated with oxaliplatin-based
chemotherapy (table S6) and bearing the rs867228
loss-of-function allele of FPR1 in homozygosis
(FPR1AA) exhibited reduced OS and progression-
free survival (fig. S3, A to D, and tables S7 and
S8). rs867228 had no effect on the OS of breast
cancer patients bearing loss-of-function alleles of
TLR4 (rs4986790, Asp299Gly) (7, 18) (Fig. 1C and
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Fig. 1. Effects of FPR1 deficiency on the survival of breast cancer patients. (A and B) Kaplan-Meier
of the OS (A) or metastasis-free survival (MFS) (B) estimated in the combined cohort of patients (n =
731) treated with adjuvant anthracycline-based chemotherapy and bearing FPR1 rs867228 with CC (wild
type) or CA (heterozygous) + AA (mutated homozygous) genotypes. The analysis of the effect of FPR1
rs867228 on OS yields a false discovery rate of 0.1090. (C and D) OS estimated in breast cancer
patients bearing mutated (Asp299Gly) (C) or wild-type (Asp299Asp) (D) Toll-like receptor 4 (TLR4) (SNP
rs4986790) genotypes according to the illustrated FPR1 SNP rs867228 genotype. (E and F) Kaplan-
Meier of the OS estimated in breast cancer patients bearing mutated (Leu412Phe) (E) or wild-type
(Leu412Leu) (F) TLR3 genotypes (SNP rs3775291) according to the FPR1 SNP rs867228 genotype.
Statistical significance was determined by likelihood ratio test (LRT). HR, hazard ratio.
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table S9) or TLR3 (rs3775291, Leu412Phe) (Fig. 1E
and table S10). The negative effect of the FPR1
polymorphism on OS was only evident in pa-
tients with normal TLR3 and TLR4 (Fig. 1, D
and F, and tables S9 and S10), suggesting that
FPR1 participates in the same therapeutically
relevant pathway as the one influenced by the
two TLRs.
FPR1 is expressed by myeloid cells (www.

proteinatlas.org; www.immgen.org), as well as
by some carcinomas (19). Genetic inactivation
of Fpr1 (fig. S4A) did not affect the capacity of
MCA205 fibrosarcoma cells treated with mitox-
antrone or doxorubicin in vitro to vaccinate
syngeneic, immunocompetent mice against a
rechallenge with living cells of the same type
(Fig. 2, A and B, and fig. S4A). Similar results

were obtained with wild-type (WT) and Fpr1−/−

TC-1 lung carcinoma cells (fig. S4A; fig. S6, A and
B; and fig. S7, A and B). However, Fpr1−/− mice
failed to mount an immune response against
anthracycline-treated MCA205 (Fig. 2, A and B,
and fig. S5A) or TC-1 cells (fig. S6, A and B, and
fig. S7, A and B) under conditions in which WT
mice did so, suggesting that Fpr1must be expres-
sed byhost cells, not cancer cells, for anthracyclines
to elicit antitumor immunity. Accordingly, Fpr1−/−

cancer cells responded to anthracycline-based
chemotherapy in vivo as WT cancer cells did,
whereas WT cancer cells growing in Fpr1−/−

hosts were resistant to anthracyclines (Fig. 2, C
and D, and figs. S5B, S6C, S6D, S7C, and S7D).
Next, we investigated how FPR1may influence

the immune response against dying cancer cells

by making bone marrow chimeras. WT mice re-
ceiving Fpr1−/− bone marrow could not mount a
protective immune response after vaccination
with anthracycline-treatedMCA205 cells (fig. S8A).
Moreover, MCA205 cell–derived tumors became
refractory to chemotherapy when they grew in
WTmice that had received Fpr1−/− bone marrow
(fig. S8B). Conversely, tumors growing in Fpr1−/−

hosts reconstituted with WT bone marrow re-
sponded normally to anthracycline-based chemo-
therapy (fig. S8C). Thus, expression of FPR1 by
the host immune system contributes to the anti-
neoplastic effects of chemotherapy.
Four ligands for FPR1 have been described,

namely: (i) cathepsin G (CTSG) (20); (ii) fam-
ily with sequence similarity 19 [chemokine
(C-C motif)–like], member A4 (FAM19A4) (21);
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Fig. 2. Contribution of Fpr1 and Annexin A1 to chemotherapy-induced
tumor growth reduction. (A and B) WT or Fpr1−/− MCA205 fibrosarcoma
cells cultured overnight with mitoxantrone (MTX) or doxorubicin (DOXO)
were inoculated subcutaneously into the flanks of WT C57BL/6 or Fpr1−/−

mice. Seven days later, animals were rechallenged into the opposite flank
with live WT MCA205 cells. Representative experiment (A) and quantita-
tive analysis of the data [from (A) and fig. S5A] in (B). (C and D) WT and
Fpr1−/− C57BL/6 mice bearing WTor Fpr1−/− MCA205 fibrosarcomas were
treated with MTX, DOXO, or phosphate-buffered saline (PBS) (as a vehicle
control). Representative experiment in (C) and quantitative analysis of the

data [from (C) and fig. S5B]. (E and F) WT, Mtfmt−/−, Ctsg−/−, F19a4−/−, or
Anxa1−/− MCA205 tumors were established in WT mice and treated with
MTX, DOXO, or PBS (as a vehicle control). Results are representative for
one experiment out of three involving at least five mice per group [(A), (C),
and (E)] or are pooled from at least three independent experiments [(B),
(D), and (F)]. Statistical significance was calculated by means of the
likelihood ratio test (A), the chi-square test (B), the Wald test [(C) and (E)],
and the contrast t test [(D) and (F)] when comparing to PBS controls. ns,
not significant; ***P < 0.001. Arrows in (C) and (E) indicate the initiation of
chemotherapy.
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Fig. 3. Effect of FPR1 on the anticancer immune response and the intratu-
moral positioningofdendritic cells after chemotherapy. (A) WTor Fpr1−/− mice
bearing murine MCA205 fibrosarcomas were treated with doxorubicin (DOXO) or
phosphate-buffered saline (PBS) (as a vehicle control), and tumors were har-
vested 48 hours later for microarray analysis. Immune-related genes up-regulated
by DOXO administration in tumors fromWTmice (but not from Fpr1−/− mice) are
listed. (B) Alternatively, tumors were recovered and tumor-infiltrating immune cells
were sorted by fluorescence-activated cell sorting. Fpr1 expression was assessed by
quantitative real-time polymerase chain reaction. AU, arbitrary unit; **P < 0.01;
***P < 0.001 (unpaired t test), as compared with PBS administration. (C) A total
of 427 genes, identified as highly expressed specifically in DOXO-treatedMCA205
tumors growing in WTmice (but not in Fpr1−/− mice), were subjected to gene
ontology analysis. (D) Analysis of the overexpression of the set of 84 immune-
related genes identified in (A) on “responsive” as compared to “nonresponsive”
tumors from five independent breast cancer patient cohorts by employing gene set
analysis (GSA).The combined (All) P value was obtained using Fisher’s method.The
vertical dotted line represents significance thresholds (P < 0.05). (E to G) Effect of
chemotherapy with DOXO on the immune infiltrate of MCA205 fibrosarcomas.

Immunofluorescence stainings were performed on tumors recovered 2 days after
chemotherapy. Quantitative analysis (E) of the immunostainings [(F) and (G)] are
shown. In (E), the length/width ratio (elongation) was determined in 60 to 100
randomly chosen cells, using the morphometric methods illustrated in (F) and (G).
Box plots report the lower and upper quartile plus the median value. ns, not sig-
nificant; ***P < 0.001, one-way analysis of variance (ANOVA), Bonferroni’s mul-
tiple comparison test, as compared with tumors harvested from mice with
the same genetic background and receiving PBS; ##P < 0.01, as compared with
tumors harvested from WTmice treated with DOXO. [(F) and (G)] Representa-
tive fluorescence micrographs of tumor-infiltrating DCs (CD11c+CD86+) in
DOXO-treated, dead-cell (Casp3a+) enriched tumor sites are reported. En-
larged windows describe the method of length/width quantification. Scale bar,
10 mm. (H and I) Representative images showing the method employed to
measure the intercellular distance between the same DC (CD11c+CD86+) and
the closest Casp3a– (blue line) or Casp3a+ (yellow line) DOXO-treated tumor cells.
Scale bar, 20 mm. (J) Quantitative analysis of the dead-cell proximity index
determined for tumor-infiltrating DCs. Data are represented as scatter dot plots.
###P < 0.001 (t test), as compared with tumor cells fromMTX-treatedWTmice.
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(iii) N-formylated peptides contained in bacteria
and mitochondria (22); and (iv) annexin A1
(ANXA1), a ubiquitously expressed cytosolic pro-
tein (23). Knocking out the genes coding for Ctsg
(fig. S4D), Fam19a4 (fig. S4E), or mitochondrial

methionyl-tRNA formyltransferase (Mtfmt), an
enzyme that catalyzes formylation reactions in
mitochondria (24) (fig. S4B), had no effect on the
capacity of MCA205 cells to elicit anticancer im-
mune responses upon exposure to anthracyclines

in vitro and to respond to mitoxantrone and do-
xorubicin in vivo (Fig. 2, E and F; fig. S5, C andD;
fig. S6, E to H; fig. S7, E to H; fig. S8, D and E;
and fig. S9). Conversely, anthracycline-treated
Anxa1−/−MCA205 and TC-1 cells (fig. S4C) were
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Fig. 4. Effect of FPR1 on dendritic cell function. (A and B) MyrPalm-GFP–
expressing MCA205 fibrosarcoma tumors were implanted in WT (A) or Fpr1−/−

mice (B) and treated with mitoxantrone (MTX) or PBS as a vehicle control, alone
or in combination with cyclosporin H (CsH) (A). Thirty-eight hours later, tumor-
infiltrating CD11b+Ly6ChighLy6G– myeloid cells were isolated and assessed for
tumor antigen uptake (indicated by GFP fluorescence intensity) or MHC class II
(I-A/I-E) expression. Representative mean fluorescence intensities (MFIs) from
three independent experiments are shown. ns, not significant; *P < 0.05; **P <
0.01; ***P < 0.001 (one-way ANOVA, Bonferroni’s multiple comparison test), as
compared with tumors recovered from WT mice subjected to the same
treatment but not exposed to MTX (A) or from mice with the same genetic
background receiving PBS (B). #P < 0.05; ##P < 0.01, as compared with tumors
harvested from WT mice treated with MTX alone. (C and D) Immunofluo-
rescence detection of CD3+ T cells in MCA205 tumors harvested from WTand
Fpr1−/− mice 7 days after MTX treatment. Representative fluorescence mi-
crographs are shown in (C), and quantitative data are reported in (D). *P <
0.05; ***P < 0.001 (one-way ANOVA, Bonferroni’s multiple comparison test),
as compared with tumors harvested from mice with the same genetic back-
ground receiving PBS; ###P < 0.001, as compared with tumors harvested
from WT mice treated with MTX. (E and F) Representative fluorescence

micrographs showing the interaction between MCA205-DOXO corpses (in red)
and mouse DC (purified by means of CD11c microbeads and labeled with the
PKH67 green fluorescent cell tracker) (E) or MDA-MB-231-DOXO corpses (in
red) and human DC (PBMCs, labeled with PKH67) (F). White arrows indicate
portions of DOXO corpses interacting with the DC. (G and H) Microfluidic time-
lapse recordings of the interaction between DOXO-pretreated WT or Anxa1−/−

MCA205 cells and WT or Fpr1−/− splenocytes (G) or, alternatively, between
DOXO-pretreated human MDA-MB-231 breast cancer cells and PBMCs collected
from healthy donors bearing FPR1 CC (WT), CA (heterozygous, HT) or AA
(mutated homozygous, MT) genotypes (H). Plots represent the trajectories of
the individual splenocytes or PBMC (n = 6 to 30 cells per condition) toward
target tumor cells (black spots) within 24 to 48 hours (splenocytes) or 48 to
72 hours (PBMC). (I and J) Quantification of the interaction times between WT
or Fpr1−/− splenocytes and WTor Anxa1−/− MCA205 cells (I) or between FPR1CC,
FPR1CA, or FPR1AA PBMC and MDA-MB-231 cells (J) that had been exposed or
not exposed to DOXO. Each dot represents a single spleen cell (n = 38 to 97 cells
per condition) or a single PBMC (n = 20 to 40 cells per condition). ***P < 0.001
(Mann Whitney test) referred to WT splenocytes (I) or FPR1CC PBMC (J) chal-
lenged with untreated tumor cells. ###P < 0.001, compared with WTsplenocytes
(I) or FPR1CC PBMC (J) challenged with DOXO-treated WT tumor cells.
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unable to drive protective, tumor-targeting im-
mune responses and formed tumors that were
resistant to doxorubicin andmitoxantrone (Fig. 2,
E andF; fig. S5, C andD; fig. S6, E toH; fig. S7, E to
H; fig. S8, D and E). Both anthracyclines stimulated
the secretion of Anxa1 by cancer cells (fig. S4F).
Moreover, blockade of extracellular ANXA1 with
a neutralizing antibody abrogated tumor growth
reduction by anthracyclines in vivo (fig. S10), sup-
porting the idea that ANXA1 is the functionally
relevant FPR1 ligand.
Injection of the FPR1-specific antagonist cyclo-

sporin H (CsH) (25) either concomitant with
chemotherapy or 2 (but not 7) days after chemo-
therapy, abolished the anticancer effects of an-
thracyclines (fig. S11). Thus, FPR1 is likely to
participate in the initial phase of the anticancer
immune response. Microarray analyses of tumors
collected from WT versus Fpr1−/− mice 2 days
after chemotherapy led to the identification of
multiple genes that were induced by doxorubi-
cin in WT (but not in Fpr1−/−) hosts (Fig. 3, A to
C, fig. S12, and table S11). These genes included
several that are relevant for type I interferon
responses, DCmaturation and antigen processing/
presentation, and cytotoxic T cell effector func-
tions. Fpr1 was expressed by intratumoral CD45+

leukocytes (not by CD45– cells)—in particular,
myeloid Ly6ChighLy6G– and Ly6G+ cells after che-
motherapy in vivo (Fig. 3B and fig. S13, A to D).
Moreover, Fpr1 expression levels increased in
bonemarrow–derived DC confronted with dying
(but not living) cancer cells in vitro (fig. S13, E to
G). Ly6ChighLy6G– cells do (whereas Ly6G+ cells
do not) contribute to the efficacy of anthracycline-
based chemotherapy (26). Our results therefore
suggest the importance of FPR1 expression in the
Ly6ChighLy6G– myeloid cell population, which
comprises DCs and their precursors (26). Ele-
vated expression of the human orthologs of all
immune-relevant genes influenced by Fpr1 in
mice (Fig. 3A) had a significant (P < 0.05) posi-
tive effect on the response of breast cancer pa-
tients to anthracyclines in four out of five cohorts
studied (Fig. 3D), suggesting that these genes are
clinically relevant. Moreover, the mutational status
of FPR1 influenced the expression level of several
genes involved in antigen presentationwithin neo-
plastic lesions of breast cancer patients (fig. S14).
The presence or absence of Anxa1 (in tumor

cells) or that of Fpr1 (in the host) did not affect
the capacity of chemotherapy to elicit autophagy,
apoptosis, and necrosis in cancer cells (fig. S15).
Moreover, the absence of Fpr1 in the host did not
influence the density of tumor infiltration by
CD11c+CD86+ DCs, macrophages, or granulo-
cytes after chemotherapy (fig. S16A). Morpho-
metric analyses of the ratio between themaximum
length and the perpendicular width of tumor-
infiltrating myeloid cells, reflecting cellular asym-
metry related tomigration (27), revealed a selective
defect in the chemotherapy-induced elongation of
intratumoral DCs (but not macrophages and
granulocytes) in Fpr1−/− hosts (Fig. 3, E to G, and
figs. S16B and S17). Two days after chemotherapy,
a sizeable fraction of cancer cells underwent apop-
tosis and hence contained immunofluorescence

microscopy–detectable active caspase 3 (Casp3a).
In WT mice, CD11c+CD86+ DCs recruited to neo-
plastic lesions by chemotherapywere closer to the
most proximal Casp3a+ (dying) cancer cell than to
the nearest Casp3a– (live) cancer cell. Indeed, their
dead-cell proximity index (DCPI; i.e., the ratio be-
tween the distance of CD11c+CD86+ DCs from
Casp3a+ cancer cells and the distance of CD11c
+CD86+ DCs from Casp3a– cancer cells) was
consistently > 1. Conversely, the DCPI was close to
1 for CD11c+CD86+DCs infiltrating tumors treated
with anthracyclines in Fpr1−/− hosts (Fig. 3, H to J).
In accordwith its expressionpattern (Fig. 3B),Fpr1
did not influence the DCPI of macrophages, yet
affected that of neutrophils (fig. S17D). Thus, FPR1
determines the spatial positioning of DCs with
respect to dying cancer cells. Accordingly, Fpr1
blockade with CsH or Fpr1 knockout reduced
the capacity of intratumoral CD11b+Ly6ChighLy6G–

cells (which include inflammatory DCs) (28) to
acquire antigens fromcancers engineered to express
green fluorescentprotein (GFP) tethered to the inner
leaflet of the plasma membrane, in response to
chemotherapy (Fig. 4, A and B, and fig. S18A).
Moreover, Fpr1 inhibition interfered with the ca-
pacity of tumor-infiltrating CD11b+Ly6ChighLy6G–

cells to express increased levels of class II major
histocompatibility complex (MHC) proteins (I-A/
I-E)uponchemotherapy in vivo (Fig. 4,AandB, and
fig. S18B). However, Fpr1 knockout did not affect
major DC functions in vitro and did not inter-
fere with the presentation of soluble protein
antigen by DC (figs. S19 and S20).
The failure of Fpr1−/− DCs to encounter dying

cancer cells and to take up tumor antigens should
compromise T cell responses. Accordingly, the
capacity of chemotherapy to stimulate the intra-
tumoral proliferation of adoptively transferred T
cells specific for amodel antigen [ovalbumin (OVA)]
was attenuated in Fpr1−/− mice harboring OVA-
expressing MCA205 tumors, as compared with
WTmice (fig. S21A). WT DCs purified fromOVA-
expressing tumors after chemotherapy stimu-
lated OT1 responses upon their adoptive transfer
into naïvemice, whereas Fpr1−/−DCs failed to do
so (fig. S21, B and C). Moreover, the frequency of
tumor-infiltrating CD3+ T cells was increased by
anthracycline-based chemotherapy in WT mice
but less so in Fpr1−/− hosts (Fig. 4, C and D).
The aforementioned results suggest that the

initial defect of the Fpr1−/− immune system con-
sists in the failure of DCs tomigrate toward dying
cancer cells. We attempted to explore this hypoth-
esis in vitro. When mouse splenocytes or human
peripheral blood mononuclear cells (PBMCs) ex-
pressing functionalFPR1 (WT formice, FPR1 CC for
humans) were confronted with anthracycline-
treatedWT cancer cells in a microfluidic device
(29), they migrated toward dying or dead cells
treated with doxorubicin (but not to live untreated
cells), and the fraction of leukocytes containing
DCs exhibited a prolonged (>60 min) juxtapo-
sition with the corpses (Fig. 4, E and F, and fig.
S22A). Conversely, FPR1-deficient cells (Fpr1−/−

for mice, FPR1CA or FPR1AA for humans) were
largely unable to engage in such long-term in-
teractions. Moreover, no stable conjugates were

formed betweenDCs and dying or deadAnxa1−/−

cancer cells (Fig. 4, E to J; fig. S22, A and B; fig.
S23, A to C; and movies S1 to S24). Prolonged in-
teractions of dying cancer cells with human
blood-borne DCs were observed, but only if such
DCs expressed functional FPR1 (fig. S22, C andD).
Altogether, our findings underscore the obli-

gate contribution of the interaction between
ANXA1 andFPR1 to the immune response against
cancer cells succumbing to chemotherapy. Al-
though it does not influence the recruitment of
inflammatory DCs (with a CD11c+CD86+Ly6Chigh

phenotype) to the tumor bed (which depends on
other factors, including ATP and chemokines)
(26, 28), FPR1 is required for DCs to come into
close proximity of dying cancer cells, to establish
stable contacts with corpses, to take up tumor-
associated antigens, and to cross-present them to
T cells. Hence, deficient FPR1 signaling results in
defective intratumoral DCmaturation and insuf-
ficient T cell–mediated anticancer immune re-
sponses, ultimately abolishing the efficacy of
chemotherapy. Given the high allelic frequency
of the loss-of-function FPR1 SNP rs867228 (17), it
will be important to identify means for restoring
or bypassing defective FPR1 signaling.
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GENE REGULATION

Transcription factor trapping by RNA
in gene regulatory elements
Alla A. Sigova,1 Brian J. Abraham,1 Xiong Ji,1 Benoit Molinie,2 Nancy M. Hannett,1

Yang Eric Guo,1 Mohini Jangi,3,4* Cosmas C. Giallourakis,2

Phillip A. Sharp,3,4 Richard A. Young1,3†

Transcription factors (TFs) bind specific sequences in promoter-proximal and -distal DNA
elements to regulate gene transcription. RNA is transcribed from both of these DNA
elements, and some DNA binding TFs bind RNA. Hence, RNA transcribed from regulatory
elements may contribute to stable TF occupancy at these sites. We show that the
ubiquitously expressed TF Yin-Yang 1 (YY1) binds to both gene regulatory elements and
their associated RNA species across the entire genome. Reduced transcription of
regulatory elements diminishes YY1 occupancy, whereas artificial tethering of RNA
enhances YY1 occupancy at these elements. We propose that RNA makes a modest but
important contribution to the maintenance of certain TFs at gene regulatory elements and
suggest that transcription of regulatory elements produces a positive-feedback loop that
contributes to the stability of gene expression programs.

A
ctive promoter and enhancer elements are
transcribed bidirectionally (Fig. 1A) (1–3).
Although various models have been pro-
posed for the roles of RNA species produced
from these regulatory elements, their func-

tions are not fully understood (4–13). Evidence
that some DNA binding transcription factors
(TFs) also bind RNA (14, 15) led us to consider the
possibility that there might be a direct and gen-
eral role for promoter-proximal and -distal en-
hancer RNA in the binding and maintenance of
TFs at regulatory elements.
We used global run-on sequencing (GRO-seq)

to sequence nascent transcripts in murine em-
bryonic stem cells (ESCs) at great depth, which
confirmed that active promoter and enhancer
elements are generally transcribed bidirection-
ally (Fig. 1B, fig. S1A, and table S1) (see also sup-
plementary materials and methods). We then
focused our studies on the TF Yin-Yang 1 (YY1),
because it is ubiquitously expressed in mam-
malian cells, plays key roles in normal devel-
opment, and can bindRNA species in vitro (15, 16).
Chromatin immunoprecipitation sequencing
(ChIP-seq) analysis in ESCs revealed that YY1

binds to both active enhancers and promoters,
with some preference for promoters (Fig. 1, C and
D, fig. S1, and table S2). In contrast, the pluri-
potency TF OCT4 preferentially occupies enhan-
cers (fig. S1B). Consistent with this, YY1 sequence
motifs were enriched at promoters, whereas OCT4
motifs were enriched at enhancers (fig. S1B).
Neither YY1 nor OCT4 occupied the promoter-
proximal sequences of inactive genes (fig. S2).
These results establish that YY1 generally occu-
pies active enhancer and promoter-proximal ele-
ments in ESCs.
We next used cross-linking immunoprecipi-

tation sequencing (CLIP-seq) in ESCs to investi-
gate YY1 binding to RNA in vivo (figs. S3 and S4
and table S3). Our results showed that YY1 binds
RNA species at the active enhancer and pro-
moter regions where it is bound to DNA (Fig. 1, C
and D, and fig. S1C). At promoters, YY1 prefer-
entially occupied RNA downstream rather than
upstream of transcription start sites (fig. S1B),
consistent with YY1 motif distribution and evi-
dence that upstream noncoding RNA is unstable
(3, 17, 18). In similar experiments with OCT4, sub-
stantial levels of RNA binding were not observed
(fig. S5). These results suggest that YY1 generally
binds to RNA species transcribed from enhancers
and promoters in vivo.
The DNA and RNA binding properties of YY1

were further investigated in vitro (Fig. 2 and figs.
S6 to S8). The recombinant YY1 protein bound
both DNA and RNA probes in electrophoretic
mobility shift assays (EMSA), showing greater

affinity for DNA than for RNA. The affinity of
YY1 varied for different RNA sequences (fig. S8).
The four YY1 zinc fingers can bind DNA (19), but
the portion of YY1 that interacts with RNA is
unknown. The zinc finger–containing C-terminal
region and the N-terminal region of YY1 were
purified, and their DNA and RNA binding prop-
erties were further investigated (fig. S9). The
zinc finger region of YY1 bound to DNA but not
to RNA, whereas the N-terminal region of YY1
bound to RNA (fig. S9). Furthermore, the DNA
probe did not compete efficiently with the RNA
probe for YY1 binding (figs. S7C and S8C). These
results suggest that different regions of YY1 are
responsible for binding to DNA and RNA.
The observation that YY1 binds to enhancer

andpromoter-proximal elements and toRNA tran-
scribed from those regions led us to postulate that
nascent RNA contributes to stable TF occupancy at
these regulatory elements (Fig. 3A). If this model
is correct, then reduced levels of nascent RNA at
promoters and enhancers might lead to reduced
YY1 occupancy at these sites.We briefly inhibited
transcription elongation with the reversible in-
hibitor D-rybofuranosylbenzimidazole (DRB) to
reduce RNA levels at promoters and enhancers
without causing changes in the steady-state levels
of YY1 (figs. S10 and S11). DRB treatment reduced
transcription at promoters and enhancers, which
caused a small but significant decrease in the levels
of YY1 at these regions (fig. S10). Super-enhancers
are clusters of enhancers that are highly tran-
scribed (20), and DRB treatment had a profound
effect on transcription at these sites (fig. S10).
Similar results were observed with additional in-
hibitors (fig. S10). When transcription was al-
lowed to resume after DRB removal, the levels of
YY1 increased at promoters and enhancers (Fig.
3B and fig. S10A). These results suggest that nas-
cent RNA produced at promoters and enhancers
contributes to YY1 binding to these elements.
The exosome reduces the levels of enhancer

RNAs once they are released fromRNApolymerase
II (degradation is 3′ to 5′) (21), so knockdown of an
exosome component will cause an increase in
untethered enhancer RNA, which might titrate
some YY1 away from enhancers. Indeed, exosome
knockdown led to increased steady-state levels of
enhancer RNAs and a decrease in the levels of
YY1 bound to enhancers (Fig. 3C and fig. S12).
These results are consistent with the model that
YY1 binding to DNA is stabilized by binding to
nascent RNA.
If YY1 binding to DNA is stabilized by its bind-

ing to RNA, then ribonuclease (RNase) treatment
of chromatin should reduce YY1 occupancy.
Chromatin was extracted from ESC nuclei, and
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the levels of YY1 in the chromatin preparationwere
compared with and without RNase A treatment
(Fig. 3D). The results show that the levels of YY1
bound to chromatin were significantly decreased
when the chromatin preparation was treated
with RNase, consistent with the idea that RNA
contributes to the stability of YY1 in chromatin.
To test the idea that RNA near regulatory ele-

ments can contribute to stableTFoccupancy invivo,
we tethered RNA in the vicinity of YY1 binding
sites at six different enhancers in ESCs using
the CRISPR/Cas9 (clustered regularly interspaced
short palindromic repeats/CRISPR-associated
protein 9) system and determined whether the
tethered RNA increases the occupancy of YY1
at these enhancers (Fig. 4). We generated stable
murine ESC lines expressing both the catalyti-
cally inactive form of bacterial endonuclease Cas9
(dCas9) and a fusion RNA composed of single
guide RNA (sgRNA), trans-activating CRISPRRNA
(tracrRNA), and a 60–nucleotide (nt) RNA derived
from the promoter sequence of Arid1a, compatible
with YY1 binding in vitro (fig. S8). For controls,
stable cell lines were created that express dCas9
and sgRNA fused to tracrRNA for the six enhan-
cers. Tethering theArid1aRNA at each enhancer
led to increased binding of YY1 to the targeted
enhancer, asmeasured by ChIP–quantitative poly-
merase chain reaction (qPCR) (Fig. 4B). This
elevation in YY1 binding was specific to the tar-
geted locus and the sequence of tetheredRNA, as
there was no observable increase in YY1 binding
at the enhancers not targeted in the same cells
(Fig. 4B) or targeted with tethered RNA not com-
patible with YY1 binding in vitro (fig. S13). These
results show that RNA tethered near regulatory
elements in vivo can enhance the level of YY1 oc-
cupancy at these elements.
To corroborate the in vivoRNA tethering results,

we used a competition EMSA to test whether
tethered RNA increases the apparent binding
affinity of YY1 to its motif in DNA (fig. S14 and
S15). A 30–base pair (bp) labeled DNA probe con-
taining a consensus YY1 binding motif was in-
cubated with recombinant YY1 protein in the
presence of increasing concentrations of cold
competitor DNA with tethered or untethered
RNA, and the amount of radiolabeled DNA that
remained bound was quantified (fig. S15). This
analysis revealed that DNA containing tethered
RNA outcompetes the DNA with untethered RNA
for YY1 binding. These results indicate that tether-
ing RNA near the YY1 bindingmotif in DNA leads
to increased binding of YY1 to DNA in vitro.
In summary, our results are consistent with the

proposal that RNA enhances the level of YY1 oc-
cupancy at active enhancer andpromoter-proximal
regulatory elements (Fig. 3A). We suggest that
nascent RNAproduced in the vicinity of enhancer
and promoter elements captures dissociating YY1
via relatively weak interactions, which allows this
TF to rebind to nearby DNA sequences, thus
creating a kinetic sink that increases YY1 occu-
pancy on the regulatory element. The observa-
tion that YY1 occupies active enhancers and
promoters throughout the ESC genome where
RNA is produced, coupled with evidence that
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Fig. 1. YY1 binds to DNA and RNA at tran-
scriptional regulatory elements. (A) Cartoon
depicting divergent transcription at enhancers
and promoters in mammalian cells. eRNA, en-

hancer RNA; ncRNA, noncoding RNA; RNA Pol II, RNA polymerase II. (B) Alignment of GRO-seq reads at
all enhancers and promoters in ESCs. Enhancers were defined as in (23). The x axis indicates distance
from either the enhancer center (C) or the transcription start site (TSS) in kilobases.The y axis indicates
average density of uniquely mapped GRO-seq reads per genomic bin. (C) Gene tracks for the Arid1a
gene and enhancer, showing ChIP-seq and CLIP-seq data, as well as GRO-seq reads for murine ESCs. kb,
kilobases. (D) Mean read density of YY1 ChIP-seq and CLIP-seq reads at enhancers and promoters of all
National Center for Biotechnology Information RefSeq genes in ESCs.

Fig. 2. YY1 binds to DNA and RNA in vitro. (A) (Left) EMSA of YY1-DNA complexes at different
concentrations of recombinant YY1. A radioactively labeled 30-bp DNA probe (5 nM), derived from the
promoter region of the Arid1a gene containing a consensus YY1 binding motif (CTCTTCTCTCTTAAA-
ATGGCTGCCTGTCTG), was incubated with increasing concentrations of recombinant YY1 protein. (Right)
EMSA of YY1-RNA complexes at different concentrations of recombinant YY1. A radioactively labeled
30-nt RNA probe (5 nM) derived from the same region of the Arid1a gene was incubated with increasing
concentrations of recombinant YY1 protein. (B) Graph depicting the relation between the fraction of
bound radioactively labeled DNA or RNA probe and the concentration of recombinant YY1 in the binding
reaction. Error bars indicate SDs from the mean values.
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Fig. 3. Perturbation of RNA levels affects YY1 binding toDNA. (A) Cartoon
depicting the hypothesis that RNA transcribed from regulatory elements
enhances occupancy of these elements by TFs capable of binding both DNA
and RNA. (B) (Top) GRO-seq reads (24) at promoters, enhancers, and super-
enhancer constituents in cells before (DRB) and after release (Rel) from
transcriptional inhibition by DRB. (Bottom) YY1 ChIP-seq reads at promoters,
enhancers, and super-enhancer constituents in cells before and after release
from transcriptional inhibition by DRB. The increase in YY1 binding after
release fromDRB inhibition is significant: P < 3.6 × 10−207 for promoters, P < 1.6 ×
10−214 for enhancers, and P < 9.8 × 10−37 for super-enhancer constituents.
(C) (Top) Box plots depicting RNA-seq data for ribo-depleted total RNA at

promoters, enhancers, and super-enhancer constituents in ESCs after targeting
with control (Ctrl) or Exosc3 (ExoKD) short hairpin RNA (shRNA). RPKM, reads
per kilobase per million mapped reads. (Bottom) Alignment of YY1 ChIP-seq
reads at promoters, enhancers, and super-enhancer constituents in ESCs after
targeting with control or Exosc3 shRNA. The decrease in YY1 binding in ExoKD
ESCs is significant: P < 8.1 × 10−9 for promoters, P < 1.8 × 10−27 for enhancers,
and P < 3.3 × 10−5 for super-enhancer constituents. (D) Western blot analysis
of YY1, OCT4, and histone H3 levels in whole-cell extracts (WCE), nuclei (N),
and a nuclear chromatin preparation before and after treatment with RNase A.
Histone H3 serves as a loading control, and OCT4 serves as a negative control.
Relative levels of YY1 and OCT4 are noted.

Fig. 4. Tethering of RNA adjacent to a YY1 DNA binding site enhances binding of YY1 to the genome in vivo. (A) Strategy for tethering of RNA in the
vicinity of a YY1 binding site at enhancers in vivo. (B) ChIP-qPCR analysis of YY1 binding at six targeted (red) and three nontargeted (blue) enhancers in three
independent experiments. The y axis indicates fold change in YY1 binding in ESCs expressing the sgRNA-Arid1a RNA fusion construct relative to cells expressing
the control sgRNA targeted to the same locus.The difference in YY1 binding was significant for the targeted enhancers [Klf5 (P = 0.03), Suz12 (P = 0.01), E2f3 (P =
0.01), Nufip2 (P = 0.03), Cnot6 (P = 0.03), and Pias1 (P = 0.01)] but not for the nontargeted enhancers. Error bars indicate SDs from the mean values.
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YY1 is expressed in all mammalian cells, suggests
that this model is general. There are additional
DNA binding TFs that can bind RNA (fig. S16)
(14), so transcriptional control may generally in-
volve a positive-feedback loop, where YY1 and
other TFs stimulate local transcription, and newly
transcribed nascent RNA reinforces local TF occu-
pancy. This model helps explain why TFs occupy
only the small fraction of their consensus motifs
in themammalian genomewhere transcription is
detected, and it suggests that bidirectional tran-
scription of active enhancers and promoters evolved,
in part, to facilitate trapping of TFs at specific
regulatory elements. The model also suggests
that transcription of regulatory elements pro-
duces a positive-feedback loop that may con-
tribute to the stability of gene expression programs
in cells. The contribution of this TF trappingmech-
anism to cellular regulationhas yet to be established
but will be important to elucidate in future studies
becausemuchdisease-associated sequence variation
occurs in enhancers (20, 22) and may thus affect
both DNA and RNA sequences that interact with
gene regulators.
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Tissue residency of innate
lymphoid cells in lymphoid
and nonlymphoid organs
Georg Gasteiger,1,2*† Xiying Fan,1† Stanislav Dikiy,1

Sue Y. Lee,1 Alexander Y. Rudensky1*

Innate lymphoid cells (ILCs) contribute to barrier immunity, tissue homeostasis, and
immune regulation at various anatomical sites throughout the body. How ILCs maintain
their presence in lymphoid and peripheral tissues thus far has been unclear. We found
that in the lymphoid and nonlymphoid organs of adult mice, ILCs are tissue-resident cells
that were maintained and expanded locally under physiologic conditions, upon systemic
perturbation of immune homeostasis and during acute helminth infection. However, at
later time points after infection, cells from hematogenous sources helped to partially
replenish the pool of resident ILCs. Thus, ILCs are maintained by self-renewal in broadly
different microenvironments and physiological settings. Such an extreme “sedentary”
lifestyle is consistent with the proposed roles of ILCs as sentinels and local keepers of
tissue function.

T
issue-resident leukocytes can be catego-
rized by their cellular origin and means
of maintenance as either self-renewing
cells that seed nonlymphoid organs during
ontogeny or cells that are replenished hem-

atogenously from precursors in the bone marrow
(BM) or secondary lymphoid organs (SLOs), such
as the spleen and lymph nodes (LNs). Innate
lymphoid cells (ILCs) have been identified in
embryonic tissues, BM, SLOs, peripheral blood,
and many nonlymphoid tissues, including mu-
cosal sites such as the lung and small intestine,
where they contribute to tissue immunosurveil-
lance, immunoregulation, repair, and homeosta-
sis (1, 2). How ILC populations in lymphoid
and nonlymphoid organs are maintained, and
whether ILCs recirculate from lymphoid to
nonlymphoid tissues, have been controversial
questions. Based on the identification of fetal
ILC progenitors that seed the mouse intestine
(3) and the proposed development of ILCs in
human tonsils (4), it is reasonable to expect
that ILCs may self-renew locally or be generated
from immature precursors in these tissues. How-
ever, recent studies have identified progenitors
to all currently known ILC subsets in adult BM,
raising the possibility that ILCs in lymphoid and
nonlymphoid organs are continuously replen-
ished through medullary lymphopoiesis and
subsequent recruitment to peripheral tissues
(5, 6).
To directly test whether hematogenous pre-

cursors continuously replenish the pool of pe-

ripheral tissue ILCs in adult mice, we generated
parabiotic mice, which establish blood chime-
rism through joint circulation (7, 8). Congeni-
cally marked CD45.1+ and CD45.2+ mice were
surgically connected for 30 to 40 days until com-
plete chimerism (~50:50 ratio of CD45.1+ to
CD45.2+) of major lymphocyte populations was
established in the peripheral blood and spleens
of the parabionts (fig. S1). We analyzed the per-
centages of cells that derived from the donor or
host parabiont for currently known popula-
tions of “helper-like” ILCs, including Lin−RORgt−

Eomes−NK1.1+ ILC1, Lin−RORgt−GATA-3+ ILC2,
Lin−RORgt+CD4− ILC3, and Lin−RORgt+CD4+

lymphoid tissue inducer (LTi) cells (fig. S2). We
found that >95% of ILC1, ILC2, ILC3, and LTi
cells residing in the small intestine lamina propria,
salivary gland, lung, and liver (9) were of host
origin, indicating that these ILC types are bona
fide tissue-resident cells (Fig. 1, A to C, and fig. S3).
One exception to the overwhelming tissue resi-
dency of ILCs were Eomes−NK1.1+ ILC1s in the
lung and peripheral blood, which originated from
both parabionts (fig. S3). Because cells isolated
from enzymatically dissociated lung tissue in-
clude cells from both the vasculature and the
parenchyma (10), we injected parabiotic mice
intravenously with fluorescently labeled anti-
body to CD45 5min beforemice were euthanized,
in order to identify intravascular leukocytes. This
revealed that virtually all ILC2s, but only ~20% of
Eomes−NK1.1+ ILC1s, localized to the lung paren-
chyma (Fig. 1, D and E, and fig. S3). In contrast to
intravascular ILC1s, which derived evenly from
both parabionts (Fig. 1E and fig. S3), extra-
vascular ILC1s were >90% host-derived. This
observation suggests that these cells are lung
parenchymal ILC1s that do not continuously
exchange with and are distinguishable from their
intravascular counterparts, in agreement with
the observation that Eomes−NK1.1+ ILC1s in the
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Fig. 1. Innate lymphoid cells are tissue-resident cells.
Congenically marked CD45.1+ and CD45.2+ mice underwent
parabiosis surgery and were analyzed on days (d) 30 to 40
[(A to E) and (J)] or day 30 versus days 104 to 130 of
parabiosis [(F to I) and (K)].The percentage of cells derived
from the host parabiont was determined for all “helper-like”
ILCs, including Lin−RORgt− Eomes−NK1.1+ ILC1, Lin−RORgt
−GATA-3+ ILC2, Lin−RORgt+ CD4− ILC3, and Lin−RORgt+CD4+

LTi cells; Lin− RORgt−Eomes+NK1.1+ conventional NK cells; and
CD4+ andCD8+ Tcells in the small intestine lamina propria [(A),
(F), (G)], salivary gland [(B) and (H)], lung [(C) and (I)], and
mesenteric LN [(J) and (K)]. Intravascular leukocytes were
stained with fluorescently labeled antibody to CD45, admin-
istered intravenously 5min before the isolation and analysis of

lung leukocytes on day 40 of parabiosis [(D) and (E)]. In the bar graphs, each circle represents an individual parabiont. The red dotted line at 50% marks
complete chimerism (equal contribution fromhost and donor parabionts).The data are shown asmean T SDand represent two or three independent experiments
(n = 4 to 8 parabionts; na, not analyzed; *P < 0.05). In (D), (E), and (J), numbers in the plot indicate the percentage of cells in the respective gates.

RESEARCH | REPORTS



small intestine, salivary gland, and liver were
also overwhelmingly of host origin. Together,
these experiments identified all analyzed ILC
types as tissue-resident cells in all examined non-
lymphoid organs.
Next, we exploredwhether the long-termmain-

tenance of tissue-resident ILCs was accomplished
through self-renewal or through progressive re-
placement by hematogenous precursors. We
analyzed mice that had been in parabiosis for
>3 months and found that all analyzed ILC
subsets remained >95% host-derived in all non-
lymphoid organs tested (Fig. 1, F to I, and fig. S4).
In contrast, conventional natural killer (NK) and
T lymphocytes, which appeared relatively tissue-
resident in the small intestine in our analysis
at day 30 to 40 of parabiosis, had equilibrated
with donor-derived cells at 3 months (Fig. 1, F
and G). However, over time, we did detect a
minor increase from <2 to ~5% donor-derived
cells for ILC2s in the small intestine and ILC1s
in the salivary gland, which we did not observe

for the other ILC subsets (fig. S4). Therefore,
although our data are consistent with a minor
contribution of hematogenous precursors (5, 6)
or circulating mature ILCs (11) to the physiologic
renewal of ILC subsets, the majority of ILCs
appear to be tissue-resident cells that are locally
maintained in peripheral organs. This is in con-
trast to, for example, the progressive replace-
ment of tissue-resident embryonic macrophages
in some adult tissues, such as the intestine,
which experience constant immune stimulation
and tissue renewal (12).
Our observation of tissue-resident ILCs in non-

lymphoid tissues raised the question of whether
ILCs in SLOs are replenished from hematogenous
sources or whether they also are locally renewing
cells. Unexpectedly, our analysis of mesenteric
LNs and spleens of parabiotic mice showed that
all ILC subsets tested were >95% host-derived at
both 1 and 3 months (Fig. 1, J and K, and fig. S5),
demonstrating that ILCs establish tissue resi-
dency in both lymphoid and nonlymphoid organs.

Although ILCs that leave peripheral tissues via
afferent lymphatics can contribute to ILC pop-
ulations in draining LNs (13), the identification
of tissue-resident ILCs in the spleen, which does
not recruit cells via afferent lymphatics, further
supports the idea of ILC residency in SLOs. The
regional maintenance of ILCs in SLOs thus dis-
tinguishes helper-like ILCs from developmen-
tally related NK cells (“killer” ILCs), which, like
ab T cells, are continuously replaced by BM-
derived precursors and recirculate systemically
and through SLOs. Nevertheless, Eomes+ con-
ventional NK cells can also establish tissue res-
idency in some organs—e.g., the salivary gland
and small intestine (Fig. 1) (9, 14).
To test whether the tissue residency of ILCs

is maintained under inflammatory conditions,
we generated parabiotic Foxp3DTRmice. In these
mice, Foxp3+ regulatory T (Treg) cells express the
human diphtheria toxin receptor (DTR) under
the control of the endogenous Foxp3 locus (15).
Upon administration of diphtheria toxin (DTX),
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Fig. 2. Tissue residency of ILCs is maintained upon systemic immune activation. Congenically marked pairs of Foxp3DTR or wild-type (WT) control mice
underwent parabiosis surgery. After 40 days, both mice within Foxp3DTR or WT pairs were subjected to diphtheria toxin (DTX) treatment. For the indicated
populations of lymphocytes, the percentage of host-derived cells was analyzed in the small intestine lamina propria (A) and mesenteric LN (B) on day 9 of DTX.
Each circle represents an individual parabiont.The data are shown as mean T SD and were pooled from two independent experiments (n = 6 parabionts).

Fig. 3. Local expansion of tissue-resident ILC2s upon hel-
minth infection.Congenically marked CD45.1+ and CD45.2+ mice
underwent parabiosis surgery. After 40 days, both mice within
each parabiotic pair were infected with Nippostrongylus brasilien-
sis (Nb) or mock-infected. The percentages of Ki-67+ (A and C)
and donor-derived (B and D) ILC2s were analyzed in the lung,
small intestine lamina propria, and mesenteric LN on days 7 and
15 after infection. (E) Analysis of ILC2s and ILC3s in the small intestine lamina propria on day 15 after infection. In the bar graphs, each symbol represents
an individual parabiont.The data are shown as mean T SD and represent two or three independent experiments (n = 6 to 12 parabionts; **P < 0.01; ***P <
0.001; ****P < 0.0001; ns, not significant).
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the depletion of Treg cells initiates a systemic
lymphoproliferative syndrome and fatal auto-
immunity (15, 16). Unexpectedly, we failed to
detect an increased contribution of hematoge-
nous cells to the expanded ILC populations in
the analyzed organs of parabiotic mice depleted
of Treg cells (Fig. 2 and fig. S6). This suggests that
the mobilization of ILCs or ILC precursors into
peripheral tissues is negligible even during sys-
temic autoimmunity, and that the associated
increase in ILC populations in lymphoid and non-
lymphoid organs probably results from local ex-
pansion, despite the influx of hematogenously
derived myeloid cells and adaptive lymphocytes
(15, 16).
Next, we examined whether local ILC expan-

sion is observed during infection with a helminth,
Nippostrongylus brasiliensis (Nb) (17), that in-
duces strong proliferation and activation of ILC2s
in the lung and small intestine. Recent work
suggests that Nb infection triggers the appear-
ance of “inflammatory” ILC2s that differenti-
ate further to “natural” ILC2s to sustain the
expansion of ILC2s necessary for worm expul-
sion (18). To determine whether the ILC re-
sponse in this setting is due to the mobilization
of inflammatory ILCs from the BM or elsewhere,
or to local differentiation and expansion, we
infected parabiotic mice with Nb and analyzed
ILC2s during the acute phase of helminth in-
fection (day 7 after infection). At this time point,
ILC2s in the lung, small intestine, and mesen-
teric LN remained host-derived, despite their
robust proliferation and expansion (Fig. 3, A to

D). In contrast, we observed a small but statisti-
cally significant increase in donor-derived ILC2s
during the chronic inflammation phase on day 15
after infection (Fig. 3, C and D) (19, 20). At this
time point, ILC2s continued to exhibit increased
proliferation (Fig. 3C) and have been shown to
serve critical functions in tissue repair (21). Thus,
the local expansion of resident ILCs during the
acute phase of Nb infection is followed by moder-
ately increased hematogenous recruitment or
redistribution of ILCs during the chronic inflam-
mation and repair phase. The increase in donor-
derived cells was specific to ILC2s among innate
immune cell types; we could not detect any in-
crease in donor-derived ILC3s or tissue-resident
alveolar macrophages (Fig. 3E and fig. S7). How-
ever, even at this later stage, >90% of ILC2s
originated from the host parabiont.
The local proliferation of tissue-resident ILCs

led us to ask whether these cells can access the
cytokine interleukin (IL)–2, whose availability
in lymphoid organs is controlled by Treg cells
(22) but whose physiological relevance to ILC
responses in nonlymphoid tissues has been con-
troversial. For this purpose, we generated mixed
bonemarrow chimeras harboring both wild-type
ILCs and ILCs deficient in CD25, the high-affinity
a-chain of the IL-2 receptor (Fig. 4A), as pre-
viously described (23). We found that CD25-
sufficient (wild-type) and CD25-deficient ILC2s
proliferated to a similar extent and were found
at equal ratios in Nb-infected and mock-infected
chimeric mice, indicating that IL-2 did not di-
rectly influence the proliferation of ILC2s in re-

sponse toNb infection (Fig. 4, B and C). However,
we observed that CD25-sufficient ILC2s produced
more IL-13 (Fig. 4D), which is required for worm
expulsion. These results demonstrate that ILC2s
can indeed access physiological levels of IL-2 in
nonlymphoid organs, supporting the notion that
one function of locally produced IL-2 may be to
modulate ILC effector function (22, 24, 25). We
previously suggested competition for IL-2 as
one mechanism by which Foxp3+ Treg cells could
restrain the homeostasis of splenic ILC1s (23). It
remained unclear in that study whether Treg

cells are able to restrain IL-2–dependent ILC
activation in nonlymphoid tissues, where they
form co-clusters with ILC2s (26). We found that
transient depletion of Treg cells induced the IL-2–
and CD25-dependent proliferation of ILC2s (Fig.
4, E to G), suggesting that ILC2s can directly
access IL-2 in the lung and the small intestine
and that Treg cells restrain the IL-2–dependent
expansion of these tissue-resident ILCs.
Our experiments identified ILCs in both lym-

phoid and nonlymphoid organs as tissue-resident
cells that are locally renewed and expanded in
response to acute environmental challenges.
These findings also suggest that the plasticity
of ILCs—exemplified by the differentiation of
“inflammatory” to “natural” ILC2s (18), the dif-
ferentiation of ILC3s to RORgt−Eomes−NK1.1+

“ex-ILC3” cells (27), the polarization of ILC1s
toward ILC3s (28), and the differentiation of
CD4+ LTi cells (29)—comprises local processes
occurring within peripheral organs. Our study
further demonstrates that the local pool of resident
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Fig. 4. IL-2 acts directly on tissue-resident ILC2s to promote cytokine
production. (A to D) Mixed chimeras were generated by cotransfer of BM from
CD45.2+ Il2ra−/− mice (CD25−/−) and CD25-sufficient CD45.1+ Foxp3DTR mice
(CD25+/+) into irradiated RAG-gcKO mice. In (B) to (D), mixed chimeras were
infected with Nb, and lung and small intestine (SI) lamina propria were
analyzed on day 7 post-infection. (B) shows the percentage of Ki-67+ ILC2 cells
among CD25+/+ and CD25−/− cells; (C) shows ratios of CD25−/− to CD25+/+

ILC2s; and (D) shows the percentage of cells stimulated with phorbol 12-
myristate 13-acetate and ionomycin that exhibited intracellular IL-13 staining.

(E to F) Foxp3DTR mice were subjected to DTX or mock treatment and
additionally received IL-2–neutralizing antibodies JES6-1A and S4B6-1 or
isotype control immunoglobulin G, as indicated. On day 9 of treatment, the
absolute numbers of ILC2s per lung (E) and the percentages of Ki-67+ lung
ILC2s (F) were analyzed. (G) Mixed chimeras were generated as in (A). Ratios
of CD25−/− to CD25+/+ lung and small intestine lamina propria lymphocytes
were analyzed on day 9 of DTX or mock treatment. The data are shown as
mean T SD and represent two to three independent experiments (n = 4 to 8
mice).
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ILCs can be replenished and complemented,
albeit only in part, through contributions of hema-
togenously derived precursors or mature cells in
situations of extended inflammation and tissue
repair. Consistent with our findings, it has been
reported that ILC subsets are elevated in the pe-
ripheral blood of patients suffering from psoria-
sis (30, 31). Furthermore, peripheral blood ILC2s
have been shown to dynamically modulate the
expression ofmolecules that regulate tissue hom-
ing in mice and humans (20, 32). In addition, we
have detected donor-derived lymphoid and ILC
progenitors in parabiotic BM (fig. S8), raising
the possibility that ILC progenitors can physi-
ologically seed tissues not only during embryonic
development (3) but also in adultmice. It remains
to be determined whether this observation re-
flects the physiologicmigration of ILC progenitors
or the engraftment of donor-derived hematopoietic
stem cells (33, 34) giving rise to ILCs. Indepen-
dent of these considerations, our data support a
model in which ILCs are locally maintained and
expanded as tissue-resident cells during homeo-
stasis and acute infection. This “sedentary” lifestyle
of ILCs in broadly differing microenvironments is
consistent with the proposed roles of ILCs as
sentinels and local keepers of tissue function.

REFERENCES AND NOTES

1. D. Artis, H. Spits, Nature 517, 293–301 (2015).
2. G. Eberl, M. Colonna, J. P. Di Santo, A. N. McKenzie, Science

348, aaa6566 (2015).
3. J. K. Bando, H. E. Liang, R. M. Locksley, Nat. Immunol. 16,

153–160 (2015).
4. E. Montaldo et al., Immunity 41, 988–1000 (2014).
5. M. G. Constantinides, B. D. McDonald, P. A. Verhoef,

A. Bendelac, Nature 508, 397–401 (2014).
6. C. S. Klose et al., Cell 157, 340–356 (2014).
7. R. A. Franklin et al., Science 344, 921–925 (2014).
8. P. Kamran et al., J. Vis. Exp. 2013, e50556 (2013).
9. H. Peng et al., J. Clin. Invest. 123, 1444–1456 (2013).
10. K. G. Anderson et al., Nat. Protoc. 9, 209–222 (2014).
11. M. H. Kim, E. J. Taparowsky, C. H. Kim, Immunity 43, 107–119

(2015).
12. C. C. Bain et al., Nat. Immunol. 15, 929–937 (2014).
13. E. C. Mackley et al., Nat. Commun. 6, 5862 (2015).
14. D. K. Sojka et al., eLife 3, e01659 (2014).
15. J. M. Kim, J. P. Rasmussen, A. Y. Rudensky, Nat. Immunol. 8,

191–197 (2007).
16. K. Liu et al., Science 324, 392–397 (2009).
17. M. Camberis, G. Le Gros, J. Urban Jr., Curr. Protoc. Immunol.

(2003).
18. Y. Huang et al., Nat. Immunol. 16, 161–169 (2015).
19. B. J. Marsland, M. Kurrer, R. Reissmann, N. L. Harris, M. Kopf,

Eur. J. Immunol. 38, 479–488 (2008).
20. E. D. Tait Wojno et al., Mucosal Immunol. (2015).
21. J. E. Turner et al., J. Exp. Med. 210, 2951–2965 (2013).
22. G. Gasteiger, A. Y. Rudensky, Nat. Rev. Immunol. 14,

631–639 (2014).
23. G. Gasteiger, S. Hemmers, P. D. Bos, J. C. Sun, A. Y. Rudensky,

J. Exp. Med. 210, 1179–1187 (2013).
24. B. Roediger et al., J. Allergy Clin. Immunol. (2015).
25. C. Wilhelm et al., Nat. Immunol. 12, 1071–1077 (2011).
26. A. B. Molofsky et al., Immunity 43, 161–174 (2015).
27. C. Vonarbourg et al., Immunity 33, 736–751 (2010).
28. J. H. Bernink et al., Immunity 43, 146–160 (2015).
29. S. A. van de Pavert et al., Nature 508, 123–127 (2014).
30. M. B. Teunissen et al., J. Invest. Dermatol. 134, 2351–2360

(2014).
31. F. Villanova et al., J. Invest. Dermatol. 134, 984–991

(2014).
32. J. M. Mjösberg et al., Nat. Immunol. 12, 1055–1062

(2011).
33. D. E. Wright, A. J. Wagers, A. P. Gulati, F. L. Johnson,

I. L. Weissman, Science 294, 1933–1936 (2001).
34. J. L. Abkowitz, A. E. Robinson, S. Kale, M. W. Long, J. Chen,

Blood 102, 1249–1253 (2003).

ACKNOWLEDGMENTS

We thank R. Franklin, S. Dadi, M. Li, and A. Chaudhry for help with
parabiosis or cell isolations; D. Artis, L. Monticelli, and B. Hoyos for
providing and maintaining worms; K. Wu and A. Bravo for general
laboratory support; and T. O’Sullivan, J. Sun, A. Diefenbach,
W. Kastenmüller, and members of the Rudensky and Gasteiger
laboratories for critical discussions. Data from this study are
tabulated in the main paper or in the supplementary materials.
This work was supported by an Irvington Fellowship from the Cancer
Research Institute (G.G.), NIH Medical Scientist Training Program
grant T32GM07739 to the Weill Cornell/Rockefeller/Sloan-Kettering
Tri-Institutional MD-PhD Program (X.F.), Cancer Center Support Grant
P30CA008748 from the NIH National Cancer Institute, NIH grant
R37AI034206 (A.Y.R.), the Ludwig Center at Memorial Sloan Kettering

Cancer Center, and the Hilton-Ludwig Cancer Prevention Initiative
(Conrad N. Hilton Foundation and Ludwig Cancer Research) (A.Y.R.).
G.G. is an investigator with the Deutsche Forschungsgemeinschaft
Emmy Noether Programme, and A.Y.R is an investigator with the
Howard Hughes Medical Institute.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/350/6263/981/suppl/DC1
Materials and Methods
Figs. S1 to S8

5 July 2015; accepted 2 October 2015
Published online 15 October 2015
10.1126/science.aac9593

CANCER IMMUNOLOGY

Patrolling monocytes control tumor
metastasis to the lung
Richard N. Hanna,1* Caglar Cekic,2 Duygu Sag,3 Robert Tacke,1 Graham D. Thomas,1

Heba Nowyhed,1 Erica Herrley,1 Nicole Rasquinha,1 Sara McArdle,4 Runpei Wu,1

Esther Peluso,1 Daniel Metzger,5 Hiroshi Ichinose,6 Iftach Shaked,1

Grzegorz Chodaczek,4 Subhra K. Biswas,7 Catherine C. Hedrick1*

The immune system plays an important role in regulating tumor growth and metastasis.
Classical monocytes promote tumorigenesis and cancer metastasis, but how nonclassical
“patrolling” monocytes (PMo) interact with tumors is unknown. Here we show that PMo
are enriched in the microvasculature of the lung and reduce tumor metastasis to lung in
multiple mouse metastatic tumor models. Nr4a1-deficient mice, which specifically lack
PMo, showed increased lung metastasis in vivo. Transfer of Nr4a1-proficient PMo into
Nr4a1-deficient mice prevented tumor invasion in the lung. PMo established early
interactions with metastasizing tumor cells, scavenged tumor material from the lung
vasculature, and promoted natural killer cell recruitment and activation. Thus, PMo
contribute to cancer immunosurveillance and may be targets for cancer immunotherapy.

M
onocytes and monocyte-derived mac-
rophages play key roles in tumor pro-
gression (1–4). Classical “inflammatory”
monocytes (CCR2highLy6C+ in mice;
CCR2highCD14+CD16– in humans) are

recruited to tumor sites where they contribute
to macrophage content and promote growth
and metastasis (5, 6). In contrast, very little is
known about the role of nonclassical “patrol-
ling” monocytes (PMo) (CX3CR1highLy6C– in
mice; CX3CR1highCD14dimCD16+ in humans) in
the early growth and metastasis of tumors. PMo
are involved in the resolution of inflammation;
they actively survey the endothelium of the vas-

culature, where they scavenge microparticles and
remove cellular debris (7–9). The orphan nuclear
receptor Nr4a1 (also known as Nur77/TR3/NGIFB)
is highly expressed in PMo compared with other
immune cells and functions as a master regulator
for the development of PMo in mice (10).
To investigate the actions of PMo during early

tumormetastasis, we usedmice expressing green
fluorescent protein (GFP) under the control of
the Nr4a1 promoter (Nr4a1-GFP mice). In these
mice, PMo (but not Ly6C+ classical monocytes)
express high levels of GFP (GFPhigh) (10, 11). We
focused our studies on the lung, which is a com-
mon site of tumor metastasis and an important
locus of PMo activity (12–14). We used flow cy-
tometry to confirm that Nr4a1-GFPhigh cells in
the lung were PMo (fig. S1, A to C). Tracking of
Nr4a1-GFPhigh cells by confocal imaging in the
lungs allowed us to identify a large number of
Nr4a1-GFPhigh PMo patrolling the microvascula-
ture (movie S1 and Fig. 1A). Consistent with an
important role for PMo in the lung vasculature,
we found a three- to fourfold enrichment of
Nr4a1-GFPhigh PMo in the lung compared with
other tissues (fig. S1D).
To examine the interactions of PMo with tu-

mors in vivo, we imaged Nr4a1-GFPhigh PMo in
the lung after intravenous (IV) injection of Lewis
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lung carcinoma cells expressing red fluorescent
protein (LLC-RFP). The number of Nr4a1-GFPhigh

monocytes in the lung increased significantly
24 hours after injection, which implies that PMo
are actively recruited to the lung tumor environ-
ment (Fig. 1A). Within 4 hours after tumor in-
jection,most Nr4a1-GFPhighmonocytes exhibited
decreased patrolling speed in the vasculature,
and by 24 hours they had arrested near lung
tumor sites (Fig. 1B). The majority of Nr4a1-
GFPhigh monocytes isolated from the lung after
LLC tumor transfer maintained their PMo phe-
notype, which we further confirmed in vitro (Fig.
1C and fig. S1).
Nr4a1-GFPhigh PMo were recruited to tumor

cell clusters within 30 min after IV tumor in-
jection, and recruitment continued for at least
7 days (Fig. 1, D and E, and movies S2 to S5).
Nr4a1-GFPhigh cells that were recruited to lung
tumor sites were not positive for Ly6C/G (GR-1)
in vivo, further confirming that these Nr4a1-
GFPhigh cells are not Ly6G+ granulocytes or Ly6C+

classical monocytes (movie S4). The kinetics of
PMo recruitment to the lung differed from that
of Ly6C+monocytes (fig. S2A). At 7 days, therewere
significantly higher numbers of Nr4a1-GFPhigh

PMo (~24/100 mm3) associated with tumor areas
compared with tumor-free areas, confirming ac-
tive recruitment of PMo to the tumor (Fig. 1, D
and E; movie S5; and fig. S1B).
Nr4a1-GFPhigh monocytes patrolling the vas-

culature 4 hours after tumor injection appeared
to move toward and inhibit the attachment of
tumor cells to the lung microvasculature (movie
S3). We examined whether Nr4a1-GFPhigh PMo
could extravasate outside the vasculature. We
found that by 4 hours after tumor injection, 10
to 20% of Nr4a1-GFPhigh PMo had extravasated
at tumor sites (fig. S2, B and C), and this increased
to 40 to 50% PMo extravasation by 7 days. To-
gether, these findings confirm that PMo establish
early immune interactions with tumor cells and
can extravasate and accumulate at tumor sites.
To determine whether PMo have a major role

in regulating tumor invasion, metastasis, and
growth in the lungs in vivo, we used Nr4a1 knock-
out (Nr4a1−/−) mice, which exhibit selective loss
of PMo (10) (fig. S3). Nr4a1−/− mice were IV in-
jected with either syngeneic B16F10 melanoma
cells expressing a luciferase reporter or LLC-RFP
cells (Fig. 2, A and B, and figs. S4 and S5). As early
as 24 hours and up to 21 days after IV injection of

B16F10melanoma, we observed increased tumor
invasion in the lungs ofNr4a1−/−mice compared
with control mice (Fig. 2, A and B, and fig. S4, A
and B). We observed no differences in either
Ly6C+ monocyte or Ly6G+ granulocyte popula-
tions in the lungs of these mice 7 days after tu-
mor injection (fig. S4C). B16F10 tumor invasion
appeared to be specific for the lung, as increased
tumor metastasis was not observed in the liver
(fig S4B). Additionally, increased spontaneous
metastases to the lung were observed in Nr4a1−/−

mice after subcutaneous injection of B16F10mela-
noma, which suggests that Nr4a1 expression is
important for suppressingprimary tumormetastasis
to the lung (Fig. 2C). A similar early and sustained
increase in lungmetastasis inNr4a1−/−mice was
also observed after intravenous LLC tumor trans-
fer (fig. S5). We did not detect differences in lung
vascular permeability between Nr4a1−/− and con-
trol mice (fig. S6).
We next investigated the mouse mammary tu-

mor virus–polyomamiddle T (MMTV-PyMT)mod-
el, in which female mice spontaneously develop
mammary tumors that metastasize to the lung
(15). To focus on Nr4a1 function exclusively in
hematopoietic cells, we performed bone marrow
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Fig. 1. Nr4a1-GFPhigh monocytes patrol the vasculature and interact with
tumor cells in the lung. (A) Quantification of Nr4a1-GFPhigh PMo per
microliter of blood volume in lung for control tissue (Untreated) or 4 or
24 hours after IV LLC-RFP transfer (n = 5mice per group). (B) Quantification
of Nr4a1-GFPhigh monocyte movement in the lung before (Untreated), 4 hours
after, or 24 hours after LLC-RFP tumor injection. (Left) Monocyte tracks
transposed to a common origin from a representative 20-min movie (scale
bar, 100 mm). (Right) Quantification of median speed ofmonocytes (combined
speed data from analysis of three separate mice; *P < 0.001 lower than
untreated; **P < 0.001 lower than 4-hour tumor). (C) Representative gating

of Nr4a1-GFPhighCD11b+ cells from all live CD45+CD11clow cells 24 hours
after IV LLC-RFP transfer. (D) Representative confocal image of Nr4a1-
GFPhigh monocytes (green) interacting with LLC-RFP cells (red) in the lung
7 days after IV LLC-RFP transfer. Immune cells in the vasculature were
labeled with IV-injected antibody to CD45 (blue). (E) Quantification of free
(>100 mm from tumor site) and tumor-associated (<50 mm from tumor
site) Nr4a1-GFPhigh monocytes in the lung at various time points after tumor
injection (combined analysis of five mice per group; P < 0.01 for each tumor-
associated area compared with tumor-free areas for each time point). Error
bars indicate SEM.
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transplants using either wild-type (WT) orNr4a1−/−

bone marrow transferred into female recipient
MMTV-PyMT mice. MMTV-PyMT mice receiving
Nr4a1−/− bone marrow developed significantly
higher numbers of spontaneous metastases to
the lung but no differences in primarymammary
tumor growth compared to mice receiving WT
bone marrow (Fig. 2, D and E).
We further tested hematopoietic Nr4a1 func-

tion using B16F10melanoma. Onlymice receiving
Nr4a1−/− bone marrow had increased B16F10 tu-
mor metastases, confirming that Nr4a1 expres-
sion in hematopoietic cells regulated tumor cell
metastasis to the lung (fig. S7, A and B). Analysis
of immune cells isolated from lung tumors verified
a selective loss of PMo in Nr4a1−/− bone marrow–
transplanted mice (fig. S7C). In the 1:1 chimera
mice, we observed equal reconstitution of im-
mune cells from each donor (fig. S7D). However,
PMo were derived almost exclusively from WT
bone marrow, suggesting that the restoration of
the Ly6C− monocyte population prevented tu-
mor metastasis.
To confirm that Nr4a1 expressed in myeloid

cells was regulating tumor metastasis to the
lung,we examined two differentmyeloid-specific
Nr4a1 conditional knockout models (CSF1R-
Cre+Nr4a1fl/fl and LysM-Cre+Nr4a1fl/fl). Deletion

of Nr4a1 using CSF1R-Cre+Nr4a1fl/fl and LysM-
Cre+Nr4a1fl/fl mice significantly reduced the num-
ber of PMo in circulation (fig. S8) and increased
tumor lungmetastasis (Fig. 3, A and B, and fig. S9).
Nr4a1 deletion using CSF1R-Cre or LysM-Cre also
targets Nr4a1 in macrophages and Ly6C+ mono-
cytes, so we cannot completely rule out effects of
Nr4a1 in these cells. However, Nr4a1 expression
in macrophages and Ly6C+ monocytes is rela-
tively low, which suggests limitedNr4a1 function
(10, 16, 17). Nodifferences in tumormetastasiswere
observed with T lymphocyte–specific Nr4a1 dele-
tion (fig. S10). Collectively, our studies illustrate
increased lung metastasis burden in the absence
ofNr4a1 inmyeloid cells inmultiple cancermodels.
To confirm a direct role for PMo in regulating

tumormetastasis, WT Ly6C+ or Ly6C−monocytes
were adoptively transferred into recipientNr4a1−/−

mice before tumor injection. A substantial num-
ber of the transferred monocytes could be found
in the lungs (fig. S11, A and B). Reconstitution of
PMo into Nr4a1−/− mice prevented lung tumor
metastasis (Fig. 3, C and D). In contrast, transfer
of Ly6C+ monocytes into Nr4a1−/− mice actually
promoted tumormetastasis, consistentwithknown
protumoral properties of this subset of mono-
cytes (5, 18). The majority (80 to 90%) of trans-
ferred Ly6C+ monocytes in circulation did not

lose Ly6C expression (fig. S11C). Transfer of PMo
24 hours after tumor injection into Nr4a1−/− mice
did not suppress tumor metastasis (fig. S11D), sug-
gesting that PMo must already be present and
active in the vasculature to prevent early tumor
metastasis. These data directly show that non-
classical PMo inhibit tumormetastasis to the lung.
Patrolling monocytes can act as “intravascular

housekeepers” that scavenge microparticles and
remove cellular debris from the microvascula-
ture (7). Extracellular vesicles from tumors are
important mediators of tumor metastasis, pro-
gression, and immune suppression, and target-
ing their removal is an emerging focus for cancer
therapy (19, 20). We used high-resolution con-
focal imaging to determine whether PMo could
engulf and remove tumormaterial from the lung
vasculature. A sizable number of Nr4a1-GFPhigh

PMo containing large amounts of LLC-RFP tumor
material were observed at tumor sites in the lung
24 hours after IV tumor transfer (Fig. 3E). Co-
culture assays of mouse PMo with fluorescently
labeled tumor cells confirmed engulfment of
large amounts of tumormaterial (Fig. 3F). Analy-
sis of monocyte populations isolated from the
lung at 24 hours after IV LLC-RFP injection indi-
cated that PMo preferentially took up ~fivefold
more tumor material than did Ly6C+ classical
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Fig. 2. Increased lung metastasis of tumors in Nr4a1−/− mice. (A) (Left)
In vivo luciferase detection in WTcontrol and Nr4a1−/− mice 24 hours after IV
injection of 5 × 105 B16F10 melanoma cells expressing luciferase. (Right)
Luciferase quantification (*P < 0.03, representative experiment with five mice
per group). (B) In vivo luciferasedetection (left) and quantification (right) inWT
andNr4a1−/−mice 7 days after IV injection with 3 × 105 B16F10-luciferase cells
(*P <0.001, n= 18mice per group combined from three separate experiments).
(C) Number of spontaneous tumor metastases per 5000 mm2 of lung surface

28 days after subcutaneous injection of 1 × 105B16F10-YFPcells (*P<0.01, n=7
mice per group). (D and E) Lung tumor metastasis in MMTV-PyMT mice
reconstituted with WT (WT:PyMT) or Nr4a1−/− (Nr4a1−/−:PyMT) bone marrow.
(D) (Left) Representative MMTV-PyMT mouse lung histology, stained with
hematoxylin and eosin. (Right) Quantification of the number of spontaneous
lung metastases per 5000 mm2 of lung surface (*P < 0.05, n = 12 for WTand 15
forNr4a1−/−). (E) Quantification of primary breast tumor growth inMMTV-PyMT
mice (n = 12 for WTand 15 for Nr4a1−/−). Error bars indicate SEM.
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monocytes (Fig. 3G). PMo also preferentially took
up substantially more B16F10–yellow fluorescent
protein (YFP) tumor material, with an average
tumor material size of 1.39 mm2 and an average
total amount of tumor material per monocyte of
1.92 mm2 (fig. S12, A and B). The homologous
human CD14dimCD16+ population of PMo, which
similarly has high Nr4a1 expression (8, 21),
also engulfed a large quantity of tumor material
in vitro, suggesting analogous tumor engulfment
function (fig. S12C). Moreover, PMo actively en-
gulfed tumor material within classic endocytic
compartments (22) (Fig. 4A). Collectively, these
results demonstrate that Nr4a1-dependent PMo
rapidly and preferentially endocytose tumor
material.
We then asked how PMo recognized tumor

cells to preventmetastasis in the lung. The chemo-
kine receptor CX3CR1 is highly expressed on PMo

and is important for their arrest at inflammatory
sites (fig. S13A) (23–25). CX3CR1-deficient(Cx3cr1−/−)
mice, which also have a significant reduction in
PMo, exhibit a similar phenotype toNr4a1−/−mice
(i.e., increased tumor burden and metastasis to
the lung) (26, 27). Although PMo numbers were
reduced in the lung vasculature of Cx3cr1−/−mice
[~30 to 50% reduction (fig. S13B), confirming pre-
vious reports] (27), a major proportion of the
remaining CX3CR1-deficient PMo was observed
patrolling the vasculature, as previously observed
(7). Unlike Cx3cr1−/+or WT PMo, Cx3cr1−/− PMo
did not arrest near LLC tumor cells and instead
remained patrolling within the lung vasculature
(Fig. 4, B and C, and movie S6). Cx3cr1−/− PMo
were not recruited to the lung 24 hours after LLC
tumor challenge, whereas Ly6C+ recruitment was
unaffected by the loss of CX3CR1 expression (fig.
S13B). Cx3cr1−/− PMo present in the lung showed

defective engulfment of tumor material, indicat-
ing that CX3CR1 expression on PMo is critical for
mediating the sensing and uptake of tumor ma-
terial (Fig. 4D).
CX3CL1, a ligand for CX3CR1, has been re-

ported to be present in high levels in human and
mouse lungs (28). Using a CX3CL1-mCherry re-
porter mouse (29), we found that CX3CL1 was
specifically expressed on CD31+ endothelial cells
(ECs) at low levels in the lung microvasculature
(Fig. 4, E and F, and fig. S13C). CX3CL1 expres-
sion was most prevalent in lung ECs compared
with ECs in other tissues (fig. S13D), which may
partially explain the enrichment and preferential
function of PMo in the lung. CX3CL1 expression
on lung ECs increased in response to tumor chal-
lenge (Fig. 4E) and at sites of tumor metastasis
(Fig. 4F), consistent with reports of increased
CX3CL1 during lung inflammation (30).
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Fig. 3. Nr4a1-expressing PMo reduce tumor metastasis and engulf tu-
mor material in the lung. (A) In vivo imaging (left) and quantification (right)
of lung tumors in CSF1R-Cre−Nr4a1fl/fl (CSF1R-Cre−) or CSF1R-Cre+Nr4a1fl/fl

(CSF1R-Cre+) mice 7 days after IV injection of 3 × 105 B16F10-luciferase tu-
mor cells (n = 6 mice per group, *P < 0.01; experiment replicated twice).
(B) Quantification of the number of tumor metastases per lung of CSF1R-
Cre−Nr4a1fl/fl (CSF1R-Cre−) and CSF1R-Cre+Nr4a1fl/fl (CSF1R-Cre+) mice
7 days after IV injection of 3 × 105 B16F10-YFP tumor cells (n = 8 mice per
group, *P<0.01). (C andD)Nr4a1−/−micewere injected intravenously with 5 ×
105WT Ly6C−PMo, Ly6C+ inflammatorymonocytes, or PBS at day 0.On day 1,
3 × 105 B16F10-luciferase tumor cells were injected intravenously, and tumor
metastasis and growth were measured by in vivo imaging on day 8. Shown are
representative in vivo images (C) and quantification (D) of B16F10-luciferase

metastasis 8 days after monocyte transfer and 7 days after tumor transfer
in WTorNr4a1−/−mice (combined data from five separate experiments with
n = 2 mice per group; *P < 0.01 statistically different from WT; **P < 0.05
statistically different from Nr4a1−/−). (E) Imaging of tumor material uptake
in lung by Nr4a1-GFPhigh monocytes 24 hours after IV injection of LLC-RFP
tumor cells. Representative higher-magnification images are shown at right.
Note that Nr4a1-GFP expression is primarily nuclear, so monocyte cell mem-
branes are not visible in these images. (F) Uptake of LLC-RFP tumor material
by CX3CR1-GFPhighLy6C− PMo after 24 hours of coculture. (G) Representa-
tive flow plot (left) and quantification (right) of tumor material uptake by all
monocytes in the lung 24 hours after IV tumor injection of 3 × 105 LLC-RFP
cells (n = 4 mice per group; *P < 0.01; experiment replicated three times).
Error bars indicate SEM.
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Toll-like receptor 7 (TLR7) has been linked to
recruitment of PMo in response to kidney dam-
age in mice (7). However, we found that TLR7
did not play a major role in either recruitment of
PMo to the lung after tumor injection (fig. S13B)
or uptake of tumor material by PMo (Fig. 4D).
We conclude that both CX3CR1 expression on
monocytes and CX3CL1 expression by ECs are
critical for recruitment of PMo to sites of tumor
extravasation to mediate the removal of tumor
material from the lung. CX3CL1 expression by tu-
mor cells (31)may also drivemonocyte recruitment.
In agreement with our findings, many studies
have reported that CX3CL1 expression by either
tumor cells or tumor-associated cells is anti-

tumoral and correlated with good prognosis
(32–34). However, the function of the CX3CL1/
CX3CR1 axis, particularly during later stages of
tumor growth, is complex (35, 36).
Finally, we examinedwhether PMo can directly

kill tumor cells. After multiple attempts using var-
ious experimental conditions, direct killing of tu-
mor cells by PMo was not observed (fig. S14).
However, PMo may be important for antibody-
dependent cell-mediated cytotoxicity of either tu-
mor cells or suppressive immune cells within the
tumor environment (37, 38). In response to IV-
injected B16F10 tumor, PMo isolated from lungs
produced significantly higher levels of natural
killer (NK) cell activation and recruitment-related

chemokines CCL3, CCL4, andCCL5, as compared
with classical Ly6C+monocytes (Fig. 4G) (39, 40).
In accordwith this finding,myeloid-specific Nr4a1
knockout mice (CSF1R-Cre+Nr4a1fl/fl) showed
reduced NK cell recruitment to the lung in re-
sponse to tumor (Fig. 4H), suggesting that PMo
controlled the recruitment of NK cells to tumor
sites. A similar reduction in NK cell recruitment
and CD44 activation (fig. S15, A and B) was also
observed in the lungs of PyMTmice that received
Nr4a1-deficient bone marrow. However, Nr4a1
does not regulate NK cell development (fig. S15C).
Uptake of tumor material by PMo does not re-
quire the presence of NK cells (fig. S16, A and B).
NK cell depletion reduced the differences in
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Fig. 4. Patrolling monocytes detect tumor material in a CX3CR1-dependent
manner and recruit NK cells to the lung tumor environment. (A) Ratio of
fluorescent intensity of tumor material engulfed by PMo (black) to fluorescent
intensity of whole tumor (black and gray) 3 hours after IV LLC tumor injection.
LLC tumors were labeled with either CellTrace Violet control dye (Control) or a
pH-sensitive pHrodo Red dye (pHrodo) and then intravenously injected in a 1:1
ratio into a WT mouse (n = 3 mice per group, experiment replicated three
times). Representative tracking (B) and median speed (C) of Cx3cr1−/− or
Cx3cr1−/+ monocyte movement 24 hours after IV tumor injection in the lung.
Monocyte tracks transposed to a common origin from representative 20-min
movies (scale bar, 100 mm; representative tracks are shown from one mouse,
median speed was calculated from tumor areas analyzed in three separate
mice per group, *P < 0.001). (D) (Left) Percentage of Ly6C− PMo containing
LLC-RFP tumor material in the lung 3 hours after IV injection of tumor into

representative WT, Cx3cr1−/−, or Tlr7−/− mice. (Right) Quantification of tumor
material uptake (n = 3 per group, *P < 0.001 versus WT). (E) Percentage of
CD31+ CX3CL1+ lung ECs isolated from untreated (UN) mice or from CX3CL1-
mCherry mice, 24 hours or 7 days after IV injection of B16F10-YFP tumor cells.
(F) Representative imaging of CX3CL1-mCherry (red) expression in lung
24 hours after IV injection of B16F10-YFP tumor cells (green) in CX3CL1-
mCherry mice. CD45+ immune cells are labeled in blue. (G) Relative chemo-
kine mRNA expression in Ly6C+ or Ly6C− monocytes isolated from lungs by
fluorescence-activated cell sorting 24 hours after IV B16F10 tumor injection
(monocyte populations isolated from three separate mice; *P < 0.01; experi-
ment repeated three times). (H) Percentage of NK cells in the lungs of CSF1R-
Cre−Nr4a1fl/fl (CSF1R-Cre−) or CSF1R-Cre+Nr4a1fl/fl (CSF1R-Cre+) mice 7 days
after IV injection of 3 × 105 B16F10-luciferase tumor cells (n=6mice per group,
*P < 0.01). Error bars indicate SEM.
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metastasis between WT and CSF1R-Cre+Nr4a1fl/fl

mice (fig. S16C). Thus, PMo inhibit metastasis, at
least in part, through the regulation of NK cell
recruitment and activity.
In summary, we demonstrate that PMo partic-

ipate in cancer surveillance by preventing tumor
metastasis to lung. PMo are actively recruited
to lung metastasis sites in a CX3CR1-dependent
manner, where they function to scavenge tumor
material, as well as to recruit and activate NK
cells, leading to the prevention of tumor cell me-
tastasis (fig. S17). Selective targeting by increas-
ing PMo activity and/or their regulation by Nr4a1
may represent a novel therapy for the prevention
of cancer metastasis to the lung.
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Today, in-depth knowledge about bioinformatics
is essential to most life science research.Te huge
amount of data that researchers gather needs to be
interpreted to become meaningful. At SciLifeLab, a
Swedish center for molecular biosciences, we have
created a research environment where bioinformatics
is one of our key investments.

Te SciLifeLab center combines frontline technical
expertise with advanced knowledge of translational
medicine and molecular bioscience. Researchers from
all of Sweden can use both the technology and the
know-how that is available at the center. In order to
advance the bioinformatics expertise in the whole re-
search community, SciLifeLab also organizes courses
on advanced level.

Åsa Björklund is a single-cell transcriptomics expert
at the SciLifeLab Bioinformatics platform. Her group
makes their expertise available to the research com-
munity by placing senior bioinformaticians in diferent
research groups for a specifed time.

“Te best part about working as a bioinformatician at
SciLifeLab is the opportunity to be involved in a variety
of high profle projects with novel technologies and in-
teresting biological questions,” said Åsa Björklund.

Alongside our Bioinformatics platform, many of our
other platforms employ bioinformaticians. Among
them is the National Genomics Infrastructure (NGI),
which is responsible for the majority of SciLifeLab’s se-
quencing services.

“Te NGI bioinformaticians are essential to us in many
aspects,” said Professor Ann-Christine Syvänen at the
National Genomics Infrastructure. “Tey advice our
users when we start a new project, analyze the data,
and plan strategically for future needs in terms of stor-
age and computational capacity. In order to ensure high
quality services our bioinformaticians also develop
sofware, many of which are open source.”

We make research data intelligible

Teamwork. The strong bioinformatics environment at SciLifeLab enables co-workers to benefit from each other’s expertise and
together offer high quality support to the scientific community.

www.scilifelab.se
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Marion Milligan Mason was a chemist and a proud AAAS

member. Her will provided for the creation of a fund with a $2.2

million bequest to support research by early-career women in

the chemical sciences. AAAS is grateful for philanthropic gifs

like Dr. Mason’s bequest, which make it possible for us to

support promising scientists early in their careers.

The online application site will open

November 16, 2015

Proposals are due on or before

March 1, 2016
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January 2017
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Linear Motor Microscope Stages

The HLD117 series of linear stages for 

inverted research microscopes sets 

new standards for convenience and top 

performance. The HLD117 linear stages 
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conventional stepper motor, ball-screw 

based motorized stages. The HLD117 
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track, driving the x- and y- stage plates 

over precision bearing guides, providing 

near frictionless, ultrasmooth movement. 

This method of movement allows a wide 

range of scanning speeds (1 µm/sec up 

to 300 mm/sec) to be achieved, making 

these stages suitable for a vast range 

of applications from rapid screening to 

detailed imaging. Superb repeatability 

(±1.15 µm), high resolution (±0.05 µm), 

and exceptional accuracy (0.045 µm/mm 

of travel) along with 50 nm encoders as 

standard, make the HLD117 an excellent 

choice for advanced imaging techniques. 

Built for performance with unmatched ac-

celeration rates and speeds, the HLD117 

provides constant speeds with extremely 

low velocity ripple. 
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For info: +44-1223-881711 
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TERS Instrumentation

Tip-enhanced Raman scattering (TERS) 

is a technique that provides molecular 

information on the nanometer scale 

through the combination of a Raman 

spectrometer and a scanning probe 

microscope. TERS has been hampered 

by extremely long acquisition times 

(measured in hours) required for 

collection of reasonable pixel density, and 

is seen by the research community as a 
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all the instrumentation concerns and 

bring TERS as an analytical method to 

a completely new level. The XploRA 

Nano platform in the upright and side 
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instrumentation is robust, compact, and easy to use. It is currently 

available for chemical imaging at the nanoscale level for real- 

world applications.
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www.horiba.com/raman-afm
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Scanning Electron Microscope
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scanning electron microscope is now 
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features 91 beams working in parallel 

and increases the throughput of the 
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The unrivaled net acquisition speed of 

more than 2 terapixels per hour enables 

large-scale experiments such as the 

imaging of cubic millimeters of brain 

tissue at nanometer resolution for the 

analysis of neural circuits. For research 

work conducted as part of numerous 

brain initiatives, this will speed up 

the ability to map whole areas of the 

brain to help understand the neuronal 
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demonstrates that the Zeiss multibeam 

technology is scalable and will satisfy 
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Atomic Force Microscope

The Keysight 9500 atomic force mi-
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integrates new software, a new high-

bandwidth digital controller, and a state-

of-the-art mechanical design to provide 

unrivaled scan rates of up to 2 sec/frame 

(256 × 256 pixels). The ultrafast scan 

rates of the 9500 are made possible by 
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is controlled through NanoNavigator, a 

powerful new imaging and analysis soft-

ware package from Keysight. In addition 
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NanoNavigator software lets researchers 

save time by using the new Auto Drive 

feature, which automatically and optimal-
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cal user interface, as it guides users step-by-step through system 

setup and operation via intuitive, eye-catching visuals. For ultimate 

convenience, the NanoNavigator mobile app for smartphones and 
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being performed by the 9500.
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cellFRAP Imaging Platform 

Enabling the easy addition of photoma-

nipulation techniques to imaging platforms, 
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deck system for the popular ìopen source 

conceptî IX83 and IX73 microscopes. The 
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and shape of the bleaching region, and 

enables control of the bleaching area with 

extreme accuracy. Driven by the Olympus 
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achieves an unrivaled short switchover 

time of only 200 µs between bleach and 

postbleach acquisition, ensuring detec-

tion of the most valuable initial sample 

response after stimulation.
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POSITIONS OPEN

SENIOR SCIENTIST IN FISHERIES
ECOLOGY AND ENHANCEMENT

Mote Marine Laboratory is seeking a fisheries sci-
entist to join our Fisheries and Aquaculture Research
Directorate in Sarasota, FL. The position is with a multi-
disciplinary team that is refining a science-based approach
to responsible marine fisheries enhancement, modeling
enhancement potential, developing common snook
aquaculture technology, and using release-recapture
experiments to probe fundamental questions in marine
fisheries enhancement and fisheries ecology. Applicants
should hold a Ph.D. with specialization in fisheries ecol-
ogy and fisheries enhancement; experience in aquatic
ecology,marine aquaculture research and fisheriesmod-
eling is also desired. A strong extramural funding record,
research publications in fisheries ecology and aquacul-
ture, and exemplary partnership skills are required. The
position is fully supported for 4 years with excellent ben-
efits and salary. Subsequent funding is contingent upon
research grants, publication record and funding availa-
bility. Position will remain open until filled. Send Cur-
riculum Vitae, brief statement of research interests, and
contact information for 3 references toKenLeber (e-mail:
KLeber@mote.org). Title your Email FSenior Scientistþ
your name_. Mote Marine Laboratory is an Equal Op-
portunity/Americans with Disabilities Act/Electronic
Employment Verification Employer.

ASSISTANT PROFESSOR in
Comparative Invertebrate Zoology

TheUniversity of Arkansas Department of Biological
Sciences seeks applicants for a tenure-track Assistant
Professor position in Comparative Invertebrate Zoology.
MinimumRequirements: Ph.D./ strong research record.
Candidates using a comparative organismal approach
with broad training in invertebrate biology that com-
plement existing departmental strengths in ecology and
evolutionary biology are preferred but other focal areas
will be considered. Expectations: establish externally
funded research program/ teach an undergraduate Prin-
ciples of Zoology course and graduate courses within
research area/professional service. Submit a cover letter,
CurriculumVitae, teaching statement, and research state-
ment towebsite:http://jobs.uark.edu/postings/10388.
The names, titles, email addresses, and contact num-
bers of five professional references willing to provide
letters of reference will be requested during the appli-
cation process. For information about the department
see website: http:/biology.uark.edu. Completed ap-
plications received byDecember 12, 2015will be assured
full consideration. Late applications will be reviewed as
necessary to fill the position. Search committee chair is
Dr.Michelle Evans-White (e-mail:mevanswh@uark.edu).
The University of Arkansas is Affirmative Action/Equal Oppor-
tunity Employer/Veterans/Disabled.

FACULTY POSITION
University of North Carolina at Greensboro

Department of Biology

The Department of Biology invites applications for a
tenure-track Assistant Professor position in the field of
Developmental Biology. We seek individuals whose bio-
logical research addresses environmental impacts upon
development, with use of any model organism. Success-
ful applicants will be expected to develop a strong, ex-
ternally funded research program and train a diverse
group of undergraduate and graduate students. Candi-
dates must hold or anticipate a Ph.D. in Biology or a
related discipline by August 1, 2016, postdoctoral ex-
perience is preferred. The position will start August
2016. University of North Carolina Greensboro is es-
pecially proud of the diversity of its student body and is
an Equal Employment Opportunity/Affirmative Action
Employer with a strong commitment to increasing fac-
ulty diversity. Equal Opportunity Employer Affirmative
Action/Military/Female/Disabled/Veteran. To apply,
visit website https://jobsearch.uncg.edu and click on
BFaculty[ (position 999417).

POSITIONS OPEN

POSTDOCTORAL FELLOW
in PLANT ECOLOGY and EVOLUTION

The Department of Ecology and Evolutionary
Biology (EEB) at Tulane University seeks to fill the
Koch-Richardson Postdoctoral Fellowship in PLANT
ECOLOGYANDEVOLUTION.Theposition is a two-
year appointment with a start date of July 1, 2016. The
department aims to recruit an outstanding PhD scientist
who will merge excellence in teaching, research, and
service. Applicants are encouraged to identify a potential
faculty collaborator in EEB, although those interested
in botanical subjects not represented among EEB fac-
ulty will be given full consideration. Information about
the department may be found at website: http://
tulane.edu/sse/eebio/
Applicants must submit a letter of application, cur-

riculum vitae, a statement of research interests, a state-
ment of teaching philosophy and interests, and the
descriptions of at least two botanical courses they would
be able to teach, one at an undergraduate level, and the
other at a graduate/advanced undergraduate level. All
application documents must be sent to Interfolio at
website: http://apply.interfolio.com/32819. In addi-
tion, the applicant must supply, through the Interfolio
site, the names and contact information of three indi-
viduals from whom confidential letters of recommen-
dation will be solicited. Those letters should focus on
excellence in teaching as well as research. The Interfolio
site will begin accepting applications on November 16,
2015.
Review of applications will begin January 11, 2016,

and the searchwill remain open until the position is filled.
Tulane is an Equal Opportunity Employer/Minorities/
Female/Veteran/Disabled.
Please contact the chair of the search committee if

you have any questions.Dr. Steven P. Darwin (e-mail:
darwin@tulane.edu, committee chair)

MULTIPLE TENURE TRACK POSITIONS

TheUniversity of Nevada, Reno (UNR), a national
Tier 1 rank research university, is currently undergoing
rapid expansion. As integral components of University
of Nevada Reno, the College of Agriculture, Biotech-
nology and Natural Resources and the Nevada Agri-
cultural Experiment Station seek to fill 5 tenure-track,
9-month positions: (1) Remote Sensing Science and
Geospatial Analysis in the Department of Natural Re-
sources and Environmental Science; (2) Plant Signal
Transduction in the Department of Biochemistry and
Molecular Biology; (3) Beef Cattle Production in the
Department of Agriculture, Nutrition and Veterinary
Sciences; (4) Veterinary Physiology and Animal Repro-
duction in the Department of Agriculture, Nutrition
and Veterinary Sciences; and (5) Professor and Chair in
the Department of Biochemistry and Molecular Bi-
ology. Successful candidates will teach courses within
their department and establish a rigorous, innovative,
and nationally recognized research program in their area
of expertise. For more information and to apply, please
visit website: https://www.unrsearch.com.
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Wayne State University located in Detroit, Michigan is seeking to strengthen its Epidemiology Unit, which deals
with the incidence, distribution, and possible control of diseases and other factors relating to health.

The Epidemiology Unit collaborates with Departments within the School of Medicine, and also with the
Perinatology Research Branch of the Division of Intramural Research, NICHD, NIH, DHHS, which is housed at
theWayne State University campus.

As a key staff member in support of the PRB, this individual would help to accomplish the Branch’s mission by
1) developing statistical analysis, programming strategies and methodologies in support of research projects,
2) evaluating and analyzing data using accepted statistical and biostatistical techniques, 3) working closely
with the scientific team and collaborators to provide operational parameters to ongoing research, 4) training the
next generation of researchers, 5) translating the results of the research through publications and technology
transfer.

The individual chosen for this position will become part of a highly successful, fast-paced research group that
focuses on clinical and basic research in perinatal medicine and related disciplines. The goal of this
internationally recognized research is to develop novel diagnostic, therapeutic and preventative strategies to
reduce adverse pregnancy outcome, infant mortality and handicap. The research agenda involves novel
discovery technologies in functional genomics, proteomics, metabolomics and DNA analysis.

To be considered for this position, it is recommended that candidates demonstrate the following:

1. Thorough knowledge of biostatical methodologies, procedures and testing
2. Expertise in issues pertaining to the conduction and analysis of longitudinal studies
3. Competence in the area of mathematical modeling
4. Knowledge of data coordination, collection and statistical analysis methods and research coordination

principles
5. Knowledge of medical and research protocols
6. Knowledge of computer software design and multiple programming languages
7. Demonstrated broad knowledge of the understanding of scientific principles, theories and technologies

applicable to biological sciences, in general, and perinatology in particular
8. A sound understanding of academic research and related issues together with extensive experience in

complex, multi-disciplinary programs (administrative and scientific)
9. Ability to foster intellectual productivity
10. Strong oral and written communication skills
11. Ability to work independently and collaboratively
12. Basic knowledge of perinatology is desirable

Academic and professional requirements:
1. Ph.D. in Epidemiology, Biostatistics, Statistics or related field
2. Minimum of five years of experience

Interested individuals should send:
a curriculum vitae,
a separate statement summarizing their experience and professional contributions,
and three references to: Jennifer Turpin,Wayne State University School of Medicine
jturpin@med.wayne.edu

Faculty Position in Epidemiology
Wayne State University School of Medicine
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Director
Biomanufacturing Research Institute and Technology Enterprise

North Carolina Central University (NCCU) invites applications for the position of Director for the
BiomanufacturingResearch Institute andTechnologyEnterprise (BRITE) to provide overall leadership
and supervision of the unit. The Director reports directly to the Vice Chancellor for Research and
EconomicDevelopment. BRITE is one ofNCCU’smajor research institutes and houses the College
ofArts and Science’s Department of Pharmaceutical Sciences. BRITE is located in a $20.1 million
state-of-the-art facility and features 21,000 sq. ft. of classroom and offce space, and 31,000 sq. ft.
of laboratory space for faculty and students to conduct applied research in areas related to drug
discovery, biomanufacturing and biotechnology.

Purpose of Position: The BRITE Director will lead and manage teams of scientists conducting
translational research encompassing biomanufacturing and drug discovery activities in various
therapeutic areas that include diabetes, cancer, neurodegenerative diseases and other metabolic
disorders. The Institute owns a 460,000 compound library which is the largest academic collection
in theUSA.BRITE serves approximately 200 students annually who aremajoring in Pharmaceutical
Sciences at the undergraduate or graduate level. The newest graduate program within the unit is
the Ph.D. in Integrated Biosciences/Pharmaceutical Sciences Track. The unit has approximately 38
research, faculty and staffmembers. TheDirector, in collaborationwith the Chair of Pharmaceutical
Sciences, willmanage the recruitment of new students, BRITE scholarships, studentmentoring and
career development, internships, student leadership development and outreach activities for K-12.
The Director will participate as a leader representing BRITE at NCBioImpact, a state initiative
for workforce development. The Director is also expected to establish and manage internal and
external collaborations; contribute to the assessment of external business alliances; and, out-licensing
opportunities for technologies developed in BRITE.

Qualifcations:TheDirector is expected to have an earnedPh.D. (orM.D. orPharmD) inBiochemistry,
Chemistry, Biology or a related feld and an in-depth understanding of the pharmaceutical industry. It
is expected theDirectorwill qualify for full professor and tenure.Aminimumof 5 years ofmanagerial
experience working in the pharmaceutical/ biotechnology industry is required. The Director will
have a demonstrated record of leading translational research in drug discovery to advance leads
and candidate drugs; a record of effective project leadership and an in-depth understanding of drug
discovery and development from target to clinical trials; demonstrated track record of innovation and
development; strong interpersonal, leadership and collaboration skills to work in a team-oriented,
matrix environment. Academic experience and a successful track-record of obtaining external
funding are encouraged.

The Division anticipates flling the Position of Director, BRITE by July 1, 2016; however, review
of applications will commence immediately and continue until the position is flled.
Applicants should apply at the following web address https://jobs.nccu.edu/.

Director
Julius L. Chambers Biomedical/Biotechnology Research Institute

North Carolina Central University (NCCU) invites applications for the position of Director, Julius
L. Chambers Biomedical/Biotechnology Research Institute (JLC-BBRI). The Director of the JLC-
BBRI reports directly to theViceChancellor forResearch andEconomicDevelopment; and, provides
leadership for a broadly based research portfoliowhich includes cancer, cardio-metabolic disorders,
neuroscience and nutrition. Established in 1999, the JLC-BBRI facility provides 40,000 sq. ft. of
basic research space. The JLC-BBRI is an innovative research and training institute dedicated to the
advancement of fundamental knowledge of human diseases, particularly those that disproportionately
affect underrepresented minority groups.

Purpose of Position: The Director serves as the scientifc leader of NCCU’s JLC-BBRI research
facilities in Durham and Kannapolis, NC (North Carolina Research Campus-NCRC) and holds a
tenured faculty position as Professor. The Director’s responsibilities include the following: assure
the quality and competitiveness of research conducted in the Institute; evaluate, plan, direct and
implement activities related to the mission and function of the JLC-BBRI as a constituent body of the
University; manage the Institute’s budget and provide overall administrative leadership; supervises
and mentors faculty and non-tenure track scientists in securing external research funding; facilitate
student research experiences within the JLC-BBRI and with the Institute’s internal and external
partners; forge long-term successful partnerships among various academic and research units at
NCCU as well as with agencies, corporations and academic research institutions within Research
Triangle Park, throughout the state and beyond.

Qualifcations: The Director will have an earned doctorate degree (Ph.D.) or equivalent doctoral
degree in the biomedical sciences; or (M.D.) degree with relevant research experience from
an accredited institution. The Director will have a distinguished record of leadership, research,
grantsmanship, publications, and other scholarly activities. Sustained contribution to the sciences
will be evidenced by productivity in funded research and publications. Continuous experience as a
principal investigator on externally funded biomedically-related research projects is also required.
A record of administration in higher education is highly preferred.

The Division anticipates flling the Position of Director, JLC-BBRI by July 1, 2016; however, review
of applications will commence immediately and continue until the position is flled.Applicants should
apply at the following web address, https://jobs.nccu.edu/.
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The University of Central Florida’s Faculty Cluster

Initiative fosters the development of talented,

interdisciplinary teams focused on solving today’s

toughest scientific and societal challenges through

teaching and research. We’re hiring new faculty

members in the area of prosthetic interfaces to advance

UCF’s unique areas of excellence and global impact.

ucf.edu/research/prosthetics

We’re seeking the
best newminds to
enhance human
capability.
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With 151 tenured/tenure-track faculty (36

hired since 2013), and 12 federally-funded
research centers, Northeastern’s College of
Engineering is in a period of dynamic growth.
Our emphasis on interdisciplinary, use-inspired
research—tied to Northeastern’s unique history

of industry collaboration via the university’s

signature cooperative education program—
enables partnerships with academic institutions,
medical research centers, and companies

near our centrally located Boston campus and

around the globe.

The college seeks outstanding faculty

candidates in all fve departments.

Particular consideration will be given to
candidates at the associate or full professor

level; successful applicants will lead
internationally recognized research programs

aligned with one or more of the college’s

strategic research initiatives. Exceptional
candidates at the assistant professor level will
also be considered.

Learn more and apply at

coe.neu.edu/faculty/positions

Northeastern University is an Equal Opportunity,
Affrmative Action Educational Institution and

Employer, Title IX University, committed to excellence

through diversity.

Open Faculty Positions

The Department of Cellular and Molecular Physiology of the Pennsylvania State University College of
Medicine invites applications from outstanding Ph.D. and/or M.D. scientists for multiple Tenure/Tenure-
Track positions at the rank ofAssistant,Associate, or Full Professor. TheDepartment is undergoing amajor
expansion within the thriving new research environment of theMilton S. HersheyMedical Center, located
in Hershey, Pennsylvania. Under leadership of the Chair, Dr. Donald Gill, the Department is building in the
broad areas of cellular, molecular and integrative approaches toward translational research in physiology.
The search is open to applicants in many research areas including those studying molecular mechanisms
of cell signaling, structure and function of channels/transporters and related diseases, redox signaling and
mitochondrial dysfunction, and changes in contractile and structural proteins in disease states. We are
seeking early-stage or established investigators with strong records of research accomplishment who will
complement departmental research interests in cardiovascular, pulmonary and musculoskeletal diseases,
metabolic disorders, aging and cancer. Particular consideration will be given to those undertaking novel
approaches utilizing, for example, optogenetic, micro-RNA, long ncRNA, or advanced super-resolution
imaging technology.Applicants wishing to develop and lead research within a new cryo-EM center in the
College ofMedicine are also welcome.

The Department enjoys strong interactions with the Heart and Vascular Institute, the Cancer Institute, the
Institute for Personalized Medicine, and the NIH supported Clinical and Translational Science Institute
within the Penn State Hershey Medical Center. Applicants with established funded research programs or
who have recently obtained funding to transition into independent research are preferred. Promising early
stage investigators with strong records of research accomplishment who have yet to receive funding will
also be considered. Competitive start-up packages, recently renovated laboratory space, and strong core
facilities, together provide an outstanding research environment.TheMedicalCenter is a strong community
of health professionals, situated in delightful Hershey PA, with great schools, excellent housing and close
to Philadelphia, Baltimore andWashington.

Interested applicants should submit a cover letter, curriculum vitae, and statement of research planswithin a
single pdf document to:www.psu.jobs, position #60660.Questionsmay be directed toC&MPhysioSearch@
hmc.psu.edu. Further information about theDepartment and the successful and appealingHershey research
environment is provided at the Department website: www.med.psu.edu/physiology and at: https://
wikispaces.psu.edu/x/VAJ4Cw.

Penn State is an Equal Opportunity, Affrmative Action Employer, and is committed to providing
employment opportunities to all qualifed applicants without regard to race, color, religion, age, sex,

sexual orientation, gender identity, national origin, disability or protected veteran status.

1120Recruitment_SC.indd   995 11/17/15   12:24 PM



Multiple Faculty Positions on Microbiomes at Arizona State University (JOB # 11403 )

The School of Life Sciences (SOLS) atArizona State University (ASU) invites applications for up to two tenure-eligible faculty positions in the
area of microbiome research. Rank and tenure status will be commensurate with experience.Anticipated start date isAugust 2016.

We seek to establish a strong group of scientists focused on understanding the functional and structural basis of complex systems ofmicrobes, and
their relevance for human, animal and plant biology, the environment, andman-made systems.We envision these individualsworking to advance
the discipline by developing and using novel technologies to provide an integrated systems understanding of microbiomes, so as to establish
general functional principles that are not only explanatory, but also predictive of the behavior of communities of microorganisms.

Successful candidates will be expected to develop or maintain an innovative, independent, extramurally funded research program, provide
excellent classroom instruction as assigned, contribute to curriculum development, mentor students and postdoctoral fellows and interact with a
very multidisciplinary group of faculty in the Life Sciences atASU. Competitive start-up packages will be provided.All candidates must have a
doctoral degree by the time of appointment in microbiology or a related feld, a proven track record of novel research in microbiome biology, and
relevant postdoctoral experience. Desired qualifcations include a record of publication in refereed journals, demonstrated excellence in teaching
and/or mentoring, and experience working in a multi-disciplinary environment. Candidates for Associate or Full Professor rank must have a
demonstrated record of signifcant extramural funding.

To apply, please send a cover letter that identifes the rank for which you seek consideration.Additional application materials include: curriculum
vitae, three representative publications, statement of research vision and plans, teaching statement, and contact information (name, email, and
phone number) for three references. References will only be contacted for fnalists at a later stage of the search.

Application materials should be addressed to Rajeev Misra, Search Committee Chair, and sent electronically as pdf fles to solsfacultysearch1@
asu.edu. Only electronic applications will be considered. The initial closing date for receipt of applications is December 31, 2015; if not flled,
review will continue every week thereafter until the search is closed.A background check is required for employment.

Arizona State University is a VEVRAA Federal Contractor and an Equal Opportunity/Affrmative Action Employer. All qualifed applicants
will be considered without regard to race, color, sex, religion, national origin, disability, protected veteran status, or any other basis protected

by law. https://www.asu.edu/aad/manuals/acd/acd401.hml https://www.asu.edu/titleIX/

Environmental Microbiology
The University of New Hampshire College of Life Science and
Agriculture seeks outstanding applicants for three tenure-track
faculty positions in ENVIRONMENTAL MICROBIOLOGY at
the Assistant Professor level to begin Fall 2016. The CRITICAL
ZONE MICROBIAL ECOLOGY position will address areas
including global change, nutrient cycling, and carbon
transformations in soil and groundwater. The MICROBIAL
ECOLOGY position will address areas including environmental
microbiology, population genetics, evolution, ecology, host-
microbe interactions and symbiosis, and microbiomes. The
PLANT-MICROBE INTERACTIONS / PLANT PATHOLOGY
position will address the biology, ecology, or epidemiology of
agricultural plant diseases to inform management strategies
including host resistance in sustainable cropping systems.

All applicants must have an earned doctorate by the time of
appointment and demonstrate outstanding potential in both
teaching and research. Postdoctoral experience is desired.
Information, including detailed position descriptions and
complete application information is available at colsa.unh.edu/
employment. Applicants should apply online by 12/31/2015 at
https://jobs.usnh.edu for full consideration.

The University seeks excellence through diversity among its
administrators, faculty, staff, and students. The University prohibits

discrimination on the basis of race, color, religion, sex, age, national
origin, sexual orientation, gender identity or expression, disability,

veteran status, or marital status. Application by members of all
underrepresented groups is encouraged.

Tenure-Track/Tenured Faculty Position

The Center for Oral Biology in the Eastman Institute for Oral Health
invites applications for a faculty position at the Assistant, Associate or
Full Professor level. Successful applicants should have a PhD,MD,DDS,
or combined degrees, and demonstrated ability to conduct a state-of-the-
art research program to investigate an area of science relevant to human
disease/ oral biology. We are interested in all areas of contemporary
biomedical science, including but not limited to:Developmental and Cell
Biology, Genetics and Epigenetics, Stem Cell Biology, Regenerative and
ReparativeMedicine, Pain, and Cancer Biology. Preferencewill be given
to applications that complement ongoing programs or bring novel expertise
and research perspectives. Individuals seeking an appointmentmust have a
demonstrated record of extramural funding.TheCenter ofOralBiology is
located in the state-of-the-artArthurKornbergMedicalResearchBuilding
at the University of Rochester School ofMedicine and Dentistry. Faculty
members in the Center carry joint appointments in appropriate academic
departments and participate in graduate student training in several graduate
programs in the University of Rochester.

More information about the Center and available positions can be found
on the internet (http://www.urmc.rochester.edu/center-oral-biology/). For
further details and to apply online, please go to: http://www.rochester.
edu/working/hr/jobs/ (Job ID #187991). Please provide your curriculum
vitae, statement of current and future research interests, and names and
addresses of at least three references.

The University of Rochester is an Equal Opportunity Employer. Women
and minorities are encouraged to apply.
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The Faculty of Medicine of the University of

Geneva is seeking to fll a positon of:

ACTIVITIES:

This full-tmepositonwill involveundergraduate

and postgraduate teaching in neuroscience,

as well as supervising Masters' and doctoral

theses.

The successful applicantwill undertake research

in his/her area of specializaton at the highest

natonal and internatonal levels, and secure

external funding.

Topics of research are expected to lie in the feld

of human neurosciences using techniques that

allow translaton to animal models or the feld

of circuits/systems neurosciences in animal

models using techniques that allow translaton

to human neurosciences.

He/She will also take up administratve and

organizatonal dutes within the Department

of Basic Neurosciences and the Faculty of

Medicine.

He/She is alsoexpected to carryouta transversal

mission through strong collaboration with

partner services.

REQUIREMENTS:

PhD, Doctorate in Medicine (MD) or•

equivalent degree.

Solid postgraduate training in•

neuroscience is required.

Previous teaching and independent•

research experience.

Publicatons in leading internatonal•

journals.

Knowledge of French is an advantage.•

STARTING DATE: 1st March 2016 or according

to agreement. Guidelines for applicatons:

sylvia.deraemy@unige.ch

Online registraton only, before 10thDecember

2015 at: htp://www.unige.ch/academ

Women are encouraged to apply

ASSOCIATE or ASSISTANT PROFESSOR

in TRANSLATIONAL SYSTEMS

NEUROSCIENCE

clusterhiring.ucr.edu

NOW HIRING

300
LADDER FACULTY

Join us in defining the
new American research

university

1120Recruitment_SC.indd   997 11/17/15   12:24 PM
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Q: How did you get into science?

A: My frustration at realizing that 

my purpose for entering medi-

cal school clashed with what was 

expected of me as a medical doctor 

in Turkey led me to try my hand at 

research in my spare time. Several 

people on campus opened their 

laboratories to me. I was to start my 

final-year clinical residency when 

one of their colleagues at Lund Uni-

versity invited me for a short stay 

in his laboratory. So I took a break 

from medical school and, once in 

Sweden, stayed on for a Ph.D.

Q: Was it hard to change course? 

A: My decisions were not well 

understood back home. My relatives 

called my parents lamenting that 

I had lost purpose in life. Even my 

professional colleagues seemed to 

think that research was the wrong 

path to follow. The medical faculty board threatened to 

dismiss me if I didn’t return. After a 4-year-long uphill 

battle and a lot of back-and-forth between the two coun-

tries, I eventually managed to finish my medical studies. I 

earned my degree to state that even though my path was 

different, it wasn’t any less good than medical practice.  

Q: Is your medical background helpful today?

A: Even though venturing through medical school initially 

felt like a failed attempt at fulfilling my career ambition, 

that decision eventually brought me to where I am today: 

doing science in a basic and translational research environ-

ment, still within a medical faculty. I am using viral vectors 

to deliver genes to the brain to treat Parkinson’s disease, 

and I am looking into the possibility of controlling the 

activity of therapeutic proteins to personalize treatment. 

I’ve also had to convince hospital directors to invest 

space, time, and competent people 

into a translational project like 

this. Had I had no engagement 

with the clinical world as a trainee 

years ago, I would have had a less 

clear view on how to get clinicians’ 

commitment. In turn, our ability 

to understand clinical challenges 

is improved when some of us on 

the research team have a medical 

background in that area. 

Q: How do you juggle your work 

activities and personal life?

A: As scientists, we are immersed 

in the questions we work on, and 

they become part of our per-

sonal identity. But that presents 

a challenge, in that I am married 

with two small kids. My wife is as 

prominent as I am in her research 

career, and she is also an active 

clinician. We have established a 

routine whereby we prioritize and share taking care of the 

children after daycare. I wouldn’t say it’s been easy, but 

we buffer each other’s difficult times at work by slow-

ing down when the other has to really push the limits. 

Q: What’s your advice for young scientists?

A: Defining the purpose of their life and their ambitions is 

very important. Then they need to determine what path will 

lead them to their goals, revising it and iterating continu-

ously. They will need a lot of strength and persistence. Also, 

it’s ironic, but the things that taught me the most are the 

things that I failed at. I’ve always investigated the reasons 

for my failures much more intensely than my successes, 

and failing drives me to try harder the next time. ■

Elisabeth Pain is Science Careers contributing editor for 

Europe. Send your story to SciCareerEditor@aaas.org. IL
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“My purpose for entering 
medical school clashed with 
what was expected of me.”

A doctor’s dilemma

D
eniz Kirik was drawn to medicine by his desire to better understand the human brain, but he 

found that doctors in his native Turkey have little opportunity for research. Nonetheless, he 

has turned what first felt like a failed career choice into an advantage. Now a neuroscience 

professor at Lund University in Sweden and co-founder of a spinoff company, Kirik uses his 

medical background to develop novel gene-based therapies for Parkinson’s disease and bring 

them to the clinic. In October, Kirik secured a partnership with his regional government in 

southern Sweden to build a hospital specialized for testing and implementing gene therapies. This 

interview was edited for brevity and clarity.

By Elisabeth Pain
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