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L
ong before geophysicist Michael Mann’s hockey-

stick graph became the icon for anthropogenic 

global warming, the U.S. President’s Science Ad-

visory Committee [now known as the President’s 

Council of Advisors on Science and Technology 

(PCAST)] cautioned President Lyndon B. Johnson 

that the continued release of CO
2
 to the atmo-

sphere from burning fossil fuels would “almost certainly 

cause significant changes” and “could be deleterious from 

the point of view of human 

beings.” The committee’s re-

port concluded that there 

could be “marked changes 

in climate, not controllable 

through local or even nation-

al efforts.” In recognition of 

the 50th anniversary of that 

first official warning from 

scientists to policy-makers, 

the American Association 

for the Advancement of Sci-

ence (AAAS), the Carnegie 

Institution for Science, the 

American Meteorological 

Society, and the Linden Trust 

for Conservation sponsored 

a 1-day climate symposium 

on 29 October. 

Fifty years ago, the prob-

lems of global warming 

seemed distant and highly 

uncertain. Today, we are al-

ready experiencing impacts from climate change. In the 

face of mounting urgency, there are signs of hope, though. 

Within the past few weeks, 10 oil producers, represent-

ing 20% of global production, have pledged to reduce 

greenhouse gas emissions by curbing the flaring of natu-

ral gas and investing in carbon capture and storage. The 

best part of this announcement is the acknowledgment 

by energy giants BP, Pemex, Statoil, Saudi Aramco, Total, 

Royal Dutch Shell, BG Group, Eni, Reliance Industries, 

and Repsol that climate change is a serious problem and 

that energy companies need to be part of the solution. 

Unfortunately, the proposed steps are inadequate contri-

butions toward meeting the goal of keeping the increase 

in average global temperature to below 2°C, a target that 

would avoid the worst impacts from warming. 

Another beacon of hope is the leadership being taken 

by faith-based groups. Pope Francis has done perhaps 

the most to raise world awareness of the moral impera-

tive to take action on climate change for the sake of 

the most disadvantaged members of society, who have 

done the least to cause the problem. His message res-

onates far beyond those of Catholic faith. Laudato Si 

joins statements from many other religious leaders, in-

cluding those of Buddhist, Muslim, Jewish, and other 

Christian faiths.*

The private sector is also stepping up its responsibility. 

This past summer, in the ramp-up to the Paris Conference 

of the Parties to the United 

Nations Framework Conven-

tion on Climate Change, 12 

major corporations, includ-

ing General Motors, Apple, 

Google, Alcoa, and Bank of 

America, pledged to invest 

more than $140 billion in ef-

forts to curtail CO
2
 emissions 

in the next 5 to 10 years. 

Although these an-

nouncements from diverse 

sectors are all hopeful signs 

of a growing awareness of 

climate-change risk and the 

need to take action, some 

leaders are instead distract-

ing scientists from the im-

portant work at hand. Last 

month, the U.S. National 

Oceanic and Atmospheric 

Administration (NOAA) 

received a subpoena from 

Lamar Smith (R–TX), chairman of the Committee on 

Science, Space, and Technology in the House of Rep-

resentatives, for all documents and communications 

among and between NOAA employees that refer to 

various global temperature data sets. Ranking member 

Eddie Bernice Johnson (D–TX) labeled the subpoena “a 

fishing expedition”† triggered by a NOAA paper pub-

lished earlier this year in Science, “Possible artifacts of 

data biases in the recent global surface warming hia-

tus.”‡ Senator Edward Markey (D–MA) summed up his 

opinion at the 50th anniversary event when he sug-

gested that policy-makers should be sending thank-you 

notes—not subpoenas—to express their gratitude to 

scientists for sounding the alarm on the perils of green-

house gas emissions. The senator’s remarks remind us 

that we scientists should thank the many leaders who 

promote action on climate change.

– Marcia McNutt

Climate warning, 50 years later

EDITORIAL

10.1126/science.aad7927

*www.interfaithpowerandlight.org/resources/religious-statements-on-climate-change/. †http://democrats.science.house.gov/
sites/democrats.science.house.gov/files/Ranking%20Member%20Johnson%20Letter%20to%20Chairman%20Smith%20on%20
NOAA%20Subpoena.pdf. ‡T. R. Karl et al., Science 348, 1469 (2015).

“…policy-makers should be 
sending thank-you notes—

not subpoenas—to express their 
gratitude to scientists…”

Marcia McNutt

Editor-in-Chief

Science Journals

Published by AAAS
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AROUND THE WORLD

Sierra Leone defeats Ebola
GENEVA, SWITZERLAND |  Ebola has 

infected at least 8794 people in Sierra 

Leone, 40% of whom have died from the 

disease, but transmission of the dreaded 

virus officially came to an end on 

7 November. Sierra Leone recorded its 

first confirmed cases in May 2014. Now, 

42 days after two separate blood tests on 

the last confirmed case of Ebola came back 

negative, the World Health Organization 

has declared the epidemic in Sierra Leone 

over. Liberia was declared Ebola free on 

3 September, but in parts of the third 

affected country, the epidemic continues: 

Guinea recorded one confirmed case, a 

newborn, during the week that ended 

1 November. The baby’s mother died from 

the disease, and two of her other children 

have tested positive, too.

Trudeau fulfills science pledges
OTTAWA |  Canada’s Prime Minister Justin 

Trudeau moved quickly after taking power 

on 4 November to fulfill his campaign 

promise to give science and evidence more 

weight in his government. He appointed 

two ministers with “science” in their titles: 

Kirsty Duncan, a medical geographer 

from the University of Toronto, is minister 

of science and will focus on supporting 

basic research. Veteran politico Navdeep 

Bains is minister of innovation, science, 

and economic development, and will 

focus on getting industry to boost applied 

R&D. Cheering social scientists, Bains 

immediately reinstated the mandatory 

long-form census, canceled by the previous 

government in 2010. He also unmuzzled 

government scientists, announcing that 

they were free to speak about their work 

with the media and the public without 

prior permission from their communica-

tions offices.

Climate change linked to extremes
WASHINGTON, D.C. |  A new report by 

National Oceanic and Atmospheric 

Administration scientists, published last 

week in the Bulletin of the American 

R
esearchers with NASA’s New Horizons mission have discov-

ered evidence on Pluto for two cryovolcanoes—volcanoes built 

of frozen ice that once oozed molten ice from the inside of the 

dwarf planet. The discovery of the two features—provisionally 

named Wright Mons (pictured, at center) and Piccard Mons—

was announced on 9 November at a meeting of the American 

Astronomical Society in National Harbor, Maryland. It suggests that at 

some point in Pluto’s past, it had a heat source that melted interior 

reservoirs of volatile ices, such as nitrogen and methane, which later 

erupted at the surface. The rims of the cryovolcanoes tower as much 

as 5 or 6 kilometers high and are more than 150 kilometers across, en-

circling pits that are nearly as deep as the mountains are tall. “When you 

see a big mountain with a big hole on the top, it generally points to one 

thing,” says Oliver White, a New Horizons scientist at Ames Research 

Center in Mountain View, California. Possible ice volcanoes have been 

spotted on Triton, a moon of Neptune, and Titan, a moon of Saturn, but 

Pluto’s cryovolcanoes dwarf them all, White says. http://scim.ag/cryovolcanoes

NEWS
I N  B R I E F

“
Show us some data that this is ready for prime time.

”Eric Topol, director of the Scripps Translational Science Institute 

in San Diego, California, to STAT on geneticist J. Craig Venter’s Health Nucleus facility, 

which would charge $25,000 to assess health by sequencing a person’s genome 

and performing a whole body scan. 

Ice volcanoes on Pluto’s surface

Published by AAAS
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Meteorological Society (BAMS), holds 

climate change accountable for some 

of 2014’s abnormally intense weather 

events. In an effort to sort out the roles of 

human-caused climate change and natural 

fluctuations in last year’s global weather, 

scientists investigated 28 severe climate 

events. About half were directly linked to 

human-caused climate change—among 

them monsoon-triggered flooding in 

Jakarta, a record heat wave that scorched 

the Koreas and China in May, and the 

Himalayan snowstorm in October. The 

BAMS report also provides substantial 

evidence that climate change is ramping 

up the likelihood and intensities of heat 

extremes across the globe, as well as the 

likelihood of California wildfires, although 

the report didn’t find a specific link to 

the fires that raged in California in May 

and September. 

Manhattan Project a national park
WASHINGTON, D.C. | Some 70 years after 

the United States’s Manhattan Project 

produced the first nuclear weapons, the 

project is slated to become a national park 

at three related 

sites. The 2015 

National Defense 

Authorization 

Act, signed by 

President Obama 

in December 

2014, authorized a 

Manhattan Project 

National Historical 

Park. This week, 

Department of 

Energy Secretary 

Ernest Moniz 

and Department 

of the Interior 

Secretary Sally 

Jewell officially 

established the park 

with the signing 

of a Memorandum 

of Ag reement that defines the agencies’ 

respective roles in its creation and manage-

ment. The park’s three locations will be at 

Oak Ridge, Tennessee, the site of the proj-

ect’s pilot plutonium plant and a uranium 

enrichment plant; Hanford, Washington, 

the site of a plutonium production plant; 

and Los Alamos, New Mexico, where scien-

tists labored to produce the atomic bomb. 

Urge to boost science funding
LONDON | With a nervous eye on the United 

Kingdom’s next 4-year funding allocation, 

to be announced on 25 November, the 

Science and Technology Committee of the 

House of Commons this week criticized 

the government’s track record in research 

funding and called for a strategy to increase 

it. This summer the government set a goal 

of cutting ministry budgets by up to 40%. 

The United Kingdom puts 1.7% of its gross 

domestic product into R&D, less than the 

United States (2.8%) and Germany (2.9%), 

and well below the 2.4% average for devel-

oped countries. “The U.K. risks losing its 

status as a world leader in research,” said 

committee chair Nicola Blackwood in a 

statement. Meanwhile, on 6 November, the 

United Kingdom’s Department for Business, 

Innovation & Skills, the main government 

funder of research, proposed simplifying 

its system of university grants by eliminat-

ing the Higher Education Funding Council. 

The department also suggested lessening 

Brazilian birds to return home

B
elieved to be extinct in the wild since 2000, 

the bright blue Spix’s macaws (Cyanopsitta 

spixii) may soon return to the dry 

“caatinga” forest of northeastern Brazil, 

thanks to an international effort to return 

the species to its original habitat. Brazil currently 

has only 12 specimens in captivity. Now, after 

years of informal cooperation, the Brazilian 

government signed an agreement last month 

to exchange some of its birds with a private 

collection at the Al Wabra Wildlife Preservation 

facility in Qatar to aid in both breeding and 

reintroducing the captive birds. Two older female 

“ararinhas” from Brazil were sent to Qatar to be 

artificially inseminated, and a male-female pair 

was sent to Brazil on 26 October to flock with 

other youngsters. The aim is to mix bloodlines to 

improve fertility in the population and produce 

viable offspring to be released into the wild, 

possibly as early as 2018. “It’s time to send these 

birds back to nature,” says ornithologist Pedro 

Develey of SAVE Brasil in São Paulo, part of the 

conservation partnership BirdLife International. 

A Qatar-based breeding 

program aims to return 

rare Spix’s macaws to the 

Brazilian forest.

Continuous rains left Jakarta flooded in February.

Published by AAAS



NEWS   |   IN BRIEF

sciencemag.org  SCIENCE724    13 NOVEMBER 2015 • VOL 350 ISSUE 6262

P
H

O
T

O
: 

J
O

N
A

T
H

A
N

 I
R

W
IN

the administrative burden of its Research 

Excellence Framework, a massive evalua-

tion of universities for funding purposes. 

The department will accept comments until 

15 January.

Top scientists fill E.U. advice gap
BRUSSELS |  Seven scientists, including a 

Fields medalist and the director of CERN, 

Europe’s premier particle physics lab, 

were appointed on Tuesday to advise the 

European commission. This brings an end 

to a year of suspense since the awkward 

exit of Scottish biologist Anne Glover, the 

first and only chief scientific adviser in 

the commission’s history. The group will 

rely on a team of 25 within the research 

directorate—up from five staff members 

on Glover’s former team—and will be 

part of a larger setup to draw advice from 

other sources across Europe, including 

learned societies. “I think this format 

is basically a step up from what existed 

before in terms of resources,” research 

commissioner Carlos Moedas told Science. 

This new Scientific Advice Mechanism is 

“a robust solution” that is better suited to 

the E.U. institutions than a single appoin-

tee, he added. http://scim.ag/ECsciadvisers

NEWSMAKERS

Potti found guilty of fraud
Perhaps ending a long-running saga, 

federal officials have declared former 

Duke University cancer researcher 

Anil Potti guilty of research misconduct. 

On 9 November, the Office of Research 

Integrity (ORI) concluded that Potti 

falsified data in nine papers, a manu-

script, and a grant application claiming 

that certain gene signatures could predict 

a patient’s response to chemotherapy. 

After Potti published several high-profile 

papers in 2006, outside biostatisicians 

raised questions about his work. Duke 

began formally investigating in 2010. 

Potti left Duke that year, and Duke later 

faced a lawsuit from patients in clinical 

trials based on Potti’s studies. As part of a 

voluntary settlement, Potti “neither admits 

nor denies ORI’s findings of research 

misconduct.” If he seeks federal funding 

again, his research must be supervised for 

5 years. http://scim.ag/_Potti

New rocky exoplanet in nearby orbit

E
xoplanets may be two a penny these days—nearly 2000 have been confirmed—but 

one recent discovery is causing a frisson of excitement. GJ 1132b, as it is known, 

is truly Earth-sized, only 16% bigger in diameter and about the same density as 

Earth, suggesting a similar rocky crust and iron core. It’s orbiting a relatively small, 

dim star—the most abundant sort in the galaxy. But what makes it particularly 

noteworthy is its distance, a mere 39 light-years from Earth—a stroll down the street in 

astronomical terms. Astronomers gather data from exoplanets when they transit in front 

of their star, revealing their size, and, to an extent, the composition of their atmospheres. 

Bright stars generate a lot of “noise,” drowning out that signal. With the feeble light from 

its star, its proximity to Earth, and its close-in orbit—providing a transit once every 

1.6 days—GJ 1132b could soon be the most-studied exoplanet in the heavens.

An array of robotic telescopes spotted 

the Earth-sized rocky exoplanet. BY THE NUMBERS

$1
million

Prize money awarded by the nonprofit 

forum TED to archaeologist Sarah Parcak 

(http://scim.ag/TEDgrant) to investigate 

the looting of ancient Egyptian sites with 

the help of satellite technology. 

$1
billion

Amount of money Toyota will invest in 

artificial intelligence to create a “guardian 

angel” for drivers over the next 5 years, via 

their new Toyota Research Institute. 

1377
Number of physicists awarded the 

Breakthrough Prize in Fundamental 

Physics this year. Five teams of researchers 

were recognized for their research on 

neutrinos, the cosmos’s most mysterious 

subatomic particle.

THE SCIENCE NEWS QUIZ

This question stumped our online readers 

this week. Can you outdo them?

When tropical Cyclone Chapala hit Yemen early 

last week, how much rain fell?

Take the quiz—and find out the answer—

here: http://scim.ag/1MH9WU5

Published by AAAS
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By Eric Hand

G
eoscientists have revealed the 

magma plumbing that fed the erup-

tion of Mount St. Helens, the most 

active volcano in the Pacific North-

west. The emerging picture—one of 

the most detailed looks yet at the 

subterranean network beneath a volcano—

includes a giant magma chamber between 

5 and 12 kilometers below the surface and 

a second, even larger one, between 12 and 

40 kilometers down. The two chambers 

appear to be connected, which could help 

explain the sequence of events in the moun-

tain’s 1980 eruption and guide volcanolo-

gists monitoring the mountain for signs of 

renewed activity.

So far, the researchers have only a two-

dimensional picture of the deep chamber. 

But if they find it extends far to the north 

or south, that would imply that the region’s 

volcanoes all draw on the same deep magma 

supply, says Alan Levander, a geophysicist 

at Rice University in Houston, Texas, and a 

leader of the experiment that is doing the 

subterranean imaging. “It isn’t a stretch to 

say that there’s something down there feed-

ing everything,” he adds.

Levander unveiled the results on 3 Nov-

ember at a meeting of the Geological Society 

of America in Baltimore, Maryland—the first 

detailed images from the largest ever cam-

paign to understand the guts of a volcano 

with geophysical methods. The campaign, 

Imaging Magma Under St. Helens (iMUSH), 

started in 2014 when researchers stuck 

2500 seismometers in the ground on trails 

and logging roads around the volcano. They 

then detonated 23 explosive shots, each with 

the force of a small earthquake. “You’d feel 

this enormous roll in the ground, and every-

one would go ‘Oh wow,’” Levander says.

The shots sent waves of energy into the 

crust, and the seismometers picked up re-

flections. From the travel times of the energy 

waves—which travel more slowly through 

magma chambers than through dense rock—

the researchers could piece together an im-

age of the crust between depths of 5 and 

40 kilometers. To map the crust at shallower 

depths, they placed 920 seismometers near 

the volcano summit, where they picked up 

signals not only from the explosions but also 

from the background crackle of small earth-

quakes that occur frequently near Mount St. 

Helens and even the high-frequency noise 

produced constantly by Earth itself. Finally, 

they placed 75 seismometers in wider arcs 

around the volcano, where they will remain 

until 2016 to listen for earthquakes that 

rumble all the way through Earth—so-called 

“teleseismic earthquakes”—which can reveal 

features down to 80 kilometers.

The early returns from the project show 

that the deep magma chamber lies just to the 

east of the shallow chamber, between Mount 

St. Helens, the Mount Adams volcano, and a 

set of dormant volcanoes called the Indian 

Heaven volcanic field—suggesting that the 

deep chamber might be supplying magma to 

all of them. The two magma reservoirs may 

also explain how the massive 1980 eruption 

of Mount St. Helens occurred.

In the months before the eruption, a 

series of small earthquakes was detected, 

their underground points of origin, or 

hypo centers, clustering along a particular 

path. At the time, their location could not 

be explained. But according to the new pic-

ture, those tremors may have taken place 

as magma was pumped from the lower to 

the upper chamber, which soon pressurized 

to the point of eruption. “We can only now 

understand that those earthquakes are con-

necting those magma reservoirs,” says Eric 

Kiser, a seismologist at Rice University who 

works on iMUSH. In the future, he says, 

volcan ologists monitoring Mount St. Hel-

ens should sound the alarm if they hear 

earthquakes along that path. “They could 

be an indication that you have migration of 

fluid between the two bodies.”

The new picture will please geochemists, 

who have long favored a stepwise model 

for eruptions at volcanoes like Mount St. 

Helens. In a lower chamber, magma can 

slowly cool, allowing dense crystals to settle 

to the bottom. That leaves behind a lighter 

magma that can then rise farther into an up-

per chamber, ultimately driving an eruption. 

A similar two-chamber system was imaged 

this year underneath the supervolcano at 

Yellowstone National Park in Wyoming.

As the imaging campaign continues, it 

may clear up several other mysteries. One 

is a possible sighting of a shallow magma 

chamber at 2 kilometers’ depth, which re-

searchers using a smaller array of seismo-

meters announced in 2009. Brandon 

Schmandt, a geophysicist at the University 

of New Mexico, Albuquerque, who is leading 

the dense 920-seismometer part of iMUSH 

that is sensitive to such shallow depths, says 

he sees no sign of the chamber. “If it exists, it 

I N  D E P T H

VOLCANOLOGY 

Fire down below

Linked magma reservoirs beneath Mount St. Helens 

could explain the volcano’s explosive 1980 eruption.

New study shows Mount St. Helens may share magma 
with other volcanoes nearby

Published by AAAS
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By Pallava Bagla, in Mumbai, India

I
n the 1950s, U.S. nuclear scientists 

proposed building a fleet of nuclear-

powered bombers. That was probably a 

bad idea. But through decades of tech-

nological fits and starts, it has led to 

what many nuclear experts think could 

be a very good idea: reactors burning an 

unheralded radioactive element, thorium.

Compared with uranium, the standard 

reactor fuel, thorium is more abundant 

and harder to divert to weapons produc-

tion, and it yields less radioactive waste. 

But thorium can’t simply be swapped in 

for uranium in standard reactors. Tak-

ing up the engineering gauntlet, several 

nations are pursuing a complex, largely 

untested technology that is a distant de-

scendant of that fanciful nuclear powered 

airplane: thorium reactors in which the 

fuel is dissolved in a bath of molten salt.

Driving the interest in thorium is the 

latest in a string of accidents involv-

ing uranium-fueled power reactors. The 

meltdowns at the Fukushima Daiichi Nu-

clear Power Plant in Japan in March 2011 

prompted many countries to take operating 

reactors offline and to scale back or scuttle 

plans to build new ones. But after a pause 

for safety reviews, China and India are gear-

ing up for major nuclear power expansions. 

They and some other nations are taking a 

close look at thorium as a nuclear fuel, the 

theme of a conference here last month that 

drew participants from 30 countries. India 

even plans to have a thorium power reactor 

running within 10 years.

“I’m really excited,” says Matthias 

Krause, a nuclear power expert at the 

Inter national Atomic Energy Agency in 

Vienna. In an industry dominated by gray-

ing men, Krause says it was refreshing to 

see “bright young faces and new ideas” at 

the conference. 

Thorium is three to four times more 

abundant than uranium in Earth’s crust. 

It holds little appeal for would-be bomb-

NUCLEAR POWER 

Thorium seen 
as nuclear’s 
new frontier

is a minor part of the system,” he says.

Another question is how extensive the 

deepest magma chamber is. Since the 1980s, 

geoscientists have puzzled over magnetic 

and electrical measurements suggesting that 

a layer of rock with unusually high electri-

cal conductivity extends all the way from 

Mount St. Helens north to Mount Rainier, 

75 kilometers away. The layer, called the 

Southern Washington Cascades Conductor 

(SWCC), could arise from highly conductive 

deep ocean sediments that have since turned 

to rock. But a controversial 2009 study sug-

gested a magma body could also be respon-

sible for the signal—and might be feeding 

Mount Rainier as well. Levander says the 

idea that the deep chamber could be the 

southern end of the SWCC is “tantalizing.” 

The iMUSH team is analyzing data collected 

by electrodes and magnetometers stuck in 

more than 100 locations to better understand 

the SWCC.

Kate Miller, a geophysicist at Texas A&M 

University in College Station who is not af-

filiated with iMUSH, says the results at 

Mount St. Helens will be a boon to volcano-

logists who want to model the movements of 

magma through Earth’s crust. “You’re actu-

ally seeing it in action,” she says. “Now, you 

can go in and model the plumbing system.” ■
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A magma connection
Precursor earthquakes to the volcano’s 1980 eruption may have indicated that the 

lower chamber was Plling the upper one with magma.
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Plumbing a volcano
Last year, researchers set off 23 explosive shots near Mount St. Helens and monitored 3500 seismometers for re-

flections from under the volcano. The experiment revealed magma chambers, and the deepest one could explain 

a puzzling underground zone of high electrical conductivity called the Southern Washington Cascades Conductor.
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Unsung reactor fuel is more 
abundant than uranium 
and, proponents say, safer
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makers: Daughter isotopes, born as 

thorium naturally decays, are highly 

radioactive, emitting gamma rays that 

would fry weapon electronics and make 

thorium-derived bombs cumbersome to 

store. At the same time, thorium-based fu-

els yield much less high-level radioactive 

waste than uranium or plutonium, and 

molten-salt reactors are touted by their 

backers as meltdown proof.

The catch is that thorium itself is not 

fissile. Ratan Kumar Sinha, former chair-

man of the Atomic Energy Commission 

(AEC) of India, compares the element to 

wood that’s too soggy for a fire. Thorium 

must be converted into fissile material 

much like “wet wood needs to be dried in 

a furnace,” he says. That means bombard-

ing thorium with neutrons to transmute it 

into fissile uranium-233, either in a con-

ventional solid fuel reactor or in a molten 

salt reactor (MSR). 

India, with the world’s largest known tho-

rium reserves, launched a research effort in 

the mid-1980s. Since 1996, it has been run-

ning the Kamini research reactor, the only 

one in the world that uses uranium-233; 

that fuel is made by irradiating thorium in 

another research reactor. 

The government plans to open an insti-

tute devoted to the element in Visakhapat-

nam, in southern India, says Sekhar Basu, 

the new chairman of the AEC of India. Tho-

rium’s debut in a commercial reactor may 

come next year, after India commissions the 

Prototype Fast Breeder Reactor in Kalpak-

kam in southern India. The reactor will gen-

erate most of its electricity from plutonium, 

but eventually engineers plan to swaddle 

its core with a thorium blanket, spawning 

uranium-233 that will 

fission to produce small 

amounts of energy. 

Construction of the 

first reactor to rely 

largely on thorium is 

due to start soon at 

Tarapur, on the Arabian 

Sea. Slated for comple-

tion in the next decade, 

the 300-megawatt (MW) 

reactor will burn a mix of thorium, ura-

nium, and plutonium, with about 60% of 

the power coming from thorium dioxide 

pellets. That’s only the beginning, says 

Sinha, who calls thorium “the gateway to 

powering India’s economy.”

Norway may be the first to follow in In-

dia’s footsteps with thorium as a solid fuel. 

Since 2013, it has been testing a mix of tho-

rium and plutonium in a research reactor 

in Halden as potential fuel stock for Eu-

rope’s light water power reactors. 

China is betting on liquid thorium, a 

concept first explored at Oak Ridge Na-

tional Laboratory in Tennessee in the 

1950s as a stepchild of the aircraft reactor 

program. Thorium MSRs remain seductive 

in part because of their potential safety 

advantage: In case of an accident, the fluo-

ride salts of thorium and uranium circulat-

ing in the core can simply be drained into 

a storage tank, stopping the fission chain 

reaction. The Chinese 

Academy of Sciences’s 

Thorium Molten Salt 

Reactor Center of Excel-

lence in Shanghai is de-

veloping a 10-MW pilot 

MSR to start running 

by 2022 and a 100-MW 

demonstration plant, 

to be commissioned 

around 2030, says 

Hongjie Xu, who is leading the effort.

The European Commission, too, is tak-

ing a hard look at the technology. Last year, 

it launched a 6-year safety assessment of 

MSRs. Jiri Krepel, a reactor physicist at 

the Paul Scherrer Institute in Villigen, 

Switzerland, predicts that the report will 

highlight the advantages of thorium, from 

fuel production to waste management. It 

“offers a paradigm shift in reactor safety,” 

he says.

Even the United States is getting back in 

the game—in a small way. A startup called 

Flibe Energy in Huntsville, Alabama, is 

developing a liquid-fluoride thorium re-

actor that hews closely to Oak Ridge’s 

MSR design. Flibe’s executive director, 

Benjamin Soon, envisions small, 10- to 

50-MW MSRs being deployed in remote 

locations for power generation. 

Some engineers in Europe and Japan 

think thorium-fueled MSRs could also be 

ideal tools for neutering stockpiled pluto-

nium and high-level nuclear waste. The re-

actors spew high fluxes of neutrons, which 

could transmute plutonium and waste into 

radioactive elements with shorter half-

lives and potentially generate power as 

well. The commission has allotted €5 bil-

lion to build just such a thorium-fueled 

test facility in Belgium, called Myrrha, 

which could be running by 2020.

Yet the disaster-scarred track record of 

uranium reactors casts a long shadow on 

thorium, too. Ever since the United States 

during the Cold War went whole hog into 

uranium, “the world has been paying a 

price for the wrong technology choice,” 

argues Jean-Pierre Revol, president of the 

international Thorium Energy Committee 

in Geneva, Switzerland. But he and others 

say that thorium, at long last, is making up 

for lost time. ■

Pallava Bagla is a science journalist in 

New Dehli.

Thorium is “the 
gateway to powering 
India’s economy.”
Ratan Kumar Sinha, 

former chair, Atomic Energy 

Commission of India

Once written off as a Cold War dead end, Oak Ridge National Laboratory’s thorium-powered molten salt 

reactor, which ran for 5 years in the 1960s, may soon be recast as a trendsetter.
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By Carolyn Gramling

B
eneath the calm, white surface of 

Greenland, rivers of ice are flowing 

into the ocean—and some are mov-

ing very fast indeed. The speedy 

glaciers on the island’s warmer west 

coast, shedding kilometers of ice 

into the sea each year as warm ocean wa-

ters under mine them, have raised the most 

alarm about potential sea level rise. 

But a much bigger glacier is now 

on the move in Greenland’s remote 

northeast—and a new study suggests 

it’s likely to continue its rush to the 

sea for decades to come. 

The vulnerable glacier, part of a 

broader flow of ice called the North-

east Greenland Ice Stream, shows that 

yet another region of Greenland is 

feeling the effects of warming oceans. 

“Until fairly recently, we’ve seen the 

Northeast Greenland Ice Stream as a 

cold, remote feature that wasn’t likely 

to do anything interesting,” says Ben 

Smith, a glaciologist at the University 

of Washington, Seattle, who was not 

involved in the study. But as Jeremie 

Mouginot of the University of Califor-

nia (UC), Irvine, lead author of the 

new paper published online in Science 

today, explains, “It’s one more side of 

Greenland that’s starting to lose mass 

… It’s like a boat that is taking on wa-

ter from all sides.”

Hundreds of fjords indent Green-

land’s coastline, filled with glaciers 

ending in tongues of floating ice that 

periodically break off into chunks, or 

calve. The 600-kilometer-long North-

east Greenland Ice Stream is one of 

the island’s largest, draining 12% of 

the interior ice sheet. “It’s part of the 

central nervous system of Greenland,” 

says Eric Rignot, also of UC Irvine and 

a co-author on the paper. “You can see 

the trace of this ice stream all the way 

to the summit.”

In 2002, a large chunk of one of the 

ice stream’s three terminating glaciers, 

Zachariæ Isstrøm, broke off. But even 

then, Smith says, “it wasn’t certain that 

the glacier would respond in any dramatic 

way.” However, in 2012, something ap-

peared to kickstart the giant glacier. “In 

the last 3 years, it’s been going way faster 

than before,” moving at a rate of 2 kilo-

meters per year, Mouginot says. Scientists 

wanted to know why.

Compiling airborne and satellite data 

from six different space agencies—NASA, 

the Japan Aerospace Exploration Agency, 

the Canadian Space Agency, and three Eu-

ropean agencies—the team pieced together 

ice motions in the region over 40 years. “For 

the first 25 years, the glacier was stable,” 

Mouginot says. But from 2000 to 2012, it 

began to move more rapidly; and each year 

since 2012 it has sped up by about 125 me-

ters per year. Meanwhile, increased melting 

is whittling away at the leading edge, where 

the ice meets the ocean, at a rate of about 

2 kilometers per year. That’s several times 

slower than the speedy Jakobshavn glacier 

on the island’s west coast—but as Zachariæ 

Isstrøm continues to flow into the warmer 

ocean, Mouginot notes, “it has a huge po-

tential” to spur sea level rise.

What is going on under the ice, however, 

raises the most concern. Using satellite 

inter ferometry, the team mapped how the 

ice bobbed with the tides to infer the point 

at which the ice floats free of the bedrock. 

Before 2012, they found, that “grounding 

line” remained stable, because the glacier 

was firmly anchored to the sea floor by an 

underwater rise, or sill. In that year, 

however, warm ocean waters under-

mined the glacier far enough to 

detach it from the sill, they say. “It 

took a while to push it free of this 

anchor,” Rignot says, which allowed 

it to flow—and retreat—faster.

The glacier is likely to continue to 

retreat at its current pace for another 

20 to 30 years, he adds, based on the 

shape of the sea floor. On the inland 

side of the sill, the sea floor drops 

and forms a deep basin, into which 

relatively warm water can easily in-

trude. Even after the glacier retreats 

for about another 30 kilometers, 

reaching the inland end of that ba-

sin, a deep channel in the fjord will 

still let seawater gnaw at the glacier 

from below.

This work “compellingly” shows 

the glacier’s vulnerability, Smith 

says—but “figuring out what’s go-

ing to happen next is the challenge 

on the table now.” The  estimate of 

20 to 30 years of further ground-

ing line retreat “may be a bit more 

specific than we can really be at this 

point,” he adds, noting that scientists 

still have a lot to learn about the 

warm Atlantic water melting the gla-

cier from below.

Rignot agrees that researchers 

need a lot more data about both 

the nearby sea floor and the ocean 

temperatures next to the glaciers. 

This summer, NASA began a 6-year 

project—called the Oceans Melting 

Greenland (OMG) study—to help close the 

gap. OMG aims to deploy robot probes to 

measure seawater temperatures around 

the coastline while airplanes measure the 

contours of the glaciers and ships trace the 

complex bathymetry of its fjords. A sharper 

picture should emerge of just how warming 

ocean waters are eating away at the island’s 

fringe of ice—and what the future holds. ■

POLAR SCIENCE 

How warming oceans unleashed an ice stream
Accelerating retreat of a Greenland glacier could raise sea level for decades to come
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Draining Greenland
Large regions of the Greenland Ice Sheet drain through speedy 

Jakobshavn Isbræ and the Northeast Greenland Ice Stream, including 

the now-accelerating Zachariæ Isstrøm. Fastest flow shown in red.
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By Elizabeth Pennisi

H
undreds of millions of years ago, 

animals reached a major milestone: 

They acquired a brain. Sensation and 

motor control became centralized in 

a nervous system with an intricate 

division of labor, marking the first 

step along the path to brainy animals like 

ourselves. But just when and how that hap-

pened has been elusive, not least because 

paleontologists thought that the soft, fragile 

tissues of the central nervous system would 

leave few traces in the fossil record.  

Now, Nicholas Strausfeld, a neuro scientist 

at the University of Arizona, Tuscon, and his 

colleagues have shown that that assump-

tion was wrong—and that modern-looking 

brains made a startlingly early appearance. 

Strausfeld won a MacArthur Foundation 

“genius” award in 1995, and the prize money 

helped him plunge deep into paleontology 

and brain evolution. In the 16 November 

issue of Current Biology, his team reports 

brain structures in multiple fossil arthropods 

from 520 million years ago. In separate work, 

they’ve conducted experiments to confirm 

that nervous systems really can fossilize. 

The bottom line: “The brain and ner-

vous system evolved much earlier than we 

thought,” says Frank Hirth, a neuroscientist 

at King’s College London who teamed up 

with Strausfeld to edit a special issue of the 

Philosophical Transactions of the Royal So-

ciety B on brain evolution, out this week. In 

that issue, other researchers offer a scenario 

for how the brain might have evolved in re-

sponse to the demands of feeding in Precam-

brian seas and the increasing complexity of 

early animal body plans.

Until the past decade, the only glimpses of 

ancient brains came from creatures preserved 

in amber, which dated to 

no earlier than 230 million 

years. In 2008, however, 

paleontologists reported 

seeing traces of a central 

nervous system in 520-mil-

lion-year-old shrimplike 

fossils called Fuxianhuia 

unearthed in the Chengjiang 

Maotianshan Shales in 

south China. When Xiaoya 

Ma, a paleontologist at 

Yunnan University in Kunming, China, 

showed one of these specimens to Strausfeld, 

he realized immediately that the “traces” 

were a complete three-part brain and they 

teamed up to describe it in a 2012 Nature 

paper. This “brain” was flattened, but was 

clear enough to show that even that long ago, 

some creatures had a brain arranged as  seen 

in many arthropods today. Skeptics criticized 

the work, however, for being based on just 

one specimen, and argued that the fossil dis-

colorations interpreted as the nervous sys-

tem could represent other things. 

Now, Ma, Strausfeld, and Gregory 

Edgecombe, a paleontologist at the Natural 

History Museum in London, describe fossil-

ized nervous systems in seven more Fuxian-

huia specimens. These brains are preserved 

as carbon or iron mineral films within the 

fossils, they report in Current Biology.

In a companion paper in the Philosophical 

Transactions special issue, Edgecombe, Ma, 

and Strausfeld describe lab experiments that 

may document the earliest stages of such 

fossilization. They first put the heads of the 

marine worm Nereis on top of fine, seawater-

soaked clay similar to the Chengjiang soil in 

the fossil beds. They covered the heads with 

a slurry of clay, topped the clay with a glass 

slide, and compressed it with an 80-gram 

weight. Over 6 weeks, they increased the 

weight to 240 grams. When they cracked 

open the dried, hardened clay a few months 

later, they found traces of muscle and nerve 

cell clusters called ganglia, indicating that 

soft tissue could be preserved in that kind 

of sediment. Next, the researchers put cock-

roach brains in a similar setup. After those 

samples dried, the flattened brains still re-

tained recognizable segments in the right 

orientation (see images, p. 730). 

“More and more studies are demonstrat-

ing that under exceptional circumstances, 

such as quick burial by fine sediments and 

oxygen-deprived environments, it is pos-

sible to practically halt the decomposition of 

carcasses,” says Javier Ortega-Hernández, a 

paleo biologist at the University of Cambridge 

in the United Kingdom, 

who has found traces of 

nervous systems in fos-

sils from both China and 

the Burgess Shale Forma-

tion in Canada. “I think 

it is pretty uncontestable 

that fossilized Cambrian 

brains are a fact.” 

Detlev Arendt, an evo-

lutionary biologist at the 

European Molecular Bio-

logy Laboratory in Heidelberg, Germany, 

agrees. His team studies brain evolution 

by comparing development, cells, and mol-

ecules in animals from different branches 

of the tree of life. They also analyze how 

sponges, worms, sea anemones, and other 

simple organisms that arose in the early 

days of animals control their behavior today. 

From such work, his team has now proposed 

a series of steps by which simple animals 

containing cells that could both sense the 

environment and contract to trigger move-

EVOLUTION 

Fossils, cells point to early 
appearance of the brain

The fossilized nervous systems in these 520-million-

year-old shrimplike animals suggest how early 

complex brains arose. 

“I think it is pretty 
uncontestable that 
fossilized Cambrian 
brains are a fact.” 
Javier Ortega-Hernández, 

University of Cambridge

Nervous systems were well developed by the Cambrian 
explosion, having evolved in earlier organisms

Published by AAAS
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By Jocelyn Kaiser

I
t’s the latest hope offered to many pa-

tients at cancer research centers: Let us 

sequence your tumor, and maybe we can 

match it to a drug that will beat back 

the malignancy. But the reality is that 

genomic analysis still only helps a small 

fraction of patients. “More often than not, 

we don’t know what to do with the infor-

mation,” says Charles Sawyers, a researcher 

at Memorial Sloan Kettering Cancer Center 

(MSKCC) in New York City.

Now, several large U.S. and European aca-

demic medical centers are hoping to change 

that by pooling data on patients’ tumor ge-

nomes and their clinical 

outcomes. The project, 

announced last week by 

the American Associa-

tion for Cancer Research 

(AACR), has a mouthful 

of an acronym: GENIE, 

which stands for Genom-

ics, Evidence, Neoplasia, 

Information, Exchange. 

It is spearheaded by 

Sawyers, who helped de-

velop the leukemia drug Gleevec, one of the 

most successful gene-targeted therapies.

Sawyers says that GENIE grew out of con-

versations with colleagues at other cancer 

centers who are amassing tumor genetic 

data at a “mind-boggling” rate. “It dawned 

on us that despite our history of tending to 

be silos, we could actually benefit from a 

pooled data sharing operation,” he says. So 

far, seven research centers have signed on, 

including MSKCC, the Dana-Farber Cancer 

Institute in Boston, Johns Hopkins Univer-

sity in Baltimore, Maryland, and three orga-

nizations in Canada and Europe. AACR has 

put up $2 million for a 2-year pilot stage to 

coordinate and store the data.

The centers tend to offer sequencing to 

late-stage cancer patients whose cancer 

has spread. Usually they aren’t sequenc-

ing entire tumor genomes; instead, they 

sequence a set of known cancer genes, 

such as BRAF, which is often mutated in 

melanomas, and EGFR, which drives the 

growth of many lung tumors. But although 

BRAF and EGFR mutations can be targeted 

by drugs, often the tumor has only rare, 

poorly understood mutations.

In other cases, says Sawyer, a seldom-seen 

mutation suggests a “really interesting, tan-

talizing hypothesis that is being acted on” 

at one research center, by giving the patient 

a drug that had been approved for another 

cancer. The problem, he explains, is that 

“the outcomes of those independent single 

patient decisions aren’t captured in an orga-

nized way.” GENIE will share these rare treat-

ment cases and enable researchers to draw 

firmer conclusions. The project could also 

reveal mutations that influence a patient’s 

prognosis. GENIE will “dramatically in-

crease” the amount of publicly available data 

on tumor mutations and patient outcomes, 

says lymphoma genomics 

researcher Louis Staudt 

of the National Cancer In-

stitute in Bethesda, Mary-

land, who serves on its 

advisory board. “It’s mak-

ing use of data that was 

generated but not milked 

of all its knowledge.” 

Working out legal 

agreements with each 

center for securely shar-

ing data from medical records wasn’t easy, 

Sawyers says. GENIE’s leaders also decided 

not to develop a standard gene panel; each 

center will keep using its own, sometimes cus-

tom-made set. They vary in size—MSKCC’s is 

one of the biggest with 410 genes—but most 

lists overlap, Sawyers says. 

Another challenge was figuring out how 

to give researchers who are sharing their 

hard-earned data a chance to publish any 

significant discoveries. GENIE members 

will get 3 months after sequencing a pa-

tient’s tumor to submit the data to Sage 

Bio networks, a nonprofit organization in 

Seattle, Washington. For the next 6 months, 

only the contributing institution can see 

that patient’s record within SAGE’s data-

base. For the subsequent 6 months, it will be 

open to the full consortium. Finally, the pa-

tient’s data will be available to the broader 

research community.

So far, the registry has data on 17,000 

patients and aims to reach 100,000 within 

5 years. And Sawyers hopes it will only grow. 

“It’s sort of a sociology experiment for insti-

tutional collaboration,” he says. ■

MEDICINE 

Cancer research centers pool 
tumor genome data

ment progressed to modern organisms with 

a brain and a nervous system made up of 

specialized cell types. “Detlev works in the 

grand tradition of coming up with a very ho-

listic explanation of many aspects of evolu-

tion,” says Graham Budd, a paleobiologist at 

Uppsala University in Sweden. 

In the Philosophical Transactions spe-

cial issue, Arendt’s team concludes that one 

trigger for the nervous system’s origin was 

the evolution of cilia and mucus around the 

oral opening, which enabled feeding on mi-

crobes and algae and allowed larger body 

sizes. In organisms equipped with such a 

“mouth,” it was more efficient for cells to 

specialize for sensing or for moving and 

eventually, to connect into a body-wide 

nerve net, they propose. 

As animals developed internal digestive 

folds that provided more surface area for 

absorbing nutrients, they enlarged further  

and developed more elaborate behaviors.  

In response to the demands of seeking and 

capturing larger food, and eventually, hunt-

ing or eluding capture, different parts of the 

nerve net took over sensing, integrating, or 

motor functions, setting these animals on 

the path to having a real brain. “The brain 

may have been in place very, very early,” 

Arendt concludes. 

Given that there’s likely to always be a 

dearth of fossil evidence about very ancient 

animals, “the kinds of inferences from com-

parative developmental studies such as 

[Arendt’s] are, right now, the only speculative 

route back into time,” Strausfeld says. But 

he is happy to have grounded some of the 

speculation in the solid rock of fossils. It was 

MacArthur money well spent, he notes. ■

“It’s sort of a 
sociology experiment 
for institutional 
collaboration.”
Charles Sawyers, Memorial 

Sloan Kettering Cancer Center

Though a fresh cockroach brain (top) gets 

compressed and dried out when buried in wet clay 

(bottom), it retains its basic structure during this 

analog of fossilization.

DNA registry could lead to new treatments
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By Jennifer Couzin-Frankel

A 
London baby with end-stage leukemia 

has received a remarkable new can-

cer treatment with apparent success: 

off-the-shelf T cells with several gene 

modifications. The little girl’s treat-

ment took place in June; it was an-

nounced last week by Great Ormond Street 

Hospital (GOSH) and is being presented at 

a meeting early next month. “The follow-up 

is short,” says Carl June, an oncologist at the 

University of Pennsylvania who wasn’t in-

volved in the work. “But what we know is, 

[it] has given this kid a shot.” 

The announcement, by a team of physicians 

at GOSH and University College London, ad-

vances a frontier in cancer immuno therapy, 

in which the body’s immune system tackles 

the disease. For the past several years, June 

and others have been modifying T cells so 

they can attack blood cancers, but the cells 

must be painstakingly isolated from the pa-

tients themselves and grown for days in a lab 

(Science, 28 June 2013, p. 1514). Drug compa-

nies and doctors dream of using off-the-shelf 

cells to make the therapy more like a regu-

lar drug. Now, by harnessing breakthroughs 

in genome editing to slice and dice genes 

in donor T cells, researchers have adminis-

tered one of what could be many such cancer 

immunotherapies.

The 11-month-old girl had already run 

through every treatment. Her immune sys-

tem was barely functioning, and oncologists 

couldn’t collect T cells from her for person-

alized therapy. Her parents “were being 

told, ‘We haven’t really got anything,’” says 

Waseem Qasim, a consultant in pediatric 

immun ology at GOSH and cell therapy pro-

fessor at University College London, who 

led the work. But GOSH’s freezers held a 

potential solution. The hospital was storing 

genetically modified T cells belonging to a 

company in Paris called Cellectis. The cells, 

from a healthy American donor, had DNA 

added and two genes erased. Final testing 

was not complete, but the doctors asked that 

a vial be given to the child. “This was not 

even a question,” says André Choulika, Cel-

lectis’s CEO. The company quickly signed off, 

as did the parents and the requisite ethicists. 

The Cellectis cells had been genetically 

engineered to avoid two major pitfalls. If 

transplanted intact, the T cells would act 

like an invading army, attacking the body 

while the body attacked them right back. 

In order to block that reaction, scientists 

used a gene-editing technique called tran-

scription activatorlike effector nucleases 

(TALENs) to cut out the T cell receptor 

gene. Without it, the cells can’t recognize 

the recipient’s body as foreign. The cells 

were also designed to survive the intense 

therapy the girl was receiving: an antibody 

called Campath, intended to protect the do-

nor T cells from attack by wiping out the 

child’s own immune system. Campath tar-

gets an immune-cell marker called CD52, so 

the company used TALENs to remove CD52 

from its donor cells—ensuring that Cam-

path wouldn’t attack them, too. Finally, just 

as doctors have done with a patient’s own 

T cells, the researchers made DNA modifi-

cations to the foreign cells so they would 

home in on leukemia. 

Within a few weeks the child’s condition 

improved. After about 3 months she received 

a bone marrow transplant, considered a 

more established long-term treatment, and 

she’s now doing well. Although doctors, in-

cluding Qasim, agree it’s too soon to say 

she’s been cured, they are hopeful. “I’m very 

enthusiastic about this,” says Terry Fry, a pe-

diatric oncologist at the National Cancer In-

stitute in Bethesda, Maryland. He’s especially 

excited because the therapy cleared what he 

describes as “hurdle one”—the T cells didn’t 

attack the patient, which can cause life-

threatening complications. 

The next question, Fry says, is how long 

the cells can survive in the body and fight 

cancer. “The persistence is hurdle two,” he 

says, and it’s something he and others are 

keen to learn more about. June expects that 

hurdle will be much harder for the cells to 

overcome. “I think in the end they will get 

rejected,” he says, but an off-the-shelf therapy 

could still be transformative. “I’m very bull-

ish that they’ll be useful in desperate situa-

tions like this, where there isn’t time,” or it’s 

not possible, to use a patient’s own T cells. In 

a trial slated for next year, June and his col-

leagues hope to offer cells with three genes 

sliced out via another editing technology, the 

popular CRISPR, with the leukemia-busting 

DNA added in. 

“You can totally tune up the genome 

of the T cells to make it a sharp, cancer-

killing machine,” Choulika says. But with 

innovation comes uncertainty. “We’re going 

to need better analysis” of these cells with 

multiple gene edits, says Michael Jensen, 

a pediatric oncologist at Seattle Children’s 

hospital in Washington, who has run trials 

of modified T cell therapy. “As we get into 

more sophisticated engineering, we have 

to understand the safety parameters.” For 

now, he and others are hoping that one case 

will open the door to more, for patients 

with no other options. ■

CANCER IMMUNOTHERAPY 

Baby’s leukemia recedes after 
novel cell therapy

A little girl is doing well after experimental therapy, but 

it’s too soon to say whether she’s been cured.

Gene editing used to create “off-the-shelf ” T cells

Published by AAAS
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J
ust after dawn on 21 May, physi-

cist Xiaoxing Xi awoke to find a 

dozen or so armed federal agents 

swarming his home in the Phila-

delphia, Pennsylvania, suburbs. 

When he rushed to open the 

door, they drew their guns and 

announced that they had a war-

rant for his arrest. His wife and 

daughters—one in middle school and the 

other in college—watched in horror as 

agents handcuffed Xi, who was still not 

fully dressed, and escorted him away.

Then interim chair of the physics depart-

ment at Temple University in Philadelphia, 

Xi is a naturalized U.S. citizen who has 

lived and worked in the United States since 

1989. He is among the world’s leading ex-

perts on superconducting thin films, which 

carry electricity without resistance at very 

low temperatures. At the time of his arrest, 

he was in what he calls a “very productive” 

phase of his career, overseeing nine research 

projects, including work for Temple’s Energy 

Frontier Research Center, which is funded by 

the Department of Energy. But now he stood 

charged with trying to transfer designs for a 

proprietary technology to China—a device 

called a pocket heater, produced by Super-

conductor Technologies Inc. (STI) of Austin, 

that makes thin films of the superconductor 

magnesium diboride—and faced 80 years in 

prison and a $1 million fine.

 Xi was released after putting up his home 

as bail, but his passport was confiscated 

and his domestic travel restricted to eastern 

Pennsylvania. For days, his family avoided 

the windows in their home as television sta-

tions broadcast live from their front yard. 

Several cases have unraveled lately against Chinese-born scientists 
accused of sharing industrial secrets. Critics smell a witch-hunt

By Mara Hvistendahl

NOT GUILTY AS CHARGED

FEATURES

Published by AAAS
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Over the months that followed, they drained 

their bank accounts to pay legal fees. 

Citing a nondisclosure agreement Xi 

had signed in 2006 in order to conduct 

research with a pocket heater, the U.S. at-

torney’s office in Philadelphia, Pennsylva-

nia, had charged him with four counts of 

wire fraud, for four emails sent to contacts 

in China about establishing labs and a col-

laboration involving a thin film deposition 

device. But on 11 September, before a trial 

date had been set, the U.S. attorney’s office 

abruptly dropped the charges, noting that 

“additional information came to the atten-

tion of the government.” A spokesperson for 

the office declined to comment further on 

the case. 

At issue, Xi’s lawyer and scientists familiar 

with the case assert: a glaring misinterpre-

tation of the science involved. The devices 

Xi had discussed with Chinese colleagues 

were not the pocket heater, they say, and 

the exchanges posed no threat to U.S. inter-

ests. “The whole case against Xiaoxing Xi 

was just completely misconceived,” asserts 

David Larbalestier, a physicist at Florida 

State University, Tallahassee, who submit-

ted an affidavit for the defense.

The Obama administration names eco-

nomic espionage and trade secrets theft as 

among the primary threats facing the United 

States. Together with cybercrime, economic 

espionage is now the Federal Bureau of 

Investigation’s (FBI’s) No. 3 priority, after 

terrorism and counterintelligence. According 

to testimony by Randall Coleman, assistant 

director of the FBI counterintelligence divi-

sion, the number of cases overseen by the 

bureau’s dedicated unit grew by 60% from 

2009 to 2013.

Many of those cases involve China. In July, 

the FBI launched an ambitious public aware-

ness campaign around the issue, releasing a 

dramatic film depicting a Chinese company 

attempting to steal trade secrets from a U.S. 

competitor. In September, economic espio-

nage and cyber espionage were forefront at 

the meeting between President Obama and 

Chinese President Xi Jinping, with the two 

leaders vowing in a landmark agreement not 

to target each other’s companies. 

Yet a growing number of scientists have 

been targeted improperly as Department 

of Justice (DOJ) attorneys have stepped 

up prosecutions, advocates say. In the past 

year alone, charges have been dropped 

against five Chinese-born scientists accused 

of crimes related to trade secrets theft or 

economic spying. A sixth defendant, a New 

York University (NYU) medical imaging re-

searcher accused of passing confidential in-

formation about NYU research into magnetic 

resonance imaging technology to a company 

in China, pleaded guilty to a single mis-

demeanor last March. In several instances, 

critics say, the U.S. government has charged 

scientists without understanding the science 

at the heart of its allegations.

Xi’s case is emblematic. Court documents 

state that “the government seized extensive 

electronic evidence and searched multiple 

hard drives” in the process of investigat-

ing him. But the prosecutors apparently 

did not consult technical experts before is-

suing the indictment, says Nelson Dong, a 

former DOJ official and an attorney with 

Dorsey & Whitney in Seattle, Washington, 

who was not involved in Xi’s case. “That 

suggests to me that people really did rush 

to judgment,” Dong says. “They saw red, so 

to speak.” 

The prosecutions have spooked many 

Chinese-American scientists, who fear that 

any collaboration with Chinese nationals 

will invite suspicion. Invoking the botched 

investigation of Los Alamos National Labo-

ratory physicist Wen Ho Lee more than a de-

cade ago, advocacy groups are lobbying the 

U.S. government for explanations. Last May, 

following the sudden dismissal of charges 

against National Weather Service (NWS) 

hydrologist Xiafen (Sherry) Chen, who was 

accused of passing information about the na-

tion’s dams to a Chinese official, 22 members 

of Congress signed a letter to U.S. Attorney 

General Loretta Lynch requesting an inves-

tigation into whether federal employees are 

being racially targeted. The office responded 

in a letter that “no policy exists of using 

race or any other civil rights classification” 

to single out federal employees for arrest or 

scrutiny. The attorney general’s office did not 

reply to interview requests.

The targeting of innocent scientists is “a 

constitutional and civil rights problem,” said 

Representative Ted Lieu (D–CA), one of the 

letter’s signatories, in a statement on 14 Sep-

tember. Xi’s crime, according to one legal 

blog: “Emailing while Chinese-American.”

THE THEFT OF SCIENTIFIC SECRETS is 

nearly as old as science itself. Centuries 

ago, for example, a young United States de-

pended greatly on know-how spirited out of 

the United Kingdom, showering accolades 

on those who swiped designs for U.K. textile 

machinery. Imperial China was a frequent 

victim as well, with Western powers steal-

ing its methods of porcelain and tea pro-

duction. But some argue that the past few 

decades have marked the dawn of a new 

era, with everything from sensitive military 

technology to lucrative agricultural secrets 

now prized spoils. 

“As the world becomes more advanced, 

technology just becomes worth more,” says 

Peter Toren, a former federal prosecutor and 

a litigator with Weisbrod Matteis & Copley 

in Washington, D.C., who specializes in trade 

secrets cases. “Developing countries and 

companies in developing countries can save 

hundreds of millions of dollars in research 

costs by stealing new technology.”

Developing countries are hardly the only 

perpetrators. In a secret report leaked by 

Edward Snowden, the U.S. National Secu-

rity Agency outlined possible scenarios for 

cyber operations against foreign research 

centers, with the aim to capture knowledge 

that “would be useful to U.S. industry.” And 

as late as the 1990s, Toren says, France and 

Israel were among the world’s most promi-

nent industrial spies. 

But the U.S. government now sees China 

as the major foreign threat. Close to half of 

Superconductor physicist Xiaoxing 

Xi was accused of attempting 

to share proprietary technology 

with China—only to watch the 

investigation against him unravel.

“Get the science right 
before you put these people 
through the wringer.”
Brian Sun, lawyer at Jones Day 
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the indictments brought under 

the Economic Espionage Act 

since its passage in 1996 have 

involved China, Toren says. 

In some cases, U.S. prosecu-

tors have assembled reams of 

evidence. In 2010, Boeing engi-

neer Dongfan Chung—a natural-

ized U.S. citizen who was born in 

China and grew up in Taiwan—

was sentenced to 16 years in 

prison for stealing trade secrets 

connected to the U.S. Space 

Shuttle program and Delta IV 

rocket on behalf of mainland 

China. When agents raided 

Chung’s home, they found more 

than 250,000 sensitive docu-

ments from defense contractors, 

some of them hidden in crawl 

spaces under the house. The FBI 

alleged that documents in the 

stash showed Chung was acting 

at the direction of China’s Civil 

Aviation Administration.

Another successful prosecu-

tion came last year, when entre-

preneur Walter Lian-Heen Liew 

was sentenced to 15 years in 

prison for conspiring to steal 

trade secrets related to tita-

nium dioxide production from 

DuPont and sell them to state-

owned companies in China. 

(Former DuPont engineer Robert 

Maegerle was also convicted in 

the case.)

But a startling number of cases 

have unraveled. Last December, 

the U.S. government dropped 

charges against two former Eli 

Lilly and Company scientists in 

Indiana. The U.S. attorney’s of-

fice in Indianapolis had alleged 

that Guoqing Cao and Shuyu 

Li, both naturalized U.S. citi-

zens and senior biologists at Eli 

Lilly, passed research on tailored 

therapies for cancer and drugs to 

treat diabetes, obesity, and other 

metabolic disorders to Jiangsu 

Hengrui Medicine, a company in 

Lianyungang, China.

The case invited heated 

rhetoric, with a government 

prosecutor labeling the defendants traitors 

in an early bail hearing and the defense in 

its filings invoking the 1954 anticommunist 

Senate hearings convened by then-Senator 

Joseph McCarthy. From October 2013 to No-

vember 2014, the two scientists were vari-

ously jailed, locked down in a halfway house, 

and kept in round-the-clock home detention. 

Yet case documents submitted by Cao’s 

attorneys claim that the trade secrets he al-

legedly stole had all appeared in published 

papers years earlier, and that the informa-

tion did not include drug molecules, formu-

lae, or data owned by Eli Lilly. In December 

2014, several weeks after a judge agreed to 

release the researchers, the U.S. attorney’s 

office dropped the charges entirely, citing 

only its “on-going evaluation and assess-

ment of this case.” A spokes-

person for the U.S. attorney’s 

office in Indianapolis declined 

to comment further.

Then, last March, the U.S. 

government dropped charges 

against Chen, the NWS hydro-

logist. Peter Zeidenberg, a part-

ner at Arent Fox in Washington, 

D.C., who represents both Chen 

and Xi, says that she merely 

sent a Chinese official—a former 

classmate whom she contacted 

as a favor to her nephew—links 

to publicly available websites, 

including www.noaa.gov. The of-

ficial was tasked with planning 

repairs for China’s reservoirs and 

had asked Chen how such re-

pairs were funded in the United 

States. Chen then referred the 

official to a division head at 

the Army Corps of Engineers 

with whom she had worked on 

projects in the past, Zeidenberg 

says. “Why would she be giving 

her contact in China the phone 

number of her boss and say, ‘Call 

her if you have any further ques-

tions?’ It was absurd,” he says. 

The National Oceanic and Atmo-

spheric Administration declined 

to comment on the case, citing 

an ongoing internal review.

XI, NOW 57, was born in Beijing 

and came of age during the Cul-

tural Revolution. As a teenager, 

he was sent to the countryside, 

where he spent several years 

working in the fields and shov-

eling pig manure. After the Cul-

tural Revolution ended in 1976, 

Xi won admission to Peking 

University in Beijing. He went 

on to earn a Ph.D. before leaving 

for the United States in 1989. In 

1995 he joined the faculty at 

Pennsylvania State University, 

University Park, where his wife, 

physicist Qi Li, still teaches.

Before the agents pounded 

on his door and turned his life 

upside down, Xi oversaw a team 

of 10 graduate students, one 

undergraduate, three postdocs, and two non–

tenure-track faculty at Temple and received 

more than a million dollars a year in research 

funding. The group had just obtained what 

Xi calls “breakthrough results” on two top-

ics that they planned to submit to Science

and Nature. Xi “is among the best thin-film 

physicists around,” says physicist Paul Chu of 

the University of Houston in Texas, who sub-

1996

1999

2010

2013

2014

2015

2006

Economic Espionage Act signed

The new law gives the U.S. government another tool for 

pursuing economic spying and trade secrets cases. 

Prosecutors continue to try scientists under other 

statutes as well.

Wen Ho Lee charged

A Los Alamos National Laboratory physicist is charged with 

stealing secrets connected to the U.S. nuclear arsenal. Lee 

spends 9 months in solitary confnement before ultimately 

being cleared of 58 of the 59 charges against him.

Wen Ho Lee civil settlement

Lee is awarded $1.6 million in damages in a lawsuit he brought 
against the U.S. government and fve media organizations, 
alleging that government leaks violated his privacy.

Guoqing Cao and Li Shuyu indicted

Two Eli Lilly biologists are accused of passing research into 

cancer and diabetes treatments to China. After the scientists 

spend a year in detention, the U.S. attorney drops charges.

Dongfan Chung conviction

A former Boeing engineer is sentenced to 16 years for stealing 

trade secrets connected to the U.S. Space Shuttle program and 

Delta IV rocket. Federal agents say they found more than 250,000 

documents from defense contractors stashed in his house.

Walter Liew sentenced

A businessman is sentenced to 15 years in prison for conspiring 

to steal trade secrets from DuPont and sell them to 

state-owned companies in China. Former DuPont engineer 

Robert Maegerle is convicted of a lesser sentence in the case, 

which involves the whitener titanium dioxide.

Xiafen Chen indicted

Accused of passing information about the U.S. dam system to a 

Chinese oUcial, a National Weather Service hydrologist is 
charged with crimes carrying 25 years in prison and $1 million 
in fnes. Charges are later dropped with little explanation.

Xiaoxing Xi charged

The Temple University physics department chair is charged 
with trying to share the pocket heater, a proprietary device 
used in superconductor research, with collaborators in China. 
Charges are later dropped after experts submit aUdavits.

Yudong Zhu plea deal

After being charged with bribery and fraud in an eight-count 
indictment for attempting to pass university-owned research to 
China, New York University magnetic resonance imaging 

researcher pleads guilty to a single misdemeanor.

Prosecutors’ patchy record
The United States has ramped up prosecutions against Chinese-American scientists 

for espionage and trade secrets violations. But key cases have fallen apart.
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mitted an affidavit in his defense. After the 

indictment, Temple placed Xi on administra-

tive leave. Xi says university counsel also ad-

vised him not to appear on campus. Temple 

spokesperson Ray Betzner could not immedi-

ately confirm whether this was true.

According to affidavits submitted in the 

case, the allegations center on Xi’s collabo-

ration with two institutes in China, the 

Shanghai Institute of Applied Physics and 

Peking University. The indictment alleged 

that Xi “repeatedly reproduced, sold, trans-

ferred, distributed, and otherwise shared” 

the STI pocket heater with these institu-

tions and then pursued “lucrative and pres-

tigious appoint ments” in exchange for his 

assistance. Zeidenberg says Xi never prof-

ited financially from the interactions high-

lighted by the U.S. government.

Rather than the pocket 

heater, say super conductivity 

researchers who reviewed 

emails and other case docu-

ments, Xi discussed two distinct 

magnesium diboride heaters—

one of which he invented him-

self and the other based on his 

invention—that are fundamen-

tally different from the STI de-

vice. The labs he offered to help 

establish, meanwhile, would 

have focused on an entirely dif-

ferent line of research—oxide 

thin films—and thus would not 

have involved research with the 

pocket heater or another mag-

nesium diboride heater. 

The investigation’s premise 

is off base, Larbalestier told 

Science: “The whole idea that 

there are huge pots of money 

that anybody is making out of 

magnesium diboride is just wrong.” The 

compound, he says, is still in development 

as a superconducting material, and com-

mercialization is “a decade or 2 decades 

away.” And as John Rowell of Arizona State 

University, Tempe, wrote in an affidavit, 

the STI pocket heater, itself a modification 

of an existing technology invented in Ger-

many in 1993, “is in no sense a revolution-

ary device.”

Others say the case was based on a mis-

reading of the scientific partnerships and 

teaching exchanges that have flowered since 

China began aggressively investing in re-

search in the 1990s. Xi’s offer to help Chi-

nese colleagues build a world-class lab is a 

common gesture in international collabora-

tions on superconductivity, which is highly 

developed in China, Chu says. “Ninety per-

cent of scientists involved in this kind of 

international exchange” could fit the de-

scription of Xi’s activities in China, he says. 

“I am mystified as to why the case was 

brought,” Larbalestier says.

CRITICS of the Justice Department’s prose-

cutions say the government risks repeating 

the mistakes made in the case against Wen 

Ho Lee, who was charged with stealing se-

crets connected to the U.S. nuclear arsenal 

in 1999. Lee spent 9 months in solitary 

confinement as the case against him de-

teriorated. Though he ultimately pleaded 

guilty to one felony count of mishandling 

secrets, the U.S. government was never able 

to prove that he had conducted espionage. 

James Parker, the judge in the case, apolo-

gized to Lee for the “demeaning, unneces-

sarily punitive conditions” in which he was 

detained and denounced cabinet officials 

for having “embarrassed our entire nation 

and each of us who is a citizen of it.”

“Yes, America has a legitimate concern 

about cyber hacking and trade secrets theft,” 

says Brian Sun, a trial lawyer with Jones Day 

in Los Angeles, California, who represented 

Lee in a successful civil suit against the U.S. 

government. “But … do your homework. Get 

the science right before you put these people 

through the wringer.” 

Although the charges were dismissed, Xi 

says that coming in the U.S. government’s 

cross hairs damaged his career. Before 

his tribulations began, he had been asked 

to co-author a chapter for a prestigious 

handbook on superconductors. After the 

news broke, he says, several co-authors 

threatened to pull out if he was kept on 

the project. Although his team continued 

its research, with other scientists assum-

ing the principal investigator roles he had 

held, the lab lost critical time on projects 

funded by grants due for renewal. Even-

tually, Xi says, his department arranged 

for him to talk to senior colleagues via 

teleconferencing, but because he was for-

bidden to talk to potential witnesses, he 

did not communicate with his students. 

Adrift at home for 4 months, he devoted 

much of his time to his case. 

The string of cases has Chinese-American 

scientists scrambling to understand how 

they might avoid being targeted. The Com-

mittee of 100, a group of influential Chinese-

Americans whose membership includes 

former NASA astronaut Leroy Chiao and 

David Ho, scientific director of the Aaron Di-

amond AIDS Research Center in New York 

City, has held seminars across the country 

for scientists outlining the laws governing 

trade secrets theft and export 

controls on critical technologies 

and explaining how to avoid 

inviting suspicion. Scientists 

involved in collaborations with 

China or Chinese colleagues 

“need to assume that their com-

munications are being scruti-

nized” and “be clear and precise 

about what they’re communi-

cating,” Zeidenberg cautions. 

“There’s an assumption that any 

collaboration is suspect and po-

tentially problematic.”

“We need a set of well-

defined rules,” says Albert 

Chang, a physicist at Duke 

University in Durham, North 

Carolina, and the president of 

the International Organiza-

tion of Chinese Physicists and 

Astronomers. “The indictments 

have instilled a great deal of 

uncertainty and anxiety in our 

community. People are wondering, ‘Is this 

going to happen to me?’” The Committee of 

100 and others are pressing the U.S. govern-

ment for more clarity. 

Xi is now back in the lab. On 20 October, 

Michael Klein, dean of Temple’s College 

of Science and Technology, sent a memo 

to the physics department welcoming 

him back as interim chair. But he worries 

about obtaining research funding, regain-

ing colleagues’ trust, and attracting col-

laborators: “My reputation obviously has 

been damaged by this,” he says. “If this 

happened to somebody else, I would think 

that they probably did do some little thing 

wrong, at least.” The ordeal has made him 

apprehensive about even the most basic of 

interactions. “I was charged for things that 

were just normal collaborations,” he says. 

“If all these normal activities could be seen 

as criminal activities, then the environ-

ment is quite frightening.”  ■

Protesters demonstrate against the 1999 detention of physicist Wen Ho Lee, 

who was charged with stealing secrets connected to the U.S. nuclear arsenal.
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INSIGHTS

By Peter J. Wagner

T
rends in body size are a rich source of 

information for evolutionary studies. 

This is because body size not only has 

numerous implications for function 

and life history but also has necessary 

limits that differ between groups of 

organisms. Moreover, there are many evolu-

tionary patterns that might underlie trends, 

and these patterns need not be constant over 

time. On page 812 of this issue, Sallan and 

Galimberti (1) show that trends in the body 

sizes of vertebrates during the Devonian and 

Mississippian (about 420 to 325 million years 

ago) not only are markedly different at differ-

ent times but also likely reflect a variety of 

different evolutionary mechanisms.

The Devonian shows a distinct trend to-

ward larger vertebrates. This sort of trend 

often reflects a passive trend (2) (see the fig-

ure, panel A), where clades beginning near 

some limit (here, nearly as small as they can 

be) simply add variation in one direction 

(here, larger animals). However, Sallan and 

Galimberti present multiple lines of evidence 

that this reflects an active trend, where the 

new condition replaces rather than aug-

ments the existing condition (see the figure, 

panels B to D). In particular, their results 

suggest that driven trends (3), where de-

scendants tend to be larger than their ances-

PERSPECTIVES

EVOLUTION

One era you 
are in—the next 
you are out
Evolutionary trends in body 
size changed during a past 
mass extinction event 

Ancient sealife. Relatives of modern 

sharks and reef fishes that lived 

during the Mississippian (about 360 

to 325 million years ago) reached 

sizes of up to 50 cm. 
Department of Paleobiology, National Museum of Natural 
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tors (see the figure, panel B), predominate. 

Strong active trends toward increasing size 

are seen not just for all vertebrates but for 

five of the seven major taxonomic groups; 

one of the two exceptions (tetrapods) simply 

started out large. 

Breaking the trends down into finer taxo-

nomic partitions reveals more heterogene-

ity. The clades showing no real trend tend 

to be those that begin fairly large, whereas 

most clades that start small show increases 

in size. This “subclade test” strongly sug-

gests driven trends among a wide range of 

different vertebrates (3). 

The end-Devonian mass extinction (~375 

to 360 million years ago) reverses these 

trends. Three of the five surviving clades 

show marked decreases in body size. This 

indicates that selective extinction, at odds 

with prior selective forces (4), induces a new 

trend (see the figure, panel D). Devonian 

trends do not just fail to resume in the Mis-

sissippian; they are reversed, with a trend 

toward smaller size. However, whereas the 

Devonian trends include many groups, the 

Mississippian trends reflect two vertebrate 

groups. Chondrichthyans (elasmobranchs 

and holocephalans, the precursors of ex-

tant sharks and rays) are the only major 

group that shows evidence of driven trends 

toward smaller-bodied animals. Moreover, 

chondrichthyans also diversify in the Mis-

sissippian. Actinopterygians (bony fish) 

also increase greatly in diversity, but, un-

like chondrichthyans, they begin small and 

remain small throughout the Mississippian. 

Thus, the trend is partially caused by small 

species leaving more (generally small) de-

scendants rather than descendants typically 

being smaller than their ancestors. This 

might reflect higher speciation rates for 

small species (5), or small size “hitchhiking” 

along with elevated diversification happen-

ing for other reasons (6). Thus, selective 

extinction and differential diversification of 

actinopterygians (see the figure, panels C 

and D) plus driven trends and differential di-

versification of chondrichthyans (see the fig-

ure, panels B and C) drive the overall trend, 

with other vertebrates being mere onlookers.

As Sallan and Galimberti stress, there 

are no obvious correlations with extrinsic 

variables frequently linked to body size. 

Long-term trends toward cooler global tem-

perature began after the polyphyletic trend 

toward increasing size but before that trend 

ceased. Similarly, there is no obvious asso-

ciation between the trends and atmospheric 

oxygen levels. Sampling controls (7) mean 

that preservational biases against finding 

small vertebrates in the Late Devonian or 

large vertebrates in the Mississippian can-

not account for the pattern. Instead, Sallan 

and Galimberti suggest that size trends re-

flect trends in life-history traits, such as gen-

eration time, that are correlated with size. 

Thus, the distinction between sorting and 

selection (8) becomes important: The trends 

we see in a fossilizable trait (size) represent 

sorting of that trait based on selection for an 

associated unfossilizable trait (life history). 

Thus, the true role of size might be akin to 

the “stars” versus “no stars” in panel C in 

the figure: a trait that is largely (but not en-

tirely) tied to another trait by functional or 

developmental association (or even simply 

because of common ancestry) (7) and that 

“hitchhikes” along the main trend.

In addition to offering a model for differ-

ent types of trends, Sallan and Galimberti’s 

work offers two important lessons for re-

search concerning extant taxa. The first is 

the importance of sampling taxa over time.  

Suppose a time traveler deposited molecular 

phylogeneticists in the Mississippian and set 

them with the task of reconstructing the his-

tory of body size among (then) extant verte-

brates. Shifting trends make reconstructing 

ancestral conditions extremely difficult 

without fossil data (9−11). Moreover, infer-

ring diversity lost to extinction is generally 

very difficult given phylogenies of species 

from just one point in time (12). Without fos-

sils, we cannot expect to see indications of 

when evolutionary parameters themselves 

changed. Indeed, it goes beyond stating that 

we need fossils to properly appreciate evolu-

tion among extant taxa: We need Devonian 

fossils to properly appreciate the evolution 

of subsequent Mississippian taxa.

The second lesson concerns current ex-

tinctions. Extinctions in the Late Pleisto-

cene (~126,000 to 12,000 years ago) have 

preferentially eliminated large mammals 

(13). Large mammals have evolved many 

times, so it might seem that we should ex-

pect them to reevolve in the future. The dif-

ferences between trends in the Devonian 

and Mississippian show that we cannot 

count on the trends of the past being the 

trends of the future. Thus, if conserving eco-

logical and functional diversity is a priority 

as well as conserving phylogenetic diversity, 

then we cannot assume that large animals 

will quickly reevolve in the future.        ■
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By Tian Zhang

T
he solar-to-biomass conversion ef-

ficiency of natural photosynthesis is 

between 2.9 and 4.3% for most crops 

(1, 2). Improving the efficiency of 

photosynthesis could help increase 

the appeal of biologically derived 

fuels and chemicals in comparison with 

traditional petrochemical processes. One 

approach to make photosynthesis more ef-

ficient is to build hybrid systems that com-

bine inorganic and microbial components 

to produce specific chemicals. Such hybrid 

bioinorganic systems lead to improved ef-

ficiency and specificity and do not require 

processed vegetable biomass. They thus 

prevent harmful competition between bio-

technology and the food industry and avoid 

the environmental perturbation caused by 

intensive agriculture (3).

Durable artificial photosynthetic appa-

ratuses that are completely inorganic have 

been developed for the production of simple 

chemicals such as carbon monoxide, meth-

ane, and methanol (4–6). Alternatively, the 

artificial photosynthesis apparatus can be a 

bioinorganic hybrid that contains a micro-

bial catalyst (see the figure, panel A). Yang 

and co-workers have recently reported the 

use of this type of system for the production 

not only of simple compounds like methane 

but also of multicarbon chemicals includ-

ing acetate, n-butanol, polyhydroxybutyrate 

polymer, and isoprenoids (7, 8). This greater 

repertoire of products is possible because 

bioinorganic hybrid artificial photosynthesis 

can take advantage of the opportunities cre-

ated by synthetic biology and by the meta-

bolic plasticity of microbial cells.

In a bioinorganic artificial photosynthe-

sis apparatus, an inorganic photoanode and 

photocathode harvest solar energy to split 

water into molecular oxygen (O
2
), protons, 

and electrons and generate reducing equiva-

lents that will be used by a microbial catalyst 

to reduce carbon dioxide (CO
2
). In the first 

of their two studies, Yang and co-workers 

coupled a TiO
2
/Si photoanode with a photo-

cathode in which the acetogen Sporomusa 

ovata was grown directly within a silicone 

nanowire array (7). In this system, S. ovata

accepts electrons directly from the photo-

cathode (8) to reduce CO
2
 to acetate. The 

latter was activated to acetyl–coenzyme A in 

a second reactor by genetically engineered 

Escherichia coli before being converted into 

various multicarbon products. In their sec-

ond study (9), they combined 

a n-TiO
2
–based photoanode 

oxidizing water with a p-Inp/

Pt photocathode to generate 

H
2
 that is then used by the 

methanogen Methanosar-

cina barkerii for converting 

CO
2
 to methane.

In the apparatus de-

scribed in (7), the conversion 

efficiency of solar energy to 

acetate was 0.38% over a pe-

riod of 200 hours. Because 

of their relative simplicity 

compared to natural photo-

synthesis, artificial photo-

synthesis systems should be 

easier to improve. A rational 

strategy for identifying the 

best combination of compo-

nents can readily be estab-

lished. This would include 

engineering optimal micro-

bial catalysts, determining 

the best culture-medium 

composition and reactor de-

sign, and improving photo-

cathode and photoanode for 

higher conversion efficiency 

of solar energy into reducing 

equivalents (2).

Bioinorganic artificial 

photosynthesis can also be 

achieved by using a photo-

voltaic (PV) cell to convert 

solar energy into electricity, 

which is then used to power a separate mi-

crobial electrosynthesis (MES) reactor (10) 

(see the figure, panel B). This approach is 

different from that described by Yang and 

co-workers (7, 8) because light harvesting is 

carried in a compartment separated from the 

MES reactor where electrons are delivered to 

the microbial catalyst. This strategy allows 

the use of PV cells exclusively dedicated to 

light harvesting, without having to consider 

their compatibility with living cells.
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B
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Bioinorganic artificial 

photosynthesis. (A) Integrated 

bioinorganic artificial photosynthesis 

apparatus. A photoanode and 

photocathode are combined in the 

same reactor to convert solar energy 

into reducing equivalents (red) that 

are used by the microbial catalyst 

to transform the greenhouse gas 

CO
2
 into useful products. (B) PV cell 

coupled with an MES reactor. PV cell 

can power an MES reactor for the 

formation of reducing equivalents 

that are used by the microbial 

catalyst for CO
2
 reduction.
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together
Hybrid bioinorganic 
photosynthesis yields a 
wide range of chemicals
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In its most basic form, an MES system 

consists of an inorganic anode that oxidizes 

water and a cathode that delivers reducing 

equivalents to an autotrophic microbial cat-

alyst. MES has been improved in the past 5 

years to achieve high electron recovery into 

chemicals and high production rates from 

CO
2
 (11).

Furthermore, MES production is not lim-

ited to acetate; MES systems have been used 

for the electrosynthesis of longer carboxylic 

acids, acetone, and alcohols (10, 12). With 

current technology, connecting an acetate-

producing MES system to a commercially 

available PV cell with a solar-to-electrical ef-

ficiency of 20% should result in an artificial 

photosynthesis apparatus capable of convert-

ing about 10% of the solar energy into acetate 

(13). More efficient PV cells and MES systems 

could push the efficiency of artificial photo-

synthesis into a range where industrial appli-

cations become possible. 

The efficiency of bioinorganic hybrid ar-

tificial photosynthesis for converting solar 

energy to chemicals has the potential to go 

well beyond 11 to 12%, the theoretical maxi-

mum solar energy–to–biomass conversion 

efficiency of natural photosynthesis (14). 

Recent advances clearly illustrate that this 

approach could, in a relatively short time, 

significantly improve the sustainability of 

the chemical and energy industries. Hybrid 

bioinorganic photosynthesis could bring 

multiple benefits to society by recycling the 

greenhouse gas CO
2
 into useful products 

with energy from the Sun while avoiding 

conflicts with food production.        ■
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HISTORY OF SCIENCE

Flow cytometry strikes gold
Flow cytometry remains unparalleled as a high-throughput, 
high-content single-cell analysis technology

By  J. Paul Robinson1 and Mario Roederer2

T
his month marks the 50th anniversary 

of the birth of flow cytometry. One 

would imagine that a technology in-

vented so long ago would be radically 

different today—yet it has changed 

remarkably little in its fundamentals.  

It allows rapid and simultaneous analy-

sis of multiple parameters of live cells in a 

heterogeneous mix as they flow in a stream 

through photonic detectors. The data are 

integrated to give a comprehensive  view of 

the sample. Flow cytometry has become a 

staple of biological research as well as clini-

cal diagnostics, and its application has been 

crucial to innumerable advances in immu-

nology and cell biology, and for understand-

ing diseases such as AIDS and cancer. It has 

spawned the development of dozens of other 

key technologies and its application contin-

ues to expand, ranging from single-cell to 

cell population analysis.  

Flow cytometry was created when an elec-

trical engineer, Mack Fulwyler, disputed the 

idea that there were two populations of red 

blood cells. He challenged Clarence Lush-

baugh, a pathologist, that using a Coulter 

Counter—an instrument used to count and 

size suspended particles—to identify a bi-

modal population of red blood cells was 

technically incorrect. However, the only way 

to disprove the theory was to build an instru-

ment that could physically separate single 

cells based on population analysis. Thus, the 

cell sorter and flow cytometry were born. Ful-

wyler conceived of the idea in 1964 when he 

wrote to Richard Sweet, the inventor of the 

technology behind ink jet printers. Within 

10 months, the collaborators conceived, de-

signed, built, and successfully tested a cell 

sorter, leading to the seminal publication in 

1965 (1) (see the figure). So new was the con-

cept that there was little to cite: The paper 

had merely five references.  

Only 4 years later, the technology would 

make a major advance. Geneticist Leonard 

Herzenberg instantly recognized the power 

of cell sorting (2).  Combined with Wolfgang 

Göhde’s demonstration of microscope-based 

flow cytometry to measure cell-associated 

fluorescence (3), the field of cell analysis 

transformed.  Shortly thereafter, Herzenberg 

was on sabbatical in the laboratory of the 

biochemist César Milstein at Cambridge Uni-

versity, when Milstein and Georges Köhler in-

vented the Nobel Prize–winning monoclonal 

antibody technology. Herzenberg understood 

that these new, specific antibodies could be 

tagged with fluorescent dyes to selectively 

label cells in a heterogeneous mix. His labo-

ratory quickly developed dozens of mono-

clonal antibodies that distinguished subsets 

of white blood cells, forging a dictionary of 

immune cell types. Flow cytometry not only 

allowed multiparameter data to be collected, 

but cells to be viably sorted into different 

populations at the same time—and became 

the so-called “fluorescence-activated cell sort-

ing” (FACS) (4).

Flow cytometry entered the field of mo-

lecular biology in the mid-1970s when geneti-

cist Joseph Gray developed flow karyotyping 

techniques that could assess the number and 

appearance of chromosomes in only 2 min 

(instead of hours) (5), and sort single chromo-

somes as well. The technology also expanded 

to the study of DNA and RNA content, and 

into studies of cell division cycle analysis and 

programmed cell death (apoptosis), emerg-

ing fields at the time.

The continuing drive for higher-content 

analysis prompted the development of fluo-

rescent dyes such as Texas Red (and later, 

the Alexa dyes) and cyanine dyes, creating a 

reagent market that now exceeds $1 billion 

annually. The advent of inexpensive violet 

lasers (a byproduct of low-cost Blu-ray discs) 

led to Brilliant Violet dyes. Quantum dots, 

which convert light into nearly any color in 

the visible spectrum with high efficiency, are 

also now commonly used in flow analysis (6). 

The number of simultaneous measurements 

possible on each cell has grown from 1 or 2 in 

the 1970s to more than 30 parameters today 

(7). This makes the next generation of high-

parameter flow cytometers competitive with 

cytometry time-of-flight (CyTOF) technology. 

In 2011, CyTOF introduced ultrahigh-content 

flow cytometry based on mass spectrometry 

(8), in which antibodies are labeled with 

metal-conjugated probes. The procedure is 

more complicated and not as high-through-

put, but like FACS, continues to evolve. 

“...this approach could... 
significantly improve the 
sustainability of the chemical 
and energy industries.”
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Today, a panoply of assays are used for 

flow cytometry. The candidates for measure-

ment include biomarkers for stem cells and 

cancer cells, nucleic acids, reactive oxygen 

species, microvesicles, and even the func-

tional status of yeast or bacteria. Perhaps the 

most remarkable growth of the technology is 

in clinical cytometry. It has recently become 

standard for some clinical laboratories to op-

erate with 10 or more fluorescent dyes simul-

taneously, and the clinical market size now 

exceeds $1 billion. 

While cell sorting by flow cytometry 

has long been a core tool in biomedical re-

search, it quickly has become a standard 

technology in other biological fields. For ex-

ample, in the livestock industry, it has been 

adapted to sort sperm for animal sex selec-

tion, spawning an entire commercial enter-

prise in animal sexing. In environmental 

sciences, it has been used to separate pre-

viously unknown organisms from complex 

microbial populations. Flow cytometry is 

also creating new fields of study. Its big data 

acquisition is opening opportunities for as-

says based on high-speed robotics (9) and 

advanced analytics that rely on classifica-

tion techniques for population analysis (10, 

11). The growing wealth of data is also bol-

stering a systems biology view of processes, 

and thereby demanding advanced 

informatics. Indeed, current chal-

lenges with flow cytometry include 

standardization and the increasing 

complexity of very high content data 

analysis.  

What lies ahead? New-generation 

instruments are now capable of very 

high resolution imaging of cells while 

they are being sorted (12). There is 

also acoustic-based sorting, which 

uses ultrasonic radiation pressure to 

focus cells into the flow—desirable 

when samples are of low cell concen-

tration. This advance reopens the op-

portunity for cell cycle analysis under 

high-speed conditions (13). Spectral 

cytometry, in which the full fluores-

cence emission spectrum is measured 

on each cell, presents unique cellular 

“fingerprints” and enables separa-

tion of highly complex mixtures of 

fluorochrome combinations (14). Co-

herent anti-Stokes Raman scattering 

flow cytometry may allow sorting of 

cells based on chemical states in real 

time (15). Substantial efforts at min-

iaturization and microfluidics are 

also under way. Here, the goals are 

high-throughput sorting under ster-

ile conditions for transplantation. 

Extremely high throughput microflu-

idic-based cell sorting will likely her-

ald the first major revolution in the 

fundamental hardware in 50 years.  

There are currently over 100 companies in 

the flow cytometry business, constituting an 

industry worth more than $3 billion.  Ubiq-

uitous in research and clinical medicine, the 

technology could indeed be argued as having 

a greater impact on the biomedical field than 

any other technology. On its 50th anniver-

sary, it truly has struck gold.        ■
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PHYSICS

To catch and 
smash charge 
on the hop
High-harmonic spectroscopy 
can probe charge migration 
controlled by a laser fi eld

By Kiyoshi Ueda

C
harge transfer plays a central role in 

photosynthetic and photocatalytic 

reactions and has thus been studied 

extensively in a wide range of sys-

tems. Generally, charge transfer is 

considered to be driven by the nuclear 

dynamics; nuclear motion in the system cou-

ples with electron motion and causes charge 

transfer. Two decades ago, ultrafast charge 

transfer was reported in isolated peptide 

cations (1); a theoretical demonstration that 

charge can migrate from one side to the other 

in polyatomic molecules without nuclear mo-

tion, due solely to electron correlations, soon 

followed (2). To differentiate electron correla-

tion–driven processes from nuclear dynam-

ics–driven ones, the term charge migration 

was introduced. Electron correlation–driven 

charge migration is faster than nuclear mo-

tion and occurs within femtoseconds, and is 

one of the most important subjects in atto-

second science (3). The first report offering 

evidence of charge migration appeared in 

2014 (4). On page 790 of this issue, Kraus et 

al. (5) describe the most advanced approach 

to probe attosecond charge migration and 

how to control it. 

To create a wave packet of the charge (that 

is, a positively charged hole) by removing 

one electron from a polyatomic molecule, at 

least two electronic states must be coherently 

populated by ionization. Kraus et al. used la-

ser field ionization of iodoacetylene (HCCI) 

molecules and created a wave packet that 

is described by a linear combination of the 

ground state G and the first excited state E 

of the cation. This approach is similar to that 

used to collect the first evidence of attosecond 

multielectron dynamics in polyatomic mole-

cules (CO
2
) (6). The initial wave packet is then 

given by the relative population of these two 

states and the relative phase ∆ϕ(τ = 0) = ∆ϕ
0
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The original flow.  M. Fulwyler described the first flow cytometer 

in 1965 (1), proposing that it might be possible to “measure 

simultaneously two (or more) characteristics of a cell and to 

make separation dependent on the ratio of such characteristics.” 
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at the time of the ionization. In the field-free 

condition, the relative phase evolves in time, 

∆ϕ(τ) = ∆ϕ
0
 + ∆Eτ/ħ, where ∆E is the energy 

difference between G and E and ħ is Planck’s 

constant divided by 2π. As a result, the charge 

migrates in the ionized HCCI molecule, from 

the iodine site (where the ionization occurs) 

to the two carbons and then back to the io-

dine site, with a period of 1.85 fs. Kraus et al.

measured the relative population R for G and 

E and the initial relative phase ∆ϕ
0
. By ex-

tracting the phase information, which is the 

heart of the work, they have advanced high-

harmonic generation (HHG) spectroscopy. 

The above description of charge migra-

tion is valid only when the system is in the 

field-free condition. Kraus et al. achieved this 

condition by orienting the HCCI molecules in 

space impulsively by the laser pulse and ion-

izing them by another laser pulse whose field 

is perpendicular to the molecular orienta-

tion. Because the direction of the charge mi-

gration is perpendicular to the laser field, it 

is not much influenced by it. When the laser 

field is parallel to the molecules, population 

transfer occurs between the G and E states 

and the additional relative phase is accumu-

lated. These complications provide a knob to 

control charge migration. To demonstrate it, 

however, the relative population R(τ) and the 

relative phase ∆ϕ(τ) must be monitored as a 

function of time. 

To extract the relative population R(τ) and 

the relative phase ∆ϕ(τ) from the experiments 

and to demonstrate that these parameters can 

indeed be modified by the laser field, Kraus et 

al. performed advanced HHG spectroscopy 

(see the figure). They measured amplitudes 

and phases of the high-harmonic emission of 

the oriented HCCI molecules. They developed 

a theoretical model that describes the entire 

process, from laser field ionization generating 

a free electron wave packet to recombination 

of the electrons that are driven by the laser 

field back to the parent molecular ions. The 

experimental results required for the extrac-

tion of R(τ) and ∆ϕ(τ) using this model are 

the ratio of HHG for parallel and perpen-

dicular orientations of the molecules, the 

ratio of even and odd HHG for the oriented 

molecules, and the phase of HHG, φHHG, as a 

function of molecular orientation. The head-

and-tail information about the molecular 

orientation was essential for spatially resolv-

ing charge migration. Another key point of 

the HHG spectroscopy is that every emitted 

harmonic order can be mapped to a unique 

transit time τ of the electron wave packet, as a 

consequence of the electron trajectories in the 

laser field. With this mapping, a time resolu-

tion of ~100 attoseconds could be achieved. 

Kraus et al. have made a large step forward 

in visualizing charge migration and demon-

strating that it can be controlled by the laser 

field. Because charge transfer plays a central 

role in photosynthetic and photocatalytic re-

actions, controlling charge migration consti-

tutes a promising approach to the control of 

such reactions.

Several further remarks are in order. First, 

Kraus et al. extracted only R(τ) and ∆ϕ(τ) 

from the experiments. They used calculated 

molecular orbitals to obtain the spatial distri-

bution of the electron densities from R(τ) and 

∆ϕ(τ) at each time τ. Direct measurement of 

the charge density at picometer spatial and 

attosecond time resolutions is unachievable. 

Their approach resembles the one used to 

reconstruct the two-electron wave packet 

of helium based on the measurement of the 

relative amplitude and the relative phase 

of the two doubly excited states coherently 

populated by the attosecond laser pulse (7). 

In quantum mechanics, any processes can be 

described by matrix elements that are char-

acterized by amplitudes and phases with 

the specified basis functions. In this sense, 

Kraus et al. did a complete characterization 

of charge migration.

Second, they demonstrated that charge mi-

gration can be influenced by the laser field. 

Again this approach is similar to that used to 

demonstrate that the laser field can modify 

the relative amplitude and the relative phase 

(7). To fully control charge migration, how-

ever, one may need to use coherent control, 

where tailored light pulses directly shape the 

wave packet, not just pushing or smashing it, 

to manipulate the reaction at will (8). Recent 

developments of light sources (9, 10) may 

open such a pathway in the near future. ■
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Recipe for reconstruction of charge migration. (A) The HCCI molecules are impulsively oriented in space by a phase-controlled two-color (800 nm + 400 nm) pulse. (B) 

Amplitudes and phases of the high-harmonic emission of the oriented HCCI molecules are measured. (C) Harmonic orders are mapped to the time of probing the wave packet. (D) 

Relative population and relative phase are extracted from the measurement by means of a HHG theory tool. (E) Using calculated molecular orbitals, charge migration in the laser 

field is reconstructed from the relative population and the relative phase. 
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By Romain Bouziat and Bana Jabri

T
he intestinal barrier plays a critical 

role in health and disease by limiting 

systemic dissemination of microbes 

and toxins while allowing nutrients 

to access the circulation (1). The por-

tal venous system ensures that sub-

stances absorbed in the intestine transit first 

through the liver, where they can be further 

metabolized and detoxified (2). Moreover, it 

is thought that the liver can play a role in tol-

erance (3). On page 830 of this issue, Spadoni 

et al. (4) characterize the gut-vascular barrier 

(GVB) and propose how bacteria can disrupt 

it, allowing their passage into the blood-

stream and spread to the liver and spleen. 

Organ-specific barrier mechanisms in 

mammals must meet different requirements 

because each organ exerts unique functions 

and has different levels of exposure to patho-

gens and exogenous agents. The best-char-

acterized is the blood-brain barrier (BBB), 

which separates circulating blood from the 

brain’s extracellular fluid. The barrier is 

formed by vascular endothelial cells, but as-

troglial cells and pericytes in the brain are in 

contact with these cells and play an impor-

tant role in regulating the passage of mol-

ecules across the BBB (5). Glial cells are also 

in the gut and help to maintain the intestinal 

barrier by sending and receiving signals from 

enteric neurons and intestinal epithelial cells 

(6). Spadoni et al. show that enteroglial cells 

and pericytes are in close contact with intesti-

nal vascular endothelial cells and are an inte-

gral part of the GVB, supporting the idea that 

the BBB and GVB share key features (see the 

figure). Like the BBB, endothelial cells in the 

GVB develop tight junctions. However, Spa-

doni et al. show that the GVB allows diffusion 

of molecules as large as 4 kD, eight times the 

maximal size observed for the BBB. Whether 

this plays a physiological role by allowing ac-

cess of luminal contents of the intestine to 

the liver to induce tolerance against dietary 

antigens and commensal microbiota remains 

to be tested. That the GVB has a size exclu-

sion below 70 kD ensures that bacteria can-

not translocate to the bloodstream.

Salmonella typhimurium (7) is a Gram-

negative bacterial pathogen generally ac-

quired by ingesting contaminated water or 

food and is the leading cause of human dis-

ease among Salmonella serotypes. It primar-

ily infects the intestine and can disseminate to 

the liver, gall bladder, and spleen. The portal 

venous system also irrigates the gall bladder, 

a site of chronic persistence for the pathogen. 

S. typhimurium is not only resistant to bile 

in the gall bladder, but also responds to its 

presence by expressing resistance genes (8). 

Spadoni et al. show that S. typhimurium 

disrupts the GVB, allowing the spread of 70-

kD particles to the blood, liver, and spleen in 

infected mice. Although S. typhimurium in-

creases β-catenin signaling in intestinal epi-

thelial cells to promote dissemination (7, 9), 

the authors observed a surprising decrease in 

the β-catenin–inducible gene Axin 2, suggest-

ing that the pathogen may decrease β-catenin 

signaling in vascular endo-

thelial cells. Furthermore, 

the study reveals that over-

expression of a degradation-

resistant form of β-catenin 

in mice prevents the spread 

of S. typhimurium, even 

though an inflammatory re-

sponse is still induced. These 

effects depend on the bacte-

rium’s pathogenicity island 

(spi)-2–encoded type III se-

cretion system, which trans-

fers virulence proteins into 

the host cell (7, 10). This is 

intriguing because the AvrA 

virulence protein, encoded 

by (spi)-1–encoded type III 

secretion systems, has the 

opposite effect and prevents 

β-catenin degradation in in-

testinal epithelial cells (7, 9). 

Thus, two type III secretion 

systems in S. typhimurium

may exert their functions dif-

ferentially in epithelial and 

endothelial cells. β-Catenin 

stability is controlled by an 

upstream signaling mol-

ecule called Wnt (11), and 

Spadoni et al. provide some 
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Breaching the gut-vascular barrier
A vascular barrier in the intestinal tract controls pathogen dissemination
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Gut-vascular barrier. Glia and pericytes surround vascular endothelial cells, forming a barrier that allows diffusion of molecules of 

4 kD from the intestine to the bloodstream and liver. S. typhimurium increases Wnt and β-catenin signaling in intestinal epithelial cells 

to enhance invasion into the gut. Conversely, S. typhimurium blocks Wnt signaling and promotes β-catenin degradation in vascular 

endothelial cells, altering the barrier and promoting its spread to the gall bladder.
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Stakeholders in climate 
science: Beyond lip service?
Local knowledge coproduction must be rewarded

By Nicole L. Klenk,1* Katie Meehan,2 

Sandra Lee Pinel,3 Fabian Mendez,4 Pablo 

Torres Lima,5 Daniel M. Kammen6

R
esearch models are evolving in 

response to the need for on-the-

ground knowledge of climate change 

impacts on communities. Partner-

ship between researcher and prac-

titioner is vital for adaptive policy 

efforts (1). Transdisciplinary research 

teams present new opportunities by involv-

ing academics and local stakeholders, who 

actively conceive, enact, and apply research 

on adaptation and mitigation actions (2, 

3). In transdisciplinary 

research, stakeholders 

are also researchers. But 

if we want to engage 

stakeholders in climate 

research, then we cannot 

simply pay lip service to 

the idea while treating 

them as participants for 

extractive research.

We categorized a set 

of 27 climate change re-

search networks (see supplementary ma-

terials) that perform various knowledge 

functions (4) and exhibit different forms 

of stakeholder engagement, from distrib-

uting knowledge to users to coproducing 

it with stakeholders (see the table). These 

networks represent various 

investments of time and re-

sources to build the capacity of 

researchers and stakeholders to coproduce 

knowledge.

Our analysis has three goals: (i) to docu-

ment and compare examples of climate 

change research networks and elicit the pat-

terns of knowledge functions; (ii) to demon-

strate that many networks are emphasizing 

knowledge coproduction with stakeholders, 

with attendant policy implications; and (iii) 

to build an interactive database of networks 

so as to ignite broader dialogue on the role 

of stakeholders in science.

Some of the networks reviewed, such as 

the Climate and Development Knowledge 

Network (classified as “linking”), are fo-

cused on improving how knowledge streams 

from scientists to relevant stakeholders. 

Others, such as the Climate Action Network 

for South Asia (“match-making”), have ad-

opted a more “consultative” approach to 

knowledge exchange with stakeholders. 

Transdisciplinarity requires more labor. For 

example, the Future Earth program (“co-

producing”) works directly with stakehold-

ers to help script research schemes, frame 

questions, and collect and analyze data, 

with the hope that coproduction will result 

in more policy-relevant 

knowledge and local em-

powerment. The key point 

is not that one model of 

knowledge production is 

better than another—nor 

that all models should be 

fully “integrative” (5)—but 

that many climate change 

research networks invite 

stakeholders to be part of 

the community of peer ex-

perts who assess the validity and relevance 

of science itself (6).

COMPENSATION, INTEGRATION, AND 

ACCOUNTABILITY. Scholarship on com-

munity-engaged research in public health 

has shown that collaborative research that 

involves stakeholders as researchers pres-

ents a number of ethical and political im-

plications for the governance of science (7).

First, at present, transdisciplinary mod-

els in climate research assume that stake-

holders are rewarded with new knowledge, 

capacities, and “voice” by taking part in 

research networks. This assumption only 

serves to reproduce the power imbalance 

between scientists and stakeholders, the 

former remaining in control of the copro-

duction process. Although stakeholders 

may be willing to volunteer for the oppor-

tunity to engage in research, reliance on 

self-selected individuals can lead to further 

marginalization of vulnerable populations 

whose knowledge and experience is sought, 

but whose time and resources are limited. 

Unlike scientists, stakeholders are not 

paid for making insights and discoveries. 

indirect evidence that S. typhimurium alters 

β-catenin signaling by inhibiting Wnt signal-

ing. Interestingly, the canonical Wnt pathway 

also plays a role in the development and in-

tegrity of the BBB (12). 

Spadoni et al. report intriguing observa-

tions that call for more investigation. In par-

ticular, it remains to be determined whether 

Wnt and β-catenin signaling in intestinal 

vascular endothelial cells, and the interac-

tion between glial and endothelial cells, play 

a role in regulating GVB and preventing the 

translocation of bacteria under homeostatic 

and pathological conditions. That Salmonella 

discretely regulates β-catenin in host cells is a 

striking example of how pathogens evolve in-

tricate mechanisms to harness host pathways 

in a cell-specific manner for their own ben-

efit. Altering GVB makes evolutionary sense 

for S. typhimurium because it could enable 

it to disseminate and reside in the gall blad-

der. Dissecting the mechanisms that allow 

Salmonella to block β-catenin signaling in 

vascular endothelial cells—in particular, de-

termining which effector proteins encoded by 

the pathogen’s (spi)-2 pathogenic island pro-

mote β-catenin degradation, and how they do 

so—may enable therapeutic strategies that 

prevent the chronic infection and spread of S. 

typhimurium by asymptomatic carriers (8). 

The findings of Spadoni et al. also may lend 

insight into liver damage in celiac disease.  

This condition is an enteropathy with an 

autoimmune component induced by dietary 

gluten in genetically susceptible individuals 

(13), and it may be linked to disruption of 

the GVB. Although patients with active celiac 

disease show an increase in β-catenin protein 

expression and phosphorylation in intestinal 

epithelial cells (14, 15), studies in intestinal 

vascular endothelial cells, and specifically 

in patients with liver disease, have not been 

performed.  More generally, the notion that 

breaches in the GVB may disrupt systemic im-

mune homeostasis and promote liver damage 

in patients with autoimmune and intestinal 

inflammatory disorders warrants investiga-

tion in different pathological settings.        ■
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Genuine transdisciplinary research re-

quires elevating the role of stakehold-

ers as equal to scientists because of the 

work they do as coproducers, regardless 

of the potential instrumental value of the 

knowledge coproduced. Yet, ethical is-

sues often arise when directly paying re-

search partners, and many institutional 

review boards (IRBs) flag remuneration 

as a possible conflict of interest, even for 

knowledge coproducers. IRBs may need to 

revisit ethical guidelines and procedures 

when stakeholders—no longer just par-

ticipants—are active agents in generating 

knowledge. IRBs already allow honoraria 

to incentivize and help defray some costs 

of stakeholder engagement in research, 

but this nominal amount is not commen-

surate with compensating stakeholders as 

coproducers. A “pay-for-services” model 

of stakeholder engagement is not the only 

option, but although equating coproduc-

tion with pay may not be appropriate ev-

erywhere, neither should it be rejected a 

priori.

Second, power imbalances between 

technical expertise and local knowledge 

point to wider problems of integration 

and knowledge coproduction in climate 

science (8). The Intergovernmental Panel 

on Climate Change (IPCC) continues to 

emphasize quantitative versus qualitative 

scientific research, expert judgment over 

local knowledge, and a rather limited un-

derstanding of the “human dimensions” of 

global change (9, 10). To effectively scale-

up local knowledge coproduction, we need 

to foster a variety of knowledge-sharing 

and social-learning platforms, such as the 

interactive database of research networks 

to which we invite readers to contribute 

(rael.berkeley.edu/project/stakeholders-

in-science). At the global scale, there is 

urgent need for the institutionalization of 

mechanisms of local knowledge mobiliza-

tion, perhaps within the IPCC, to prevent 

continued fragmentation of coproduction 

initiatives. Whereas many networks we 

examine seek to do this, without a more 

systematic global means of knowledge in-

tegration and dialogue, their efforts will 

remain local or regional.

Finally, transdisciplinary models of 

research collaboration have important 

policy implications, including the need 

for granting agencies to develop transdis-

ciplinary research governance criteria (7) 

and for universities to revisit their pro-

prietary policies and to develop rights of 

shared ownership of the knowledge copro-

duced. Although funding agencies gener-

ally require that research partnerships 

with communities have formal governance 

structures, such governance agreements 

are of little use if there are no mechanisms 

to hold researchers accountable. Granting 

agencies need to put into place mecha-

nisms for addressing complaints from 

knowledge coproducers when agreed-upon 

requirements are not followed through. 

Drawing on literature on community-based 

research partnerships, other actions might 

include a memorandum of understanding 

outlining goals, principles, and intellec-

tual property rights of partnerships with 

nonacademic stakeholders; clear roles and 

responsibilities of knowledge coproducers; 

and, guidelines for how partnerships will 

accumulate, store, and mobilize data.

Whether through financial compensa-

tion, new modes of recognition, or new 

governance arrangements, global change 

science can strengthen its social robust-

ness and relevance when ethical and po-

litical dilemmas at the core of knowledge 

coproduction are openly acknowledged, 

honestly assessed, and meaningfully ad-

dressed. If climate change demands all 

hands on deck, then it’s time to raise the 

stakes.        ■
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T
he idea of geoengineering, modify-

ing natural processes to derive a per-

ceived benefit, goes back to before 

recorded civilization, perhaps to the 

digging of the first drainage  ditch. 

Such ditches allowed us to change a 

water flow path, making it easier to irrigate 

farmland or drain an urban area. Over the 

subsequent millennia, mankind has become 

far more efficient at diverting the flows of 

natural substances for the perceived ben-

efit of society. Burning hydrocarbons, for 

example, has allowed us to achieve unprec-

edented advances in transportation and the 

production of goods. In doing so, we have 

managed to increase the carbon dioxide 

concentration of the atmosphere by 40% 

compared with preindustrial times and al-

ter the global climate.

In his new book, The Planet Remade, 

Oliver Morton asks the question: If we can 

alter global climate in one direction by 

burning hydrocarbons, can we reverse it by 

doing something else? The term “geoengi-

neering” has become so synonymous with 

this notion that many, including Morton, 

now use it only to describe attempts to con-

trol Earth’s climate on a global scale.

Geoengineering solutions to climate change 

tend to fall into two general categories: carbon 

management and sunlight management. Car-

bon management involves reducing the car-

bon dioxide concentration of the atmosphere. 

In the absence of ef orts to curtail the use of 

hydrocarbons, this means carbon capture and 

storage. Morton argues against this solution 

right from the start, quoting a 2009 report 

from the American Physical Society that states 

that the cost just to capture 1 ton of carbon 

dioxide from the atmosphere would be $600 

and so would be too expensive. He neglects to 

discuss more recent studies, which have found 

that carbon can be captured and stored for no 

more than a few tens of dollars a ton (1).

Morton quickly moves on to his preferred 

geoengineering solution: the creation of an 

atmospheric veil made of sulfate aerosols 

that would limit the solar energy reaching 

Earth. There is little doubt that this method 

offers one major advantage. The amount of 

gas involved, and thus the costs, are far less 

than carbon capture and storage. No more 

than a few hundred thousand tons of aero-

sols might need to be added to the strato-

sphere annually, compared with the tens of 

gigatons of carbon dioxide that would need 

to be removed from our atmosphere. Less 

appreciated are the limitations and risks 

associated with sulfate aerosols. Besides 

the obvious disadvantage that this solu-

tion does not address complications such 

as ocean acidification, much of the support 

and direction for this solution is predicated 

on computer climate-prediction models, 

which are notoriously uncertain.

Even if sulfate aerosols are successful in 

lowering global temperatures, they may 

have unintended consequences on our cli-

mate. The 1991 eruption of Mount Pinatubo 

delivered 20 million tons of sulfur dioxide to 

the stratosphere. Subsequently, Earth expe-

rienced warming in some specific regions, as 

well as a general global cooling. This cooling 

was associated with less evaporation and a 

reduction in rainfall over the continents. Ac-

cording to a paper published by Trenberth 

and Dai of the National Center for Atmo-

spheric Research, a larger proportion of 

Earth’s surface suffered drought conditions 

in 1992 than at any other time during their 

55-year data set (2). The 1815 Tambora erup-

tion created a similar atmospheric veil that 

was sufficiently thick to lower temperatures, 

alter rainfall patterns, and cause famine in 

southern China, unprecedented storms in 

Europe, and July frost in New England (3). 

When considering the potential risks and 

consequences of managing Earth’s climate, 

I can’t help but recall a talk given by the 

climatologist Wally Broecker, in which he 

showed a cartoon of a dragon, noting, “The 

climate system is an angry beast, and we are 

all poking at it with sticks.”

Because it is relatively cheap to add aero-

sols to the atmosphere, Morton argues that 

some organization or rogue nation may one 

day use this technology as a weapon or may 

attempt to selectively improve one region’s cli-

mate to the detriment of others. In many ways, 

this sounds more like the scenario of a science 

fi ction action fi lm than a scientifi c possibility, 

but this may indeed be among the challenges 

that we face over the next century.
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The 1991 eruption of Mount Pinatubo 

produced clouds of volcanic ash hundreds 

of miles across and injected 20 million tons 

of sulfur dioxide into the stratosphere.
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T
he idea of interfacing humans with 

machines has been a popular one for 

more than 40 years, as embodied by 

the television program The Six Million 

Dollar Man. Whereas the TV show 

highlighted the feats enabled by the 

force and speed of the hero’s robotic ac-

tuators, in real life we appreciate now that 

the key challenge to developing a useful 

brain-machine interface (BMI) lies in per-

fecting a way to seamlessly decode our in-

tentions and translate them 

into actions. 

Malcolm Gay’s new book, 

The Brain Electric, captures 

in an exciting, comprehen-

sible, and dramatic style the 

race to build the first human-

usable “mind”-controlled 

dexterous robotic arm. Gay 

uses intuitive explanations of 

technology and neuroscience 

that are light on jargon and 

often told from the perspec-

tive of a patient or researcher 

to make the story accessible 

to a broad audience. The 

reader is introduced to a 

range of important neuro-

science concepts, including 

how the brain controls move-

ment, how it acts as a predic-

tion engine, and the unique 

role of the mirror neuron system. On the 

engineering side, the story focuses mainly 

on invasive neural interfaces, including 

electrocorticography (ECoG) and electrode 

arrays, but also introduces clinically newer 

techniques, including targeted muscle rein-

nervation (TMR) and deep brain stimula-

tion (DBS). 

The scientific “race” is framed as a story 

of competition between several researchers, 

including John Donoghue, Miguel Nicole-

lis, and Andrew Schwartz. Gay is purposely 

selective in his decision to profile a small 

group of scientists, and although the narra-

tive is centered on the Americas, this cozy 

setting makes for good storytelling. The 

book’s chapters are richly illustrated with 

dialogue, quotes, and anecdotes by and 

about these protagonists—a testament to 

the amount of interviews Gay must have 

undertaken. 

The history of the race is presented in 

a realistic manner, with Gay carefully ex-

plaining the scientific ideas behind the dif-

ferent approaches, as well as the realities of 

how funding promotes scientific advances. 

The book prominently features large-scale 

funding initiatives (e.g., DARPA Revolu-

tionizing Prosthetics) and the politics sur-

rounding research as two key factors that 

act as drivers and milestones of the actual 

progress (and failure). Gay explains the role 

of commercializing research, using promi-

nent examples of successes and failures. He 

also hints at challenges that patents may 

pose to scientific efforts. From a researcher’s 

perspective, it was also refreshing to see a 

careful explanation of the challenges that 

we face in translating basic research con-

cepts in animal systems to solutions that 

work for humans. 

In the book’s denouement, Gay finally 

spells out what he sees as the ultimate goal 

of the race: a human brain–controlled ro-

botic arm that recapitulates the fluid motion 

of a natural human arm during eating. In 

doing so, he is able to declare Schwartz, who 

developed a robotic prosthetic arm with a 

full 10 degrees of freedom, as the “winner.” 

Defining the race in terms of proof-of-

concept successes makes for a satisfying read; 

however, the broader goal of such research is 

to enable and restore patients’ ability to in-

teract with the world. The technologies pre-

sented in this book involve seriously invasive 

approaches and bear considerable risk; in 

practice, few patients currently qualify for 

these experimental treatments. The book 

does little to manage the hopes and expecta-

tions of individuals who may one day benefit 

from such technologies.

The reader is left to imagine where the 

next book written on this 

topic will pick up. Such a 

book could focus, for ex-

ample, on bidirectional in-

terfaces that can both move 

and feel. It could also focus 

on practical challenges, such 

as reducing the time it takes 

to learn how to operate these 

interfaces from months to 

minutes or how to make 

these technologies more ac-

cessible both in terms of 

medical intervention and 

cost. 

The race to create a clini-

cally relevant BMI will ul-

timately be won when the 

interfacing is such that 

technology that restores or 

augments our ability to act 

feels just like a part of us. 

To restore function to the planet’s 100 mil-

lion movement-impaired individuals, we 

will face challenges on many fronts, from 

technology costs to rehabilitation efforts, 

and will likely rely on both noninvasive and 

invasive BMI approaches. We can also en-

vision further races that seek to bring new 

capabilities such as brain-brain interfac-

ing and human augmentation closer to our 

wishful grasp. 

The Brain Electric is a book that makes 

the excitement of merging neuroscience and 

engineering accessible to everyone. I recom-

mend it to young adults to attract them to 

science and engineering, to graduate stu-

dents to motivate them, and to the public, 

who will gain a sense of the challenges and 

satisfaction associated with doing research.

10.1126/science.aad0787

Mind meets machine

 NEUROENGINEERING

Brain-controlled prosthetic limbs may one day be a reality for the millions of movement-

impaired individuals worldwide.
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High-profile researchers take center stage in a quest 
to build a brain-machine interface
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Putting Russia on the 
genome map
IN THE NEWS story “Who has your DNA—

or wants it” (25 September, p. 1475), J. 

Kaiser listed 17 projects that aim to chart 

human genetic diversity across the globe 

in the context of a dozen ongoing national 

genome sequencing initiatives (1). Yet 

Russia—a country with 1/10th of Earth’s 

landmass, 1/50th of the world’s people, and 

descendants from critical crossroads across 

human migration history—has a relatively 

unexplored human genome landscape (2). 

The modern Russian population presents 

an opportunity to study population 

history in the wake of the founding of 

Eurasia, historical relocations throughout 

the Great Migration Age, the Great Silk 

Road diaspora, and the forced population 

displacements of the recent centuries (3).  

The time has come for Russia to build a 

national genome project of its own.  
Genetic admixture occurs when individ-

uals from separate populations interbreed. 

Mapping Russia’s admixture history, 

and analyzing it in light of the diverse 

environments faced by the local popula-

tions, could create a unique opportunity 

for disease gene discoveries (4). Genome 

mining of function-altering variants in 

modern Russian genomes could reveal 

risk/protective alleles that neither exist nor 

associate with disease elsewhere. Studies 

of population ancestry and natural history 

in Russia would further illuminate the ori-

gins of Native Americans, and also provide 

genomic links to the lost Neandertal and 

Denisovan cultures discovered in Russia’s 

fossil beds. Russian biomedical research 

will receive immediate benefit from a data-

base for precision/personalized medicine. 

Finally, engaging Russian researchers and 

communities in international projects like 

this (1, 2) would help integrate its people 

into the world genomics community.  

The Genome Russia Project would close 

the largest gap in the genome map of the 

world (5). The beginnings of a Genome 

Russia Project are happening, endorsed by 

the Russian Academy of Sciences and the 

Ministry of Education and Science. The 

Genome Russia Project can and should 

become an example of open international 

collaboration and data access with the 

shared goal of improving human health.
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Tempering threats to 
temperate forests
C. I. MILLAR and N. L. Stephenson 

(“Temperate forest health in an era of 

emerging megadisturbance,” Review, 

21 August, p. 823) review the increas-

ing susceptibility of temperate forests to 

stresses such as increasing droughts, insect 

outbreaks, and more frequent and intense 

fires (“megadisturbances”). They accurately 

point out how forests are exceeding critical 

thresholds and can no longer recover their 

original composition and ecosystem ser-

vices. However, they overlook data showing 

that the opposite is also true: Many temper-

ate forests are suffering from declines in 

the frequency and intensity of fires (1, 2). 

Surprisingly, Millar and Stephenson 

hold up northern mid-successional 

oak-hardwood forests of the eastern 

and central United States as models of 

“resilient” forests capable of sustain-

ing structure, function, and services. In 

fact, these forests are undergoing rapid 

changes in composition and structure, los-

ing diversity and the ability to regenerate 

key species (3–6). These changes reflect 

responses to many drivers, including 

habitat fragmentation, ungulate brows-

ing, and exotic species invasions, all of 

which threaten ecosystem services just as 

observed in western forests (7–9). 

To address these threats and avoid cata-

strophic collapse, Millar and Stephenson 

argue that we should anticipate incipient 

changes and manage forests to facilitate 

their inevitable transitions, such as by thin-

ning stands and planting species adapted to 

future conditions. This may be worthwhile, 

but it presupposes our ability to correctly 

predict responses to these treatments. 

Given that we are still learning about the 

susceptibility of temperate forests to various 

stresses and the ensuing dynamics, it is 

premature to assume that we can accurately 

anticipate and counter these incipient shifts. 

Cutting trees to save the future forest will 

also concern those who have seen “forest 

health” used to justify logging and subvert 

environmental analysis (10). We should 

instead acknowledge the susceptibility of 

temperate forests to a spectrum of stresses 

and admit our uncertainty by treating such 

interventions as “adaptive management” 

experiments rather than a mature paradigm 

to apply widely. 

Donald Waller,* Jeremy Ash, 

Alison Paulson, Grégory Sonnier
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*Corresponding author. E-mail: dmwaller@wisc.edu

Edited by Jennifer Sills

LETTERS

Increasing deer populations 

threaten the health of forests.
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How to measure 
sustainable progress
IN SEPTEMBER, THE United Nations 

General Assembly adopted Sustainable 

Development Goals (SDGs), to be met by 

the year 2030. These important goals range 

from poverty eradication and improve-

ments in education and health to the 

protection of global assets, including the 

oceans and a stable climate. Unfortunately, 

neither the SDGs nor their background 

documents explain how governments 

should judge whether the development 

programs they undertake to meet the goals 

are sustainable. 

The system of national accounts (SNA) 

that is in common use today records 

resource flows such as consumption, 

investment, employment, and government 

expenditure. The SNA is designed to mea-

sure gross domestic product (GDP), which 

is a flow of income (so many international 

dollars per year). However, because GDP 

can increase despite the depletion of natural 

resources, the SNA is ill-equipped to judge 

the sustainability of the SDGs.

Governments will need a measurement 

tool that records wealth, comprehensively, 

including reproducible capital (roads, 

buildings, and machines), human capi-

tal (education and health), and natural 

capital (land, fisheries, forests, and sub-

soil resources). GDP does not record the 

depreciation of capital assets. Although 

the SNA does account for depreciation of 

reproducible capital, it arrives at figures for 

Net Domestic Product (NDP), not wealth. 

Economic growth should reflect growth in 

wealth, not growth in GDP or NDP (1). If 

the average wealth per person (adjusted for 

distribution of wealth) increases as govern-

ments attempt to meet the SDGs, the SDGs 

will be sustainable; if it declines, the SDGs 

will be unsustainable. 

Economic statisticians have begun 

estimating past movements of wealth over 

time. The authors of the Inclusive Wealth 

Report 2014 (IWR2014) (2), for example, 

measured movements in the wealth of 140 

nations over the period 1990 to 2010. They 

used official statistics to arrive at the value 

of reproducible capital, and they estimated 

human capital by using data on educational 

attainment. Owing to severe limitations 

of data, items of natural capital that were 

included were limited to agricultural land, 

forests as stocks of timber, subsoil resources, 

and fisheries. The national costs of global 

climate change, although only partially cov-

ered, increased during the period. Similarly, 

the ecological services that are provided 

routinely by, for example, forests and coastal 

waters, though incomplete, have decreased. 

Estimates of wealth changes between 1990 

and 2010 were therefore, in all probability, 

biased upward. 

The authors reported that wealth grew 

at a positive rate in 92% of the countries 

in the sample, but that the proportion 

of countries where growth in wealth per 

person was positive was only 60%. The UN 

ignored population growth in framing the 

SDGs, which should be a point of public 

concern. Moreover, a reliance on growth in 

world income to finance the SDGs would be 

a mistake. IWR2014 reported that GDP per 

capita grew in 90% of the countries in their 

sample, even as wealth in many of those 

countries declined. 

As nations work to meet the SDGs, their 

Statistical Offices should begin to prepare 

wealth accounts and track movements in 

wealth through time. Just as firms create 

annual balance sheets, governments should 

prepare annual wealth accounts. Limiting 

data to GDP will hinder our ability to evalu-

ate development programs.
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In Malé, the capital of the 

Maldives, more than 120,000 

people live just a meter or so 

above current sea level.
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T
he phrase “climate change” typically evokes thoughts of rising air tem-

peratures or other atmospheric phenomena such as droughts and ex-

treme storms. Much less often do we consider the parallel changes that 

are occurring in the oceans, despite their extent and importance.

Climate change in the oceans has many facets. One is a rise in sea 

levels. Scientists are learning about how previous warm periods altered 

sea levels, and what that past may tell us about the future. To help us 

cope, so-called green infrastructure, such as planted marshes or oyster 

reefs, may help protect low-lying shorelines. Climate change is also cre-

ating problems for fisheries; for example, commercially valuable stocks move in 

response to warming seas.

Climate change has caused ocean temperatures to rise, a trend that will con-

tinue in the coming centuries even if fossil fuel emissions are curtailed. The 

uptake of carbon dioxide also makes the oceans more acidic, affecting the ability 

of organisms to create and maintain calcium-based shells and skeletons. Warm-

water corals are particularly susceptible to these effects and may not survive 

the century unless carbon emissions are greatly reduced. Climate change im-

pacts in the deep ocean are less visible, but the longevity and slow pace of life in 

the deep makes that ecosystem uniquely sensitive to environmental variability. 

Marine vertebrates at every depth are being affected, as are humans. Even if 

international negotiations like those kicking off soon in Paris succeed, we will be 

coping with the impacts of ocean climate change for centuries.P
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A
ndrea Dutton’s hunt for ancient 

coral reefs has taken her from 

white sand beaches along the 

Indian Ocean to wave-beaten 

cliffs beside the Caribbean. But 

the geologist’s strangest field trip 

may have come last year, when she 

spent days at a Mexican amuse-

ment park carved from the seaside 

jungle of the Yucatán Peninsula.

Dutton was not there for the water rides 

and wild animal exhibits. She had made 

the trek from her lab at the University of 

Florida in Gainesville to sample the rocks 

that the park’s builders had cut and ex-

posed: the remains of coral reefs more than 

100,000 years old. Dutton was stunned by 

the star and staghorn corals preserved in 

the outcrops—including a mosaic of fossils 

in the walls of an underground room next 

to a jaguar pen. “It was the most amazing 

exposure to a reef of that period that I have 

ever seen, or ever will,” she recalls. 

Dutton seeks out ancient reefs to under-

stand what’s in store for Earth’s coastlines. 

She’s one of a small cadre of scientists 

scouring the planet for evidence of how 

high the oceans rose when polar ice melted 

during previous global warming spells. The 

jaguar pen’s fossil reefs, for instance, are 

providing insight into one past episode of 

sea level rise, driven by the decline of ice 

sheets in Greenland and Antarctica more 

than 125,000 years ago. 

Accurately measuring ancient sea lev-

els has proven to be difficult work. But by 

marrying gritty fieldwork with computer 

models, Dutton and others are showing 

with increasing certainty that the sea was 

many meters higher at times when the past 

climate was only slightly warmer than to-

day. The results are providing important—

and sobering—evidence for how high the 

seas might climb in the future.

“There are a lot of things I’m uncertain 

about as a scientist,” says Dutton, one of the 

leaders of PALSEA2, an international effort 

by scientists to nail down the details of an-

cient sea levels. “But we’re certain sea level 

is going to keep rising” with the extra heat 

already added to the climate in recent de-

cades. “And not just a little bit. We’ve got a 

long way to go.”

 

TO REACH THAT CONCLUSION, sea level 

researchers have focused on three periods 

when fossil and chemical evidence indi-

cates that slight wobbles in Earth’s orbit, 

sometimes abetted by elevated levels of 

atmospheric carbon dioxide (CO
2
), triggered 

global temperatures that were as warm or 

warmer than today. Some 3 million years 

ago, global temperatures were 1 to 2 degrees 

above modern levels and CO
2
 levels were 

about the same as today’s 400 parts per mil-

lion (ppm). In more recent episodes, some 

125,000 and 400,000 years ago, the world 

was close to today’s temperatures, but CO
2
 

levels were likely far lower, at about 250 to 

300 ppm (see graphic, p. 755). 

In the early 2000s, when Dutton first be-

gan trying to gauge past sea levels during 

Studies of fossil coral reefs exposed 

at an amusement park in Mexico 

suggest a rapid rise in sea level 

some 120,000 years ago, during a 

warm spell in Earth’s history. 
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By Warren Cornwall

Ancient reefs and beaches can reveal
how high and fast seas rose in the past— 

and perhaps what the future holds 
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these periods, some scientists still simply 

measured how high an ancient shoreline—a 

beach turned to sandstone, for example, or 

rocks holding fossils of corals or mollusks—

sits above today’s sea level. They would date 

the outcrop, and announce how high the 

ocean’s surface once stood. 

The results were sometimes a mess. For 

instance, when scientists sought to deter-

mine what the sea level was 400,000 years 

ago, shorelines at some sites suggested it 

was as much as 9 meters higher than to-

day’s. But on several islands—Bermuda and 

the Bahamas—the evidence suggested a dif-

ference of as much as 21 meters. The sea 

could only have risen that high if much of 

East Antarctica’s ice sheet, the world’s big-

gest single mass of ice, had melted. Some 

scientists doubted that scenario, arguing 

that the high-standing beaches and corals 

were a fluke, perhaps created by a giant an-

cient tsunami.

In fact, a dizzying number of things can 

cloud efforts to use the past as a crystal ball. 

The chemical makeup of fossil coral changes 

over time, making it tricky to calculate its 

age. There’s uncertainty about the depths at 

which corals grew, complicating efforts to 

estimate past sea level from an ancient reef ’s 

current height above the sea. Ice sheets can 

be so massive that their sheer gravity drags 

the ocean’s water closer to them; when ice 

sheets are at their maximum, nearby seas 

are unusually high, whereas other places 

are below average, potentially skewing es-

timates of sea level around the globe. And 

heavy ice sheets can dimple the crust under 

them, while nearby land bulges upward. As 

Jerry Mitrovica, a geophysicist at Harvard 

University, puts it, Earth “is dynamic, it’s 

evolving. And that’s what distorts this lens.”

In the last few years, Maureen Raymo, a 

marine geologist at Columbia University’s 

Lamont-Doherty Earth Observatory in Pali-

sades, New York, has learned just how mad-

dening these complications can be. In 2009, 

she teamed with scientists from four other 

universities to figure out how high seas 

rose during the Pliocene, some 3 million 

years ago. That’s an era scientists are par-

ticularly interested in, because CO
2
 in the 

atmosphere then mirrored modern levels. 

Initially, Raymo expected to gather precise 

elevation measurements along hundreds of 

kilometers of ancient shorelines on several 

continents, adjust for the weight of past gla-

ciers, and then emerge with a fairly precise 

estimate of sea level.

“That did not happen,” Raymo recalls. 

The measurements were “all over the place.”

That’s when she learned the impor-

tance of one more factor, called dynamic 

topography. The geologic drama of Earth’s 

tectonic plates is usually associated with 

earthquakes and fault lines. But massive 

sections of the planet’s crust can also slowly 

tilt back and forth, rocking like rafts on the 

ocean. In the United States, for instance, the 

southern part of the eastern seaboard has 

been gradually rising relative to the north-

ern part. Ancient shorelines in the southern 

region may have been uplifted by as much 

as 60 meters over the past 3 million years, 

according to one estimate.

For Raymo, that dynamic lift made one of 

her main research targets—a 900-kilometer-

long ancient shoreline running from Georgia 

to Virginia—nearly unusable. Don’t believe 

“anyone who tells you they know the Plio-

cene sea level to within 10 meters,” she says. 

FOR PERIODS more recent than the Plio-

cene, however, answers are coming into fo-

cus with the help of sophisticated computer 

modeling. In 2012, for example, Raymo and 

Mitrovica argued that astonishing high-end 

numbers for sea level rise 400,000 years 

Geologist Andrea Dutton examines fossil corals, such as these reefs in Florida, as part of her studies of past sea levels.
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ago, from Bermuda and the Bahamas, were 

largely an illusion created by the weight of 

ice from an earlier ice age. Bermuda and the 

Bahamas sat on a spot that had bulged up-

ward during the ice age and sank afterward, 

they concluded. After adjusting for the ef-

fect, they pegged sea level at 6 to 13 meters 

above today’s. Since then, observations in 

South Africa have pointed to an even nar-

rower range of 8 to 11.5 meters, according 

to a 2014 study in the Journal of Climate. 

Along with computer models, studies done 

in places far from the influence of ice sheets 

have helped to sharpen the view of the past. 

Dutton, for example, headed to the Seychelles 

islands, 1500 kilometers off Af-

rica’s eastern coast in the Indian 

Ocean, to survey shorelines from 

125,000 years ago. Besides being 

geologically quiet, the islands 

have ancient corals that grew 

vertically up the sides of rocky 

outcrops, providing a relatively 

easy-to-read yardstick of chang-

ing sea levels. (Then there are 

the palm trees and the silky soft 

beaches. “You have to choose 

your profession very carefully,” 

Dutton jokes.) 

Other researchers are trying 

to directly measure the major 

contributor to past sea level rise: 

losses of polar ice. This month, 

a team led by John Stone, a 

geologist at the University of 

Washington, Seattle, is scouting 

a place to drill into the bedrock 

beneath ice sheets in West Ant-

arctica’s Pirrit Hills. Their goal is 

to find radioactive isotopes gen-

erated by the rock’s exposure to 

cosmic rays. The presence of the 

isotopes would indicate that the 

ice had once vanished there, ex-

posing the bedrock. And because 

the isotopes decay into other ele-

ments at a predictable rate, the 

researchers hope to use them as 

a clock that shows when the ice 

melted. “I really do think we’re 

going to end up knowing something signifi-

cant once we get these cores,” Stone says.

ALREADY, the sea level findings indicate 

that it may not take much more warming to 

melt large parts of major ice sheets. Current 

forecasts suggest a bump of up to 4.8°C by 

2100 could lift sea levels by as much as a 

meter—exposing many coastal communities 

to serious threats from erosion and flood-

ing. But clues from multiple past warm pe-

riods indicate that over time, ice sheets are 

sensitive to even smaller temperature in-

creases, Dutton says. She was lead author of 

a study in Science this year that noted mod-

ern temperatures are close to those 125,000 

years ago, when the sea level likely was 6 to 

9 meters above today’s.

“That suggests … we’ve warmed [our cli-

mate] so rapidly that the ice sheets are out 

of equilibrium. And they’re playing catch-

up,” she says.

For societies today, though, the biggest 

question may not be how high the sea ulti-

mately rose during past warmings, but how 

quickly it happened. In particular, research-

ers would like to know answers to two 

questions: Did Antarctic ice melt in sudden 

surges and, if so, exactly what climate con-

ditions unleashed such an event? 

 “The biggest question everyone has is, 

‘How quickly is the West Antarctic Ice Sheet 

going to collapse?’” Dutton says.

She thinks the fossil reefs in the Yucatán 

amusement park could help provide an-

swers. A 2009 study of the coral’s growth 

patterns made headlines after it concluded 

that, some 121,000 years ago, the sea rose as 

much as 3 meters in less than a century. The 

surge appears to have drowned one reef, 

setting the stage for the growth of a second, 

higher reef, says Paul Blanchon, the study’s 

lead author and a geologist at the National 

Autonomous University of Mexico’s Insti-

tute of Marine Sciences & Limnology in 

Puerto Morelos.

Dutton has doubts about that scenario. 

She thinks it’s possible the estimates were 

thrown off because the land was sinking as 

North American glaciers receded.

To get a clearer picture of how fast sea 

level rose, she would like to return to the 

Yucatán, as well as to reefs in Australia and 

Florida. She hopes to drill meters-long reef 

cores recording past changes in sea lev-

els that can be dated, much as tree rings 

record past weather. A core where all the 

coral is close to the same age could indicate 

that water rose quickly at that 

time, forcing the coral to grow 

rapidly upward. A single core 

with corals spanning thou-

sands of years would indicate a 

gradual change.

But given the difficulties as-

sociated with analyzing fossil 

corals, don’t expect them to 

produce fine-grained estimates, 

such as how fast seas rose over a 

decade or even a century, warns 

Peter Clark, a geologist at Or-

egon State University, Corval-

lis. “We can talk about meters 

per thousand years, but I don’t 

think we can get it any finer 

than that,” says Clark, one of 

the two top authors of the Inter-

governmental Panel on Climate 

Change’s most recent assess-

ment of sea level science. 

Dutton hopes further work 

in the Yucatán could also help 

resolve another issue: whether 

seas rose quickly some 120,000 

years ago, after roughly 13,000 

years of warmth, as Blanchon 

has suggested, or soon after the 

warming began, as she believes. 

Because the climate varied even 

during the warm period, know-

ing the timing could help scien-

tists better decipher what con-

ditions triggered an ice sheet 

collapse, Dutton says. And understanding 

those conditions could, in turn, offer clues 

to the future of today’s West Antarctic Ice 

Sheet, which is already showing signs of 

an accelerating retreat. “That’s why this 

question—did it happen in the beginning 

or the end—[is a] first order question now,” 

she says.

Answering it could require studying many 

more ancient shores, now perched high above 

seas that are, once again, on the move. ■

Warren Cornwall is a freelance writer in 

Bellingham, Washington.

Looking back
Studies of past periods when Earth was as warm as today, or warmer, suggest that 

even a few degrees rise can produce a major increase in sea level.
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W
hen Hurricane Irene hit 

North Carolina’s coast in 

2011, waves 2 meters high 

began pounding the shore. 

Two properties on Pine 

Knoll Shores, a community 

on one of the state’s many 

barrier islands, provided 

a study in contrasts. One 

homeowner had installed a concrete bulk-

head to protect his yard from the sea. But 

the churning waves overtopped and ul-

timately toppled the wall, washing away 

tons of sediment and leaving a denuded 

mud flat.

Less than 200 meters away, another 

owner had installed a “living shoreline”—a 

planted carpet of marsh grass that gently 

sloped into the water, held in place by a 

rock sill placed a few meters offshore. The 

onrushing water bent the marsh grasses 

almost flat, but their flexing stalks damp-

ened the waves and their deep roots held 

the soil. After the hurricane passed, the 

grasses sprang back; the property weath-

ered the storm largely intact.

The contrast highlights how defenses in-

As a defense against rising seas, shorelines made of marsh grasses 
and oyster reefs may work better than concrete armor

By Gabriel Popkin  Photography by Dylan Ray

BREAKING THE WAVES

Published by AAAS
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spired by nature, rather than concrete ar-

mor, can protect coastlines from battering 

storms, says ecologist Rachel Gittman of 

Northeastern University’s Marine Science 

Center in Nahant, Massachusetts. In a study 

of Irene’s effects, Gittman found that in hard-

hit areas along the North Carolina coast, the 

storm destroyed or damaged three-quarters 

of the seawalls and bulkheads and washed 

away valuable soil. Yet, shores fringed by 

marsh grasses experienced almost no ero-

sion, and damaged vegetation bounced back 

within a year. “Plants are really good at han-

dling big storms,” Gittman says. “Bulkheads 

are really not.”

Such findings are getting more atten-

tion as researchers and coastal planners 

confront rising seas—and possibly more 

powerful storms—caused by global warm-

ing. That double punch, they say, threatens 

hundreds of millions of coastal residents 

around the world and infrastructure worth 

trillions of dollars. 

To be better prepared, many research-

ers are calling on coastal nations to rethink 

traditional approaches to shoreline defense, 

which rely largely on massive earthen dikes, 

rock barriers, and concrete walls. Such “gray” 

infrastructure damages coastal ecosystems, 

researchers argue, and can be difficult and 

expensive to adapt to changing environ-

mental circumstances. Gittman and others 

argue that softer, “greener” approaches in-

spired by marshes, oyster reefs, and other 

natural features (see graphic, p. 758) can 

do better. With clever engineering, they say, 

such features can provide not only cost-effec-

tive storm protection, but also healthier eco-

systems able to adapt to rising seas. “When 

you put in a marsh,” says environmental sci-

entist Bhaskar Subramanian of the Maryland 

Department of Natural Resources (DNR) in 

Annapolis, “you’re doing good by nature.” 

Not everyone is enthusiastic. Many people 

feel safer behind concrete, and—given the 

potentially high stakes—policymakers and 

regulators have been reluctant to shelve 

time-honored engineering techniques in 

favor of less familiar approaches. Some 

researchers also worry that even suppos-

edly green designs could harm marine eco-

systems by introducing exotic species and 

foreign materials into underwater habitats.

Despite the skeptics, the push to green 

traditionally gray coastal defenses is gain-

ing traction. Prompted by the devastation 

caused by Hurricanes Katrina and Sandy, 

the U.S. government is bolstering research 

into nature-inspired coastal engineering. 

And a growing number of researchers 

around the world are evaluating which 

green techniques might work best—and 

how gray and green engineering might be 

combined to create layered defenses.

“There is so much happening on this 

right now,” says ecologist Ariana Sutton-

Grier of the University of Maryland (UMD), 

College Park, and the National Oceanic and 

Atmospheric Administration (NOAA). “We 

probably are at a sea change in the way we 

approach coastal protection.”  

FOR MILLENNIA, humans have tried to 

hold back the sea. In China and along the 

Mediterranean, archaeologists have found 

evidence of seawalls and other shoreline 

structures some 2000 years old. And as 

human populations have grown, so have 

coastal defenses. In the United States, 

nearly 23,000 kilometers of shoreline—

some 14% of the total—is armored, Gittman 

and colleagues estimated in August in 

Frontiers in Ecology and the Environment. 

That proportion could grow to one-third by 

the end of the century, they add, if coastal 

development continues at its current pace.

Armoring can have devastating ecological 

consequences. Rock and concrete barriers 

reflect rather than dissipate wave energy, 

causing fast-moving waters to scour the 

sea floor, destroying marsh and underwater 

grasses that nurture fish, crabs, and other 

sea life. Hard structures can also cut off 

critical flows of sediments from uplands to 

the coast, starving and obliterating beaches 

and marshes. And as global sea levels have 

risen by an estimated 20 cm over the past 

century, many marshes and beaches have 

become squeezed between the higher water 

and unmoving concrete. 

The squeeze will worsen if global green-

house gas emissions continue unabated. 

Under some scenarios, modelers warn, sea 

level rise could accelerate to as much as 

9 mm per year, driven by melting ice sheets 

and the expansion of warming seawater. 

At the same time, warming could catalyze 

more powerful storms, heightening the 

threat of wave damage and coastal flooding. 

Many point to the flooding that occurred in 

New Orleans, Louisiana, and along the Gulf 

of Mexico after Hurricane Katrina in 2005, 

and the devastation wrought by Hurricane 

Sandy in 2012, as examples of what the fu-

ture may hold.

The shores of the Chesapeake Bay in 

Maryland are among the most vulner-

able in the United States: Land subsid-

ence there is causing local sea level rise to 

greatly exceed the global average, making 

coastal areas more vulnerable to storms. In 

2003, a powerful hurricane, Isabel, swept 

up the coast and across the Chesapeake 

Bay area, killing 16 people and causing 

$7 billion worth of damage. It also ampli-

fied one of the nation’s most prominent 

efforts to promote living shorelines.

Not long after the storm passed, calls be-

gan coming in from distraught land owners, 

recalls Subramanian of the Maryland DNR, 

which provides coastal protection assis-

tance to landowners. “All the calls were: 

‘My bulkhead is floating in the neighbor’s 

property,’” he says. 

In contrast, the agency received no com-

plaints from landowners who had installed 

living shorelines with the agency’s help. The 

constructed marshes had dampened the 

storm waves and reduced damage, he says, 

just as they would in North Carolina nearly 

a decade later. Soon, landowners once wed-

ded to concrete were lining up to get help 

building their own protective marshes.

Today, Maryland is considered a pioneer 

in green coastal infrastructure. In 2008, 

it adopted the nation’s first law requir-

ing landowners who want to protect their 

waterfront to use a living shoreline unless 

A marsh constructed on Pivers Island in North 

Carolina is helping researchers understand the costs 

and benefits of so-called living shorelines.

Published by AAAS



sciencemag.org  SCIENCE758    13 NOVEMBER 2015 • VOL 350 ISSUE 6262

G
R

A
P

H
IC

: 
V

. 
A

L
T

O
U

N
IA

N
/
S
C
IE
N
C
E

they can prove that only a hard structure 

will do the trick. The state has issued per-

mits for more than 1000 living shorelines, 

almost all around the Chesapeake Bay and 

its tributaries. Many have not only survived 

but thrived through storms likely to have 

overwhelmed traditional gray structures.

Other states, however, have been slow 

to follow suit, in part because of lingering 

questions about the environmental impact, 

effectiveness, and life span of living shore-

lines and other nature-inspired features. 

ONE RESEARCHER trying to answer those 

questions is ecologist Carolyn Currin of 

NOAA’s Beaufort, North Carolina, laboratory. 

The lab sits on Pivers Island, a spit of land 

near Pine Knolls Shore. In 2000, when lab 

officials had to replace a failed seawall on 

the island, Currin persuaded them to install 

a living shoreline, turning an otherwise 

humdrum construction job into an experi-

ment. NOAA worked with local partners 

and volunteers to install bags of oyster 

shells off the island’s shore and plant marsh 

grasses on a graded sand slope. 

The new marsh—along with a second 

one built on the other side of Pivers Island 

using a rock sill—has allowed researchers 

to gain new insights into the capabilities 

and behavior of living shorelines. One find-

ing is that they appear to keep pace with lo-

cal sea level rise, building up soil that keeps 

the marsh’s surface above the low tide line. 

They also have potentially valuable “co-

benefits.” The artificial marshes pack away 

relatively large quantities of carbon, Currin 

and colleagues reported (this month) in 

PLOS ONE. And, as suspected, the rock and 

oyster-shell sills used to anchor such marshes 

support more abundant and diverse com-

munities of fish and crustaceans—including 

economically important species—than do 

traditional concrete structures, a team led 

by Gittman concludes in a paper in press at 

Ecological Applications. 

Currin, Gittman, and colleagues also are 

assessing whether shorelines colonized by 

living oysters can provide an additional 

layer of defense in shellfish habitat such as 

North Carolina and the Gulf of Mexico. In 

one experiment, they have used thousands 

of bushels of shells to build three artificial 

oyster reefs off a rapidly eroding beach on 

Carrot Island in the Rachel Carson Reserve, 

not far from Pivers Island.

On a visit to the site, ecologist Joel 

Fodrie waded through quiet water to the 

reefs. The shell piles, now about 3 years 

old, were already protecting the beach, 

trapping sediment and helping it reverse 

past erosion losses. Better yet, the reef was 

coming to life, says Fodrie, who works at 

the University of North Carolina’s Institute 

of Marine Sciences in Morehead City. Tiny 

crabs scurried across his hands as he ex-

amined shells covered with baby oysters. 

The youngsters should help the reef grow 

both vertically and horizontally, he noted, 

improving its protective effects. And prop-

erly placed oyster reefs have the capacity 

to grow in concert with even rapidly ris-

ing seas, Fodrie, the institute’s Antonio 

Rodriguez, and colleagues reported last 

year in Nature Climate Change. 

The reef project faces challenges, how-

ever, Fodrie noted. Waves have pushed 

some of the oyster sills toward shore 

and washed away some grasses that re-

searchers had planted. But that’s OK, 

he says. “We planned to have some 

things fail, so we can see where the 

boundaries are.”

ALTHOUGH SOME SEE liv-

ing shorelines as a return 

to nature, others see 

them as coastal harden-

ing by another name. Re-

tired earth scientist Orrin 

Pilkey of Duke University 

in Durham, North Carolina, 

who has called for limiting 

coastal development, has 

criticized many living shore-

line projects along the Atlan-

Defending against rising seas, in gray and green
Some researchers are urging a move away from so-called gray coastal defense structures, such 

as seawalls, flood gates, and rock groins. They say greener structures—including natural or built 

marshes, oyster and coral reefs, and sandy barrier islands—can provide protection with less eco-

logical damage, and a greater ability to adapt to rising seas. Combining green and gray structures 

could create hybrid, layered defenses that offer both ecological and economic benefits.

Groin

Oyster reef
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tic coast because they make heavy use of 

offshore rock sills to shelter the planted 

grasses from wave action. The sills, he says, 

can bury native sea grasses and make it 

more difficult for fish and crabs to reach 

intertidal marshes.

Pilkey also complains that a lack of regu-

latory oversight and scientific monitoring 

makes it hard to figure out what works 

and what doesn’t. “To me the living shore-

line thing is the Wild West,” he wrote in 

an email. “No standards, no enforcement, 

no real studies especially long term and an 

aura of environmental holiness.” 

Even living shoreline promoters acknowl-

edge that projects can come with ecologi-

cal tradeoffs. Newly constructed marshes 

in the Chesapeake Bay, for example, can 

bury sandy, near-shore habitats. “Everyone 

devalues flat, nonstructural bottoms,” says 

ecologist Donna Bilkovic of the Virginia 

Institute of Marine Science in Gloucester 

Point. “But there are lots of animals that 

live in those sediments.”

Green defenses also face substantial reg-

ulatory and political hurdles. In the United 

States, it can often take just a few days to 

obtain the needed federal and state permits 

to build a new bulkhead, for instance, but 

the paperwork for nature-inspired projects 

can take much longer, in part because they 

may involve underwater components that 

bury shallow-water habitats and stretch 

into shipping lanes. Large projects can also 

trigger complicated mandatory cost-benefit 

analyses. For gray projects, economists and 

engineers have long known how to calcu-

late life span and financial return, but the 

task can be trickier for green projects, for 

which the calculus includes cobenefits such 

as carbon storage or improved fish habitat. 

SOME COASTAL EXPERTS have concluded 

that combining green and gray approaches 

promises the best payoff, because of their 

complementary strengths and weaknesses: 

Green infrastructure is dynamic and adapt-

able, but can take several years to become 

fully established, whereas concrete works 

on day one. Such hybrid defenses might 

involve building an oyster reef or marsh in 

front of a concrete seawall or dike, to pro-

vide both ecological benefits and multiple 

layers of storm protection. 

The U.S. Army Corps of Engineers has 

embraced such “gray-green” thinking, and 

is promoting it in concert with NOAA and 

other institutions through an initiative 

called the Systems Approach to Geomorphic 

Engineering. The hope, says UMD’s Sutton-

Grier, is to “capitalize on the strengths of 

both approaches—you can use gray to pro-

tect green as it establishes, or green to pro-

tect gray so that [its] lifetime is longer.”

The idea is also catching on inter-

nationally, with Korea, China, and Australia 

recently considering or installing combina-

tions of marshes and hard structures. In the 

Netherlands, where coastal defenses are a 

matter of national existence, planners are 

introducing salt marshes and shellfish beds 

to help lessen storm impacts on seawalls and 

dikes. (Japan also considered greening its 

shoreline protection arsenal after the devas-

tating 2011 tsunami, but has so far opted for 

even larger seawalls.)

The success of green infrastructure, 

however, may ultimately depend less on 

governments than on the willingness of 

millions of individual landowners to try 

something new, because so much coastline 

is in private hands. Persuading risk-averse 

homeowners can be a frustrating process, 

Gittman says. After Hurricane Irene, she 

showed the landowner with the toppled 

bulkhead how much better his neighbor’s 

living shoreline had performed. 

But the landowner opted to build a new 

concrete bulkhead instead, and then put 

his house up for sale. “People are stub-

born,” Gittman says.        ■

Gabriel Popkin is a freelance writer in 

Mount Rainier, Maryland. Reporting 

support provided by a fellowship from 

the Institute for Journalism and Natural 

Resources.

“To me, the living shoreline 
thing is the Wild West. No 
standards, no enforcement, 
no real studies …”
Orrin Pilkey, Duke University

Biologist Joel Fodrie inspects an oyster reef that researchers built to protect an eroding beach on North Carolina’s Carrot Island. Within 3 years, it was colonized by oyster 

larvae, creating a living defense that might be able to keep pace with sea level rise.
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By Marianne Lavelle

As fish stocks move in response to warming, 
regulators struggle to keep pace 

I
n the early 2000s, trawler crews work-

ing the Celtic Sea off Ireland noticed 

something unusual. Small, spiny, 

bright orange fish, called boarfish, 

began appearing in their nets in huge 

numbers. Previously, the intruders 

had been a minor nuisance; their 

sharp spines jammed equipment and 

damaged the soft flesh of more valu-

able species, such as cod and hake. Irri-

tated crews tossed them overboard.

As boarfish schools grew, however, the 

problem became an opportunity. Trawlers re-

tooled to target the fish, which were turned 

into meal and oil. Boarfish went from trash 

to treasure, and they now generate more 

than $10 million annually for Irish fleets. 

Scientists aren’t exactly sure what is 

causing the boarfish boom, but there is 

evidence that a warming ocean is play-

ing a role. And for fishery managers, the 

boarfish has become one symbol of an 

emerging global issue: the often surprising 

disruptions that climate change can create 

in the world’s fisheries, as marine popula-

tions move, flourish, and wither as a result 

of warming seas. 
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IT HAS LONG BEEN A CHALLENGE to 

manage marine populations so that the 

ocean keeps on giving. In the early 1600s, 

when English explorer John Smith ar-

rived in Jamestown, Virginia, he famously 

marveled at “more sturgeon than could be 

devoured by dog or man.” Within a few 

centuries, however, people had severely 

depleted that species and many others.

Slowly, fishers and scientists learned 

how to set more sustainable catch lim-

its, by combining a greater knowledge of 

the reproductive biology of marine spe-

cies with improved surveying methods 

and economic data. By the late 20th cen-

tury, many nations had imposed extensive 

controls on their fishing fleets, and even 

struck international agreements to pre-

vent conflicts over stocks that swam across 

national borders. Such rules have helped 

many overfished stocks bounce back. Even 

relatively well-informed policies, however, 

have often proven difficult to implement, 

in part because of the ocean’s great natural 

variability. Powerful currents can change 

course, huge water masses can shift, and 

fish and shellfish populations are prone to 

seemingly random booms and busts.

Now, fishery managers say climate 

change is making their job even more com-

plicated. Oceans have helped moderate the 

impact of fossil fuel burning by absorbing 

an estimated one-third of the carbon diox-

ide that humans have added to the atmo-

sphere, as well as much of the heat gener-

ated by greenhouse warming. But marine 

life is bearing the brunt of living in a giant 

sink for heat and carbon, which is acidify-

ing as well as warming the waters. 

Corals, crustaceans, seagrasses, and 

phytoplankton are among the many 

groups of organisms already showing ef-

fects from warming seas, researchers say. 

And fish are on the move, scientists have 

concluded in numerous studies, includ-

ing a major survey led by ecologist Malin 

Pinsky of Rutgers University, New Bruns-

wick, in New Jersey. After studying more 

than 40 years of census data on some 

350 fish species found off North America, 

his team concluded that some 70% of the 

species were shifting their ranges, or mov-

ing to deeper or shallower waters, in re-

sponse to changes wrought by warming. 

The researchers predicted in a 2013 Science 

paper that “rapid range shifts will funda-

mentally reorganize marine communities” 

and could “confound traditional manage-

ment approaches.” 

AN OLD U.S. COAST GUARD STATION 

near Tuckerton, New Jersey, now a marine 

laboratory, holds an eerie record of those 

changes. More than 1 million translucent 

fish larvae float in glass vials, cataloged by 

species and the date they were captured. 

Laboratory Director Ken Able, a bio-

logist at the Rutgers University Marine 

Field Station, started methodically catch-

ing the hatchlings 26 years ago in a nearby 

estuary. Originally, the goal was to learn 

more about populations of summer floun-

der (Paralichthys dentatus), a much-prized 

catch. Ultimately, however, Able and his 

colleagues realized that the estuary is an 

ideal location for observing the trans-

formation of the North Atlantic. Larvae 

spawned from Canada to the Caribbean 

and beyond ride to the region on two great 

currents—the Labrador Current from the 

north and the Gulf Stream from the south. 

As a result, Able’s larvae library has become 

a record of change. Over time, southern-

dwelling species, such as the Atlantic croaker 

(Micropogonias undulatus), have become 

more abundant. Northern species, including 

“Climate change is pushing whole [ma-

rine] systems to a state we haven’t expe-

rienced before,” says fisheries ecologist 

William Cheung of the University of Brit-

ish Columbia, Vancouver, in Canada. The 

reshuffling is creating challenges for sci-

entists seeking to understand a rapidly 

changing ocean. It is also taxing fishery 

managers, who tend to view the oceans 

“as stable, or steady-state,” instead of pre-

paring for change, says Richard Merrick, 

chief scientist of the U.S. National Oceanic 

and Atmospheric Administration (NOAA) 

Fisheries in Silver Spring, Maryland. As 

a result, policymakers are scrambling 

to build management schemes that can 

cope with moving fish stocks and shift-

ing eco systems. The stakes are high, they 

note, given that ocean fisheries generate 

$195 billion annually in the United States 

alone and are a key food source for hun-

dreds of millions of people.

Some stocks of Atlantic cod, long a 

mainstay of commercial fishing, have 

been hit hard by warming oceans, 

recent research suggests. 
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the Atlantic herring (Clupea harengus) and 

three-spined stickleback (Gasterosteus acu-

leatus), have begun to disappear.

U.S. East Coast fishery managers are still 

grappling with how their approach should 

change to address the ebb and flow of these 

species, some of which is due to fishing 

practices rather than climate change. But 

the issue has become urgent for managers 

in the eastern North Atlantic. Over the past 

decade, large schools of mackerel (Scomber 

scombrus) began appearing in the waters 

off Iceland, signaling a northward expan-

sion of the fish’s range linked to warmer 

waters. In 2009, amid a financial crisis, 

Iceland unilaterally increased its mackerel 

catch, prompting outrage from competing 

fleets in the European Union and Norway, 

which traditionally have had rights to the 

majority of the catch. They complained that 

Iceland’s expanding fishery (and another in 

the Faroe Islands) was imperiling their own 

mackerel stocks.

 The science underlying such claims be-

came the focus of fierce debate, with the 

parties disagreeing over the size of the 

whole population—a key to setting safe 

catch limits—and whether the competing 

fleets were exploiting the same or distinct 

populations. Opponents even had trouble 

agreeing on what waters should be in-

cluded in the mackerel’s range, and how 

best to count the fish.

In a bid to clarify matters, researchers 

have launched efforts “to make sure that 

they’re discussing the same stocks, using 

the same methodology … [but] it’s quite dif-

ficult to maintain a standard that compares 

apples to apples,” says Manuel Barange, di-

rector of science at the Plymouth Marine 

Laboratory in the United Kingdom.  

In the meantime, the political impasse 

has continued, meaning that Iceland has 

been setting its own catch quotas, instead 

of working with other nations to establish 

regionwide catch limits that reflect the 

changing mackerel distribution.

THE MACKEREL DEADLOCK highlights the 

difficulty of using traditional fishery surveys 

to track and predict climate-induced popu-

lation shifts. Current methods, including the 

use of dedicated research trawlers to make 

periodic but limited hauls, may not allow re-

searchers to “adequately capture the future 

population dynamics in a changing ocean,” 

NOAA officials noted earlier this year in a 

report. What’s more, “a large percentage of 

the ocean is not being surveyed, let’s face it,” 

says Jeff Kaelin of Cape May, New Jersey, a 

commercial fishing executive and member 

of regional council that helps set U.S. catch 

quotas. That means plenty of blind spots 

where scientists aren’t able to see and react 

to sometimes subtle shifts. 

To help fill the gaps, some fishery managers 

and fishers would like to see more systematic 

use of commercial fishing vessels to gather 

information. In the United States, for exam-

ple, the South Atlantic Fishery Management 

Council, which sets fishing quotas in federal 

waters from South Carolina to Florida, is ex-

ploring the idea of equipping fishing boats 

to measure environmental variables, such as 

temperature. That would allow researchers 

to study how changes in those conditions af-

fect catches.

The bigger dream, however, is to use such 

information—combined with real-time data 

from satellites, buoys, and other platforms—

to predict future marine changes, much as 

weather services now forecast droughts and 

floods. Such a capability might have enabled 

fishery managers in New England, for in-

stance, to give fishers advance warning of a 

record ocean heat wave in 2012 that brought 

warm-water squid as far north as the Gulf 

of Maine, and caused lobster catches to rise. 

Local fishers were unable to take advan-

tage of the squid windfall because there 

wasn’t enough notice to retool their 

boats with the proper gear, and lob-

sters rotted in trucks because proces-

sors weren’t ready.

BETTER OCEAN CLIMATE monitor-

ing systems might also help prevent 

fishery calamities, a recent study 

suggests. The collapse of cod (Gadus 

morhua) stocks off New England and 

Canada’s eastern coast has been one of 

the most studied and debated fishery ca-

tastrophes in the world. In both nations, 

dramatic cod population declines since the 

1980s have led officials to essentially shut 

down once lucrative fisheries. Research-

ers have long laid much of the blame on 

overfishing, but have suspected that chang-

ing ocean conditions—including warmer 

waters—also played a role.

That idea got a major boost last month 

with the publication of a study concluding 

that rapid ocean warming appears to have 

catalyzed the decline of one major cod stock 

living in the Gulf of Maine. Satellite data 

show that from 2004 to 2013 the ongoing 

warming of surface waters in the gulf greatly 

accelerated, a team led by oceanographer 

Andrew Pershing of the Gulf of Maine Re-

search Institute in Portland, Maine, reported 

in Science. Over the past decade, the Gulf of 

Maine became the fastest warming spot in 

the world’s oceans, making it hard for young 

cod to survive. At the time, says Pershing, 

fishery managers didn’t understand what 

was happening, and so allowed catch quotas 

to remain too high.

The moral of the story, Pershing says, is 
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Polar invasion

If greenhouse gas emissions remain high, the Arctic and Southern oceans could see the arrival of up to two new 

species per half-degree of latitude by 2050 (red areas), according to one study of how more than 800 exploited 

fish and shellfish stocks might respond to climate change. At the same time, many marine species would dis-

appear from waters closer to the equator.
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that “as ecosystems around the world begin 

to encounter these conditions that are re-

ally changing, using history as your guide is 

not going to be very effective.” Gib Brogan, 

an advocate with the conservation group 

Oceana in Boston, says the study also un-

derscores the need for fishery regulators to 

“put a buffer in [management plans] for the 

uncertainty that comes 

with climate change.”

THAT’S ADVICE that Ire-

land’s emerging boarfish 

fishery is trying to heed. 

As catches boomed—

reaching 144,000 metric 

tons in 2010, Ireland’s 

second biggest catch be-

hind mackerel—Euro-

pean fishery managers 

began to worry. Nobody, 

they realized, knew 

much about the little 

orange fish: how many 

there were, how quickly 

they reproduced, or even 

how long they lived. The 

managers feared that 

unregulated fishing could 

wipe out the stock before 

the industry even established itself. 

To buy time, the E.U. fisheries com-

mission imposed new rules that reduced 

catches—and boarfish captains and others 

began raising money to fund the needed 

science. In a collaboration that some fish-

ery managers will envy, scientists con-

ducted the first sonar surveys of boarfish 

schools from commer-

cial fishing boats, with 

guidance from fisher-

men on where to find 

the fish. By analyzing 

growth rings in fish ear 

bones, Danish scientists 

determined boarfish 

live as long as 30 years. 

Biologists also calcu-

lated how quickly they 

reproduce, and learned 

that they have few natu-

ral predators. Using old 

fishing records and new 

genetic testing meth-

ods, they determined 

that Irish boarfish 

are homebodies—they 

didn’t migrate from 

another location to the 

North Atlantic. And 

they realized the species has been there 

a long time, albeit in smaller numbers. 

That suggests that some change in the 

environment—an increased food supply, 

perhaps—boosted boarfish reproduction. 

And warming waters are a likely catalyst, 

many scientists believe.

Now, E.U. fishery managers are draw-

ing on that information to devise a long-

term management plan for the boarfish. 

Researchers hope it will acknowledge the 

possibility of future ocean changes and 

ecosystem shifts. And the experience could 

become a model for how other fishing 

communities can work with scientists to 

adapt to the changes that climate change 

will bring, says Kari Stange, a social sci-

entist at Wageningen University in the 

Netherlands. 

Stange recalls one Irish fisherman who 

was preparing to travel to E.U. head-

quarters in Belgium to discuss how the 

new fishery would be managed. He said: 

“We can’t just go to Brussels and say that 

a lot of fishermen think there’s a lot of fish 

out there,” Stange recalls. “They knew they 

had to come with science.” ■

Marianne Lavelle is a freelance journalist 

in Arlington, Virginia.

Some of the more than 1 million larvae 

collected by Able’s group.

For more than 25 years, biologist Kenneth Able has been collecting fish larvae (below) from an estuary in New Jersey, providing clues to a changing ocean.
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PERSPECTIVE

The silent services of the
world ocean
Thomas F. Stocker

The most recent comprehensive assessment carried out by the Intergovernmental
Panel on Climate Change has concluded that “Human influence on the climate
system is clear,” a headline statement that was approved by all governments
in consensus. This influence will have long-lasting consequences for ecosystems,
and the resulting impacts will continue to be felt millennia from now. Although
the terrestrial impacts of climate change are readily apparent now and have
received widespread public attention, the effects of climate change on the
oceans have been relatively invisible. However, the world ocean provides a number
of crucial services that are of global significance, all of which come with an
increasing price caused by human activities. This needs to be taken into account
when considering adaptation to and mitigation of anthropogenic climate change.

E
arth’s oceans are an integral component
of the climate system, and as they change
and are changed by climate (1), so are the
services that they provide to people. The
ocean service most directly related to hu-

man welfare is food production, which is in-
creasingly needed in addition to that from land
(2). However, there are other, less obvious ser-
vices that are provided by the ocean, which are
associated with some of its key physical prop-
erties. The ocean takes up more than 90% of the
excess energy in the climate system that results
from the altered energy balance at the top of the
atmosphere (3). The ocean continues to take up
energy year after year, and the warming is now
detectable on a worldwide scale down to depths
of more than 2000 m (4). This is unequivocal
evidence of recent global warming. Ocean heat
uptake continuously and significantly slows at-
mospheric warming. This physical ocean service
is thus an important element in the natural mit-
igation of climate change, but that heat uptake is
only temporary and will be weakening in the
future: Excess heat is mixed downward from the
sea surface, so the ocean water column will be-
comemore stable and capable of less heat uptake
as atmospheric warming progresses. Vertical
mixing and circulation processes, particularly in
the deep-water formation areas of the North
Atlantic and the Southern Ocean, may slow down
as a consequence of increased water column sta-
bility and thus make surface-to-depth transport
of heat less efficient in the future. Some indica-
tion of a decline has beenmeasured in the North
Atlantic (5), but continued observation programs
there, and in other critical locations in the ocean,
are essential to learn more about ocean tipping
elements in the Earth system (6, 7).
There is a high price to be paid for this

ocean system service, which has the potential

to alter a number of parts of a complex and
fragile system. Ocean warming will affect large-
scale ocean circulation, the distribution of heat
and salt in the ocean, the extent of areas of
tropical cyclone genesis, and the land-ocean
temperature difference, which is the key driver
of monsoon systems and determines the sta-
tistics of important modes of climate variabil-

ity (8). A warming ocean also affects both the
intensity and frequency of extreme events.
Recent studies indicate that different rates of
heating in the equatorial Pacific Ocean pro-
foundly affect the El Niño–Southern Oscillation
by making the positive phase more extreme and
thereby causing heavier rainfall in the eastern
equatorial Pacific (9). El Niño has robust tele-
connections to equatorial South America (wetter
and warmer in the west and drier in the east),
the western equatorial Pacific (drier and warmer),
and a southern section of North America (wetter
and cooler). Similar increases in extremes are
projected for the Indian Ocean Dipole (10), with
serious implications for the monsoon system,
which is crucial for agriculture and food produc-
tion in many countries in this region. Warming
of the surface ocean also enlarges the area over
which tropical cyclones pick up energy and thus
increases the probability of conditions favorable
for the development of these extreme events.
Although it remains difficult to provide robust
projections of changes in the location, frequen-
cy, and intensity of tropical cycles (1), a pole-
ward shift of the zone of maximum intensity
has already been observed (11). This shift will
require new efforts of adaptation in regions that
were previously less affected by these tropical
storms. The altered regional variability and ex-
tremity of these storms both exacerbate the im-
pacts on some of the most vulnerable countries.

This has to be added to the price
tag of the global ocean service of
heat uptake, caused by the modifi-
cation of Earth's energy balance due
to the burning of fossil fuels and
deforestation.
The second key ocean service is

the storage and global distribution
of excess water from rapidly melt-
ing land glaciers (12) and the ice
sheets of Greenland and Antarctica
(13), a result of the role of the ocean
as the most important reservoir of
the global water cycle (14). The price
of this service is, of course, sea-level
rise,which threatens low-lying islands
and coastal communities around the
world (15). Currently, almost 50%
of global mean sea-level rise stems
from the storage of this excess water.
A somewhat smaller fraction is caused
byoceanheatuptake,which accounts
for about 40% of current sea-level
rise. There is growing evidence that
the price for this service may rise
to much higher levels, possibly even
beyond control. Recent model re-
sults suggest that critical thresholds
for the stability of theWest Antarctic
Ice Sheet may have been crossed
already (16). This would mean
that sea level could rise by more
than 4 m more than the rise proj-
ected by calculations based on ocean
thermal expansion, glacier melting,
and mass loss from polar ice sheets
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Climate and Environmental Physics, Physics Institute and
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Climate change as seen byClaudeKuhn, a renownedgraphics
artist from Bern. Sea-level rise is a consequence of climate
change, caused by human activities, that will have pervasive and
irreversible impacts.
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alone (17). Although such a scenario would take
many centuries to unfold, the challenge asso-
ciated with adaptation to the loss of coastal
land around the world would be beyond im-
agination. The ocean plays a crucial role in ac-
celerating this process. Although the surface of
the Antarctic ice sheet is still quite well shielded
from the immediate consequences of atmo-
spheric warming, the fringes of the Antarctic
ice sheet are in contact with the ocean water.
Global ocean heat uptake now also has warmed
the waters circulating around Antarctica (18),
thus causing very effective and continuous
melting of the floating ice shelves from below,
the loss of which contributes to a destabiliza-
tion of vulnerable ice streams through the loss
of the buttressing effect that ice shelves pro-
vide. Effective management of this risk, by geo-
engineering for example, seems futile because
the extra energy that the ocean has accumulated
through our past CO2 emissions is “safely” stored
andwill continue to heat the fringes of Antarctica
for centuries to come, even though the atmo-
sphere may slowly cool again if global CO2

emissions are stopped (19).
The third key service is the world ocean’s

uptake of CO2 emitted by humans. This uptake
causes ocean acidification; i.e., an increase in
the acidity of seawater. The best estimate for
the recent uptake of anthropogenic CO2 is 2.9 ±
0.5 Gt of carbon in 2013, or nearly 30% of the
total global emissions that year (20). About
28% of the cumulative anthropogenic CO2

emissions from 1750 to 2011 is stored in the
world ocean (1), an amount roughly equivalent
to the carbon uptake by the land biosphere
since the beginning of the Industrial Revolu-
tion. Although the ocean has been a very de-
pendable reservoir of carbon uptake, this service
also comes at a price. That price is ocean acid-
ification, a process whose price tag is still
largely a blank because we do not know the
consequences of large-scale ocean acidification
for marine ecosystems, even though they al-
ready are recognized as a serious committed
risk, particularly in scenarios of high green-
house gas emissions (21). Possible impacts of
ocean acidification on marine organisms are
changes in growth, body size, feeding, and re-
productive success. Impacts such as these have
the potential to disrupt the world's largest food
webs and ultimately to diminish the fish catch
potential in many regions of the world ocean
(22). For example, one direct impact of warm-
ing on ocean food production is that tropical
species are increasingly favored, a shift that
already has been observed (23) and which
poses a specific adaptation challenge to those
coastal societies, particularly in the tropics,
which already have to cope with high levels of
vulnerability.
Of all the projections of future climate

change, those of ocean acidification on a glob-
al scale have the smallest uncertainties (1).
For a given emission scenario, those small un-
certainties enable possibly the only case of ro-
bust predictability of an Earth system tipping

element: the crossing of the critical threshold of
calcium carbonate undersaturation. Model sim-
ulations show that this threshold will be first
crossed in the Arctic (24), even as early as this
decade. Progressively larger areas of the ocean
will be affected by undersaturation as CO2 emis-
sions continue. Undersaturation is considered
a significant stressor for calcifying organisms
and thus will have a serious impact on marine
ecosystems worldwide.
Given the prominent role of the ocean in

the Earth system as a vital service provider,
one wonders why so little attention is still
paid to its physical state and the health of its
ecosystems in the policy arena. Should we not
step up efforts to better measure, understand,
and project ocean processes? Many impacts
on land due to climate change have been doc-
umented, and some irreversible changes have
already been identified, such as committed
global glacier melting, for instance. Our igno-
rance of the state of the ocean does not mean
that impacts are not happening there; impacts
occur whether they are visible to us or not.
Perhaps the vastness of the world ocean makes
us think that it is safe from our influence and
that there still is time to act and avoid the
most dangerous and pervasive impacts and con-
sequences of our activities on ocean system
services.
We must recognize that Article 2 of the

United Nations Framework Convention on
Climate Change (UNFCCC), which calls for the
prevention of “dangerous anthropogenic in-
terference with the climate system,” encom-
passes much more than the currently agreed-
upon maximum warming target of 2°C by the
countries that are party to the UNFCCC. The
ocean is not explicitly mentioned in Article 2,
although there are ample reasons to argue
that it should be. Of equal importance to cli-
mate warming are the problems of ocean
acidification, which is not at all addressed by
the warming target; sea-level rise, also not
well represented by a target of atmospheric
warming; and marine food production, which
involves many more drivers than just atmo-
spheric temperature and will suffer impacts
due to human activities that are still poorly
identified and understood. For each of these
issues, we could formulate an additional
target.
A combination of such targets must guide

our progress toward a sustainable climate
future. The challenges of a more holistic ap-
proach to Earth system change mitigation will
require much more effort by all parties (25), in
order to keep the door to limiting climate
change at a level where most regions and
communities will be able to adapt, from clos-
ing before our very eyes (26). Thorough re-
search, well-designed scientific programs, and
international initiatives will provide us with a
much better understanding of the ocean and
its key influence on all other components of
the Earth system. That scientific understand-
ing will be a prerequisite for a responsible

stewardship of the world ocean and therefore
continued ocean system services and func-
tioning marine ecosystems.
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PERSPECTIVE

The deep ocean under climate change
Lisa A. Levin1* and Nadine Le Bris2

The deep ocean absorbs vast amounts of heat and carbon dioxide, providing a critical
buffer to climate change but exposing vulnerable ecosystems to combined stresses of
warming, ocean acidification, deoxygenation, and altered food inputs. Resulting changes
may threaten biodiversity and compromise key ocean services that maintain a healthy
planet and human livelihoods. There exist large gaps in understanding of the physical
and ecological feedbacks that will occur. Explicit recognition of deep-ocean climate
mitigation and inclusion in adaptation planning by the United Nations Framework
Convention on Climate Change (UNFCCC) could help to expand deep-ocean research
and observation and to protect the integrity and functions of deep-ocean ecosystems.

M
ost habitable space for life on Earth is
not terrestrial. More than 90% of its liva-
ble volume is in the deep ocean, below
water depths of 200 m. The diverse eco-
systems in this vast realm play a key role

in regulating Earth’s climate by absorbing excess
heat and CO2 from the atmosphere. The deep
ocean thus helps to buffer the greenhouse effect,
but in the process it becomes warmer, more acid-
ic, and less oxygenated (1) (Fig. 1). Such changes
threaten ocean productivity, biodiversity, and
provisioning of living resources (2). Potential loss
of deep-sea biodiversitymay suppress adaptation
capacity and limit the living library of species,
genes, and biomolecules available to future gen-
erations (3). The regulating capac-
ity of the deep sea slows climate
change while recycling nutrients
for surface ecosystems, thus sup-
porting food provision and provid-
ing economic and societal benefits
(1, 2). However, because the deep
ocean is vast and expensive to ac-
cess, most of its species have not
yet been described (4). Most cli-
mate change impacts in the deep
ocean will remain unknown un-
less attention is directed to its vul-
nerable ecosystems.
Several features of deep-ocean

ecosystems set them apart from
those of the surface and coastal
ocean and shape their response to
climate change (4). Satellite map-
pingand robotic studieshave shown
the seafloor to be highly heteroge-
neous. Numerous deep-sea habitats,
such as seamounts, canyons, hydro-
thermal vents, and methane seeps,

are hotspots of biodiversity and biomass, concen-
trating photosynthetic or chemosynthetic energy
and sometimes providing essential commercial
resources.
There are also vast abyssal habitats beneath

low-nutrient (oligotrophic) waters. In these habi-
tats, time almost stands still; potato-size Mn
nodules form over millions of years, organisms
grow slowly, and full recovery from human dis-
turbances might require centuries or more. These
ecosystems are all directly connected to climate
change through the transport of heat, oxygen,
CO2, and particulate organic carbon (POC) from
the ocean surface through ocean circulation and
mixing (1). In these deep-sea settings, animals

can live for hundreds (fish) to thousands (colo-
nial coral) of years. Great longevity and envi-
ronmental stability may confer limited tolerance
to change, limited adaptation ability, and possi-
bly a long time lag between seafloor change and
detectable change in fish production or carbon
sequestration (5). For more than half of the ocean
that lies beyond national jurisdictions, different
regulators are responsible for the management
of living resources in the water column and of the
mineral resources on the seafloor, with biodiver-
sity and its climate-change vulnerability existing
in a policy vacuum (6).

Warming

Few long-term hydrographic or biodiversity data
series exist for the deep ocean on climate-relevant
time scales (typically several decades). Repeat
hydrographic surveys have allowed estimates of
decadal warming in deep basins, yielding an av-
erage temperature increase of up to 0.1°C per
decade in the global ocean (7). The situation is,
however, heterogeneous among and across deep-
sea basins. Much higher warming rates are, for
example, documented in the Arctic (8) and the
southern Ocean (9).
Most deep-sea species live in very stable ther-

mal regimes; warming of 1°C or less may exert
stress or cause shifts in depth or latitudinal dis-
tributions and alter species interactions. In the
Palmer Deep near the Antarctic Peninsula, warm-
ing above a 1.4°C threshold has allowed invasion
of lithodid crabs (Fig. 2A), voracious predators
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Fig. 1. Humans and climate change in the deep ocean.The schematic illustrates the depth-resolved confluence of
current and proposed human exploitation activities and waste disposal with CO2-induced change in the temperature, pH,
and oxygenation of the deep ocean. Overlap of anthropogenic and climate stressors will be greatest along continental
margins and at bathyal depths, but changes throughout the deep ocean will compromise ecosystem services globally.
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that appear to have decimated benthic inverte-
brates (9). In the Mediterranean Sea, naturally
warm deep waters (13° to 14°C) place deep-water
coral species close to their tolerance threshold
(4). In such semi-enclosed ocean basins, ecosys-
tem responses may be rapid and difficult to pre-
dict, because warming is not only faster but also
discontinuous as a result of intense deep-water
convection events (10, 11).
Warming at upper bathyal depths (200 to

2000 m) also threatens to release more methane
from deep continental margins through gas hy-
drate dissociation. A climate-induced shift inwarm
currents such as the Gulf Stream may be suffi-
cient to releasemany gigatons of frozenmethane
from the seafloor (12) (Fig. 2B), surpassing the
buffering capacity of the seep microbial and an-
imal biota that routinely oxidize methane (13).

Acidification

Both excess atmospheric CO2 absorption and the
oxidation of organic matter in the water column
are causing acidification of intermediate-depth
waters globally (14); subsequent subduction of
high-CO2 waters via thermohaline circulation is
contributing to rapid acidification in the North
Atlantic (15). Direct observation of biological con-
sequences is lacking for the modern deep sea,

and laboratory studies on deep-sea organisms
are still rare, constrained by the capacity to main-
tain them alive. Elevated CO2 is predicted to re-
duce the suitable habitat range for calcifying
species overmultiple life stages, because the depth
limit at which water becomes corrosive (under-
saturated) for aragonite or calcite will move up-
ward. Effects on deep-water corals (Fig. 2C) are of
particular concern, because their three-dimensional
aragonite structures form vast gardens that sup-
port highly diverse communities and provide key
nursery habitat to commercial fishes. The limited
occurrence of deep-sea corals in waters naturally
undersaturated in aragonite suggests that the en-
ergetic cost for these foundation species to grow
in these conditions is high (16).

Deoxygenation

A warming ocean holds less oxygen. A warmer
ocean is alsomore stratified because warmwater
is less dense than cold water, and strong density
gradients reduce vertical mixing. The combined
effects of reduced oxygen solubility in warmer
water and increased thermal stratification create
widespread oxygen reduction, termed deoxygen-
ation (17). The effects are greatest at depths of
200 to 700 m and, over the past 50 years, have
affected large swaths of naturally hypoxic trop-

ical and subtropical waters in the Eastern Pacific
and the IndianOcean (18). Expansionof theworld’s
naturally occurring low oxygen zones (oxygen
minimum zones or OMZs) has led to habitat com-
pression for intolerant demersal, mesopelagic,
and bill fishes and habitat expansion of hypoxia-
tolerant species such as the Humboldt squid
(19, 20) (Fig. 2D). Oxygen exerts tremendous con-
trol on marine biodiversity through effects on
evolution, physiology, reproduction, behavior, and
species interactions (18, 20, 21), as illustrated by
El Niño–Southern Oscillation (ENSO)–induced
changes in oxygenation. Except for historical core
data (22), there are few long-term studies that
link oxygen reduction to shifts in extant ecosys-
tems on the deep-sea floor.

Organic flux and hydrodynamics

Increased stratification not only limits deep-water
ventilation but also reduces nutrient supply to
surface waters from the deeper ocean, where
organic matter is recycled. Predicted reduction
of phytoplankton production will result in lower
POC fluxes to the deep ocean, particularly at
mid to low latitudes (23). Below large oligotrophic
areas, already food-poor abyssal plains may be
further deprived of organicmatter supply, resulting
in lower benthic biomass and altered respiration
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Fig. 2. Winners and losers from exposure to interacting climate stressors.
(A) King crabs invading Palmer Deep in Antarctica enabled by warming (9).
(B) Cold seep faunamay expand as warming promotesmethane release from the
seafloor (12), such as occurs at sites recently discovered along the Atlantic coast.
(C)Cold-watercoral reefs vulnerable towarmingandacidification inMediterranean
canyons. (D) Hypoxia-tolerant Humboldt squid (Dosidicus gigas) have extended their
distribution in concert with expanding oxygen minima along the East Pacific margin

(20). [Photo credits: (A) Image courtesy of K. Heirman and C. Smith, NSF LARISSA
and Ghent University HOLANT projects. (B) Image courtesy of Deepwater
Canyons 2013–Pathways to the Abyss, National Oceanic and Atmospheric Admin-
istration (NOAA)–Office of Exploration and Research, Bureau of Ocean Energy
Management, and U.S. Geological Survey. (C) Image courtesy of N. Le Bris, Labo-
ratoire d'Ecogéochimie desEnvironnementsBenthiques (LECOB), FondationTotal–
UPMC.(D) ImagecourtesyofR.Starr,NOAA–CordellBankNationalMarineSanctuary]



and bioturbation rates (5). Globally, predictions
suggest a similar trend affecting 80% of biodi-
versity hotspots, such as canyons or seamounts,
on decadal to century time scales (23). But re-
gional variation is evident, and thedeep seabeneath
some upwelling regions such as the Northeast
Pacific is seeing increasing POC fluxes on dec-
adal time scales (24). Furthermore, short-term
events that accelerate exchange between surface
and deep waters are regulated by atmospheric
processes (storm-induced convection, mesoscale
eddies, and dense water cascading) and, hence,
are climate sensitive. These events can affect deep-
sea benthos through habitat disturbance and en-
hanced POC fluxes (25), governing the capacity
of deep-sea ecosystems to sustain fisheries and
provide major regulating services (26).

Stressor interactions

As in shallowwaters, interactions among climate
stressors in deep-sea ecosystems are complex
(Fig. 1) (27). For example, warming combined
with acidification is predicted to deprive deep-
water corals now abundant on the South Aus-
tralia margin of suitable habitat (28). In OMZs
that are expanding at bathyal depths, acidifica-
tion from anthropogenic CO2 is further enhanced,
because the same process that draws down the
oxygen (respiration) releases carbon dioxide. The
combination of expanding midwater deoxygen-
ation from below with surface warming and
acidification from above reduces habitability of
pelagic waters for species such as vertically mi-
grating fish and krill. They are squeezed into a
narrow-depth layer as theymigrate to the surface
at night to feed and recoup depleted oxygen, in-
creasing their vulnerability to predators (20). The
likelihood that oxygen stress narrows thermal
and pH/CO2 tolerances or reduces calcification
rates has yet to be examined formost deep-water
species, but recent studies suggest notable threats
for the ecosystem engineer Lophelia pertusa, a
deep-water coral that forms a habitat for many
other species (29).
Adaptations to combined climate stressors have

occurred in the past over evolutionary time and
are exhibited by stress-tolerant organisms in to-
day’s ocean (20, 22). For most deep-water species,
there are no data on the range shifts, physiological
changes, life-history alterations, or rapid evolution
necessary to adapt to deep-ocean climate change.
Fueled by a growing demand for food, energy,

and rawmaterials, continentalmargins andmany
seamounts are increasingly subject to overfishing

and seascape alteration (30), oil and gas extraction
(31), waste disposal (31), and proposed minerals
mining (32). Many areas expected to experience
the greatest temperature rise, pH drop, and oxy-
gen loss also experience increasing anthropogenic
pressure (Fig. 1). Deep-water coral habitat in the
North Atlantic, the Mediterranean Sea, and the
sea off southern Australia may be particularly
vulnerable, because effects of climate change and
direct impact from deep-sea bottom fishing may
coincide in these regions (16, 28). As climate and
human disturbance converge, the accumulation
of impacts may alter the state and functions of
deep-ocean ecosystems and reduce the impor-
tant benefits they provide.

Mitigation and adaptation

How can climate change bemitigated in the deep
ocean? Reduction and halting of CO2 emissions
are unquestionably the first line of defense; but
in coming years the deep ocean will continue to
experience the effects of accumulated emissions.
Using the deep ocean for mitigation through
geoengineering—for example, by surface fertiliza-
tionwith iron, ocean alkalization (the addition of
limestone to surface waters in upwelling regions
to reduce CO2 outgassing), or injection of CO2

at depth—carriesmany uncontrolled risks. There
can be no changes in deep- or surface-ocean prop-
erties without major effects on deep-sea animal
densities and trophic guilds (23). Geoengineering
outcomes would be superimposed on an already
changing food supply to the abyss (24).
Options tomitigate the effects of climate change

in the deep sea are decidedly limited. Spatial plan-
ning to restrict direct human disturbance—for
example, by creating networks of deep-water ma-
rine protected areas—mayhelp to establish refugia
for endangered species and habitats and can re-
duce cumulative stresses. Protections to reduce
physical and chemical disturbances from bottom
trawling, mine tailings disposal, oil and gas extrac-
tion, or even seabed mining in areas subject to
the greatest stress of warming, acidification, or
deoxygenation will lessen chances of habitat loss
and extinction of species and the ecological func-
tions they support.
To address future climate change, the deep

ocean must be recognized by the United Nations
Framework Convention on Climate Change
(UNFCCC). Such recognition should entail greater
attention to predicting and reporting the role
of the deep ocean in mitigation and the resulting
impacts, acknowledgment of the vulnerability and
importance of the deep ocean in negotiation text,
and the application of adaptation funding to cost-
ly deep-ocean observation and ecosystem studies.
Investigations of deep-sea processes, functions,
and services should inform planetary carbon bud-
gets and feedback modeling, as well as decisions
about resource exploitation in the deep ocean.
However, 64% of the ocean is beyond national
jurisdiction and would thus not automatically be
covered by the UNFCCC, which is an agreement
among nation states (33). Nobody is explicitly
responsible for protecting the mitigation poten-
tial or resilience of ecosystems in these vast re-

gions. Legal instruments currently beingnegotiated
for climate, biodiversity, and sustainable develop-
ment couldhelpbuild global capacity for long-term
observation andmonitoring of deep-sea ecosystems,
both within and beyond national jurisdiction,
that are subject to climate-induced change. Such
observations will be critical to decision-makers
and the health of most of the planet’s biosphere
in coming decades.
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“Reduction and halting
of CO2 emissions are
unquestionably the first line
of defense; but...the deep
ocean will continue to
experience the effects of
accumulated emissions.”
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PERSPECTIVE

Warm-water coral reefs and
climate change
Mark D. Spalding1* and Barbara E. Brown2

Coral reefs are highly dynamic ecosystems that are regularly exposed to natural
perturbations. Human activities have increased the range, intensity, and frequency of
disturbance to reefs. Threats such as overfishing and pollution are being compounded
by climate change, notably warming and ocean acidification. Elevated temperatures are
driving increasingly frequent bleaching events that can lead to the loss of both coral cover
and reef structural complexity. There remains considerable variability in the distribution
of threats and in the ability of reefs to survive or recover from such disturbances. Without
significant emissions reductions, however, the future of coral reefs is increasingly bleak.

W
arm-water coral reefs are celebrated for
their spectacular diversity (estimates ex-
ceed 3 million species) and the critical
ecosystem services they provide tomany
of the 275 million people living close by.

Covering 0.07% of the ocean surface and living
within 30° latitude of the equator, reef-building
corals grow optimally between 23° and 29°C. They
support over a quarter of the world’s small-scale
fishers, generate jobs and foreign exchange through
tourism, and provide critical sea defenses against
storms, flooding, and land erosion.
Coral reefs are biogenic carbonate structures

that accrete over decadal time scales because of
the active growth of a living veneer of corals and
other calcifying organisms (1). Disturbance is a
natural part of reef growth and development.
Reefs are subject both to local impacts (such as
waves, grazing, and bioerosion by coral-boring
animals) and to large-scale temporally rare per-
turbations. The latter include physical impacts
(such as storms, tsunamis, and seismic events),
ecological imbalances (such as disease and pred-
atory starfish outbreaks), and oceanographic in-
fluences (such as altered seawater temperature
and pH as well as sediment, nutrient, and fresh-
water inputs).
Measures of reef state or health such as coral

cover, diversity, biomass, surface complexity (ru-
gosity), or key species need to be viewed with an
appreciation of this natural dynamism. In healthy
systems, losses of key ecosystem components, be
they reef-building corals or herbivorous fish, are
often transitional. Fish stocks recover, and the
net decadal growth of biogenic structure may be
maintained even if coral growth is reduced and
erosion predominates for a few years. Despite
this natural variability, reefs are highly vulnera-
ble to human-induced degradation (2). Growing

concern for their long-term future has led to ur-
gent calls for action across many public-sector,
governmental, and even faith communities.
Human pressures fall into the same broad

classes as natural perturbations: physical, ecolog-
ical, and oceanographic (table S1). The challenge
they present is twofold. First, anthropogenic ef-
fects act in addition to natural disturbances. Thus,
although coral bleaching can be a natural phenom-
enon, it now occurs more frequently and more
severely. Second, many of these pressures are
chronic: Although reversible, they are not being
reversed. Thus overfishing has left large areas of
reefs without key functional groups such as top
predators, or with reduced herbivore biomass
and diversity, for many years.
In a seminal study of a Caribbean reef, Hughes

showed that coral reefs could be taken out of
their naturally dynamic equilibrium and shifted
toward an alternative state by a combination of

natural and anthropogenic perturbations. The ob-
served ecological shift from coral to algal domi-
nation (3) was later replicated on an Indo-Pacific
reef (4), and the reality of such phase shifts has
now become an established paradigm.

Climate change impacts

Most warm-water corals exhibit a symbiotic re-
lationship with single-celled algae (zooxanthellae)
from which they derive much of their nutrition.
This relationship breaks down under stress. Algal
densities decline and photosynthetic pigments
may be reduced. As a result, corals become pale or
“bleached” and in some cases die. Mass bleaching
events around the world were first noted in 1983
and have been linked to elevated sea tempera-
tures. These events usually last for a fewweeks to
a few months and are acute threats to the corals,
whose presence and structure underpin the en-
tire ecosystem. Severe seawater warming in 1998
affectedmost coral reef regions and causedwide-
spread coral mortality, particularly in the Indian
Ocean.
Most corals live close to their upper thermal

maximum, and an increasing frequency of bleach-
ing is projected with warming background tem-
peratures. Even corals surviving bleachingmay be
affected, with impaired reproduction, susceptibil-
ity to disease, and reduced calcification. Within
the Caribbean, increases in thermalminimahave
probably played a role in the spread of disease in
acroporid corals (5).
Although recovery from the 1998 bleaching

has been documented on many reefs, elsewhere
it has been linked to phase shifts toward macro-
algal dominance (see the case study below). An
El Niño–Southern Oscillation event currently be-
ginning has been predicted tomatch that of 1998
in terms of intensity (6) and could drive further
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Fig. 1. Reef state varies across a broad spectrum, even in natural conditions, but increasing
number, frequency, or intensity of perturbations (x axis) will typically affect both the peak
state that a reef can attain (blue line) and the resilience of that reef (red line). Double-headed
arrows indicate that at any given threat level, reefs may be observed across a broad range of states.
For this reason, the large decrease in resilience with increasing threats may not be apparent from
simple one-off measures of reef state.
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reef loss. Future trajectories of warming ocean
waters present a bleak picture.
Patterns of bleaching, and the responses of

corals, are far from homogeneous. McClanahan
andothers have pointed to considerable variability
in bleaching susceptibility between both taxa
and locations (7, 8). Bleaching susceptibility ap-
pears lower in areas of prior thermal stress and/
or in regions subject to natural fluctuations in sea
temperature. At finer scales, recent work by

Palumbi et al. (9) in American Samoa showed
that at least one widespread species had the abil-
ity to acclimatize over a time scale as short as 2 years.
Other researchers have demonstrated decade-
longmemories of acquired tolerance (10) and the
possibilityof transferring thermal tolerancebetween
generations (11). Nevertheless, there remains con-
cern about the ability of any species, or indeed the
ecosystem as a whole, to adjust sufficiently quick-
ly to match projected rates of temperature rise.

Ocean acidification poses a further chronic
threat for coral reefs through reductions in the
saturation state of aragonite, which is required
to build the coral skeleton. Projected impacts
on corals and reef structures include reduced
growth, weaker skeletons, increased bioerosion,
and potentially dissolution of carbonate substrates
and coral skeletons (12). As with sea-temperature
increases, a rapidly growing research base has
added many nuances to original concerns. For
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Fig. 2. Indo-Pacific and Caribbean reefs may be observed across a broad spectrum of states. (Left) Reefs of the well-protected Chagos Archipelago
(BIOT) were badly damaged by the bleaching event in 1998 (C), but most recovered with high recruitment (B) over several years to return to high coral
cover (A). (Right) In the Caribbean, high coral cover (D) is now very rare indeed, and “peak” condition for many reefs is a mix of hard corals, soft corals,
and macroalgae (E). In many places, phase shifts have led to highly altered, algal-dominated “reefs” (F), which might no longer meet the definition of a
true coral reef.
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example, some coral species will cope better than
others, at least in the early stages of rising CO2

conditions, and the response among other fauna
and flora is highly variable (13).

The current state of reefs and resilience

About 75% of the world’s reefs are considered
threatened by human activities (2). Long-term
andmultisource syntheses reveal dramatic changes
to coral reefs in recent decades. The complete
physical loss of reefs remains rare, but degrada-
tion is now almost ubiquitous. In the Indo-
Pacific, coral cover has declined to only 22% of
total reef surfaces, after an estimated 2% decline
per year from 1997 to 2003 (14). On the relatively
well-protected Great Barrier Reef, more recent
declines are even steeper: An average of 3.4% loss
of coral cover per year from 1985 to 2012 has led
to a current mean coral cover of only 14% (15).
Other metrics for the state of reefs indicate

similar patterns. For example, massive declines
in rugosity have been reported from the Carib-
bean (16), where over one-third of reefs no longer
have sufficient coral to maintain their structure
and are noweroding (17). Overfishing has affected
most of the world’s coral reefs: Herbivore biomass
is, on average, double on reefs that are not ac-
cessible to fishing (18), and the abundance of
large reef fish species, including sharks, is often
10 times higher around unfished reefs (19).
Such changes are influencing the appearance

and functional ecology of reefs. The flattening of
reefmorphology (16) is reducing the overall surface
area for benthic species and reducing surface com-
plexity associated with niche space for mobile
fauna (20). The particularly strong declines and
phase shifts observed on Caribbean reefs may be
regarded as a harbinger for other regions, and
indeed some recovery failure has also been noted
on Indo-Pacific reefs (case study) (21).
Many reefs do, however, have a high capacity

for recovery, and after a perturbation they typ-
ically return to previous levels of coral cover, ru-
gosity, and biomass. One-off metrics of reef state
such as coral cover are therefore of limited use
for understanding where a particular reef lies on
the threat spectrum (Fig. 1). After severe bleach-
ing, coral cover can return within a decade, al-
though return to the original ecological assembly
may take longer and may not occur at all (22).
The challenge comes when severe perturbations
become too frequent to allow full recovery or
when multiple perturbations occur at the same
time (Fig. 2).

Case study: Coral bleaching impacts in
the Indian Ocean

The reefs of the central and western Indian
Ocean suffered some of themost extreme impacts
from the 1998 bleaching event, with coral mor-
tality often in excess of 90%. Since that event,
and despite sublethal bleaching events in some
subsequent years, many reefs, such as those in
the British Indian Ocean Territory (BIOT; also
known as the Chagos Archipelago), have moved
toward recovery (23). These reefs are protected
by theworld’s largest no-takemarine reserve and

have few direct anthropogenic pressures. Reefs
around the granitic Seychelles islands showed
more diverse response trajectories, with some
reefs, including most deeper reefs, displaying
strong recoverywhile othersmoved towardmacro-
algal–dominated communities with low coral cov-
er (24). These were some of the first reefs to show
phase shifts outside of the Caribbean. At least two
of the five factors associated with these shifts can
be linked to anthropogenic disturbance: low her-
bivore biomass and high nutrient concentrations.
Efforts are now under way to improve reef man-
agement and undertake restoration in some of
these reefs. Such efforts will help, but they may
not be sufficient in the face of accelerating cli-
mate change. Despite their protection from local
threats, some BIOT reefs have shown low recov-
ery and also increasing disease occurrence.

Managing for the future

It is perhaps naïve to try and hold any ecosystem
in a pre-Anthropocene state, but equally it is too
early to proclaim the end of coral reefs. Reefs are
declining in condition globally but not evenly.
Furthermore, in many areas, other impacts such
as overfishing and pollution are so severe that
climate change impacts are at present of second-
ary importance (15). The threat array varies be-
tween reefs, but there are also natural differences
in resilience, a fact that has led to the concept of
building such resilience into reef management.
The initial focus has been on identifying and fo-
cusing management interventions such as pollu-
tion mitigation and overfishing reduction around
areas where resilience may already be high (25).
Alongside these management approaches are

more active interventions such as reef restoration
through the use of coral transplants and coral
nurseries (26). Assisted colonization has been sug-
gested as a strategy, whereby heat-tolerant corals
from one region are transferred to another lo-
cation within their natural range to enhance
thermal tolerance in that location (27). However,
there can be problems with the survival of trans-
plants and risks with possible genetic alteration
of subpopulations. There are even calls from some
academics within the coral reef research commu-
nity to consider more radical solutions, ranging
from the genetic manipulations of corals or asso-
ciated symbionts (28) to geoengineering through
aerosol-based solar radiation management (29).
Such approaches carry huge risks, from the un-
intended ecological consequences of genetic mod-
ifications to impacts on global hydrological cycles
and stratospheric ozone from geoengineering.
The fact that they are even being mooted
indicates the levels of concern.
Without the stabilization of greenhouse gas

concentrations, it seems inevitable that many of
the world’s coral reefs will become nonaccreting
habitats—they will, based on most common def-
initions, cease to be coral reefs. This will happen
more or less rapidly in different locations and
will have concomitant and profound impacts on
both biodiversity and people. As reefs decline,
many of the millions of people who live near
reefs will lose critical sources of food, as well as

coastal protection and tourism revenues. Iron-
ically, however, the main drivers of current reef
decline—pollution, overfishing, sedimentation, and
direct destruction—may be just as influential in
the near term as climate drivers in the long term.
Concerted efforts by governmentswith jurisdiction
over coral reefsmay be able tomanage these direct
threats. This could win critical time both for adap-
tation and, crucially, for the global community to
act on stabilizing and reducing emissions.
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REVIEW

Climate change and
marine vertebrates
William J. Sydeman,1,2* Elvira Poloczanska,3,4

Thomas E. Reed,5 Sarah Ann Thompson1,6

Climate change impacts on vertebrates have consequences for marine ecosystem
structures and services. We review marine fish, mammal, turtle, and seabird responses to
climate change and discuss their potential for adaptation. Direct and indirect responses
are demonstrated from every ocean. Because of variation in research foci, observed
responses differ among taxonomic groups (redistributions for fish, phenology for
seabirds). Mechanisms of change are (i) direct physiological responses and (ii)
climate-mediated predator-prey interactions. Regional-scale variation in climate-
demographic functions makes range-wide population dynamics challenging to predict.
The nexus of metabolism relative to ecosystem productivity and food webs appears key to
predicting future effects on marine vertebrates. Integration of climate, oceanographic,
ecosystem, and population models that incorporate evolutionary processes is needed to
prioritize the climate-related conservation needs for these species.

M
arine vertebrates are diverse and charis-
matic, capturing and impassioning soci-
etal interests because of their roles in food,
educational, and recreational systems.
Largely, this is due to their conspicuous-

ness, a characteristic that makes them ideal for
investigating the impacts of climate change on
marine ecosystems. Fishprovideprotein to human
populations and support economic and food se-
curity,whereas sea turtles, seabirds, andmammals
contribute to regional economies (tourism) and
cultures, aswell as to human subsistence in remote
areas. These animals are ecologically relevant, im-
parting top-downeffects onmarine foodwebs that
may control community stability (1, 2). Marine ver-
tebrates, particularly seabirds, show great value as
ecological indicators and may play pivotal roles
in assessments of marine ecosystem health (3).
Marine vertebrate–climate relationships have

been studied formore than a century. In the early
20th century, when studies of El Niño were in
their infancy, clear effects were documented for
Peruvian seabirds (4). Fish distributional shifts
were particularlywell documented in extratropical
California during the 1957–1959 El Niño event (5).
Effects of low-frequency climate variability on troph-
ic interactions and marine vertebrate popula-
tions were demonstrated in the late 1980s (6). It
is now well established that fish, birds, and mam-
mals regularly respond to climate phenomena,
such as El Niño–Southern Oscillation (ENSO),
Pacific Decadal Oscillation (PDO), and Atlantic
Multi-Decadal Oscillation (AMO), which fluctu-

ate on a range of temporal scales (7, 8). For ex-
ample, when the North Atlantic warmed in the
early 20th century (~1920s to 1940s) at rates com-
parable with contemporary warming (9), asso-
ciated ecological changes included widespread
northward shifts of fish and increases in fisheries
productivity drivenby bottom-upprocesses (10, 11).
Thus, changes in marine vertebrate life histories,
demographic traits, and distribution have long
been a subject of interest. Because marine verte-
brates are ecologically important and vulnerable,
clearly responsive to climatic factors, and provide
extensive economic and aesthetic value to society,
it is imperative to better understand the impacts
of climate change on these keymarine organisms.

Taxonomic diversity

Huge challenges to understanding and predic-
tion remain, however, not the least of which con-
cerns the complexity of biological interactions
that drive change (Fig. 1). Climate change can
affect these animals directly, through physiolog-
ical functions (12), or indirectly, through predator-
prey interactions and other trophic mechanisms,
or through modification of critical habitats such
as coral reefs and seagrass beds. Fish, the domi-
nantmarine vertebrate group, demonstrate com-
plex life histories including, for many species, a
planktonic life-stage in which habitat occupancy
and prey use differs from adult life stages, result-
ing in different vulnerabilities to environmental
change. Most fish are ectothermic and derive
oxygen from seawater; thus, their responses to
climate change are direct and physiological, with
impacts on basicmetabolic functions. Furthermore,
changes in ocean productivity and prey availa-
bility are well demonstrated to drive fluctuations
in fish populations. Sea turtles, generally consid-
ered ectothermic, are characterized by highly mi-
gratory life histories and long age-to-maturity (often
decades), andnest on land (sandy beaches),where
ambient temperatures determine the sex of em-
bryos. In contrast, marine mammals and sea-

birds are endothermic; climatic effects on these
groups are mostly indirect, influenced primarily
by shifts in habitat or prey availability, although
coastal inundation of low-lying nesting areas for
tropical seabirds (and sea turtles) is also of con-
cern. The high metabolic rate of some species
(notably seabirds) necessitates regular access to
food resources in order to maintain somatic con-
dition. Thus, the nexus between metabolic shifts
and nutritional needs, coupled with variation in
ocean productivity and trophic interactions, may
be a key predictor of the ability of marine ver-
tebrates to cope with climate change. Moreover,
although all marine vertebrates may be consid-
ered vagile, some conduct transoceanic or trans-
hemispheric migrations (13), whereas others are
more sedentary (such as coral reef fish). Repro-
ductive tactics also vary from batch-spawning
semelparity (single reproductive episode during
life, such asPacific salmon) to long-term iteroparity
(multiple reproductive cycles, such as albatrosses
that live upwards of 80 years). Although these
fundamental differences result in varying responses
among taxonomic groups to climate, a key sim-
ilarity is that generally, these animals derive sus-
tenance from the oceans.

Observations, mechanisms, and models
Information base

Fisheries, endangered and iconic marine wild-
life, seabirdmonitoring, and society’s fascination
with marine environments have produced many
long-term observational data sets. Fisheries sta-
tistics, some exceeding a century, as well as in-
terdecadal monitoring studies at important local
habitats—such as nesting or breeding sites for
seabirds, sea turtles, and marine mammal pop-
ulations—are available for global syntheses (14).
When coupled with environmental data on at-
mospheric and oceanographic conditions, this
provides a rich database with which to exam-
ine biophysical relationships and potential cli-
mate change impacts on populations. Nonetheless,
there remain many gaps in our knowledge; for
example, most studies have been conducted in
the temperate Northeast Atlantic and the tem-
perate to subarctic North Pacific. Key studies also
exist from southernAfrica (15) andAntarctica (16),
butmany rich areas of the world’s oceans remain
largely understudied. Additionally, fisheries-
dependent data may be compromised by a non-
random temporal and spatial distribution of
fishing effort, and seabird, sea turtle, andmarine
mammal data sets rarely exceed one period of
decadal variability (e.g., the PDO or AMO). This
means that for themost part, statistical attribution
of changes in marine vertebrate populations to
anthropogenic climate change is difficult because
few data sets allow one to disentangle unidirec-
tional climate change from low-frequency climate
variability. Mechanistic understanding of change
has also been elusive.
That said, recent global syntheses provide robust

evidence of widespread impacts of climate change
on marine vertebrates (14, 17). Contemporaneous
changes in coupled ocean variables and processes
such as temperature and regional upwelling,
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Fig. 1. Four case studies illustrating the complex mechanisms by which
climate change can indirectly affect marine vertebrates via trophic inter-
actions. (A) Bottom-up effects of climate change in the North Sea. The
reduction in lipid-rich copepods results in declines in sandeel recruitment and
poor seabird breeding success (110). (B) Climate-mediated top-down effects of
polar bears in the Arctic, with positive impacts (reduced predation) hypothe-
sized for Arctic seals and negative (increased predation) impacts on sub-Arctic
seals, nesting eiders, and terrestrial resources (111–113). (C) Potential climate-
mediated trophic cascade in the California Current System driven by range

expansion of Humboldt squid, with increasing predation on hake and
mesopelagic fishes cascading to decreased predation on krill (63–65). (D) Marine-
terrestrial coupling and ecological cascade on Coral Sea Islands, southwest
Pacific, driven by climate change simultaneously affecting the ocean and land,
lessening food availability and reducing nesting habitat quality for seabirds
(114, 115). Each case study is a simplified schematic and does not include all
potential food web links and interactions. Orange arrows, direct climate con-
trols; blue arrows, bottom-up interactions; red arrows, top-down interactions;
solid lines, well supported; dashed lines, hypothesized.



nutrient supplies and primary production, and
ocean acidification and deoxygenation (18) indi-
cate the potential for causal relationships and the
inherent complexities of a three-dimensional (3D)
habitat. For example, discontinuities in physical
and chemical components of the ocean are ob-
served in vertical andhorizontaldomains. Potential
pathways of marine vertebrate response are also
complex and include classic climate-to-predator
bottom-up food web dynamics (Fig. 1A), climati-
cally driven shifts in predation pressure onmeso-
predators (Fig. 1B), as well as other potential
mechanisms, including trophic cascades and
terrestrial-marine coupling (Fig. 1, C and D).
Thus, understanding climate change impacts on
marine ecosystem primary and secondary produc-
tivity and availability of prey to consumers is vital
to predicting future responses to climate change.
Responses in terms of phenology, distribution,
and demography will also bemediated by climate
change impacts on critical habitats, such as coral
reefsandseagrassbedsusedby fishasadult foraging
groundsor juvenilenurseries, sandynestingbeaches
for sea turtles and seabirds, and sea ice, which
provides foraging and breeding habitats for polar
bears (Arctic) and penguin species (Antarctic).

Phenology

Phenology is the study of the timing of recurring
biological events and how these are influenced
by climate, such as the seasonal phasing of phy-
toplankton blooming in marine ecosystems or
timing of egg-laying in seabirds. Climate change
is causing variation in the peak and seasonality
of both temperature and primary production in
the oceans (19, 20). Generally, warm seasons are
arriving earlier and ending later (21) and are ex-
pected to advance the timing of springmigrations
and breeding, delay autumnmigrations, and alter
the seasonal peak abundances of marine orga-
nisms (22). Phenological responses have beenwell
demonstrated in many species of seabirds and
zooplankton, including larval fish (23). Globally,
spring phenologies of all marine species (including
planktonic and nektonic species) have advanced
by 4.4 ± 1.1 days per decade since the mid–20th
century (14); responses are variable among taxo-
nomic groups. For example, seabirds were not
significantly different from zero owing to regional
advances and delays in breeding dates. Delayed
breeding for emperor penguins (Aptenodytes for-
steri) and other seabird species in the western
Antarctic was linked to a delay in sea ice break-
up, which has been hypothesized to influence
prey availability and limit access to prey resources
(24). Similar delays were reported for northern
gannets (Sula bassana) in the northeast Atlantic
and linked to warmer temperatures, also pre-
sumably related to prey resources (25). No uni-
directional trends in phenology were observed
for several seabird species in the North Pacific
(26, 27), although the timing of breeding of sea-
birds in this region tracks phase shifts of the
PDO. In contrast, earlier breeding for little penguins
(Eudyptula minor) in Australia has been linked to
ocean warming and improved prey availability
(28). Similarly, nesting phenology in sea turtles

has been linked to ocean temperature; however,
evidence of climate change responses is weak and
overshadowed by regional variations (29, 30). The
initiation of breeding migrations is likely driven
by environmental conditions on distant feeding
grounds (turtles deposit fat reserves that are mo-
bilized later for breeding) (31), although to date,
remote climate effects have yet to be investigated.
Fish phenologies show similar complexities,

although studies are rare. The phenology of adult
salmon (Oncorhynchus spp.) migration in Alaska
shows population-specific advances and delays
(32); delays for sockeye (O. nerka) run timing
may be related to warm river conditions and low
summer stream flows. In theNorth Sea, advanced
spawning of sole (Solea solea) corresponded to
warmer winter temperatures, which likely accel-
erated gonadal development (33). Off California,
both earlier and later seasonal peaks in larval
fish abundance (n = 43 species) were observed,
corresponding to the preferred habitat of each
species (34); neritic species that reside near up-
welling centers showeddelays in peak abundance,
whereas timing for peak abundance has advanced
for more pelagic, offshore-dwelling species.
Although research clearly shows a range of

phenological responses to recent climate change,
in generalwe lack clear “yardsticks” for howmarine
vertebrates should change their phenology to
avoid loss of fitness (for example, phenological
responses of food species or predators against

which to compare focal species responses) (35).
Few models project anticipated changes in phe-
nology (36); however, a rare study (37) presents
an individual-basedmodeling framework for char-
acterizing climate change effects on phenology,
and there is scope for adapting such models to
other species and contexts (38). Phenological shifts
can maintain alignment of predator and prey or
other resources in time or space as climate changes
(39), but there is no reason to assume perfect track-
ing across trophic levels (40); indeed, some phe-
nological responsesmay disadvantage individuals.
Most studies, including those showing both ad-
vances and delays in breeding date and peak abun-
dance, hypothesize phenological responses via
metabolic shifts or prey resources, but few have
demonstratedmatching of vertebrate needs with
prey availability relative to climate change (41–43).

Distribution

Climate change and oceanwarming are predicted
to cause shifts in marine vertebrate distributions,

and thus diversity (patterns in the richness of
communities) (22, 44). Anticipated impacts in-
clude increases in species richness in temperate-
subarctic biomes, local species extinctions in
tropical biomes, and the emergence of no-analog
communities (44–46). Small-ranged species,which
dominate in the tropics, and polar communities
may be at highest risk fromwarming (44). Climate-
related redistributions are best studied in fish.
Recent decadal increases in fish community di-
versity and productivity observed in the high-
latitudenortheastAtlantic (47) andBering Sea (48)
have been linked to regional warming.Whether or
not boreal/subpolar fish production will continue
to increase as a function of climate change is a key
question. Latitudinal shifts will induce changes in
photoperiodic responses (day length differs in
newly colonized areas). In some cases, enhancing
growth because of longer day lengths for feeding
(49), and in others, disrupting trophic synchronies
or, particularly in polar oceans, resulting in
shorter windows of food availability (50).
Across the globe, distribution shifts of, on aver-

age, 30.6 ± 5.2 km per decade have been re-
ported, and the fastest responses are for fish and
zooplankton, including larval fish (14). Differ-
ences in the speed and direction of shifts among
fish and invertebrate populations may be ex-
plained by local rates of isotherm shifts (51).
Shifts in depths occupied have also been docu-
mented as cold-water species take refuge in cool-
er, deeper waters, particularly where latitudinal
shifts are blocked (52, 53). For example, in the
northern Gulf of Mexico, where the coastline pro-
hibits poleward distributional shifts, demersal
fish assemblages instead shifted deeper (51).
Fishing complicates interpretations of climate-
driven redistributions (54) and can amplify or
obscure responses to climate change (55, 56).
As an example, cod distribution in the North Sea
has shifted northward, eastward, and deeper over
the past century; the northward shift and deep-
ening have been linked to warming; however, the
shift eastwardwas linked to fishing pressure, com-
plicating interpretations and attribution to cli-
mate change (57).
Warming combines with other oceanographic

processes to influence species redistributions.
Numerous range extensions have been observed
in fish of temperate waters of southeast Australia
and linked to regional warming as well as a
strengthening of the East Australian Current; the
mechanism includes enhanced transport of larvae
and juveniles (58). In the northwest Atlantic,
changes in silver hake (Merluccius bilinearis) dis-
tribution were correlated with the position of the
Gulf Stream, although thehake respond to changes
in bottom temperatures arising from the same
changes in circulation patterns that influence the
Gulf Stream (59).
Ocean acidification, in addition to changes in

temperature, presents risks to larval fish in par-
ticular,whereas oxygenavailability is an important
determinant of fish metabolic rates and their
ability to cope with warming, ultimately affect-
ing growth and body size (12). Oxygen declines
also are projected to result in poleward and
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vertical contractions of habitats and a reduction
in fish body size (60–62). Humboldt squid off
California, however, appear to have responded to
warming and deoxygenation with a recent range
expansion, increasing predation pressure on com-
mercial fish species (Fig. 1C) (63–65).
Distribution shifts of air-breathingmarine ver-

tebrates are also expected as a consequence of
warming temperatures, primarily through mod-
ification of prey availability or critical habitats.
Declining sea ice has forced polar bears to use
terrestrial food resources as sea ice foraging hab-
itats decline and denning is driven into coastal
areas (Fig. 1B) (66, 67). Seabird redistributions
have been documented for South African and
Australianbreeding colonies in relation to changes
in prey availability (68, 69). One climate model
analysis suggests shifts in North Pacific albatrosses
corresponding to a poleward shift of the Transi-
tion Zone Chlorophyll Front (46); albatross obser-
vations in Alaska corroborate these results by
showing a northward shift in the center of dis-
tribution and increased albatross density in the
subarctic Bering Sea (70).

Demography

Numerous demographic responses (for example,
vital rate statistics such as reproductive success
and survival) have been shown for seabirds, sea
turtles, and fish, and contrasting responses to
environmental measurements are apparent. For
example, Antarctic sea ice extent (SIE) has a pos-
itive effect on adult survival and a negative ef-
fect on egg hatching rates in emperor penguins
(Aptenodytes forsteri) (71, 72) and negative or sta-
tistically nonsignificant relationships with snow
petrel survival (Pagodroma nivea) (73, 74). Addi-
tionally, there is evidence that “moderate is better,”
with intermediate SIE related to the highest sur-
vival rates for Adélie penguins (Pygoscelis adeliae)
(75, 76); moderate ice cover promotes primary
productivity and facilitates access to prey re-
sources by foraging seabirds.
In general, oceanwarming correlates negatively

with seabird breeding success and survival; exam-
ples include puffins from Norway (77) and shags
and auks in the UK (78), but this is not always the
case. Positive relationships have been demonstra-
ted between breeding success and temperature for
little penguins off Australia (79), as well as two
Antarctic albatross species (80) and puffins off
Russia (81). An example highlighting the link be-
tween foraging success and breeding success is
the recent poleward shift in wandering albatross
(Diomedea exulans) distributions as westerly wind
fields in the Southern Ocean have strengthened
and moved poleward (82). As a result, albatross
foraging trips have shortened in duration, and
breeding success has improved. Variation in sur-
vival may also relate to sea surface temperature
(SST); for example, Waugh et al. (83) documented
a negative relationship between the survival of
rareWestland petrels (Procellariawestlandia) and
SST anomalies in areas frequented by the birds
during the breeding season, but a positive relation-
ship between those two factors in foraging areas
used in the nonbreeding season. In sea turtles,

the sex of hatchlings is determined by incubation
temperatures of eggs in nests dug above sandy
beaches (female biases arise above ~29°C). Air
temperatures on many beaches worldwide have
already warmed to, or are close to, all female-
producing temperatures, and temperature pro-
jections indicate further biases (84). However,
population units may span many beaches in a
region, and temperatures fluctuate during nest-
ing seasons (for example, reduced with rainfall),
so the necessary males may still be produced.
Owing to the availability of excellent data on

seabirds, a number of climate-dependent popula-
tion models have been implemented by coupling
demographic data with climate system models.
These studies assume that climatic-demographic
relationshipswill remain the same into the future—
a bold assumption given developing novel climate
states (85) and well-documented breakdowns in
climate-demographic relationships for fish (86).
Nonetheless, population viability studies have
been revealing. For example, population declines
of 11 to 45% by 2100 have been projected for
Cassin’s auklet (Ptychoramphusaleuticus), a plank-
tivorous seabird; this model was based on estab-
lished relationships between demographic rates
(breeding success and adult survival) and upwell-
ing intensity and ocean temperatures (87). In the
Antarctic, continent-wide declines of emperor pen-
guins have been projected based on local SIE in
relation to breeding success and survival estimates

(76). At the continental scale, interannual variabil-
ity in SIE promotes population stability because
of opposing functions between SIE and breeding
success and survival. Climate-dependent models
also highlight the complexity of responses in fish.
For example, for south Pacific albacore tuna (Thun-
nusalalunga), applicationof a 2Dcoupledphysical-
biological-fisheries model at the ocean basin scale
predicts an initial population decline followed by
an increase in biomass as a new spawning ground
is established toward the end of the 21st century
(88). However, population dynamics are also sen-
sitive to simulated changes in optimal spawning
temperatures; accounting for potential evolution-
ary processes favoring albacore with preferences
for higher optimal ambient spawning temperature
suppresses the emergence of a new spawning
ground, and stock abundance remains low.

Capacity for adaptation

The albacore example underscores a crucial yet
relatively understudied issue: the potential for

evolutionary adaptation and/or phenotypic plas-
ticity to modulate population responses to cli-
mate change. The former involves genetic change
across generations driven by natural selection on
heritable phenotypes, whereas the latter occurs
when individuals use current genes to express
different phenotypes in changing environments.
Plasticity typically occurs more rapidly than does
evolution and thus represents the “first line of
defense” in a changing environment. Indeed, a
large body of work demonstrates that marine ver-
tebrates have a broad capacity to adjust their
behaviors, physiology, andmorphology in response
to short-term changes in environmental conditions
via plasticity in labile (in which phenotype changes
at least as fast as the environment) and nonlabile
traits (89–91). Tagging studies of seabirds, marine
mammals, and pelagic fish offer opportunities for
measuring individual reaction norms—the range
of phenotypes produced across environments be-
cause of phenotypic plasticity—and fitness corre-
lates and relating these to population-level trends.
For example, individual common murres (Uria
aalge) adjust egg-layingdates in response to climate-
related cues, allowing them to track interannual
changes in the seasonal peak in forage, with ben-
efits for breeding success (92). The need for
plasticity in some traits, however, is balanced by
selection for relative constancy (“canalization”)
in others that are more closely correlated with
fitness (91). Many long-lived pinnipeds and sea-
birds, for example,maximize fitness byminimizing
interannual variance in adult survival and breed-
ing propensity, which in turn dampens the demo-
graphic consequences of changing climate (93).
Antarctic fur seals (Arctocephalus gazella) breeding
on South Georgia have lost some of this capacity
for life history buffering, however, likely because
of a lack of plasticity in breeding schedules in the
face of reduced food predictability (93).
More generally, plasticity has its limits, and

evolutionary adaptation of reaction norms them-
selves may be required for populations to persist
in rapidly changing (or increasingly variable) cli-
mates. Empirical evidence for evolutionary re-
sponses to contemporary climate change inmarine
vertebrates (indeed, most taxa) is almost com-
pletely lacking, but this may reflect detection prob-
lems rather than a lack of evolutionary potential
(90, 91). Most populations harbor substantial gen-
etic variation for traits affecting fitness, but the
key unknown is whether evolution can unfold
rapidly enough to prevent extinction (94). Phe-
nological traits in particularmay experience strong
selection; for example, timing of peak nesting of
adjacent genetic stocks of the flatback sea turtle
Chelonia depressa in northern Australia have di-
verged to coincidewith local temperature regimes
compatible with high incubation success and
suitable hatchling sex ratios, but this likely oc-
curred over thousands of years (95). Whether
marine vertebrates can keep evolutionary pace
with unprecedented (at least in their recent
evolutionaryhistory) ratesof environmental change
is of great concern, and “space-for-time” substitu-
tions may be a poor guide in this respect. In
theory, transgenerational adaptation to climate
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change can also occur via epigenetic mechanisms
or inherited environmental effects (96), but the
importance of these mechanisms is uncertain.
Laboratory experiments for the few vertebrate
species that lend themselves to captive breeding
(97), or observations of fine-grained population
responses (98), can be used to infer the potential
for phenotypic plasticity and microevolution.
Clearly, marine vertebrate species do not have

equal scope for adaptive responses. For example,
species that evolved in relatively stable climates
are expected to have narrow thermal tolerances
(such as stenothermal Antarctic fishes) (99) and
less capacity for thermal or other types of plas-
ticity than that of populations inhabiting more
variable environments. Similarly, historically large,
widespread, or well-connected populations may
possess greater evolutionary potential than those
of small, localized, or isolated populations (100).
Aside from these general rules of thumb, it is dif-
ficult to predict a priori which marine vertebrates
will bemost capable of adapting to climate change.
The strongest generalizations that can bemade are
that (i) all else being equal, species with shorter
generation times will evolve faster than those with
longer generation times, at least initially (at evo-
lutionary equilibrium, both are predicted to track
a moving optimum at the same annual rate), and
(ii) species capable of rapid population growth are
more likely to be rescued by evolution (94). Mar-

ine vertebrates with slow life histories and low
annual fecundity—most seabirds, sea turtles, and
marine mammals, as well as many sharks—are
thus expected to be less evolutionarily resilient to
rapid climate change, despite the fact that they
have substantial capacity for adaptive plasticity.
However, life histories themselves may evolve
because of climate-induced selection, although
again the pace of such changes will be critical.
Thus, amajor challenge remains to understand

how the resilience of species, communities, and
ecosystems is affected by the plasticity of individ-
uals andmicroevolution (or a lack thereof) of pop-
ulations. It is useful in this respect to distinguish
among factors affecting exposure to changing en-
vironments and those affecting sensitivity to given
changes, which together determine vulnerability
at each level of biological organization (Fig. 2)
(101). It is also important to realize that plasticity
and evolutionary adaptation by no means guar-
antee population persistence and can even lead
to declines in abundance (102). On the other hand,
populations and species may respond to climate
change idiosyncratically, and such diversity can
enhance the resilience of species and commun-
ities via portfolio effects (in which the dynamics
of biological systems are less variable than their
individual components) (103). For example, the
overall numbers of sockeye salmon O. nerka re-
turning to Bristol Bay, Alaska, annually are much

less volatile than the numbers returning to indi-
vidual rivers within the bay, owing to asynchro-
nous dynamics among local populations (104).
Given the limitations on our forecasting abilities,
adaptable conservation strategies that spread risk
and maintain genetic and ecological heterogene-
ity and connectivity are most prudent (103, 105).

Concluding remarks

Changing climate creates systemic effects that
ripple through marine food webs, affecting all
trophic levels. Most climatic effects on seabird
andmammalian consumers, beingmid- to upper-
trophic-level species, will be indirect, operating via
changes in ocean productivity and food webs. In
contrast, ectothermic fishmay respond immediately
and substantially to relatively small changes in
temperature and oxygen concentrations and po-
tentially ocean acidification, factors that may af-
fect their metabolism. Endothermic organisms,
such as birds and mammals, may not respond
directly to physical changes and only to changes
in food supplies over time, but once they respond,
changes are likely to be substantial anddifficult to
reverse. Thus, indirect responses, although per-
haps delayed, are powerful and potentially long-
lasting, hence a challenge for management and
conservation. Some impacts may be mediated
by phenotypic plasticity or evolutionary change,
but the capacity formarine vertebrates to respond
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Fig. 2. Intrinsic properties of individuals, populations, species, and com-
munities, together with extrinsic properties of the environments they in-
habit, shape their exposure and sensitivity to climate change. Exposure
is a function of climatic change and the degree of buffering due to habitat
heterogeneity (such as refugia) and behavioral adjustments. Sensitivity is
affected by intrinsic factors such as physiological tolerances and (relatively)
fixed population/species traits and will be mediated by evolutionary changes,
plastic ecological responses, and resilience (the capacity of systems to per-

sist and recover from disturbance). Vulnerability and emergent dynamics at
each level of biological organization depend on processes operating at lower
levels. For example, phenotypic plasticity and evolutionary adaptation (or lack
thereof) propagate up from individuals and populations to affect the resilience
of species and communities, and thereby ecosystem function. Additional hu-
man stressors and conservation management will further affect ecological
and evolutionary resilience by modifying these and other factors. [Adapted
from (101, 116)]
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in thismanner is variable and unpredictable based
on the information at hand. Anthropogenic global
warming is anticipated to increase physical and
ecosystemvariability andbringecological surprises
as novel species interactions and communities
form, which further confounds assessment of
risks to marine vertebrates.
A variety of new modeling approaches are

emerging, from species distributionmodels (SDMs)
and population models to complex ecosystem
models operating across varying temporal and
spatial scales, all of which involve balancing trade-
offs in realism against uncertainties in model pa-
rameters and structures (106). The latest wave of
SDMs better account for interactions between
evolution and dispersal (as well as biotic interac-
tions), but their parameterizations are limited by
data availability, and increases inmodel complexity
can come at the expense of tractability (107). In-
ternational coordination of modeling efforts (for
example, fisheries under the framework of the
Inter-sectoral ImpactModel Intercomparison Proj-
ect) (108) may provide consistent estimates of un-
certainties (109). The availability of high-quality
data on marine vertebrates, however, facilitates
comparative studies of similar species between eco-
systems, as well as coupling climate and ecosys-
temsmodels with genetic and populationmodels,
which are feasible approaches to improve under-
standing and forecasting the future for these key
marine animals.
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Climate change in the oceans:
Human impacts and responses
Edward H. Allison* and Hannah R. Bassett

Although it has far-reaching consequences for humanity, attention to climate change
impacts on the ocean lags behind concern for impacts on the atmosphere and land.
Understanding these impacts, as well as society’s diverse perspectives and multiscale
responses to the changing oceans, requires a correspondingly diverse body of scholarship
in the physical, biological, and social sciences and humanities. This can ensure that a
plurality of values and viewpoints is reflected in the research that informs climate policy
and may enable the concerns of maritime societies and economic sectors to be heard in
key adaptation and mitigation discussions.

O
n 1 September 2015, U.S. President Barack
Obama, walking on the moraine below
the receding Exit Glacier in Alaska, pointed
to the distant ice and said, “This is as
good of a signpost of what we’re dealing

with when it comes to climate change as just
about anything” (1).
We can see retreating glaciers and shrink-

ing lakes or experience heat waves, crop failures,
and extended wildfire seasons. By compari-
son, the ocean appears unchanging to a public
that gives greater credence to climate change
science when they have seen or directly ex-
perienced changes consistent with its predic-
tions (2). Unlike the shrinking Exit Glacier, the
oceanic components of climate change remain
largely hidden beneath the waves. Similarly,
the diverse sectors that make up the global
ocean economy, such as energy, transport, fish-
eries, and tourism, have not been the subject
of integrated analysis and are thus subsumed
within sectoral analyses that fail to highlight
their collective value. The “out of sight, out of
mind” nature of ocean change is reflected in
the ocean’s lack of visibility in global climate
change policy debates, including the annual
Conference of the Parties to the UN Frame-
work Convention on Climate Change (UNFCCC)
(3), even though the impacts of climate change
on the ocean are well documented (4, 5) and
have far-reaching implications for society.
The latest Intergovernmental Panel on Cli-

mate Change (IPCC) global assessment iden-
tifies the main oceanic elements of observed
global environmental change as follows: rising
sea surface temperature; thermal expansion of
the oceans and melting sea ice, leading to sea-
level rise; changes to ocean thermal structure
and currents; changes in the periodicity and
amplitude of ocean climate cycles such as El
Niño; changes in the frequency and severity of
hurricanes and typhoons; ocean acidification;
and deoxygenation of areas of the sea where

thermal stratification is strengthening and nu-
trients and productivity are rising (oceanic “dead
zones”) (4).
Climate change research in the humanities

and social sciences is furthering our under-
standing of the socially differentiated impacts of
climate change, the range of adaptation options
being pursued or considered, and the support for
and challenges to ongoing technical and political
responses to climate change. Much of this insight
is missing from most “human dimensions” re-

search inmajor Earth (and ocean) system science
programs; such research is typically limited to
attempts to quantify potential vulnerabilities to
physical andbiochemical changes, economic analy-
ses of themonetary value of threatened ecosystem
goods and services, and analyses of the costs and
benefits of various options for adaptation and
mitigation action (6).

Near and distant impacts

Ocean-related climate change impacts on hu-
man society and institutions will necessitate
responses at scales from the individual to the
global. Oceanic influences on the global cli-
mate system mean that populations and econ-
omic activities that are far removed from the
sea can be influenced by ocean change. For ex-
ample, predicted changes in the intensity and
frequency of El Niño–Southern Oscillation (ENSO)
events, driven by ocean warming (7), may al-
ter previously experienced patterns of ENSO-
driven variability in Peruvian fish catches (8),

Indonesian rice harvests (9), cholera epidem-
ics in Bangladesh (10), crop and livestock pro-
duction in sub-Saharan Africa (11), forest fire
risks in the western United States (12), and
the profitability of winter sports tourism in
Arizona (13)—all with consequences for socie-
ties and economies in these areas. More prox-
imally, maritime and coastal societies will also
be affected by climate variability and change
that are not specifically or exclusively ocean-
related—such as glacial melting, summer heat
waves, and changes in precipitation frequency,
intensity, and timing—as a result of the many
teleconnections between global environmental
change, the oceans, and human societies (14).
These often interacting and indirect pathways
complicate our understanding of climate change
impacts and challenge our ability to plan adap-
tive responses.
Probably the greatest adaptation challenges

are those faced by people who either live close
enough to the coast to be directly affected by
a combination of sea-level rise and extreme
weather events, have a livelihood and way of
life closely linked to the health of the marine
environment, or are nutritionally dependent on
access to marine resources.
Where there is uncertainty regarding cli-

mate change impacts, as with projected increases
in the severity or frequency of oceanic storms
(15), improvements in short- and medium-
term forecasts, evacuation plans, shelter pro-
vision, and knowledge of the social conditions
that lead to vulnerability are helping to reduce
loss of life: In Bangladesh, Cyclone Gorka killed
an estimated 140,000 people in 1991, whereas
Cyclone Sidr, in 2007, claimed between 3500
and 10,000 lives (16). Extensive social analysis of
the aftermath of Hurricane Katrina has shown
that a history of systemic inequality led to dispro-
portionate impacts on the city of New Orleans’s
African American population, which were still
evident years later (17).

Climate change impacts on the
“blue economy”

As terrestrial sources of energy, minerals, and
food come under greater strain from growing
demand, governments and the private sector
have increasingly looked to the oceans for new
resource extraction and business opportuni-
ties (Fig. 1) (18). The framing of much recent
research on climate change impacts on the ocean
reflects this shift: A key concern is document-
ing the potential impacts on established and
emergent maritime industries and their abil-
ity to generate “blue wealth” (19). Environmen-
tal valuation approaches are used to estimate
the market-equivalent value of ecosystem ser-
vices, such as the contribution of coral reefs to
fisheries, tourism, and coastal protection (20).
The future of fisheries in a changing cli-

mate, for example, is one important issue. An-
other is the marine renewable energy sector
(offshore wind, tidal, and wave power), which
could benefit from increased investment and
accelerated technological development if there
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is substantial policy support for reducing fossil
fuel energy use (21). A paradoxical short-term
benefit of climate change is that melting Arctic
sea ice is making new areas accessible to oil ex-
ploration and potentially viable for exploitation
(22, 23), thereby contributing to emissions that
would accelerate warming and acidification.
Without adaptive action, some of the largest eco-
nomic impacts will be on coastal cities, where
sea-level rise is expected to make weathering

storms more challenging, irrespective of whether
they increase in frequency or severity (24).
Not all individuals and societies see their

relationship with the sea as primarily an econ-
omic one, however, and there is widespread
concern among both traditional users of the
sea (small-scale fisherfolk and coastal indig-
enous groups) and environmentalists over the
race to extract wealth from the oceans (25).
An understanding of climate change’s effects

on other, nonmonetary systems of value is
needed if we are to develop a fuller under-
standing of its potential impact on the human
relationship with the sea.

Climate change and fisheries
One of the clearest demonstrations that an-
thropogenic warming has altered ecosystems
is the poleward shift in the ranges of exploited
fish species since the mid-20th century (26).
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Type of impact on
marine industry

Level of industry
developmemt

Positive

Negative

Neutral or

ambiguous

Established

Emergent

New

Economic impact Marine industries

Harvesting of living resources*

Commerce and trade
in and around the ocean

Extraction of non-living resources,
generation of new resources

Responses to ocean health challenges

Aquaculture

Pharmaceuticals, chemicals

Shipping

Port infrastructure & services

Tourism*

Coastal development

Seabed mining

Oil and gas

Renewable energy

Desalination

Blue carbon

Habitat protection, restoration

Assimialtion of nutrients, solid waste

Technology R & D 

Ocean warming

Sea-level rise

Reduce ice & snow pack

Reduced oxygenation

Ocean & atmosphere 
circulaion changes

Changes in precipitation

Increase in extreme 
weather events

Ocean warming

Very high

High

Medium high

Medium

Low

High to very high

Reduced oxygenation

Increase in extreme weather events

Ocean & atmosphere circulation changes

Aquaculture

Pharmaceuticals, chemicals

Tourism

Fig. 1. Established, emerging, and new ocean industries, as identified by the
Economist Intelligence Unit (19), are listed in the right column; (shades of gray
reflect levels of development) and organized by type. Climate change effects
are listed in the left column, with shades of blue reflecting the IPCC level of
confidence that these changes are taking place and are linked to increased
anthropogenic greenhouse gas emissions.The arrows indicate the type of net
economic impact (green, positive; pink, negative; yellow, neutral or ambiguous)
that these climate change effects are hypothesized to have on the indicated
industry. Except where the IPCC has already done so (inset), no level of confi-
dence is ascribed to the hypothesized economic impacts. An IPCC-type system-
atic review and consensus processwould be required to assess all estimates of

costs and benefits and add confidence bounds to each potential impact. The
IPCC so far has not considered the ocean economy in this way. Globally, neg-
ative impacts will be experienced predominantly by industries involved with
living-resource harvest, coastal andmarine tourism, and ocean commerce and
trade. Impacts on nonliving-resource extraction and the generation of new re-
sources are either unstudied, neutral, or negative. Activities involved with re-
sponding to ocean health challenges could see high demand and a net positive
economic impact. This diagram simplifies what is likely to be a mosaic of re-
gionally differentiated impacts and of multiple interacting pathways of impact.
Studies that propose these economic impact pathways and identify their
causal mechanisms are given in the supplementary materials (18).



Based on relationships between sea surface tem-
perature, ocean circulation, and primary produc-
tion, two different models have independently
predicted slight increases in global ocean fish pro-
duction capacity by the mid-21st century, with a
consistent pattern of decreased production in
the tropics and increases at temperate latitudes
(27, 28). However, thesemodel-based studies do
not consider the range of potentially disrup-
tive factors that couldmediate the relationships
between climate change, primary production, and
fish production. These include the impacts of
ocean acidification, which could have severe ef-
fects on calcifying organisms in food chains and
on commercially harvested shellfish (29).
Climate change and ocean acidification im-

pacts on marine ecological dynamics will dispro-
portionately affect people (including indigenous
people) living near climate-sensitive environ-
ments, such as reef- or ice-dominated coasts,
and coastal populations in low-income coun-
tries in the tropics, where populations are more
nutritionally and economically dependent on
marine resources (30–32).

How is society responding to climate
change impacts on oceans and coasts?

Societal responses to climate change range from
individual adaptive decisions to attempts by rep-
resentatives of sovereign states to reach a glob-
al consensus on reducing emissions. Although
global impact and indicator-based vulnerability
studies and global mitigation scenarios are use-
ful starting points for raising awareness of
climate change issues and for informing high-
level policy, they provide little guidance for
action at more local levels. Differences in the
way people respond to climate change itself or
to policy proposals to address it play out within
households and communities and between weal-
thier and poorer nations. Understanding these
social and political dynamics requires different
kinds of research than the large-scale, compar-
ative, quantitative, and model-based work that
dominates climate science’s input to major stu-
dies of global environmental change (6, 32).
Efforts to engage citizens in actions to ad-

dress local and regional effects of climate
change in coastal areas have included initia-
tives such as replanting mangroves, which, if
done appropriately (33), has benefits for coas-
tal protection, fisheries, and carbon sequestra-
tion (34). Communications research has shown
that nonthreatening images that engage every-
day emotions, such as a picture of a community
mobilizing to protect their local environment,
are more likely to inspire wider citizen action
to address climate change impacts than are fear-
inducing representations of climate catastrophe
(35). Citizens engaged in local climate action
are in turn more likely to support higher-level
policy responses to global change (36).

Understanding public perceptions of
climate change and the oceans

When asked about climate change, people ex-
press a spectrum of views that includes con-

cern, skepticism, belief, denial, and fatalism.
Positing a simplistic dichotomy between cli-
mate change advocates and deniers is inade-
quate as a basis for understanding how society
is responding, because there is a wide variety
of voices in social movements with an interest
in climate change (37). In the United States,
where numerous studies have been conducted,
differences in the acceptance of anthropogenic
climate change are rooted in conflicting socio-
political identities rather than in disparities in
education or knowledge about climate change
(38). People’s climate change views are thus
unlikely to respond to the rationality of more
certain and/or more clearly communicated cli-
mate science.
Marine- and coastal-focused surveys of pub-

lic perception are not common and have tended
to address climate change in the context of mul-
tiple risks. In a large European survey, pol-
lution and the state of fish stocks were the
two major environmental issues that came to
mind when the oceans were mentioned, with
coastal erosion, sea-level rise, and climate change
less commonly identified as key concerns (39).
More than half of the 10,000 people questioned
also felt that a change in the frequency of ex-

treme weather was already apparent, although
this is among the least certain of climate change
effects, according to the IPCC consensus (4).
Mixed farming-fishing households in coastal
East Africa perceived erratic rainfall and ris-
ing temperatures to be key risks to their live-
lihoods, compounded by factors such as wars,
unfavorable economic policies, and popula-
tion increases that have pushed people into
living in marginal areas where their liveli-
hoods are more exposed to impacts of climate
change (40).

Responding to climate change impacts
on the ocean: Adaptation

Adaptation responses can be made autono-
mously by individuals or through planned ac-
tions at various scales, from “climate-proofing”
coastal urban infrastructure in cities to nation-
al and regional agreements. At the local level,
for example, coral bleaching often has negative
effects on reef fish biomass and therefore on
fishers’ catches; adaptive responses may include
switching to off-reef fisheries or diversifying
out of fishing (38, 41).
Climate change adaptation plans formulated

by governments and development agencies
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Table 1. Some potential contributions of social sciences and humanities to understanding
people’s responses to ocean climate change.

Themes for social science and

humanities research
Potential applications

Understand people’s knowledge and

perceptions of ocean-related environmental

change, including acidification and

sea-level rise.

Develop strategies to build support for

policies addressing emissions reductions;

design effective adaptation measures.

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Understand people’s moral, political, and

emotional responses to climate variability

and change.

Influence individual and collective behavior;

communicate climate science more effectively;

provide targeted material and emotional

support to affected communities; articulate

moral and ethical positions as well as

economic rationales for action.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Identify technological, political, economic,

and social trends and forces influencing

the climate system.

Identify the best opportunities and processes

for transformational change to address

climate change drivers.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Understand historical adaptation of

societies to variability and change;

understand how contemporary

adaptation plans and action decisions

are made at different scales, from

individual to global.

Improve governance, planning, and resource

allocation; provide scenarios and visions

for future societal adaptation.

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Identify social differences and

their links to climate vulnerability

and resilience.

Target adaptation support; enable marginalized

people’s voices to be heard in policy;

support the agency of those most affected

by climate change.
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Understand how power is exercised

through networks of influence;

reveal vested interests; identify people’s

incentives to undertake or resist

climate action.

Challenge power; build coalitions to secure

support for climate justice.

. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .
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tend to focus on material dimensions of life,
with adaptive capacity often measured in terms
of the asset status of individuals and house-
holds. It is less often appreciated that climate
change can threaten identity, community co-
hesion, and sense of place; also, culture shapes
how societies respond and adapt to climate-
related risks, offering a range of opportunities
that may not be apparent to external agents.
Many coastal communities that are closely tied
to the sea have distinct cultures and ethnic-
ities, with strong attachments to occupation
and place. Diversifying and relocating may make
sense from an economic rationality or human
security perspective, but it may cause irrevo-
cable loss of cultural identity and social well-
being (42).
Being identified as “vulnerable” may give

some leverage to groups in policy negotiations
and helps to target financing for adaptation,
but there is concern that such labeling also
carries risks. Ethnographic analysis of Arctic
populations argues that vulnerability analy-
sis can lead to misguided actions based on
external perceptions of people’s capabilities,
and it can shape how people view themselves
and undermine their efforts to gain greater
autonomy over their own affairs (43). Sim-
ilarly, portraying women in the Global South
as being passive victims of climate change un-
dermines their political and social agency (44);
nevertheless, climate change impacts can re-
flect, expose, and exacerbate existing gender
inequalities, so there are strong arguments
for ensuring that adaptation policies are not
gender-blind (45).
At a more global scale, small-island devel-

oping states have exercised moral power in
their attempts to secure international, legally
binding agreements on emissions and an adap-
tation fund to assist countries affected by cli-
mate change but not responsible for causing
it (46). Ahead of the December 2009 UNFCCC
meeting in Copenhagen, then-President of the
Maldives Mohammed Nasheed held an under-
water meeting with his ministers to highlight
the threat of sea-level rise to his atoll nation.
The notion of climate justice provides a moral
compass that helps to navigate the complex-
ities of adaptation policy. Small-island states,
indigenous coastal people, and the coastal poor
in developing countries are among those who
have contributed least to anthropogenic cli-
mate change, yet they are among the most ex-
posed to its effects. Climate justice is based on
a demand that this be recognized. This moral
authority is exercised in international climate
negotiations and has helped to secure an adap-
tation fund for which countries preparing na-
tional plans of adaptation can apply, though
the amount pledged falls short of what was
deemed necessary and fair (47). The marine
fisheries and aquaculture sectors appear in a
number of national adaptation plans but may
be underrepresented because of the late recog-
nition of the importance of climate change to
these sectors (48).

One adaptive response that causes particu-
lar concern for geopolitical stability is the
possibility of people fleeing areas that have
become uninhabitable as a result of changes
in climate. In the case of coastal zones, sea-
level rise in a world in which temperatures
have risen by 4°C could displace 187 million
people by 2100, unless major investments in
coastal defenses are made (49).

The potential role of oceans in climate
change mitigation

Although the oceans are a major component
of global carbon cycles, their ability to con-

tribute to mitigation of climate change though
increased carbon sequestration is limited and
may decline as the ocean acidifies (50). The
ocean system can make contributions to miti-
gation in three ways: (i) conservation and
enhancement of “blue carbon” (carbon stored
by coastal and marine ecosystems), (ii) im-
proved energy efficiency of ocean-related indus-
tries, and (iii) geoengineering. Opportunities
to sequester more blue carbon though eco-
system management are largely limited to
coastal areas. Although mangroves occupy
only 0.5% of the global coastal area, they con-
tribute 10 to 15% (24 Tg of carbon per year) to
coastal sediment carbon storage and export 10
to 11% of particulate terrestrial carbon to the
ocean (51). Along with seagrass meadows and
salt marshes, mangroves are being lost or de-
graded by coastal development, with the re-
sulting release of stored carbon currently
negating their contribution to sequestration
(52). This makes protecting and restoring
the ocean’s fringing vegetation a high prior-
ity. Doing so yields the triple advantages of
contributing to mitigation; conferring adaptive
benefits to coastal zones through enhanced pro-
tection from wave, storm, and tidal erosion;
and providing immediate ecological, economic,
and social benefits in the form of biodiverse
nursery grounds for fish and shellfish that
support fisheries and tourism. Conserving and
restoring the more hidden but no less impor-
tant subtidal seagrass beds could confer similar
benefits (53).
The main maritime industries are currently

oil and gas exploration, shipping, fishing and
aquaculture, and coastal tourism (Fig. 1). All
could benefit from improved environmental

governance resulting in reduced energy con-
sumption and emissions. For the offshore oil
and gas industry, the largest gains could be
made by switching investments from contin-
ued extraction and exploration of fossil fuels
to harnessing the potential of the oceans to
generate renewable energy from tidal and wave
power. This is unlikely in the next half-century
(53). Environmental governance of shipping
lags behind that of other transportation sec-
tors and requires concerted pressure from
the International Maritime Organization to
address (54). Fisheries and aquaculture are
both relatively energy-efficient ways of sup-
plying humanity with nutritious animal-source
foods, more so than most terrestrial animal
production systems (55); thus, expansion of
carbon- and energy-efficient shellfish aqua-
culture, increased energy efficiency in cap-
ture fisheries (including the reduction of fishing
overcapacity), and reduced terrestrial live-
stock production have potential benefits for
fishery management, marine conservation, sec-
toral economic efficiency, healthy human diets,
and terrestrial land and water issues. As people
get wealthier, they generally want to eat more
meat (56) rather than seaweed and oysters, but
dietary habits and food cultures do change.
There are conflicts between the growth of coast-
al tourism and increasing emissions due to
international travel, but energy efficiency mea-
sures in destination hotels and behavior changes
among visitors are reducing the resource-
consumption footprint of the sector, and eco-
tourism is raising awareness (57).
Ocean-based geoengineering solutions to

mitigation challenges remain conceptual or
experimental. They include modifying atmo-
spheric albedo by cloud brightening, using a
fine mist of seawater droplets sprayed by
ships; increasing carbon sequestration through
ocean fertilization to enhance primary produc-
tion; adding materials such as carbonate or
silicate, mined from the land, that help remove
carbon dioxide from the atmosphere (known
as “enhanced weathering”); or artificially in-
ducing upwelling of nutrient-rich deep water
to increase primary productivity in surface wa-
ters. The effects of all these geoengineering
solutions on atmospheric temperature and the
carbon cycle are uncertain, and their costs are
currently prohibitive. There are also ethical
concerns and legal obstacles to such permissible
pollution (53).

Engaging with policy

Millions of people around the world’s coasts
are taking actions to influence policy, whether
kayaking to protest Arctic oil drilling, march-
ing to demonstrate their support for emissions
reduction policies, resisting forced relocation,
defending their access to fisheries, choosing
their own adaptation pathways, or lobbying for
an increase in global adaptation funds. Coast-
al cities are not waiting for globally binding
agreements on emissions reductions before tak-
ing their own actions to reduce their energy
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“Ocean-related climate
change impacts on human
society and institutions
will necessitate responses
at scales from the
individual to the global.”



use and undertaking adaptive actions such
as redesigning waterfront areas and coastal
defenses (58). Documenting and explaining
this range of political responses to climate
change and reflecting on its implications is a
task that the ocean science community has
barely begun. Understanding people’s inter-
est in climate policy and how they choose to
exercise it in terms of their values, means,
and ends (6) enables an appreciation of the
plurality of perspectives that exist outside the
ocean science and climate science epistemic
communities. Increased attention to people’s
beliefs and actions, as an integral component
of interdisciplinary climate science, could be
instrumental in crafting societal responses to
the challenges posed by climate change in the
oceans (Table 1).

Conclusions

Climate change impacts on the oceans are
harder to see than receding glaciers, but they
have profound implications for all human so-
cieties, not just coastal ones. Increasing so-
cietal concern over the fate of the oceans and
growing economic interest in generating blue
wealth make the oceans pivotal to achieving
sustainable development goals. Ocean climate
change research, as on land, is dominated by
human-natural systems assessments that make
good use of economics but limited use of those
research disciplines that overlap least with the
natural sciences (59). Insights from maritime
history, ethnographies of coastal cultures, and
the political geography of the oceans would
strengthen future IPCC assessments of oce-
anic and coastal change. Including other, non-
academic ways of perceiving and knowing,
from indigenous knowledge (60) to the moral
positions of major world religions (61), would
allow a wide-ranging dialogue about possible
responses to a changing climate in different
social, cultural, and political settings. A richer
understanding of the human dimensions of
ocean climate change would assist in making
the oceans more visible in climate change
policy.
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GENOME EDITING 

Genome editing with 
a Cas9 scalpel 
The Cas9 nuclease forms 

the heart of the CRISPR-Cas 

genome editing system. Cas9 

binds small guide RNAs that 

direct it to its target sites, where 

the nuclease either cleaves or 

binds to genomic DNA. Knight et 

al. used single-molecule imaging 

to track Cas9 in living cells. Cas9 

searches the genome for its 

target sites using rapid three-

dimensional diffusion. It spends 

very little time binding to off-

target sites, which explains the 

high accuracy of the CRISPR-

Cas9 editing machine. — GR 

Science, this issue p. 823

 ATTOSECOND DYNAMICS

Electronic movement 
flashing into view
Numerous chemical processes 

begin with ionization: the 

ejection of an electron from a 

molecule. What happens in the 

immediate aftermath of that 

event? Kraus et al. explored 

this question in iodoacetylene 

by detecting and analyzing 

the spectrum of emitted high 

harmonics (see the Perspective 

by Ueda). They traced the migra-

tion of the residual positively 

charged hole along the molecu-

lar axis on a time scale faster 

than a quadrillionth of a second. 

They thereby characterized the 

capacity of a laser field to steer 

the hole’s motion in appropri-

ately oriented molecules. — JSY 

Science, this issue p. 790; 
see also p. 740

GAMMA-RAY ASTRONOMY

LMC pulsar’s bright 
gamma-ray flashes
Pulsars are rapidly rotating 

neutron stars that are seen as 

pulsating sources of radio waves. 

Some, such as the Crab pulsar, 

RESEARCH
GEOCHEMISTRY 

Shaking out water’s 
dusty origin 

W
here did Earth’s water 

come from? Lavas 

erupting on Baffin 

Island, Canada, tap a 

part of Earth’s mantle 

isolated from convective 

mixing. Hallis et al. studied 

hydrogen isotopes in the lavas 

that help to “fingerprint” the 

origin of water from what could 

be a primordial reservoir. The 

isotope ratios for the Baffin 

Island basalt lavas suggest 

a pre-solar origin of water in 

Earth, probably delivered by 

adsorption onto dust grains. 

— BG 

Science, this issue p. 795
Basalt lavas at 

Cape Mercy, Baffin Island

I N  SC IENCE  J O U R NA L S
Edited by Stella Hurtley

Mammoth mandibles 
reveal migration routes   
Lister and Sher, p. 805

IST

es   

also emit pulses of gamma rays. 

The Fermi LAT collaboration 

observed pulsed gamma rays 

from a pulsar outside our galaxy, 

the Milky Way. The pulsar, known 

as PSR J0540−6919, is located 

in the Large Magellanic Cloud 

(LMC). This is the most powerful 

gamma-ray pulsar yet known, 

with luminosity 20 times that of 

the Crab. The findings should 

help to explain how pulsars 

convert the energy stored in their 

rotation into detectable electro-

magnetic emission. — KTS 

Science, this issue p. 801 

MUCOSAL IMMUNITY 

A gut bacterial 
containment system 
Trillions of bacteria selectively 

inhabit our guts, but how do 

our bodies keep them con-

tained? Spadoni et al. describe 

The pulsar was found 

in the 30 Doradus 

region of the Large 

Magellanic Cloud

Published by AAAS
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a “gut-vascular barrier” that 

prevents intestinal microbes 

from accessing the liver and 

the bloodstream in mice (see 

the Perspective by Bouziat and 

Jabri). Studies with human 

samples and in mice revealed 

that the cell biology of the 

gut-vascular barrier shares 

similarities with the blood-brain 

barrier of the central nervous 

system. Pathogenic bacteria such 

as Salmonella typhimurium could 

penetrate the gut-vascular bar-

rier in mice, gaining access to the 

liver and bloodstream, in a man-

ner dependent on the Salmonella 

pathogenicity island 2–type III 

secretion system. — KLM 

Science, this issue p. 830; 
see also p. 742

HUMAN EVOLUTION 

Ancient African helps to 
explain the present 
Tracing the migrations of ana-

tomically modern humans has 

been complicated by human 

movements both out of and into 

Africa, especially in relatively 

recent history. Gallego Llorente 

et al. sequenced an Ethiopian 

individual, “Mota,” who lived 

approximately 4500 years 

ago, predating one such wave 

of individuals into Africa from 

Eurasia. The genetic informa-

tion from Mota suggests that 

present-day Sardinians were 

the likely source of the Eurasian 

backflow. Furthermore, 4 to 7% 

of most African genomes, includ-

ing Yoruba and Mbuti Pygmies, 

originated from this Eurasian 

gene flow. — LMZ 

Science, this issue p. 820

GPCR SIGNALING

Receptor methylation 
controls behavior
D2 dopamine receptors are 

targeted by antipsychotic 

agents to regulate behavior. 

Likhite et al. found putative 

arginine methylation motifs 

in some human G protein–

coupled receptors (GPCRs), 

including the D2 dopamine 

receptor, and in homologs in the 

worm Caenorhabditis elegans. 

Methylation of the D2 dopamine 

receptor by the arginine methyl-

transferase PRMT5 enhanced 

D2 receptor signaling in cul-

tured cells. C. elegans lacking 

prmt-5 had behavioral prob-

lems similar to those in worms 

deficient in the D2-like receptor 

DOP-3. Thus, methylation of 

GPCRs may be important for 

clinically relevant targets such 

as the D2 receptor. — JFF

Sci. Signal. 8, ra115 (2015).

NEUROTECHNOLOGY

Tireless typing with 
the brain 
It’s already a technological feat 

that the brain can be hooked up 

to a computer to allow para-

lyzed individuals to type. But 

these so-called brain-computer 

interface (BCI) technologies can 

be tiring and burdensome for 

users, requiring frequent breaks 

and recalibration while mentally 

typing short texts. Jarosiewicz 

et al. combined three calibration 

methods—retrospective target 

interference, velocity bias cor-

rection, and adaptive tracking of 

neural features—in the optimal 

configuration for seamless typ-

ing and stable neural control. 

The combination allowed four 

individuals with tetraplegia to 

compose longer texts at their 

own pace, with no need to pause 

for recalibration. — MLF

 Sci. Transl. Med.7, 313ra179 (2015).

CLIMATE CHANGE 

Double jeopardy 
In the best of worlds, exploited 

fish stocks are monitored so 

that harvest quotas protect the 

reproductive ability of the popu-

lation. Climate change is likely to 

complicate this process substan-

tially. Pershing et al. found that 

cod stocks declined continuously 

during intense warming in the 

North Atlantic. Fisheries quotas, 

even though they were respon-

sibly set and followed by fishers, 

decreased the reproductive rate. 

Thus, managing fisheries in a 

warming world is going to be 

increasingly problematic. — SNV

Science, this issue p. 809

Edited by Sacha Vignieri

and Jesse Smith
IN OTHER JOURNALS

Intestinal worms, aided 

by a microbiome-rich gut, 

reduce allergies

IMMUNOLOGY 

Worming your way out of allergies 

A
ccumulating evidence suggests that infection with 

intestinal parasitic worms can protect against allergy. 

Zaiss et al. investigated how worms reduce allergic 

reactions, using mice chronically infected with the 

parasitic worm Heligmosomoides polygyrus. They 

found that worms could reduce the incidence of allergy 

in mice harboring an intestinal microbiota but not in mice 

treated with oral antibiotics. The intestinal microbiota of 

mice infected with H. polygyrus produced larger amounts of 

short-chain fatty acids (SCFAs) than did uninfected mice. 

Moreover, mice had to express the protein receptor for 

SCFA in order for worms to protect them from developing 

allergies. Worm-infected pigs and people also had elevated 

amounts of SCFAs, suggesting that these metabolites may 

play a similar role in other organisms. — KLM 

Immunity 10.1016/j.immuni.2015.09.012 (2015). 

Published by AAAS
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Brain keeps body size and 
shape in check 
Animal systems show amaz-

ing left-right symmetry—think 

of how our legs or arms, or the 

legs or wings of an insect, are 

matched in size and shape. 

Environmental insults and 

growth defects can challenge 

these developmental programs. 

In order to limit the resultant 

variation, juvenile organisms 

buffer variability through 

homeostatic mechanisms, so 

that the correct final size is 

attained. Vallejo et al. report that 

the Drosophila brain mediates 

such homeostatic control via an 

insulin-like peptide Dilp8 binding 

to the relaxin hormone receptor 

Lgr3. Lgr3 neurons distribute 

this information to other neu-

ronal populations to adjust the 

hormones ecdysone, insulin, and 

juvenile hormone in a manner 

that stabilizes body and organ 

size. — BAP 

Science, this issue p. 786

MAGNETIC RESONANCE 

Mechanically detected 
spin resonances 
The interaction of spins in a 

sample with a magnetic field 

can generate forces that can 

be sensed with cantilever 

probes. Losby et al. measured 

the resonance signals at room 

temperature with a microme-

chanical torque magnetometer. 

The difference between two 

applied radio-frequency signals 

corresponded to the mechanical 

frequency of the resonator. This 

approach revealed the vortex 

core dynamics of the ferri-to-

ferro–magnetic transition in 

a micrometer-sized yttrium-

iron-garnet single-crystal disk. 

— PDS 

Science, this issue p. 798

SCATTERING DYNAMICS 

Watching collisions in the 
slow lane 
Quantum mechanics aims to 

“micromanage” the details of 

collisions between atoms and 

molecules. However, it’s hard to 

discern all the subtleties under 

high-energy conditions. Vogels 

et al. slowed down two intersect-

ing beams of helium atoms and 

nitric oxide (NO) molecules to 

a relative crawl in order to char-

acterize the collisions precisely. 

The data revealed short-lived 

resonances that matched 

theoretical predictions remark-

ably well—a striking feat on 

both sides, given the challenge 

of accurately modeling NO’s 

unpaired electron. The study 

highlights chemists’ increasingly 

sophisticated understanding of 

collision dynamics. — JSY 

Science, this issue p. 787

EXTINCTION EVENTS 

The small will inherit the 
Earth… 
Understanding how communities 

and ecosystems recovered from 

the previous five global extinc-

tion events sheds light on how 

extinctions shape broad patterns 

of biodiversity. Sallan et al. looked 

across vertebrate species during 

and after the Devonian extinction 

(see the Perspective by Wagner). 

Small-bodied species, with rapid 

reproductive rates, dominated 

post-extinction communities, 

despite the presence of many 

successful large-bodied species 

before the extinction. This pat-

tern mimics, to some degree, 

current patterns of extinction, 

suggesting that we might expect 

similar loss of large-bodied 

species if we continue along our 

current path. — SNV 

Science, this issue p. 812; 

see also p. 736

MAMMALIAN EVOLUTION

Moving mammoths 

Mammoths are a particularly 

charismatic example of our 

Pleistocene megafuana. Lister 

and Sher took a detailed look at 

mammoth fossils globally and 

suggest that the North American 

Columbian mammoth, thought 

to have arisen from a European 

species, probably evolved from 

a more advanced Asian species. 

Similar dispersal events of Asian 

mammoths led to later coloniza-

tion events in Europe and North 

America. — SNV

Science, this issue p. 805

ANTIVIRAL IMMUNITY 

Nlrp6 keeps gut 
infections in check 
Most viruses infect only certain 

cells of the body. Enteric 

viruses, such as norovirus and 

rotavirus, specifically infect the 

gut. Wang et al. now show that 

the response to such viruses 

is tissue-specific, too. Antiviral 

immunity to enteric but not 

systemic viral infections in mice 

required Nlrp6, a member of 

the NOD-like receptor family 

of proteins that play important 

roles in host defense. Together 

with the RNA helicase pro-

tein Dhx15, Nlrp6 bound viral 

RNA and elicited downstream 

antiviral immune responses 

necessary for viral clearance. 

These included the production 

of type I and type III interferons 

and the expression of inter-

feron-stimulated genes. — KLM 

Science, this issue p. 826

SMALL RNAS

MicroRNAs that control 

behavior
MicroRNAs (miRNAs) are 

small noncoding RNAs that 

regulate gene activity. They 

repress expression through 

complementary base pair-

ing interactions with target 

messenger RNAs. MiRNAs are 

involved in regulating many cell 

and developmental processes. 

Picao-Osorio et al. find that 

miRNAs can also control behav-

ior in the fruit fly Drosophila. A 

specific miRNA locus regulates 

the self-righting response in 

larva that ate tipped over onto 

their backs. The miRNA locus 

targets a gene required for the 

normal activity of two neurons 

involved in the self-righting 

response. — GR 

Science, this issue p. 815

Edited by Stella Hurtley
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a “gut-vascular barrier” that 

prevents intestinal microbes 

from accessing the liver and 

the bloodstream in mice (see 

the Perspective by Bouziat and 

Jabri). Studies with human 

samples and in mice revealed 

that the cell biology of the 

gut-vascular barrier shares 

similarities with the blood-brain 

barrier of the central nervous 

system. Pathogenic bacteria such 

as Salmonella typhimurium could 

penetrate the gut-vascular bar-

rier in mice, gaining access to the 

liver and bloodstream, in a man-

ner dependent on the Salmonella 

pathogenicity island 2–type III 

secretion system. — KLM 

Science, this issue p. 830; 
see also p. 742

HUMAN EVOLUTION 

Ancient African helps to 
explain the present 
Tracing the migrations of ana-

tomically modern humans has 

been complicated by human 

movements both out of and into 

Africa, especially in relatively 

recent history. Gallego Llorente 

et al. sequenced an Ethiopian 

individual, “Mota,” who lived 

approximately 4500 years 

ago, predating one such wave 

of individuals into Africa from 

Eurasia. The genetic informa-

tion from Mota suggests that 

present-day Sardinians were 

the likely source of the Eurasian 

backflow. Furthermore, 4 to 7% 

of most African genomes, includ-

ing Yoruba and Mbuti Pygmies, 

originated from this Eurasian 

gene flow. — LMZ 

Science, this issue p. 820

GPCR SIGNALING

Receptor methylation 
controls behavior
D2 dopamine receptors are 

targeted by antipsychotic 

agents to regulate behavior. 

Likhite et al. found putative 

arginine methylation motifs 

in some human G protein–

coupled receptors (GPCRs), 

including the D2 dopamine 

receptor, and in homologs in the 

worm Caenorhabditis elegans. 

Methylation of the D2 dopamine 

receptor by the arginine methyl-

transferase PRMT5 enhanced 

D2 receptor signaling in cul-

tured cells. C. elegans lacking 

prmt-5 had behavioral prob-

lems similar to those in worms 

deficient in the D2-like receptor 

DOP-3. Thus, methylation of 

GPCRs may be important for 

clinically relevant targets such 

as the D2 receptor. — JFF

Sci. Signal. 8, ra115 (2015).

NEUROTECHNOLOGY

Tireless typing with 
the brain 
It’s already a technological feat 

that the brain can be hooked up 

to a computer to allow para-

lyzed individuals to type. But 

these so-called brain-computer 

interface (BCI) technologies can 

be tiring and burdensome for 

users, requiring frequent breaks 

and recalibration while mentally 

typing short texts. Jarosiewicz 

et al. combined three calibration 

methods—retrospective target 

interference, velocity bias cor-

rection, and adaptive tracking of 

neural features—in the optimal 

configuration for seamless typ-

ing and stable neural control. 

The combination allowed four 

individuals with tetraplegia to 

compose longer texts at their 

own pace, with no need to pause 

for recalibration. — MLF

 Sci. Transl. Med.7, 313ra179 (2015).

CLIMATE CHANGE 

Double jeopardy 
In the best of worlds, exploited 

fish stocks are monitored so 

that harvest quotas protect the 

reproductive ability of the popu-

lation. Climate change is likely to 

complicate this process substan-

tially. Pershing et al. found that 

cod stocks declined continuously 

during intense warming in the 

North Atlantic. Fisheries quotas, 

even though they were respon-

sibly set and followed by fishers, 

decreased the reproductive rate. 

Thus, managing fisheries in a 

warming world is going to be 

increasingly problematic. — SNV

Science, this issue p. 809

Edited by Sacha Vignieri

and Jesse Smith
IN OTHER JOURNALS

Intestinal worms, aided 

by a microbiome-rich gut, 

reduce allergies

IMMUNOLOGY 

Worming your way out of allergies 

A
ccumulating evidence suggests that infection with 

intestinal parasitic worms can protect against allergy. 

Zaiss et al. investigated how worms reduce allergic 

reactions, using mice chronically infected with the 

parasitic worm Heligmosomoides polygyrus. They 

found that worms could reduce the incidence of allergy 

in mice harboring an intestinal microbiota but not in mice 

treated with oral antibiotics. The intestinal microbiota of 

mice infected with H. polygyrus produced larger amounts of 

short-chain fatty acids (SCFAs) than did uninfected mice. 

Moreover, mice had to express the protein receptor for 

SCFA in order for worms to protect them from developing 

allergies. Worm-infected pigs and people also had elevated 

amounts of SCFAs, suggesting that these metabolites may 

play a similar role in other organisms. — KLM 

Immunity 10.1016/j.immuni.2015.09.012 (2015). 

Published by AAAS
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of Cushing. The most recent, 

larger earthquake adds to the 

concern that a more damaging 

quake is in the region’s future. 

— BG

Geophys. Res. Lett.

10.1002/2015GL064669 (2015).

NANOMATERIALS

From nanoparticle to 
supercage
Copper (II) hydroxide [Cu(OH)

2
] 

can serve as mimic for per-

oxidase enzymes, provided that 

internal spaces can be created 

for substrate molecules. Cai et 

al. show that hollow nanoribbon 

cages form by adding a 

copper-ammonia complex to a 

mixture of amorphous Cu(OH)
2 

nanoparticles and polyvinylpyr-

rolidone. Copper ions from the 

nanoparticle surface reform 

into arrays of nanoribbons held 

together by hydrogen bonding 

to create a box-shaped cage 

with edge lengths of ~200 nm. 

These cages showed high activ-

ity for the reaction of peroxide 

with organic substrates such as 

3,3′,5,5′-tetramethylbenzidine. 

— PDS

J. Am. Chem. Soc. 10.1021/

jacs.5b09337 (2015).P
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NEUROSCIENCE 

Cannabinoids provide 
the runner’s reward 
The “runner’s high”—beneficial 

effects of prolonged exercise 

that reduce anxiety and pain 

perception—in mice appears 

to depend on the production of 

endogenous cannabinoids rather 

than endorphins. Mice allowed 

to do their normal running on a 

wheel (about 5 km per day) had 

increased circulating concentra-

tions of β-endorphin (an opioid) 

and anandamide (an endocan-

nabinoid). Fuss et al. found that 

the depletion of cannabinoid 

receptor 1 in neurons of the 

forebrain reduced the beneficial 

effects of running on anxiety-like 

behavior and tolerance to a pain-

ful stimulus. — LBR 

Proc. Natl. Acad. Sci. U.S.A. 10.1073/
pnas.1514996112 (2015). 

CANCER BIOLOGY 

The perils of stress 
reduction 
In today’s health-conscious 

world, it is not unusual for a food 

item to achieve “superfood” 

status simply because it contains 

high levels of “cancer-fighting” 

antioxidants. This view may be 

simplistic, because cancer devel-

ops and progresses in multiple 

steps that potentially respond dif-

ferently to antioxidants. Two new 

studies converge on the theme 

that, in the setting of metastasis, 

antioxidants help the cancer cell 

and hurt the host. Piskounova 

et al. show that melanoma cells 

that successfully metastasized in 

mice were those that had under-

gone certain metabolic changes 

that allowed them to withstand 

oxidative stress. Le Gal et al.

show that the administration of 

antioxidants to mice that were 

predisposed to melanoma had no 

effect on primary tumor develop-

ment, but enhanced lymph node 

metastases. — PAK 

Nature 10.1038/nature15726 (2015); 

Science Transl. Med.7, 308re8 (2015).

SOLAR CELLS

Getting around 
solar cell loss
The overall performance of a 

solar cell depends on many 

parameters, but harnessing 

as much light as possible and 

converting it into electric-

ity are fundamental. Losses 

in that conversion process, 

however, are inevitable, either 

from electrical losses in the 

material or the connecting 

circuitry, or “shadow loss” from 

the contact circuitry itself as it 

blocks out the sun. Schumann 

et al. show that the principle of 

optical cloaking could be used 

to reduce shadow loss. They 

designed a cloak that is placed 

over the shadowing contact 

circuits, effectively rendering 

the contacts invisible. With more 

light reaching the cell, it should 

be able to squeeze out a little 

more performance. — ISO

Optica2, 850 (2015).

INDUCED SEISMICITY

Loading up concern for a 
triggered quake
Earthquakes of magnitude 

4.0, 4.3, and 4.5 have hit the 

oil and gas hub of Cushing, 

Oklahoma, over the past 2 years. 

By considering the two smaller 

earthquakes, McNamara et 

al. suggest that a much larger 

earthquake could occur directly 

below the Cushing oil facility. 

Earthquakes can redistribute 

stress, and in this case it appears 

that this has occurred on the 

Wilzetta-Whitetail fault just south 

NEUROSCIENCE 

Birds who can’t carry a tune 

H
untington’s disease (HD) presents 

with a progressive decline of cognitive 

and motor functions, including speech 

impairments such as stuttering. Liu et al. 

have created the first transgenic song-

birds by injecting zebra finch embryos with a 

lentivirus carrying human wild-type (WT) or 

mutant huntingtin. Young transgenic birds had 

difficulties in copying song elements from WT 

tutors when compared to WT youngsters, and 

their song was highly repetitive (stuttering). 

They also lost song complexity over time as 

adults. In these birds, the brain regions asso-

ciated with song showed neuronal loss and 

accumulation of huntingtin protein similar to 

that observed in HD. Transgenic songbirds will 

be useful models for vocal disorders, because 

their vocal learning process is similar to that 

of humans. — LMS

Nat. Neurosci. 10.1038/nn.4133 (2015).
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GROWTH CONTROL

A brain circuit that synchronizes
growth and maturation revealed
through Dilp8 binding to Lgr3
Diana M. Vallejo,* Sergio Juarez-Carreño,* Jorge Bolivar,
Javier Morante,† Maria Dominguez†

INTRODUCTION: Animals have a remark-
able capacity to maintain a constant size,
even in the face of genetic and environmental
perturbations. Size imperfections and asym-
metries have an effect on fitness, potentially
decreasing competitiveness, survival, and re-
productive success. Therefore, immature ani-
mals must employ homeostatic mechanisms
to counteract substantial size variations and
withstand developmental growth perturba-
tions caused by genetic errors, disease, envi-
ronmental factors, or injury. Suchmechanisms
ensure that, despite inevitable variations, the
appropriate final body size is attained. A better
understanding of homeostatic size mainte-
nance will afford insights into normal organ
and organismal size control, as well as the
developmental origin of anomalous random
left-right asymmetries.

RATIONALE: The Drosophila insulin-like
peptide Dilp8 has been shown to mediate
homeostatic regulation. When growth is dis-
turbed, Dilp8 is strongly activated and sexual
maturation is postponed until the affected el-
ements are recomposed; simultaneously, the
growth of other organs is retarded during
this process. This compensatory mechanism
allows the growth of the affected tissues to
catch up. It maintains the synchrony between
organs so that the animals achieve the correct
size, preserving proportionality and bilateral
symmetry. However, the Dilp8 receptor and
its site of action remain uncharacterized.

RESULTS: We found that Dilp8 binds to
and activates the relaxin leucine-rich repeat–
containing G protein–coupled receptor Lgr3
to mediate homeostatic control through a

pathway dependent on adenosine 3′,5′-
monophosphate. Larvae that lack lgr3 in
neurons alone do not respond to Dilp8, indi-
cating that the homeostatic system is centered
in the brain. Dilp8 delays reproductive matu-
ration by suppressing the neurons releasing
theprothoracicotropic hormone (PTTH),which
projects to the prothoracic gland and regulates
ecdysone production for growth termination.
However, thismodulation alone is insufficient
to adjust growth and stabilize body size. We
show thatDilp8-Lgr3 balances growth against
the extended growth period by dampening
the production of dilp3 and dilp5 by insulin-
producing cells (IPCs) in the brain and in-
hibiting synthesis of the juvenile hormone (JH).

We also identify two
pairs of dorsomedial neu-
rons in the pars intercere-
bralis that are necessary
and sufficient to mediate
the effects ofDilp8. Simul-
taneous detection of pre-

and postsynaptic markers revealed that the
Lgr3 neurons mediating this homeostatic
control have extensive axonal arborizations.
Genetic andGRASP (GFP reconstitution across
synaptic partners) analyses demonstrate that
these neurons are connected to both the IPCs
and PTTH neurons critical for adjusting growth
andmaturation rate, respectively. Thus, through
their extensive axonal arborizations, Lgr3 neu-
rons function like a “neuronal hub”: They route
peripheral information about growth status
to other neuronal populations, thereby syn-
chronizing damaged tissues and other (un-
damaged) ones and allocating additional
development time so that each organ attains
the correct size and maintains proportionality
and symmetry.

CONCLUSION:We identified the relaxin recep-
tor Lgr3 as aDilp8 receptor anddefined a brain
circuit for homeostatic control of organis-
mal and organ size in the face of perturba-
tions. Lgr3 neurons that respond to Dilp8
signals directly input on the insulin-producing
cells and the PTTH-producing neurons. As
Lgr3 outputs, the modulation of these neu-
ronal populations according to Dilp8 levels
is critical to delay maturation and promote
growth compensation in a manner that stabil-
izes body size. Without adequate Dilp8-Lgr3
signaling, the brain is incapable of stabilizing
size between the distinct body parts, and we
see left-right asymmetries and size variations
that are greater than usual, reflecting devel-
opmental instability. ▪

RESEARCH
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Dilp8-Lgr3 neural circuit and outputs for body-size homeostasis. The brain detects
growth status and anomalies via Dilp8 activation of the Lgr3 receptor in two pairs of symmetric
neurons.These neurons distribute this information to IPCs and PTTH neurons, which then trigger
the hormonal responses that stabilize size. Without Dilp8-Lgr3 homeostasis, the brain cannot
correct variation, and identical body parts can display imperfect symmetry and size.
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◥

Read the full article
at http://dx.doi.
org/10.1126/
science.aac6767
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GROWTH CONTROL

A brain circuit that synchronizes
growth and maturation revealed
through Dilp8 binding to Lgr3
Diana M. Vallejo,1* Sergio Juarez-Carreño,1* Jorge Bolivar,2

Javier Morante,1† Maria Dominguez1†

Body-size constancy and symmetry are signs of developmental stability. Yet, it is unclear
exactly how developing animals buffer size variation. Drosophila insulin-like peptide Dilp8
is responsive to growth perturbations and controls homeostatic mechanisms that
coordinately adjust growth and maturation to maintain size within the normal range. Here
we show that Lgr3 is a Dilp8 receptor. Through the use of functional and adenosine
3′,5′-monophosphate assays, we defined a pair of Lgr3 neurons that mediate homeostatic
regulation. These neurons have extensive axonal arborizations, and genetic and green
fluorescent protein reconstitution across synaptic partners show that these neurons
connect with the insulin-producing cells and prothoracicotropic hormone–producing
neurons to attenuate growth and maturation.This previously unrecognized circuit suggests
how growth and maturation rate are matched and co-regulated according to Dilp8 signals
to stabilize organismal size.

T
he impressive consistency and fidelity in
the size of developing organisms (1–3)
reflect both the robustness of genetic pro-
grams and the developmental plasticity
necessary to counteract the variations in

size arising from genetic noise, erroneous mor-
phogenesis, disease, or injury (4, 5). To counter-
balance growthabnormalities, systemichomeostatic
mechanisms are implemented that delay the
onset of the reproductive stage of adulthood
until the correct size of the individual and its
body parts has been reached (6–9). Most an-
imals initiate a pubertal transition only after
the critical size andbodymass have been achieved
and, generally, in the absence of tissue damage
or growth abnormalities (5, 8–11). However, the
mechanisms underlying such homeostatic reg-
ulation have yet to be fully defined.
Recently, the secreted peptide Dilp8, a mem-

ber of the insulin/relaxin-like family, has been
identified as a factor that mediates homeostatic
control in Drosophila melanogaster. During the
larval (growth) stage, the expression of dilp8 de-
clines as maturation proceeds, whereas its ex-
pression is activated when growth is disturbed
(12, 13). Hence, fluctuating Dilp8 levels provide a

reliable read-out of overall growth status (e.g.,
deficit) and the time needed to complete growth.
In addition, Dilp8 orchestrates hormonal re-
sponses that stabilize body size. This includes
(i) inhibiting the production of the steroid hor-
mone ecdysone by the prothoracic gland (PG)
until the elements or organs affected are re-
composed and also (ii) slowing down growth
rates of undamaged tissues to ensure that af-
fected organs catch up with normal tissues so
that the adult flies reach a normal body size
and maintain body proportions and symmetry.
Accordingly, in the absence of dilp8, mutant
flies are incapable of maintaining such strict
control over their size, as reflected by the exag-
gerated variation in terms of overall proportion-
ality and imperfect bilateral symmetry (12).
However, the receptor that transduces Dilp8
signals and its site of action remained unknown.
Two models can be envisioned to establish

such homeostatic regulation: (i) a central mech-
anism that dictates coordinated adjustments in
both the duration and rate of growth and (ii) an
endocrine mechanism that involves sensing and
processing Dilp8 signals directly by hormone-
producing cells (Fig. 1A) (14). In Drosophila, sev-
eral anatomically separate neural populations
regulate growth andmaturation time by imping-
ing directly on the ring gland [which is made up
of the PG and the juvenile hormone-producing
corpus allatum (CA)] (1, 2, 4). Thus, the receptors
that transduce the Dilp8 signals of growth status
may act directly or may communicate with neu-
rons that produce the prothoracicotropic hor-
mone (PTTH) (15) and/or the neurons of the pars
intercerebralis, including the insulin-producing

cells (IPCs), which synthesize and release insulin-
like peptides Dilp2, Dilp3, and Dilp5 (9, 16). In-
sect PTTH neurons, which are analogous to the
gonadotropin-releasing hormone (GnRH) neu-
rons in mammals (5, 10), signal the commit-
ment to sexual reproduction by stimulating the
production of ecdysone in the PG to terminate
growth (14). The IPCs in the pars intercere-
bralis, a functional equivalent of the mamma-
lian hypothalamus (10, 15), integrate nutritional
signals and modulate tissue growth accordingly
(16–20). Manipulation of IPCs by genetic ablation,
starvation, or mutations in the single insulin
receptor (17, 18, 20–22) leads to the generation
of animals with smaller size. Similarly, manip-
ulations of the PTTH neuropeptide and neu-
rons result in adult fly size variations, leading
to flies that are larger or smaller than normal
due to an extension or acceleration of the larval
period (15). The insulin receptor also directly
activates synthesis of the juvenile hormone
(JH) (a hormone that promotes growth and ju-
venile development) in the CA (23) and pro-
duction of the steroid prohormone ecdysone
in the PG (14), again augmenting the variation
in normal adult size. These observations may
explain how environmental and internal influ-
ences operate through individual IPCs or PTTH
neurons to enable body-size variation and plas-
ticity in developmental timing that can be vital
for survival in changing environments. How-
ever, the origin of developmental stability and
invariant body sizemay require different or more
complex neuralmechanisms from those involved
in adaptive size regulation.
By employing a candidate approach and bio-

chemical assays, we demonstrate that the orphan
relaxin receptor Lgr3 acts as a Dilp8 receptor.We
identify the neuronal population molecularly
defined by the lgr3 enhancer fragment R19B09
(24) and show that it is necessary and suffi-
cient to mediate such homeostatic regulation.
Using tools for circuit mapping and an aden-
osine 3′,5′-monophosphate (cAMP) sensor as an
indicator of Lgr3 receptor activation in vivo, we
determined that a pair of these Lgr3 neurons is
highly sensitive to Dilp8. These neurons display
extensive axonal arborizations and appear to
connect with IPCs and PTTH neurons to form a
brain circuit for homeostatic body-size regulation.
Our data identify the insulin genes, dilp3 and
dilp5, the JH, and the ecdysone hormone as
central for developmental size stability. Collect-
ively, these findings unveil a homeostatic circuit
that forms a framework for studying how the
brain stabilizes body size without constraining
the adaptability of the system to reset body size
in response to changing needs.

Results
The relaxin receptor Lgr3 mediates
Dilp8-induced homeostatic control

Dilp8 bears homology to the human relaxin pep-
tides (12, 25). Therefore, we investigated the
role for the two fly relaxin receptors encoded
by the orphan leucine-rich repeat–containing
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Gprotein–coupled receptors (LGRs)Lgr3 (CG31096)
and Lgr4 (CG34411) (26, 27). We used RNA inter-
ference (RNAi) transgene expression (28) in an-
imals overexpressing aUAS-dilp8 transgene under
the control of the yeast transcription factor Gal4
that is driven by the ubiquitous tubulin-Gal4
promoter (tub-Gal4 UAS-dilp8UAS-receptor-RNAi)
(Fig. 1B).Ubiquitous expressionofUAS-RNAi trans-
genes (several lines were tested) against each of the
fly relaxin receptors reveals whether they are re-
quired for developmental delay resulting from
dilp8 overexpression.When the lgr3, but not lgr4,
gene was silenced (tub-Gal4 UAS-dilp8 UAS-lgr3-
RNAi, hereafter tub>dilp8>lgr3-IR), Dilp8-induced
developmental delay was fully suppressed (Fig. 1,
B and C). Depletion of lgr3 accelerated pupar-
iation by ~8 hours (Fig. 1C), as in dilp8mutants
(13). We verified the efficiency of the lgr3-RNAi
transgene by quantitative real-time polymerase
chain reaction (qRT-PCR) (fig. S1A).

To investigate the tissue- and cell-specific re-
quirement for Lgr3, we constructed transgenic
lines in which the coding sequence of dilp8
was under the direct control of the ubiquitous
tubulina1 promoter (tub-dilp8) (see materials
and methods), and we used a Gal4/UAS system
to drive tissue-specific expression of the UAS-
lgr3-RNAi transgene. The delay in pupariation
induced byDilp8 resulted in normal-sized adults,
owing to Dilp8-induced growth compensation.
Yet, the extra time the tub-dilp8 larvae spent in the
feeding period led to overweight adults (12, 13).
Knockdown of lgr3 also prevented the dilp8-
overexpressing animals [tub-dilp8, daughterless
(da)-Gal4 UAS-lgr3-RNAi] from being overweight
(Fig. 1D).
Tissue-specific knockdown of lgr3 further

showed that Lgr3 is required in the nervous
system (tub-dilp8 elav>lgr3-IR) (Fig. 1E) and
not in the ring gland (using retnR9F04-Gal4) (fig.

S1, B to E). Knockdown of lgr3 in neurons, but
not in the ring gland, also prevented the Dilp8-
induced reduction of growth rate (fig. S1, F and
G). Further, neuronal depletion of lgr3 using
elav-Gal4 (elav>lgr3-IR) produced adults that
displayed greater fluctuations in asymmetry,
as evidenced by significantly larger left-right
variations in the size of adult wings (Fig. 1F).
Expression of a transgenic Lgr3 cDNA (UAS-
lgr3) (materials and methods) prevented this
defect by the RNAi against lgr3 (elav>lgr3-
IR>lgr3) (Fig. 1F), excluding potential off-target
effects of the RNAi (28). Thus, similarities in
the phenotypes of dilp8 (12) and lgr3 loss—as
well as the prevention of Dilp8-induced devel-
opmental delay, growth-rate reduction, and excess
body weight through the loss of lgr3—strongly
suggest that Lgr3 acts as a Dilp8 receptor. These
data also suggest a central mechanism for sys-
temic homeostatic size regulation although other
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Fig. 1. Orphan relaxin Lgr3 mediates Dilp8 behavior and functions in
neurons. (A) Model of Dilp8 sensing and homeostatic size regulation. The
insulin-like Dilp8 elicits diverse yet coordinated responses that prolong the
larval stage (by inhibiting ecdysone production in the PG) and slow down
the growth rate (by dampening insulin signaling in the imaginal discs and/or
other as-yet-uncharacterized signals).The underlying mechanism may involve
direct Dilp8 sensing in neurons expressing PTTH or IPCs, the two prominent
yet separate neural circuits that regulate ecdysone production in thePGand/or
overall growth rates during larval development. Alternatively, the receptor may
transduce Dilp8 signals in a novel neuronal population or directly in endocrine
cells. (B) Knockdown of lgr3, but not of lgr4, prevents the pupariation delay
induced by dilp8 overexpression. tub> indicates tubulin-Gal4. Error bars indicate
SD. (C) Average puparion timeof the indicated genotypes, exposingacceleration

or delay relative to their controls. Error bars (SD) are invisible when the three
replicates coincide. Approximately 60 pupae per genotype were scored, and the
graph shows data pooled from three independent experiments. ***P < 0.001
(two-tailed unpaired t test). n.s., not significant. (D) Knockdown of lgr3 prevents
excess body weight induced by dilp8 (tub-dilp8 da>lgr3-IR). ***P < 0.001;
significant difference from all controls (two-tailed unpaired t test). Data are
mean T SD. n = 25 age-synchronized adult males in each genotype. (E) Tissue-
specific knockdown of lgr3, using UAS-lgr3-IR and the indicated Gal4 lines. The
graph shows data pooled from three independent experiments, and each data
point is mean T SD. A total of 60 pupae were scored per genotype. ***P < 0.001
(two-tailed unpaired t test). (F) Fluctuating asymmetry index of left-right wings
of males of the indicated genotypes and rescued animals. Numbers indicate
pairs of wings scored. **P < 0.01; ***P < 0.001 (F test).
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lgr3-expressing peripheral tissues, such as the
larval fat body (27), could also contribute.

Lgr3 is a Dilp8 receptor

Next, we used biochemical assays to investigate
the interaction ofDilp8 andLgr3. Human relaxin
receptors largely activate cytosolic cAMP (25);
thus, we tested whether the response of Dro-
sophila Kc cells transiently expressing lgr3 to
synthetic Drosophila Dilp8 peptides (materials
andmethods) was coupled to cAMP. To control
for specificity, we also transfected Kc cells with
constructs encoding the structurally related
Lgr4 (26, 27), as well as Lgr2, which is known to
provoke a well-characterized cAMP-mediated
response upon binding its respective cognate
ligand (29). Only cells transfected with the lgr3-
expressing plasmid responded to a 30-min ex-
posure to Dilp8 (50 nM) with an increase in
cAMP levels, from 213.8 ± 67.94 fmol/5 × 104 cells
to 1.612.36 ± 302.6 fmol/5 × 104 cells (Fig. 2A
andmaterials andmethods). As a reference, the
cAMP levels in Kc cells transfected with the empty
vectoralonewere 132.69±66.71 fmol/5× 104 cells and
127.73 ± 77.19 fmol/5 × 104 cells in the presence
and absence of synthetic Dilp8 (50 nM), respec-
tively (Fig. 2A). This response to Dilp8 is highly
specific, because we did not detect comparable
changes in cAMP when cells expressing the Lgr4
andLgr2 receptorswere exposed toDilp8 (Fig. 2A).
A dose-response curve indicated that Dilp8

peptides activate Lgr3 to produce a median ef-
fective concentration (EC50) of 6.31 ± 0.12 nM,
whereas Lgr4 and Lgr2 did not stimulate cAMP
production in response toDilp8 at any of the doses
assayed (Fig. 2B). As the full receptor could not
be solubilized, we used a strategy previously
employed for the identification of LGR7 and LGR8
as receptors of human relaxin (30) and LGR4

and LGR5 of R-spondins (31). We cloned the
ectodomain of Lgr3, fused it to the epitope 3x
hemagglutinin (3xHA), and designated this as
Lgr3-ECD::3xHA. On the basis of structural ho-
mology of LGRs to glycoprotein hormone re-
ceptors (25, 31), the extracellular domain of the
Lgr3 is expected to be soluble and to bind cognate
ligands. Indeed, we detected a strong colocali-
zation of Dilp8 at the surface of Lgr3-expressing
cells (Fig. 2C and fig. S2). Furthermore, we coim-
munoprecipitated a Myc-tagged Dilp8 with the
extracellular domain of Lgr3 (Lgr3-ECD::3xHA)
(Fig. 2D, materials and methods, and fig. S2).
Collectively, these data suggest that Lgr3 encodes
a functionally relevant Dilp8 receptor that is
coupled to cAMP signaling like the human relaxin
receptors RXPF1-2 (25).

The Lgr3 receptor acts in a small set of
central brain neurons

When the endogenous expression of the lgr3
gene was quantified (fig. S1A) (27), it appeared to
be expressed only very weakly. Not surprisingly,
attempts tomap lgr3-expressing neurons by con-
ventional immunological approaches using anti-
bodies against the Lgr3 protein (materials and
methods) were unsuccessful. For example, the
Lgr3719-733 antiserum readily detected the Lgr3
protein ectopically expressed using the GAL4/
UAS system (fig. S2, G to G′′), confirming the
specificity of our antisera, yet it could not detect
endogenous lgr3 expression, supporting theweak
expression of the Lgr3 protein.
Using the Gal4/UAS system to coarsely map

functionally relevant neurons, we found that Lgr3
is not required within the IPCs themselves (dilp3-
Gal4), the neuropeptide F-expressing cells (npf-
Gal4), the circadian clock neurons (pdf-Gal4 and
per-Gal4), the PTTH neurons (ptth-Gal4), or

the ventral nerve cord (VNC) [teashirt (tsh)-Gal4],
all of which have been previously established to
regulate the larval-pupal transition and/or body
size in response to nutrition, sensory inputs,
and developmental cues (14, 15, 17, 20, 32, 33).
When UAS-lgr3-RNAi was expressed in these
specific brain regions using these Gal4 lines
in tub-dilp8 animals, the animals entered pu-
pation at times similar to those of tub-dilp8
animals carrying Gal4 or UAS-lgr3-RNAi alone
(Fig. 3A).
We next took advantage of the available lines

expressing Gal4 under control of genomic frag-
ments from the lgr3 locus (24) (Fig. 3B). We
found that using the R19B09-Gal4 enhancer to
deplete lgr3 (Fig. 3B) fully suppressed the Dilp8-
induced delay and did so with the same magni-
tude as when lgr3 was ubiquitously depleted
by tub-Gal4 (Fig. 1B). No other Gal4 enhancer
lines prevented the Dilp8-induced delay (Fig. 3B).
Depleting lgr3 in neurons labeled byR19B09-Gal4
also prevented the slow growth rate of imaginal
discs induced byDilp8, as reflected by the restora-
tion of almost-normal transcript levels for the
Thor/4E-BP gene, a direct target of the growth
inhibitor FoxO, and a diagnosis for imaginal
disc growth rates (12, 18) (Fig. 3C). Thus, Dilp8
influences growth and maturation through Lgr3
activation in neurons molecularly defined by the
R19B09 enhancer.
We also found that overexpression of theUAS-

lgr3 transgene in R19B09-labeled neurons was
sufficient to evoke a ~12-hour delay in pupar-
iation (Fig. 3D), but this process was not delayed
when expressed under control of the other lgr3
genomic fragments (fig. S3). Because most G
protein–coupled receptors (GPCRs) display some
level of constitutive activity [two-state model of
GPCR function (34)] in the absence of agonist
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Fig. 2. Lgr3 is a Dilp8 receptor. (A) cAMP mea-
surement in untreated Drosophila Kc cells (5 ×
104 cells per culture) transiently transfected with
the indicated Lgr plasmids and the empty plasmid
or treated with either 5 or 50 nM Dilp8 peptide for
30 min. Data are shown as mean T SD (n = 3 inde-
pendent repeats), and the asterisks indicate that
the cAMP level was statistically different from un-
treated controls, ***P < 0.001 (t test). (B) Dilp8-
stimulated dose-dependent cAMP production by Kc
cells expressing Lgr3. The concentration of Dilp8
ranged from 0 to 250 nM. Kc cells were transiently
transfected with the lgr3, lgr4, or lgr2 plasmids,
and an EC50 value of 6.31 T 0.1277 nM was ob-
tained for Lgr3. Exposure of the Kc cells express-
ing the related receptors Lgr4 or Lgr2 to Dilp8 did
not affect cAMP production. A sigmoid fit to the
lgr3 data is shown.Total cAMP production was mea-
sured in triplicate (materials and methods). Each
data point is mean T SEM (n = 3 independent re-
peats). (C) Dilp8 and Lgr3 colocalization assessed
by confocal immunofluorescence. Kc cells expressing the extracellular domain of Lgr3-ECD::3xHA were incubated with medium containing Dilp8-Flag (materials
and methods). The cells were fixed without permeabilizing and were then stained with anti-FLAG (red) and anti-HA (green) antibodies. The nuclei were
counterstained with 4′,6-diamidino-2-phenylindole (DAPI). Images are also presented for Kc cells transiently transfected with the empty::3xHA vector and
exposed to Dilp8-Flag. Representative images of three repeats are shown. (D) Binding of Dilp8 to Lgr3 assessed by coimmunoprecipitation. Rabbit anti-Myc or rabbit
anti-IgG antibodies were used to pull down Lgr3-ECD::3xHA complexed to Dilp8-Myc. Input controls are also shown. IP, immunoprecipitation; WB, western blot.
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ligands, delayed pupariation due to increased
levels of endogenous lgr3 via overexpression in
R19B09-labeled neuronsmight reflect an increased
response to a low concentration of endogenous
Dilp8 or constitutive activity. However, Lgr3 dis-
plays high levels of constitutive activity only when
expressed in a heterologous system [human em-
bryonic kidney 293 cells (27)]; this high con-
stitutive activity is not observed in Drosophila
cells (Fig. 2A) or in vivo in neurons (see below).
Moreover, Lgr3 activity is greatly increased in
the presence of Dilp8 (Fig. 2, A and B, and be-
low). Activation of R19B09 neurons by express-
ing theUAS-NaChBac ion channel transgene (35)
was sufficient to trigger a delay of ~18 hours
(R19B09>NaChBac) (Fig. 3E), which suggests that
Dilp8-stimulated Lgr3 activation excites these
neurons electrically.
R19B09-Gal4 labels cells in the central brain

(CB) and the VNC (Fig. 4A; see figs. S4 and S5A
for expression of other lgr3 enhancer fragments).
Together with the observations made for the
tsh-Gal4 line (Fig. 3A), which typically labels
all neurons in the VNC (33), we conclude that a

set of ~12 central neurons per hemisphere, mo-
lecularly defined by R19B09-Gal4, reflects the Lgr3
neurons that are necessary and sufficient to con-
trol size and developmental timing in response
to Dilp8. These include neuronal clusters in the
dorsomedial region and in the supraesophageous
ganglion (SOG) region, as well as individual cells
in the dorsal and ventral protocerebrum (Fig. 4,
A and B).

A pair of dorsomedial neurons acutely
responds to Dilp8

The Lgr3 receptor response to Dilp8 is strongly
coupled to cAMP stimulation (Fig. 2, A and B),
enabling us to precisely determine the Lgr3-
responding neurons via a cAMP biosensor. We
used the CRE-F-luciferase (luc) construct (CRE,
cAMP response element) (Fig. 4B) that has
already been characterized in vivo (36). Thus,
by combining the CRE-F-luc construct with
UAS-Flp and R19B09-Gal4, we could assay spe-
cific cAMP responses in a physiological context
(R19B09 neurons and tub-dilp8 background)
(Fig. 4, C and D). To test whether the depletion

of lgr3 via UAS-lgr3-RNAi rendered the sensor
insensitive to Dilp8, we used elav-Gal4 on the
X chromosome.
Typically, two neurons with their soma in the

dorsomedial region of the pars intercerebralis
were bilaterally and strongly labeled in all tub-
dilp8 brains (Fig. 4, C and C′, cells designated as
type 1) but not in wild-type (WT) brains (Fig. 4D)
or in tub-dilp8 elav-Gal4>lgr3-RNAi brains
(Fig. 4E). Two to three weakly labeled cells in
the dorsolateral region of the CB (designated as
type 2) (Fig. 4, B, C′, and G) were also consistently
labeled in tub-dilp8 brains (Fig. 4, C, C′, and F).
Moreover, unilaterally labeled dorsal cells (type 3)
were occasionally seen in the three genotypes,
and these luciferase-positive cells were identified
as neuroblasts and not neurons by simultane-
ously colabeling with theMiranda (Mira) protein
(Fig. 4C).
Other lgr3 genomic fragments (e.g., R17G11-Gal4)

(fig. S5) that did not suppress the Dilp8-induced
delay failed toproduce levels ofDilp8-induced cAMP
comparable to those found in R19B09-labeled
neurons (fig. S5, A and B), in agreement with
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Fig. 3. Lgr3 acts in a set of
central neurons molecu-
larly defined by R19B09-
Gal4. (A) Puparion time of
animals with brain-region–
specific knockdown of lgr3,
using RNAi and the indicated
Gal4. (B) Puparion time of
animals with knockdown of
lgr3, using lgr3 brain-enhancer
fragment-Gal4 lines. Organi-
zation of the lgr3 genomic
region and the intervals of
each of the Lgr3 enhancers
(24) are presented in the top
image. In (A) and (B), data are
mean T SD and are pooled
from three independent
experiments; 60 pupae were
scored per genotype. Error
bars are invisible when the
three replicates coincide.
***P < 0.001 (two-tailed
unpaired t test). (C) Imaginal
disc growth rate in the indi-
cated genotypes assayed by
expression of the FoxO target
gene, Thor/4E-BP, analyzed by
qRT-PCR. mRNA was isolated
from imaginal discs from
15 age-synchronized larvae
(100 hours AEL) for each
genotype (n = 3 biological
repeats, mean T SD). **P <
0.01 (two-tailed unpaired
t test). (D and E) Cumulative
puparion time of animals over-
expressing UAS-lgr3, using
R19B09-Gal4 (D), or with elec-
trical hyperexcitation of neurons labeled byR19B09-Gal4, using theUAS-NaChBac ion channel (E). Approximately 60 pupaewere scored per genotype. Each data
point is mean T SD (n = 3 independent repeats).
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their inability to prevent Dilp8-induced delay (Fig.
3B). The number and position of cells that acti-
vated de novo luciferase in response to tub-dilp8
in CRE-F-luc brains expressing the UAS-Flp pan-
neuronally (Fig. 4F) matched the cells identified
using the R19B09-Gal4 line, which suggests that
the neurons labeled by this intronic lgr3 en-
hancer represent themajority of cells sensitive to
Dilp8 signals. The intensity of luciferase in other
Lgr3-independent cells in the elav-Gal4 brains
was not generally altered (fig. S5D), indicating
that the loss of CRE-F-luc signal in the dorso-
medial and dorsolateral neurons was not due to
nonspecific effects of the lgr3-RNAi.

Lgr3 neurons are connected to PTTH
neurons and IPCs

We used R19B09-Gal4 and -LexA constructs
(Fig. 5, A to G), presynaptic (syt::GFP; GFP,
green fluorescent protein) and postsynaptic

(DenMark, dendritic marker) markers (37) (Fig.
5, B and C), and brainbow tools (Fig. 5, D to D′′)
(38) to more precisely define the connectivity
of possible synaptic interactions of the distinct
Lgr3 neuronal populations defined by R19B09-
Gal4. Lgr3 neurons with their soma in the dor-
somedial region and with a prominent response
to Dilp8 (Fig. 4C) display extensive axonal ar-
borizations reminiscent of hub neurons (39).
These axonal arborizations of the dorsomedial
Lgr3 neurons cover the dendritic fields and
axons of PTTH neurons extensively [Fig. 5, A
and B, blue denotes antibody to PTTH (anti-
PTTH); andmovie S1]. Note that the dendrites of
PTTH neurons extend in the same direction as
their axons (15). Lgr3 axons and dendritic fields
(revealed by Syt::GFP and DenMark) (Fig. 5C)
are also in close apposition to the IPCs revealed
by anti-Dilp2 (Fig. 5, A and C) and by dilp3-Gal4
(movie S2).

Brainbow-assisted analysis and the pre- and
postsynaptic markers revealed that Lgr3 neurons
in the dorsomedial region extend both ipsilateral
and contralateral axonprojections (Fig. 5, D toD′′),
with thin dendrites descending into the VNC
(Fig. 5, B and C, and movie S3). Brainbow anal-
ysis also suggests that a dialogue is maintained
between the distinct cell subpopulations defined
by R19B09-Gal4 and that this converges on the
synaptic sites of the Lgr3 dorsomedial neurons
(greenneurons inbrainbow image; Fig. 5,DandD′′).
Spatial overlap between axonal and dendritic

arborization is a prerequisite for potential con-
nectivity between defined neurons and their
potential targets. In this sense, the dense pre-
synaptic sites of Lgr3 neurons indicate strong
connectivity between these neurons and the
PTTH neurons and IPCs. Thus, to detect direct
connections, we used GRASP (GFP reconstitu-
tion across synaptic partners) analysis, which
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Fig. 4. A targeted cAMP bio-
sensor reveals a pair of neu-
rons responding acutely to
Dilp8. (A) Expression of UAS-
DsRed in neurons defined by the
R19B09-Gal4 enhancer (see fig.
S4 for the expression of the other
lgr3-Gal4). (B) CRE-F-luc reporter
activity is Flp-dependent. (Left)
The transgene contains stop
sequences flanked by a pair of
FRTs (FRT-cassette) inserted
between the CREs and the lucifer-
ase construct. R19B09-Gal4 acti-
vates the UAS-Flp transgene, and
the FLP protein (purple) excises
the FRTcassette in the CRE-F-luc
transgene, only in R19B09 cells.
(Right) Central neurons (red dots)
labeled by R19B09-Gal4 and cells
that respond to Dilp8 signals (out-
lined in green).The color code
denotes the intensity of the signal;
the numbers indicate the quantifi-
cation in tub-dilp8/wt/tub-dilp8
lgr3-IR brains (n > 10 brains
scored for each genotype).
(C and C′) Higher-magnification
views of central neurons in the
dorsomedial region stained with
anti-Luc (red) and the neuroblast
marker anti-Mira (green).The
brain is counterstained with anti-
DE-Cad (blue).The luciferase
response in neuroblasts (Mira-
positive cells) in the dorsal region
(designated as [3]) is not repro-
ducible and can occur unilaterally.
(C′) Single-channel confocal
image of anti-Luc staining. Geno-
type: UAS-Flp/+; tub-dilp8/+;
CRE-F-luc/R19B09. (D) Brain of WTcontrol (UAS-Flp/+; +/+; CRE-F-luc/R19B09). (E) Knockdown of lgr3 (elav-Gal4/UAS-Flp; tub-dilp8/+; CRE-F-luc/UAS-lgr3-
IR) inhibits the Dilp8-induced cAMP response detected by luciferase driven by the CRE-F-luc construct, reflecting Lgr3 activation and probing specificity of the
UAS-lgr3-IR transgene. (FandG) Confocal sections of the control brains (F) elav-Gal4/UAS-Flp; tub-dilp8/+; CRE-F-luc/+ and (G) elav-Gal4/UAS-Flp; +/+; CRE-
F-luc/+. Scale bars, 75 mm in (A) and (C) [also applies to (C′) and (D)]; 40 mm in (E) [also applies to (F) and (G)].
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is based on the expression of two nonfluorescent
split-GFP fragments (spGFP1-10 and spGFP11)
tethered to the membrane in two neuronal
populations (40). We used R19B09-LexA (24) to
drive expression of LexAop-spGFP11 and dilp3-
Gal4 or ptth-Gal4 to drive expression of UAS-
spGFP1-10 in IPCs and PTTH neurons, respectively
(Fig. 5, E and F). When paired with R19B09-LexA,
strong, specific GRASP signals were observed
for IPCs (Fig. 5E and fig. S6, A and B). GRASP
signals also suggest possible connections be-
tween Lgr3 and PTTH neurons, as detected by
immunofluorescence (anti-GFP, Invitrogen) (Fig.
5F) as in (40). This punctate staining was lacking
in control brains (fig. S6C). We detected unre-
constituted GFP, using immunofluorescence result-
ing from expression of the spGFP1-10 fragment
at the PTTH soma and axons (compare panels
C and F in fig. S6). Immunofluorescence staining
of PTTH neurons and signals of GRASP between
IPCs and Lgr3 revealed probable synaptic con-
tact sites in the circuit (Fig. 5G, asterisks, and fig.
S6, D toH). These data suggest that Lgr3 neurons
link Dilp8 input to IPCs and/or PTTH neurons to
formahomeostatic circuit for synchronizing growth
with maturation timing for body-size regulation.

Inhibition of PTTH neurons and
mechanism for puparium delay

We reasoned that activation of Lgr3 neurons
would delay pupariation by suppressing PTTH
synaptic targets, so we used electrical silencing
and genetic tools to investigate functional com-
munication between Lgr3 and PTTH neurons. A
PTTH receptor mutation (torsoRL3) that pro-
duces a constitutively active receptor has previ-
ously been shown to accelerate puparion formation
in heterozygosis by 9.2 hours (41). Introducing
the torRL3 allelic mutation in tub-dilp8 animals
prevented pupariation delay (Fig. 5H) to the
same extent as depleting lgr3 (Fig. 1B) or
feeding larvae with the active form of ecdysone,
20E ecdysone (12). These observations, coupled
with the anatomical and genetic data, establish
that the Dilp8-Lgr3 axis acts upstream of the
PTTH-torso network, probably by suppressing
PTTH neuron activity.
We wanted to probe the sufficiency of electri-

cally silencing the PTTH neurons to delay the
timing of the larval-pupal transition. Thus, we
tested the effect of hyperpolarization of the
membrane of PTTH neurons by expressing the
potassium channel mKir2.1, which has proven
to be a highly effective approach for shunting
neuronal activity in excitable neurons (42). Ex-
pression of UAS-mKir2.1 in the PTTH neurons
using ptth-Gal4 produced a larval-pupal transition
delay of 12 hours compared with WT controls
(Fig. 5I and see Fig. 5K for measurement of
ecdysone signaling). This is similar to the effect
of genetic ablation of PTTH neurons or genetic
inactivation of the Ptth gene by RNAi reported
previously (14). Hence, and as predicted (14),
the release of PTTH that triggers the larval-
pupal transition is related to PTTHneuron activity.
However, electrical hyperexcitation by expres-
sing the UAS-NaChBac ion channel by ptth-Gal4

could neither accelerate pupariation nor prevent
Dilp8-induced delay (fig. S7). It is possible that
the release of PTTH at the larval-pupal transition
might additionally require disinhibition of inhib-
itory input(s), as proposed for the secretion of
GnRH from hypothalamic neurons at the onset
of puberty (5, 10). Electrical silencing of PTTH
neurons did not trigger a compensatory growth
response (Fig. 5J), and therefore, the animals
bred after the extended larval period were larger
than normal. Thus, the coupled control of the
growth rate probably involves the other branch
(the IPCs) of the Lgr3 neuronal circuit.

The IPCs as an Lgr3 output pathway and
the role of JH in growth compensation

Our previous study showed that dilp8 over-
expression reduces the growth rate associated
with a reduction in insulin-like peptide dilp3
(12). Hence, we tested the possibility that this
transcriptional modulation in the postsynaptic
target (IPCs) may be a consequence of the in-
hibitory input to IPCs from the Lgr3 neurons.
Ablation or electrical silencing of IPCs produces
adults that are much smaller than normal (9, 16),
suggesting that size compensation via Dilp8 is
unlikely to affect insulin signaling globally or
completely. IPCs modulate growth systemically
via circulating insulin-like peptides (such as
Dilp2, -3, and -5) and via endocrine mechanisms,
such as direct regulation of JH synthesis in the
CA (23, 43), which was also recently shown to
instructively regulate larval growth in Drosoph-
ila (44, 45). We therefore examined the expres-
sion of candidate output pathways as a read-out
of the physiological dialogue between Lgr3 neu-
rons that directly contact the IPCs and the
regulation of JH.
Because JH titer is normally determined by its

rate of biosynthesis by the larval CA gland, as
well as its rate of degradation, we used qRT-PCR
to measure the expression of a gene encoding a
key biosynthetic enzyme [juvenile hormone acid
methyltransferase (JHAMT)] (43) and the direct
target of JH that encodes a transcription factor
that transduces the actions of JH [kruppel-homolog-
1 (kr-h1)] (46, 47). Together, these elements should
allow us to detect the effective JH signaling in
tub-dilp8 animals compared with age-synchronized
and population-controlled WT animals, as well
as tub-dilp8 animals with depleted lgr3 in the
neurons labeled by R19B09-Gal4. We also mea-
sured the transcriptional levels of Eip75B, a direct
target of the ecdysone receptor, as a read-out for
ecdysone signaling (14).
Control larvae experience a steep increase in

Eip75B level at 100 hours after egg laying (AEL),
which reflects the surge of ecdysone levels at
the time of pupariation in our experimental
conditions. As expected, no such accumulation
was observed in tub-dilp8 larvae at 100 hours
AEL, but expression of Eip75B was restored to
almost normal levels in tub-dilp8 in which the
lgr3 receptor was knocked down in neurons
labeled by R19B09-Gal4 (Fig. 6A). The levels of
dilp3 and dilp5, which are known to respond to
nutrition and stress (16) (Fig. 6B), and of JHAMT

and kr-h1 in JH biosynthesis and signaling (Fig.
6C) were also significantly down-regulated in
tub-dilp8 larvae, and their expressionwas restored
to almost-normal levels by specific knockdown of
lgr3 inR19B09neurons. This non–cell-autonomous
effect was specific because the expression of dilp2
was not altered (fig. S8).
Although the exact mechanism by which Lgr3

neurons influence JH synthesis and signaling is
not known, we attempted to establish a causal
role for the observed reduction in JH signaling
by pharmacological means. To control for the
genetic background, we usedUAS-dilp8 and tub-
Gal4 (tub>dilp8) to treat animals overexpressing
dilp8; the biologically inactive UAS-dilp8C150A

peptide hormone served as a control (12). The
tub>dilp8 larvae reach the correct pupal size and
adult size [as assessed by measuring pupal vol-
ume and adult wing size and shape (12)]. In
contrast, tub>dilp8 larvae fed with the JH
analog (JHA)methoprene produced significantly
larger pupae (~25%) than did control animals
(Fig. 6D). The onset of pupariation was slightly
delayed (~6hours) and resulted in 100% lethality,
which consequently prevented us from measuring
adult size. Treatment of control tub>dilp8C150A

animals that display normal pupation time (12)
did not increase their size above that of their
untreated siblings (Fig. 6D, right) (44). Thus, we
conclude that reduced JH signaling diminishes
larval growth, contributing to ensuing normal-
sized tub>dilp8 animals (Fig. 6E).

Discussion

Our data provide strong evidence that Dilp8 sig-
nals for organismal and organ homeostatic size
regulation are transduced via the orphan relaxin
receptor Lgr3 and that activation of Lgr3 in
molecularly defined neurons mediates the nec-
essary hormonal adjustments for such ho-
meostasis. Human insulin/relaxin-like peptides are
transduced through four GPCRs: RXFP1 to -4.
RXFP1 and -2 are characterized by large extra-
cellular domains containing leucine-rich repeats,
similar to fly Lgr3 and Lgr4 receptors (25, 26).
Additionally, as for Lgr3 (this study), activation
of RXFP1 and -2 by their cognate ligand binding
stimulates increased cAMPproduction (25). RXFP3
is distinctly different in structure from fly Lgr3 (25),
and its biochemical properties are also distinct,
but RXPF3 is analogous to fly Lgr3 in the sense
that it is found in highest abundance in the
brain, suggesting important central functions
for relaxin 3/RXFP3 (48, 49). However, a func-
tion in pubertal development and/or growth
control for vertebrate relaxin receptors is pres-
ently unknown.
The neuronal populations that regulate body

size and, in particular, the mechanisms by which
their regulation generates size variations (plas-
ticity) in response to internal and environmental
cues (such as nutrition) have been investigated
thoroughly (4, 9, 14, 16, 45, 46). Less is known
about how the brain stabilizes body size to ensure
that developing organisms reach the correct, genet-
ically determined size. We also do not know
how limbs grow to precisely match the size of
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their contralateral limbs, nor do we understand
how limbs maintain proportion with other body
parts, even when faced with perturbations (this
statement is also applicable to other bilaterally
symmetric traits). Paired organs are controlled

by an identical genetic program and grow in the
samehormonal environment, yet small deviations
in size can occur as a result of developmental
stress, genetic noise, or injury. Imperfections
in symmetry thus reflect the inability of an in-

dividual to counterbalance variations and growth
abnormalities.
Our study shows that without lgr3, the brain

is unable to detect growth disturbances and, more
importantly, cannot adjust the internal hormonal
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Fig. 5. Lgr3-responding neurons acts as hubs connecting distinct
neuron subpopulations. (A) Lgr3 neurons with soma in the dorsomedial
region and a prominent response to Dilp8 detected by DsRed (R19B09-
Gal4>DsRed) ensheathed PTTH dendritic fields and axons (anti-PTTH, blue)
anddensely innervated IPCs (anti-Dilp2, green). Image represents a z-projection
of confocal optical sections (29 mm thick) from the brain of a larva in the late
third-instar (L3) stage. (B and C) Single confocal optical sections of larval
brains of R19B09-Gal4 driven presynaptic (UAS-syt::GFP, green) and post-
synaptic (UAS-DenMark, red) markers. PTTH-producing neurons are labeled
by anti-PTTH [blue (B)] and IPCs by anti-Dilp2 [blue (C)]. Arrowheads point to
Lgr3 axonal projections close to PTTH (B) and IPC neural projections (C). Lgr3
axons also project contralaterally (asterisk). Insets show single channels of
PTTH (B) andDilp2 (C). (D toD′′)UAS-dBrainbow reveals that projections from
distinct neural subpopulations labeled by R19B09-Gal4 converge on the
dorsomedial Lgr3 neurons (green neurons, arrowheads). Single-channel images
of Lgr3 neurons in the SOG (red) and dorsomedial (green) regions are shown in
(D′) and (D′′). Image is a 52-mm-thickness reconstruction of confocal sections.
(E) Positive, robust signals of GRASP revealed extensive connections between
Lgr3 (R19B09-LexA>spGFP11) and IPCs (dilp3-Gal4>spGFP1-10>mCD8::RFP).
Brainswere counterstainedwith anti-DE-Cad (blue). A21-mm-thick reconstruction
is shown.The inset showsGRASPsignals (gray). (F) GRASPsignals (arrowheads)
between Lgr3 neurons (R19B09-LexA>spGFP11) and PTTH-producing neurons

(ptth-Gal4>spGFP1-10) are detected with immunofluorescence (green) (fig. S6,
C and D). Brains were costained with anti-PTTH (red) and anti-DE-Cad (blue).
The image represents a 26-mm-thick reconstruction. The inset shows GRASP
signals (gray). (G) Brains stained with anti-PTTH (blue) could detect potential
contact sites (asterisks) of the circuit. GRASPsignals (green) were contributed
by connections between Lgr3 (R19B09-LexA>spGFP11) and IPCs (red) (dilp3-
Gal4>spGFP1-10>mCD8::RFP). The inset shows single-channel staining
(anti-PTTH, gray).The image is a single confocal section (1 mm thick). (H) Dilp8-
induced delay in puparion formation is prevented by the constitutive active PTTH
receptor torsoRL3 mutation. (I) Electrical silencing of PTTH neurons (ptth-Gal4
UAS-mKir2.1) delays pupariation, as compared with controls. Data in (H) and (I)
are pooled from three independent experiments, and each data point is mean T

SD. Approximately 60 pupae were scored per genotype. (J) PTTH neuronal
silencing does not evoke growth compensation and results in larger pupae, as
compared with controls. Data aremean T SD (n = 3 independent repeats), and a
total of 35 pupae were measured per genotype. *P < 0.05 (unpaired t test). AU,
arbitrary units. (K) Expression of Eip75B at 100 hours AEL in control larvae
(ptth-Gal4) and larvae with electrically silenced PTTH neurons (ptth>mKir2.1).
***P < 0.001 (unpaired t test). mRNA was obtained from seven larvae per
genotype, and the experiment was repeated three times. Scale bars, 50 mm in
(A) [also applies to (C)]; 60 mm in (D) [also applies to (D′) and (D′′)]; 40 mm in
(E) and (G); and 30 mm in (F).
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environment to allocate additional developmen-
tal time for restoring affected parts or catching
up on growth. Without lgr3, the brain is also not
capable of retarding the growth rate to compen-
sate for the extra time so that unaffected and
affected tissues can develop with normal size, pro-
portionality, and symmetry. Our study also identi-
fies the Lgr3-expressing neurons necessary and
sufficient to respond to Dilp8. Moreover, using a
cAMPsensor,wehave identified a pair of neurons
that are highly sensitive to Dilp8.
Communication in neuronal networks is es-

sential for synchronization and efficient perform-
ance. Notably, although most neurons have only
one axon, Lgr3-responding neurons display exten-
sive axonal arborizations reminiscent of hub
neurons (39). GRASP analyses show that Lgr3
neurons are broadly connected with the IPCs
and, to a lesser extent, with PTTHneurons, linking
(Dilp8) inputs to the neuronal populations that
regulate the key hormonal outputs modulating
larval and imaginal disc growth. Furthermore, the
information flow from Lgr3 neurons to IPCs and

PTTHmay explain how the brainmatches growth
with maturation in response to Dilp8 (Fig. 6F).
This brain circuit provides the basis for studying
how the brain copes with genetic and environ-
mental perturbations to stabilize body size, pro-
portions, and symmetry, all of which are vital for
survival.

Materials and methods
Drosophila husbandry

The five lgr3 enhancer Gal4 lines (R17G11-Gal4,
R17H01-Gal4, R18A01-Gal4, R18C07-Gal4, and
R19B09-Gal4); the R17G11-LexA, R19B09-LexA,
and 13xLexAop2-IVS-myr::GFP lines; and the
retnR9F04-Gal4 line are from the Janelia Farm Collec-
tion (HowardHughesMedical Institute, Ashburn,
VA). The da-Gal4, dilp3-Gal4, dpp-Gal4, elav-Gal4,
tub-Gal4, P0206-Gal4, NPF-Gal4, pdf-Gal4, per-
Gal4, ptth-Gal4, tsh-Gal4, LexAop-CD4::spGFP11,
UAS-CD4::spGFP1-10, UAS-dcr2, UAS-Denmark,
UAS-DsRed,UAS-Flp,UAS-lgr3-TRiP.GL01056-
RNAi, UAS-mCD8::GFP, UAS-mCD8::RFP,UAS-
mKir2.1,UAS-NaChBac, andUAS-Syt::GFP lines

are from theBloomingtonStock Center at Indiana
University (Bloomington, IN).UAS-dilp8 andUAS-
dilp8C150A are described in (12).CRE-F-luc and torRL3

were gifts from J. C. P. Yin and J. Casanova, re-
spectively (36, 50).
Flieswere reared in standard “Iberian” fly food at

25°C (exceptwhen indicated) on a 14:10-hour light:
dark cycle (surrogate of laboratory summer time).
Standard Iberian fly food consisted of 15 liters of wa-
ter, 0.75 kg ofwheat flour, 1 kg of brown sugar, 0.5 kg
of yeast, 0.17 kg of agar, 130 ml of a 5% nipagin
solution in ethanol, and 130 ml of propionic acid.

G-TRACE analysis

G-TRACE (Gal4 technique for real-time and
clonal expression) analysis was performed by
crossing UAS-Flp, UAS-RedStinger, and ubip63-
FRT-stop-FRT-StingerGFP stocks (51) withR19B09-
Gal4, retnR9F04-Gal4, and P0206-Gal4 lines.

Brainbow clones

We built hs-Cre; R19B09-Gal4 stocks and crossed
them with UAS-dBrainbow (38) virgin females.
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Fig. 6. Probing functional connection between Lgr3 neurons and IPCs neurons. (A to C) Expression of
Eip75B (A), dilp3 and dilp5 (B), JHAMT [(C), left] and kr-h1 [(C), right] genes analyzed by qRT-PCR in mRNA
isolated from ~10 larvae for each genotype and age [~90 hours AEL (white bar) and 100 hours AEL (all other
bars)]. Overexpression of dilp8 by the tubulin promoter (tub-dilp8) sustainably decreased dilp3, dilp5,

JHAMT, and kr-h1 transcripts in the extended third-instar larval period, and this regulation was abrogated by specific knockdown of lgr3 in R19B09 neurons. Data
are mean T SD (n = 3 repeats). *P < 0.05; **P < 0.01; ***P < 0.001 (two-tailed unpaired t test). IIS, insulin/IGF-like signaling. (D) Treatment of JHA abrogates the
compensatory growth response of tub-dilp8 animals. Box-and-whisker plots of the pupal volume of control animals (tub>dilp8C150A) (left) and animals overexpressing
dilp8 (tub>dilp8) (right). Any differences between tub>dilp8C150A animals fed with methoprene [Met] or without (control) are not significant. Met-fed tub>dilp8
animals produced noticeably larger pupae. Plotted data are pooled from three biological repeats (50 pupae per genotype and treatment). ***P < 0.001 (two-tailed
unpaired t test). (E) Model for plastic and homeostatic regulation of body size. If the growth rate is fixed, an extension of the developmental time results in larger adults
(plastic regulation). If developmentally delayed animals also experience a proportional decrease in growth rate, they will reach a normal adult size (homeostatic
regulation). Developmental time (days) represents age at the larval-pupal transition. (F)Model of Lgr3 circuit and output pathways. Dilp8 produced by peripheral tissues
conveys information about overall growth status.CirculatingDilp8 enters the brain through the blood-brain barrier, in an unknownmanner, and binds and activates Lgr3
in a dose-dependent manner.With their high connectivity, Lgr3-responding neurons distribute this growth-status information to IPCs (gray) and PTTH neurons (red),
which ensures that rates of growth and maturation are matched and co-regulated according to the intensity of the Dilp8 signals.
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We reared fly crosses at 25°C and did not heat-
shock them. The following primary antibodies
were used: rabbit anti-HA (1/500; Abcam) and
mouse anti-V5 (1/500, Invitrogen).

GRASP analysis

We built R19B09-LexA; LexAop-CD4::spGFP11,
UAS-CD4::spGFP1-10/TM6B stocks and crossed
them with dilp3-Gal4/CyO-GFP; UAS-mCD8::
RFP (n = 14 larval brains were analyzed) or
ptth-Gal4/CyO-GFP (n = 43 larval brains were
analyzed). Control experiments were performed
by staining larval brains of the following geno-
types (n = 10 larval brains per genotype were
analyzed): R19B09-LexA; LexAop-CD4::spGFP11,
UAS-CD4::spGFP1-10/TM6B, dilp3-Gal4/+; LexAop-
CD4::spGFP11,UAS-CD4::spGFP1-10/+,orptth-Gal4/+;
LexAop-CD4::spGFP11,UAS-CD4::spGFP1-10/+. The
following primary antibodies were used: rabbit
anti-GFP (1/2000; Invitrogen) to detect GRASP
signal between PTTH and Lgr3 neurons, guin-
ea pig anti-PTTH [1/500 (52)], and rat anti–
Drosophila E-Cadherin (anti-DE-Cad) [1/50,
Developmental Studies Hybridoma Bank (DSHB)]
to counterstain larval brains.

Confocal imaging and
immunohistochemistry in brains

Brains were dissected in cold phosphate-buffered
saline (PBS), fixed in 4% paraformaldehyde (PFA)
for 20 min (53), and stained with the following
primary antibodies: guinea pig anti-PTTH [1/500
(52)],mouse anti-luciferase (1/200, Thermo Fisher
Scientific), rabbit anti-Dilp2 [1/500 (54)], rabbit
anti-Mira [1/2000 (55)], rabbit anti-Pdp1 [1/1000
(56)], and rat anti-DE-Cad (1/50, DSHB). Second-
ary antibodies were purchased from Invitrogen
and Jackson ImmunoResearch. The brains were
mounted in Vectashield (Vector Labs), maintain-
ing their three-dimensional (3D) configuration
(53), and images were obtained on a Leica TCS
SP2 confocal microscope. Z stacks were recorded
at 1-mm intervals. 3D reconstructions of individual
WT Drosophila larval brains were created using
Imaris software (Bitplane, Zurich, Switzerland).
To assess changes in cAMP levels in the larval brain,
we used the in vivo CRE-F-luc reporter system
(36). Dissected brains were stained using mouse
anti-luciferase (1/200, Thermo Fisher Scientific).

Generation of DNA constructs and
transgenic lines

For the tub-dilp8::FLAG construct, dilp8 cDNA
was C-terminally fused in frame to the 3xFLAG
coding sequence (12) and cloned into the pCasper-
tubulin promoter plasmid at the KpnI/NotI sites.
The lgr3WT cDNA sequence was based on the

WT amino acid sequence corresponding to Gen-
BankaccessionnumberAAF56490, codon-optimized
usingGeneOptimizer (GENEART), and cloned into
the pMK-RQ plasmid (SfiI/SfiI sites) (GENEART).
The obtained construct was verified by sequencing
and then cloned into the pUASt plasmid at the
EcoRI/NotI sites.
Constructs were injected in w1118 embryos fol-

lowing standard P-element–mediated transfor-
mation procedures (BestGene).

The entire open reading frame (ORF) sequence
of lgr4 was PCR-amplified from total mRNA
obtained from w1118 larvae using primers con-
taining attB1 and attB2 Gateway recombination
sites whose sequences were as follows:
lgr4 forward primer: 5′-ATGTGTATAGCTCAC-

CTGCCTATCAC-3′
lgr4 reverse primer: 5′-CTACAGATAGCTCAT-

CTGCCGGTGTG-3′
The amplified product was cloned into a pDON/

Zeoentry vector (LifeTechnologies), according to the
Gateway technologymanual (Life Technologies), and
verified by sequencing. Verified entry clones were
used to introduce full-length ORFs into the pUASt
Gateway plasmid [Drosophila Genomics Resource
Center (DGRC), stock no. 1129] by LR recombina-
tion (Gateway technology, Life Technologies).
The Lgr3 extracellular domain (hereafter Lrg3-

ECD) (amino acid residues 1 to 433) was PCR
amplified from the pUASt-lgr3 full-length plas-
mid described above using primers containing
attB1 and attB2 Gateway recombination sites
with the following sequences:
lgr3-ECD forward primer: 5′-ATGGTGTACG-

GCCGCAGTATCGCCGTG-3′
lgr3-ECD reverse primer: 5′-CAGCACGGG-

CTTGCTCAGCAGGTC-3′
The PCR product was cloned into pDON/Zeo

entry vector (Life Technologies) following the
Gateway technology manual instructions (Life
Technologies) and verified by sequencing. Entry
Lrg3-ECD construct was used to introduce the
insert into the pUASt-C-terminal 3xHA Gateway
plasmid (DGRC, stock no. 1100) by LR recombi-
nation (Gateway technology, Life Technologies).

Cell culture

Drosophila S2 and Kc cells (Invitrogen) were cul-
tured inSchneider’sDrosophilamedium(Invitrogen)
supplementedwith 10% fetal bovine serum (Gibco,
Thermo Fisher Scientific) at 25°C in a nonhumidi-
fied, ambient-air–regulated incubator.

cAMP measurement

Concentrations of cAMP were measured using
the cAMP Enzymeimmunoassay (EIA) System
(Amersham, catalog no. RPN2251). Drosophila
Kc cells (Invitrogen) were seeded (50.000 per
well) in a 96-well plate and transfected with
the plasmid DNA indicated, using Fugene-HD
(Promega). After 36 hours of transfection, cells
were exposed for 30 min to the Dilp8 peptide
(at 0, 5, or 50 nM; Phoenix Pharmaceuticals,
catalog no. 035-79) and 3-isobutyl-1-methylxanthine
(IBMX) (100 mM; Sigma, catalog no. I5879). After
treatment, the cells were processed according to the
manufacturer’s protocol, and the cAMP concentra-
tions are presented as femtomoles per well.

EC50 determination

The cAMP concentrations were determined using
the Direct cAMP ELISA Kit (Enzo Lifescience,
catalog no. ADI-900-066) according to the man-
ufacturer’s protocol. 50.000 Drosophila Kc cells
(Invitrogen) were seeded per well in a 96-well
plate and transfected with the indicated plasmid
DNA, using Fugene-HD (Promega). After 36hours

of transfection, cells were exposed for 30 min to
IBMX (100 mM) and Dilp8 peptide (12 serial dilu-
tions of Dilp8 starting from 250 nM to 0 nM).
Total intracellular cAMP concentration was de-
termined using the nonacetylation cAMP enzyme
immunoassay from 100 ml of 0.1 M HCl in all
experiments. cAMP levels were calculated using
the 4 Parameter Logistic Curve (4PL) online data
analysis tool (MyAssays). Results are expressed
in picomoles per milliliter of cAMP. The EC50

analysis was calculated with GraphPad Prism
software (version 6, for Mac), using a sigmoidal
dose-response (variable slope) equation.

Coimmunoprecipitation assays

Drosophila S2 cells (3 × 106 cells per 10-cm dish)
were transiently cotransfected with pActin-Gal4
and eitherUAS-lgr3-ECD::3XHA or empty vector
UAS::3XHA, using Fugene-HD (Promega). To
obtain secreted tagged Dilp8, 6 × 106 S2 cells per
10-cm dish were transiently transfected using the
pActin-Gal4 and UAS-dilp8::Myc plasmid. Thirty-
six hours after transfection, supernatant contain-
ing Dilp8::Myc was collected, filtered, and used
to replace the medium ofUAS-lgr3-ECD::3XHA and
UAS::3XHAdishes.After2hoursof incubation, cells
were PBS-washed and cross-linked for 30 min
using DTSSP [3,3′-dithiobis(sulfosuccinimidyl pro-
pionate)] (Thermo Fisher Scientific). Cells were
PBS-washed and then lysed using modified RIPA
buffer containing proteinase inhibitors. Precleared
extracts were incubated at 4°C with 1 mg of
rabbit anti-Myc (Abcam, ab9606) or rabbit anti–
immunoglobulin G (anti-IgG) (Sigma, I8140).
After 2 hours, 25 ml of equilibrated protein Amag-
netic beads (Millipore, catalog no. 16-661) was
added to each extract and incubated over night
at 4°C. After threewashes using themodifiedRIPA
buffer containing proteinase inhibitors, proteins
bound to beads were recovered by boiling for
10 min in 25 ml of 3x sample buffer and were
separated by SDS–polyacrylamide gel electropho-
resis. After blotting, membranes were incubated
in rat anti-HA–horseradish peroxidase (clone 3F10,
Roche) and analyzed.

Immunostaining of Drosophila
cultured cells

Drosophila Kc cells (8 × 105 cells per well) were
cotransfected in six-well plates with pActin-Gal4
and eitherUAS-lgr3-ECD::3XHA or empty vector
UAS::3XHA and, in parallel, were cotransfected
with tub-dilp8::FLAG using Fugene-HD (Pro-
mega). Thirty-six hours after transfection, super-
natant containing Dilp8::FLAG was collected,
filtered, and used to replace medium from UAS-
lgr3-ECD::3XHA and UAS::3XHA. After a 2-hour
incubation period, cells were washed twice with
PBS, fixed using 4% PFA, and immunostained
(cells were not permeabilized). Antibodies used:
rabbit anti-HA (1/200, Abcam ab9110) and mouse
anti-FLAG-M2 (1/200, Sigma).

Lgr3 antibody

To generate specific antiserum for Lgr3, two
peptides corresponding to amino acids 719 to
733 (C+ GWKKITSRKRAEAGN) and 487 to 501
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(C+ GVQDYRYRNEYYKVV) (57) were synthe-
sized by Eurogentec (Seraing, Belgium) and used
to immunize rabbits according to an 87-day poly-
clonal antibody program.

Quantitative RT-PCR

To assess mRNA levels, total RNA was extracted
from Drosophila larvae using the RNeasy-Mini
Kit (Qiagen). To remove contaminating DNA,
RNAwas treated with Turbo DNA-free (Ambion,
Life Technologies). cDNA was synthesized with
SuperScript III First-Strand Synthesis System for
RT-PCR (Life Technologies) using oligo-dT pri-
mers. qRT-PCRwas performed using SYBRGreen
PCRMaster Mix (Applied Biosystems), with gene-
specific primers, on an ABI7500 apparatus
(Applied Biosystems). Rp49 primers were used
formRNAnormalization. Comparative qRT-PCRs
wereperformed in triplicates, andrelativeexpression
was calculated using the comparative Ctmethod.
Primer sequences:
lgr3:
Forward 5′-GGCAAAGGAGCATACATTTGA-3′
Reverse 5′-TTAAGTGCCAGGATTACACAGC-3′
Thor/4E-BP:
Forward 5′-GAAGGTTGTCATCTCGGATCC-3′
Reverse 5′-ATGAAAGCCCGCTCGTAG-3′
E75B:
Forward 5′-CAACAGCAACAACACCCAGA-3′
Reverse 5′-CAGATCGGCACATGGCTTT-3′
JHAMT:
Forward 5′-ATTCGCATCGACCATGCAGT-3′
Reverse 5′-GAAGTCCATGAGCACGTTACC-3′
Kr-h1:
Forward 5′-ACAATTTTATGATTCAGCCACAACC-3′
Reverse 5′-GTTAGTGGAGGCGGAACCTG-3′
dilp2:
Forward 5′-ATCCCGTGATTCCACACAAG-3′
Reverse 5′-GCGGTTCCGATATCGAGTTA-3′
dilp3:
Forward 5′-ATCCCGTGATTCCACACAAG-3′
Reverse 5′-GCGGTTCCGATATCGAGTTA-3′
dilp5:
Forward 5′-GCCTTGATGGACATGCTGA-3′
Reverse 5′-CATAATCGAATAGGCCCAAGG-3′
rp49:
Forward 5′-TGTCCTTCCAGCTTCAAGATGAC-

CATC-3′
Reverse 5′-CTTGGGCTTGCGCCATTTGTG- 3′

Measurement of the developmental
timing of pupariation

Females and males (20 to 30 of each) were
crossed and, after 24 to 48 hours, flies were
transferred to grape juice agar plates with yeast
paste and left 4 hours for egg deposition. Parental
flies were removed, and laid eggs were incubated
48 hours at 26.5°C. Second-instar larvae were
transferred onto 5 ml of Drosophila standard
Iberian food (20 larvae per tube) and reared at
26.5°C. A survey of the pupaewas performed at 8-
hour intervals, with “time 0” designated as 4
hours after the initiation of egg laying.

Weight and size measurements

For weighing adult flies, 20 to 30 females and 20
to 30 males were crossed and left 24 hours for

egg deposition. Parental flies were transferred
every 24 hours to fresh tubes, and laid eggs were
reared at 26.5°C. Eclosed adult males of each
genotype were collected (five groups of five in-
dividuals) and weighed after 12 to 24 hours,
using a precision scale.
For pupae volume determination, 20 to 30 fe-

males and 20 to 30 males were crossed and left
24 hours for egg deposition. Parental flies were
transferred every 24 hours to fresh tubes, and
laid eggs were reared at 26.5°C. Pupae were col-
lected and photographed with their dorsal side
up.Lengthandwidthweremeasuredusing ImageJ;
volumewas calculated according to the following
formula: v = 4/3p(L/2)(l/2)2 (L, length; l, width).
For adult wing measurements, 20 to 30 fe-

males and 20 to 30 males were crossed and left
24 hours for egg deposition. Parental flies were
transferred every 24 hours to fresh tubes, and laid
eggs were reared at 26.5°C. Adults were collected
and left, and the right wings of each individual
were excised and rinsed thoroughly with ethanol
and mounted in a glycerol-ethanol solution.
Wing areas were measured using ImageJ. Intra-
individual variation of wing areas was calculated
using fluctuating asymmetry index (FAi) as in
(12), employing the formula FAi = Var(Ai), where
Ai are the differences between left and right wing
areas of each individual.

Juvenile hormone analog
(methoprene) treatment

Males and females (20 to 30 of each) were
crossed, and after 24 to 48 hours, flies were trans-
ferred to grape juice agar plates with yeast paste
and left 4 hours for egg deposition. Parental
flies were removed, and laid eggs were incu-
bated 48 hours at 26.5°C. Second-instar larvae
were transferred onto 5 ml of Drosophila stan-
dard Iberian food (20 larvae per tube) and in-
cubated at 26.5°C. Larvae were transferred 24
hours later (72 hours AEL) to 3 ml of Drosophila
standard Iberian food supplemented with a liquid
solution of pure methoprene (Sigma, catalog no.
33375) at a Met:food ratio of 1 mm:1000 mm.
An equivalent volume of water was added to the
control.
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SCATTERING DYNAMICS

Imaging resonances in low-energy
NO-He inelastic collisions
Sjoerd N. Vogels,* Jolijn Onvlee,* Simon Chefdeville, Ad van der Avoird,
Gerrit C. Groenenboom,† Sebastiaan Y. T. van de Meerakker†

In molecular collisions, resonances occur at specific energies at which the colliding particles
temporarily form quasibound complexes, resulting in rapid variations in the energy dependence
of scattering cross sections. Experimentally, it has proven challenging to observe such
scattering resonances, especially in differential cross sections.We report the observation of
resonance fingerprints in the state-to-state differential cross sections for inelastic NO-He
collisions in the 13 to 19 centimeter–1 energy range with 0.3 centimeter–1 resolution.The
observed structures were in excellent agreement with quantum scattering calculations.They
were analyzed by separating the resonance contributions to the differential cross sections from
the background through a partitioning of the multichannel scattering matrix.This revealed the
partial-wave composition of the resonances and their evolution during the collision.

A
cquiring a detailed understanding of inter-
actions between individual molecules is of
fundamental importance to physics and
chemistry and has a long and rich tradi-
tion. Historically, two distinct types of ex-

periments have been conducted to unravel the
precise nature of inter- and intramolecular forces.
On the one hand, spectroscopic studies yield in-
formation on the binding forces that hold the
molecule together, as well as on the noncovalent
interactions between themolecules. Theymainly
probe the shape of the interaction potential in
the region of the well. Collision experiments, on
the other hand, are typically more sensitive to the
short-range repulsive part of the potential.
Certainly, the interactions between submicro-

scopic objects such as atoms and molecules re-
quire a full quantum mechanical description. In
contrast with molecular spectra, in which the dis-
crete lines andbands directly reveal the quantized
energy levels of themolecule, the quantumnature
of molecular collisions is more subtle. In addition
to the internal states of the molecule, the angular
momentum associated with the relative motion
of the particles is also quantized. This relative
motion is described by a set of partial waves with
integer quantum number l (1).
Unraveling the contribution of each individual

partial wave to a collision cross section would
provide the ultimate information that can be re-
trieved from any collision event. Experimentally,
however, it is impossible to select a single partial
wave from the pre-collision conditions and to
study how the interaction transforms it into post-
collision properties. The number of contributing

partial waves depends on the de Broglie wave-
lengths of the particles; observable quantities
such as scattering cross sections therefore neces-
sarily represent the quantum mechanical super-
position ofmany partial waves (2). Classically, this
can be comparedwith the unavoidable averaging
over all possible impact parameters of the two col-
liding particles (1).
At low temperatures, special conditions exist

in which a single partial wave can dominate the
scattering process, mitigating this fundamental
obstacle. When the collision energy is resonant
with a quasibound state supported by the inter-
action potential, the incident particles can tem-
porarily form a long-lived complex. At these
energies, a resonant partial wave lres may dom-
inate over all other partial waves, and there will
be a strong enhancement of the scattering cross
section. For atom-molecule collisions, these so-
called scattering resonances may be regarded—
in a simplified picture—either as the orbiting of

the atom around the molecule (a shape or orbit-
ing resonance), or as the transient excitation of
the molecule to a state of higher energy (a Fesh-
bach resonance). After some time, however, the
complex falls apart and decays back into a sep-
arate atom and molecule (3).
Scattering resonances are the most global and

sensitive probes of molecular interaction poten-
tials. They depend on both the long-range attrac-
tive and the short-range repulsive part of the
potential, as well as on the van der Waals well;
they are not only sensitive to the shape of the
well—as are the spectra of molecular complexes—
but also to the depth of the well relative to the
dissociation limit. Measurements of the resonance
position and width in the integral cross section
(ICS) probe the energy and lifetime of the quasi-
bound state fromwhich the resonance originates.
Such observations may thus be regarded as a type
of collision spectroscopy. Still, they do not yield
information on the partial-wave composition of
the resonance.More information on the collision
dynamics is inferred from the differential cross
section (DCS) at the resonance energy. The struc-
tured DCS represents the partial-wave fingerprint
of the collision process and offers at the resonance
the opportunity to experimentally probe the re-
lation between incoming, resonant, and outgoing
partial waves. This gives detailed insights into
the most fundamental question in molecular
collision dynamics: How does the interaction
potential transform the reagents into the col-
lision products?
Whereas scattering resonances are well known

in electron, neutron, and ultracold atom scatter-
ing, the observation of scattering resonances in
molecular systems has been a quest for decades.
Experimentally, it has proven extremely chal-
lenging to reach the required low collision en-
ergies and high energy resolution to observe and
characterize partial-wave resonances. In crossed-
beam experiments, signatures of scattering reso-
nances have been observed in reactive systems
with a low excitation barrier, such as the bench-
mark F + H2 and F + HD reactions, by using the
powerful Rydberg tagging technique to record the
angular distribution of theH orD products (4–10).
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Fig. 1. Collision-energy dependence of the inte-
gral cross section for rotational excitation of NO
radicals by He atoms. (A) Comparison between
measured (data points with error bars) and calcu-
lated (solid curve) state-to-state inelastic scattering
cross sections for excitation into the (5/2f) state.
Experimental data are in arbitrary units (a.u.). Each
data point is averaged over 1000 laser shots with
the He and NO beams overlapping (collision signal)
and 1000 laser shots with the NO beam only
(reference signal). Vertical error bars represent sta-
tistical uncertainties at 95% of the confidence in-
terval.The calculated cross section was convoluted
with the experimental energy resolution of 0.3 cm–1.
(B) Calculated state-to-state integral cross sections
for excitation into the (3/2e) state (green curve) and
(5/2f) state (red curve). (Inset) Schematic energy-
level diagram and inelastic excitation scheme of NO.
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In these systems, the resonance is associated with
the formation of transiently stable transition-
state structures. High-resolution anion photo-
detachment spectroscopy in combination with
accurate calculations has recently allowed the
observation and characterization of previously
unresolved reactive scattering resonances in this
system (11). Using a merged beam approach, re-
sonances have recently also been observed in
ICSs for Penning ionization processes at collision
temperatures in the millikelvin regime (12, 13).
Evenmore recently, resonanceswere observed in
inelastic scattering processes at energies near the
thermodynamic threshold for rotational excitation
of themolecule. Using cryogenically cooledmolec-
ular species such as CO and O2, partial-wave reso-
nances were observed in the state-to-state ICSs for
inelastic collisions with He and H2 target beams at
energies down to 4 K (14–16).
The measurement of DCSs at scattering reso-

nances remains a largely unexplored frontier, in
particular for species other than H and D atoms.
At low collision energies, the recoil velocities of
the scattered molecules are extremely small, and
it has proven a daunting task to obtain the an-
gular resolution required to resolve any deflection
structure. Here, we report the measurement of
DCSs at partial-wave resonances for inelastic col-
lisions between fully state-selected NO radicals
[X2P1/2, v = 0, j = 1/2, f (17), referred to hereafter
as (1/2f)] and He atoms in a crossed-beam ex-
periment. We combined Stark deceleration and
velocity-map imaging to probe scattering reso-
nances in the state-to-state and parity-resolved
DCSs at energies between 13 and 19 cm–1, with a
spectroscopic energy resolution of 0.3 cm–1. The
high resolution afforded by the Stark decelerator
allowed us to observe structure in the very small
velocity-mapped scattering images, directly re-
flecting the DCSs. Distinct variations in the DCSs
were observed as the collision energy was tuned
over the resonances. At off-resonance energies,
the DCSs were dominated by quantum diffrac-
tion oscillations, whereas additional strong for-
ward and backward scattering was found at the
resonance energies. We developed a theoretical
approach similar to Feshbach-Fano partitioning
(18, 19) to disentangle the resonance and back-
ground contributions to the DCSs, and we directly
revealed the incoming and outgoing waves that
characterize the resonances and the background.
Collisions betweenNO and rare gas atoms rep-

resent a seminal class of systems in rotational
energy transfer because scattering of open-shell
radical species such as NO and OH plays an im-
portant role in gas-phase chemical kinetics, com-
bustion, and astrochemistry. Collisions involving
these radicals are governed by multiple potential
energy surfaces (PESs), parity selection, and pro-
pensity rules that are foreign to molecules such
as CO and O2 (20). We found excellent agreement
with the DCSs predicted with ab initio quantum
mechanical close-coupling (QM CC) scattering
calculations based on accurate NO-He PESs.
We used a crossed-molecular-beam apparatus

with a 45° crossing angle (21). A packet of velocity-
controlled NO (1/2f ) radicals, with a velocity

spread of 2.1 m/s (22) and an angular spread of
1.5 mrad, was produced by using a 2.6-m long
Stark decelerator. The beam of He atoms with a
mean velocity between 400 and 480 m/s, a ve-
locity spread of 4.3 m/s, and an angular spread
of 4.8 mrad was produced by cooling an Even-
Lavie valve to cryogenic temperatures. By tun-
ing the NO velocity between 350 and 460 m/s
with the Stark decelerator, the collision energy

was varied between 13 and 19 cm–1, with an
energy resolution of 0.3 cm–1. The scattered NO
radicals were state-selectively detected by
using a two-color laser ionization scheme and
velocity-mapped on a two-dimensional detector.
We studied inelastic collisions that excite

the NO (1/2f ) radicals into either the (3/2e) or
the (5/2f ) state. The (5/2 f ) channel opens with-
in the experimentally accessible energy range

788 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 sciencemag.org SCIENCE

Fig. 2. Experimental and simulated ion images at selected collision energies as indicated at the top.
Exp, experimental; Sim, simulated. (Left) (1/2f) → (3/2e) inelastic collisions. (Right) (1/2f) → (5/2f)
inelastic collisions. The images are presented so that the relative velocity vector is oriented horizontally,
with the forward direction on the right side of the image. Small segments of the images around forward
scattering are masked because of imperfect state selection of the NO packet. The angular scattering
distributions as derived from the experimental (blue curves) and simulated (red curves) images are
shown for each channel and collision energy.
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at 13.4 cm–1, and we measured the threshold
behavior in the ICS for this channel so as to
calibrate both the collision energy and energy
resolution (Fig. 1A). We observed a plateau just
above threshold and a clear peak around 18 cm–1,
which were well reproduced by the theoretical
ICS convoluted with the experimental resolution
of 0.3 cm–1 (21). These features were attributed
to a narrow (labeled II) and a broader resonance
(labeled III) in the theoretical ICS. The theoret-
ical ICS for the (3/2e) state (Fig. 1B) showed a
clear resonance (labeled I) at a slightly lower en-
ergy than that of resonance II.
For both inelastic channels, scattering images

were measured at selected energies (Fig. 2). De-
pending on the energy and the final state probed,
the diameter of the low-collision-energy images
ranged from only a few to ~60m/s. The diameter
of the (5/2f ) image approached zero as the energy
approached the thermodynamic threshold of the
channel, effectively imaging the center-of-mass
velocity of the NO-He pair. Despite their small
sizes, distinct structure in the images could clear-
ly be discerned. At higher energies, as illustrated
by the additional images probed at 45.0 cm–1, the
DCSs of both channels feature a rich diffraction
pattern that extends from forward to backward
scattering. Each diffraction peak in the DCS
transformed into a stripe in the image because of
the detection method used in the experiment. At
low collision energies, the number of diffraction
peaks was reduced, and an additional pattern
arose in the vicinity of the resonances. As the
energy was varied in small energy steps over
the resonances, a strong variation in the angular

distribution featuring pronounced forward and
backward scattering was observed.
To compare our findings with theoretical pre-

dictions, we simulated for each energy the image
expected from the kinematics of the experiment
and the DCS predicted with high-level QM CC
calculations (21). Both the experimental and sim-
ulated images were then analyzed in order to
yield the angular scattering distribution, reflect-
ing the DCS convoluted with the experimental
energy and angular resolution (21). In general,
excellent agreement was found between the ex-
perimental and simulated scattering distributions,
although at some energies, the relative inten-
sities of the observed features differed from the
simulated intensities (23).
To interpret our results, we first analyzed the

partial-wave composition of the scattering cross
sections, as well as the scattering wave functions
(21). We found that for the energies probed, the
entrance channel is governed by partial waves up
to lin = 8. At the resonance energies, however, a
single resonant partial wave lres becomes in-
volved in a quasibound state, which causes the
ICS to rise considerably above the background.
We found that resonances I and II are associated
with a quasibound state of the He-NO(5/2f ) com-
plex at 14.7 cm–1 dominated by lres = 5, whereas
resonance III originates from aHe-NO(5/2f ) quasi-
bound state at 17.9 cm–1 governed by lres = 6 (21).
For an inelastic process, the partial-wave quan-

tum number l is not conserved throughout the
collision. The anisotropic interaction potential
couples rotational states of theNOmoleculewith
different quantum numbers j and waves with

different values of l and determines how the in-
coming waves lin are transformed into the out-
going waves lout during the collision. At the
resonance energies, the quasibound He-NO(5/2f )
complexes with the well-defined values of lres = 5
(resonances I and II) or 6 (resonance III) de-
composed to formaNOradical in either the (3/2e)
state (resonance I) or the (5/2f ) state (resonances
II and III). When the resonant (5/2f ) state decays
into the lower (3/2e) state, such as for resonance I,
not only j but also l changes, and lout ranges from 3
to 7 (21). When the final NO state is the same as
the resonant state, such as for resonances II and
III, the dominant value of lout = 5 or 6 is the same
as lres. At energies just above the threshold of the
(5/2f ) inelastic channel, at which almost all kinetic
energy has been transferred into rotational energy
of theNOmolecule, the (5/2f ) state can only decay
with lout = 0 (s-wave), lout = 1 (p-wave), and lout = 2
(d-wave). The observed DCS at 13.8 cm–1 was
dominated by p-wave scattering with small con-
tributions from s- and d-waves (21).
At the resonance energies, the DCSs contain

specific information on the partial-wave dynam-
ics of the collision process—the relation between
lin, lres, and lout. If the scattering were purely de-
termined by a resonancewithout any background,
the scattering matrix S would be given by the
Breit-Wigner formula, which was originally de-
veloped for neutron scattering in 1936 and now-
adays is frequently used to describe scattering
processes in high-energy particle physics (24, 25).
However, in most cases and also in our exper-
iments, the observed ICSs and DCSs result from
an interference between resonance and back-
ground contributions. We disentangled these
contributions for each of the resonances I, II,
and III by applying a theoretical analysis similar
to Feshbach-Fano partitioning (18, 19). We wrote
the energy-dependent multichannel scattering
matrix as

SðEÞ ¼ SbgðEÞUresðEÞ ð1Þ
where the background contribution Sbg(E) is a
slowly varying function of the collision energy E,
and the resonance contribution is given by the
Breit-Wigner formula

UresðEÞ ¼ I−
2iA

E−Eres þ iG
ð2Þ

where I is the unit matrix, Eres is the energy of
the resonance, G is its width (or inverse lifetime),
and the complex-valued matrix elements Aab ¼
aaa*b contain the partial widths aa obeying the re-
lation

X
a
jaaj2 ¼ G (26). The idea associatedwith

the Breit-Wigner formula is that in the com-
plex energy plane, where the bound states cor-
respond to poles of the S-matrix on the negative
real-energy axis, resonances are represented by
poles below the positive real axis at positions Eres
– iG. By analyzing the energy dependence of the
S-matrix elements in the range of each reso-
nance with an algorithm described in (21), we
could determine the parameters Eres, G, and aa.
Then, we separated the resonance contributions
to the scattering matrix S(E) from the back-
ground and applied the usual expressions (27) to
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Fig. 3. Effect of resonances II
and III on the cross sections for
inelastic (1/2f) → (5/2f) NO-He
scattering. Integral cross sections
are shown above, and differential
cross sections are shown below.
Solid lines represent the complete
theoretical ICSs and DCSs, and
dashed lines indicate the cross
sections obtained when only the
scattering matrix Sbg in Eq. 1 is
included for resonances I, II, and III.
(Bottom) The measured (Exp) and
simulated images based on either
the complete DCSs (Sim) or the
DCSs computed with the
scattering matrix Sbg only (Sim*)
for collision energies of (A)
14.8 cm–1, (B) 17.1 cm–1, and
(C) 18.2 cm–1. Resonance I in the
(1/2f) → (3/2e) cross sections is
shown in fig. S10.
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compute the ICS and DCS from the S-matrix,
with or without resonance contributions. The
results for the final (5/2f ) state of NO, where the
effects are most pronounced, are shown in Fig. 3.
The peaks in the ICS corresponding to both
resonances II and III vanish when we only in-
cluded the background contribution (Fig. 3, top).
The effect of the resonances on the DCS at en-
ergies close to these resonances is illustrated in
Fig. 3, bottom. The background contributions (Fig.
3, dashed lines) show the usual pattern of diffra-
ction oscillations, which are most pronounced
for small scattering angles and decrease in
amplitude for larger angles. The effect of the
resonance contributions is substantial; they lead
to additional strong scattering near the forward
and backward directions. Also shown in Fig. 3
is a comparisonofmeasuredand simulated images
at 14.8, 17.1, and 18.2 cm–1. The simulated images
were based on DCSs calculated in this energy
range, with or without resonance contributions,
by taking into account the experimental energy
resolution of 0.3 cm–1. Clearly, the experimental
images showmuch better agreement with the sim-
ulations when the full DCS is taken into account.
Our theoretical analysis demonstrated that the

resonances strongly affect the nature of the DCSs
and allowed us to disentangle normal diffraction
oscillations from the resonance fingerprints in
the DCSs. The DCSs measured for collision en-
ergies in the range of the resonances agreed very
well with the DCSs obtained from the ab initio
calculations, but only when the contributions
from the resonances were fully included. This
directly confirmed that our experiment indeed
images the resonance fingerprints in the DCS.
Our joint experimental and theoretical study

showed that scattering resonances in state-to-
state cross sections can now be probed with spec-
troscopic resolution, even for benchmark and
chemically relevant systems that involve open-
shell species such as NO. DCSs measured at the
resonance energies, combined with a theoret-
ical analysis, provided detailed information on
the multichannel scattering process and explicit-
ly revealed the effects of the resonances. The
theoretical method developed to separate the
resonant contributions to the ICSs andDCSs from
the background will also be applicable to other
systems in which scattering resonances occur.
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ATTOSECOND DYNAMICS

Measurement and laser control of
attosecond charge migration in
ionized iodoacetylene
P. M. Kraus,1 B. Mignolet,2,3 D. Baykusheva,1 A. Rupenyan,1 L. Horný,1 E. F. Penka,4

G. Grassi,1 O. I. Tolstikhin,5 J. Schneider,1 F. Jensen,6 L. B. Madsen,7 A. D. Bandrauk,4

F. Remacle,2 H. J. Wörner1*

The ultrafast motion of electrons and holes after light-matter interaction is fundamental
to a broad range of chemical and biophysical processes.We advanced high-harmonic
spectroscopy to resolve spatially and temporally the migration of an electron hole immediately
after ionization of iodoacetylene while simultaneously demonstrating extensive control over
the process. A multidimensional approach, based on the measurement and accurate
theoretical description of both even and odd harmonic orders, enabled us to reconstruct
both quantum amplitudes and phases of the electronic states with a resolution of ~100
attoseconds.We separately reconstructed quasi–field-free and laser-controlled charge
migration as a function of the spatial orientation of the molecule and determined the shape
of the hole created by ionization. Our technique opens the prospect of laser control over
electronic primary processes.

U
ltrafast charge transfer plays a key role
in chemical reactions, biological processes,
and technical applications. For example,
charge transfer after photoexcitation on
the femtosecond time scale and the asso-

ciated long-lived coherences observed in photo-
synthetic systems (1) or photovoltaic blends (2)
have been invoked to explain the high efficiencies
of energy conversion in these systems. These
charge transfer phenomena are driven by nuclear
motion but typically involve amuch faster, purely
electronic response. This phenomenon was pre-
dicted theoretically and called charge migration

to distinguish it from the nuclear dynamics–
driven charge transfer (3–6). Charge migration
arises whenever multiple electronic states are
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coherently populated. Charge migration is likely
to be responsible for the unexpected selectivity in
photofragmentation of ionized peptides (7), lead-
ing to the concept of charge-directed chemistry
(8).Moreover, it offers approaches to probing elec-
tron correlation andorbital relaxationphenomena
(3, 5, 6). These prospects make the measurement
of charge migration a key goal of attosecond sci-
ence (9). Even more promising is the prospect of
controlling charge migration. Steering electrons
inside molecules is expected to yield control over
reactivity, thereby providing access to regions of
potential energy surfaces and consequent reaction
pathways that usually remain unexplored (10).
Previously described techniques formeasuring

electronic dynamics include transient absorption
(11), sequential double ionization (12), and photo-
fragmentation spectroscopy (13). Although pio-
neering work on phenylalanine recently reported
a resolution of better than 4.5 fs (13), such mea-
surements of intramolecular dynamics are inher-
ently limited in temporal resolution by the use
of an infrared pulse. Electronic dynamics after
strong-field ionization (SFI) have also been in-
ferred fromhigh-harmonic spectra. This approach
has been established in seminal studies (14, 15),
but a direct reconstruction of the dynamics has
remained out of reach, either because no recon-
struction approach was established or because
experimental data were lacking. Another pio-
neering approach demonstrated the tomographic
reconstruction of time-dependent orbitals at the
expense of temporal resolution (16).

Weadvancedhigh-harmonic spectroscopy (HHS)
to reconstruct, at a resolution of ~100 attoseconds
(as), the full quantum dynamics of charge mi-
gration in spatially oriented polar molecules.
We measured both amplitudes and phases of
high-harmonic emission from oriented mole-
cules at multiple wavelengths of the driving
field. Scaling the wavelength is equivalent to
tuning the excursion time of the photoelectron
wave packet on the attosecond time scale (17).
We show that this set of experimental data is
sufficient to reconstruct the amplitudes and
phases of the transiently occupied electronic
states of the cation and to determine the initial
shape of the hole created by SFI.
We demonstrated our technique on iodoacet-

ylene (HCCI) because it encompasses several gen-
eral characteristics of polar polyatomicmolecules.
These include (i) the simultaneous population of
multiple electronic states of the cation by SFI,
(ii) strong laser-induced coupling between these
states, and (iii) a strong alignment dependence
of their coupling. An energy level diagramofHCCI+

is shown in Fig. 1. The Χ̃+ 2P ground state and
Ã+ 2P first excited state [with vertical ionization
potentials I Χ̃

þ
p = 9.71 eV and I Α̃

þ
p = 11.94 eV (18)] are

both appreciably populated by strong-field ioniza-
tion [supplementarymaterials (SM) section 4] and
are coupled by a large transition dipole moment
(1.35 atomic units, which is equivalent to 3.43
Debye) lying parallel to the molecular axis. This
large value originates from the charge-transfer
nature of this p → p* transition (19).

We use control over the spatial orientation of
the molecule to separately reconstruct quasi–
field-free and laser-driven charge migration. For
molecules aligned perpendicular to the laser po-
larization (Fig. 1B), the effect of the laser field on
charge migration is negligible. For parallel mol-
ecules (Fig. 1C), the laser field induces substantial
population transfer between the Χ̃+ and Ã+ states,
which depends on the head-to-tail orientation of
the molecule.
The concept of the experiment is presented

in Fig. 2A. Control over the spatial orientation
of the molecules is achieved by impulsively
orienting the molecules (20). The fixed-in-space
ensemble of molecules is then interrogated by
a high-harmonic generation (HHG) pulse one
rotational period (157.0 ps) later under other-
wise field-free conditions. The time resolution
in our experiment arises from the subcycle nature
of the HHG process: Every emitted harmonic
order can be associated with a unique transit
time of the electron wave packet in the con-
tinuum by experimentally selecting the short
electron trajectories (21, 22).
The reconstruction of charge migration in

the cation requires several observables. The ratios
of emission intensity between molecules aligned
parallel or perpendicular to the polarization of
the probe pulse (Fig. 2B) exhibit minima located
at markedly different photon energies: 23.2 eV
for 800 nm (laser field period 2.67 fs) and 35.3 eV
for 1300 nm (laser field period 4.33 fs). Such a
strong wavelength dependence of the observed
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Fig. 1. Electronic energy levels and orientation dependence of charge
migration in the iodoacetylene cation. (A) Energy level diagram. (B and
C) Illustration of quasi–field-free charge migration (B) and laser-controlled
charge migration (C).The energies are computed at the EOM-IP-CCSD/cc-pVTZ
level of theory. Strong-field ionization by infrared photons (red arrows) pre-
pares the electron hole. Its evolution is encoded in the high-harmonic emission
(violet arrows) at the instant of recombination. For molecules aligned

perpendicular to the laser field as shown in (B), the populations of the X̃
þ

and Ã+ states are time-independent. Charge migration takes place as under
field-free conditions. The laser field induces strong population transfer be-
tween the X̃+ and Ã+ states for molecules aligned parallel to the laser field, as
depicted in (C).The evolution of the hole density is represented by |hFN–1(t)|FNi|2,
where FN and FN–1(t) are the N and N – 1 electron wave functions of the
neutral and ionized molecule, respectively.
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minimum cannot be contained in the photo-
recombination matrix elements and indicates
attosecond electronic dynamics in the cation
(23, 24). Purely structural minima contained in
the photorecombination matrix elements do not
shift in photon energy when the driving wave-
length is changed (25).
Spatially resolving charge migration in the

general class of polar molecules additionally
requires orientation (i.e., a head-to-tail order),
resulting in even-harmonic emission. This was
achieved using one phase-controlled two-color
(800 nm + 400 nm) laser pulse for impulsive
orientation (26). Figure 2C shows the intensity
ratio of the even harmonics to the averaged in-
tensity of the two adjacent odd harmonic orders
(the even-to-odd ratio) observed using a HHG
driving wavelength of 800 nm.
A full characterization of electronic quantum

dynamics becomes possible through the additional
measurement of the phase of high-harmonic
emission. We measured the phase fHHG as a
function of the alignment angle of the molecules
by generating high harmonics in two spatially
separated sources in the gas jet (27). Here, we
extended this technique to a broad range of
wavelengths by working with a liquid crystal
mask that introduces a voltage-tunable phase

shift in one-half of the unfocused probe-beam
wave front (SM section 1). Phase measurements
for driving wavelengths of 800 nm and 1300 nm
are shown in Fig. 2, D and E, for selected har-
monic orders. The phase variation as a function
of the alignment angle strongly depends on the
harmonic order and driving wavelength, not just
the emitted photon energy, again suggesting a
pronounced charge migration on the attosecond
time scale. The phase differences for molecules
aligned parallel or perpendicular to the polariza-
tion of the laser field for all harmonic orders are
summarized in the SM, section 1.
The reconstruction of charge migration in

terms of initial (as prepared by ionization at t ′)
and final (at t, the instant of photorecombina-
tion) populations and phases of the states of
the cation is a numerical inversion problem
employing a generalized theory of HHG (SM
section 2) that describes all experimental inten-
sity ratios and phase differences between mole-
cules aligned parallel or perpendicular to the
laser field. The initial and final populations
and phases were retrieved in a global nonlinear
least-squares optimization using a Levenberg-
Marquardt algorithm with multiple starting
values. Our theory includes all relevant electronic
states, the continuum structure through the

use of scattering-wave matrix elements (28), nu-
clear motion through autocorrelation functions
derived from photoelectron spectra (SM sec-
tion 2), and the molecular axis distribution.
The photorecombination dipole matrix elements
and the angular variation of the ionization rates
were calculated theoretically. These quantities
are experimentally accessible using narrow-
band extreme ultraviolet sources and/or charged-
particle detection, which were not available in
this study. Because the emission from several
channels adds coherently, our experiment is
sensitive to both the amplitudes and the phases
of the involved electronic states. The mapping
from photon energy to transit time (t = t – t ′)
was performed using quantum electron tra-
jectories obtained by the saddle-point method
(29–31).
We first reconstructed charge migration for

molecules aligned perpendicular to the 800 nm
driving field. The reconstructed initial popula-
tions are given in Fig. 3B. These results compare
well both with time-dependent density func-
tional theory (TDDFT) (SM section 4) (32) and
with weak-field asymptotic theory (WFAT) (SM
section 2) (33). Combined with the experimen-
tally retrieved initial phase Dϕ ¼ ϕΑ̃

þ ðt ¼ 0Þ−
ϕΧ̃

þ ðt ¼ 0Þ (Fig. 3C) between the ground state
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Fig. 2. HHG monitoring of charge migration.
(A) Concept of the experiment: HHG (upper pa-
nel) provides a unique transit time–energy map-
ping as a consequence of the subcycle timing of
the electron trajectories (thin lines, lower panel) in
the laser field (thick lines). (B) Intensity ratio of
high harmonics emitted from molecules aligned
parallel or perpendicular to the laser field for 800 nm
[1.1 (T0.2) × 1014 W/cm2] and 1300 nm [0.9 (T0.1) ×

1014 W/cm2]. The insets show the variation of the intensities of selected harmonic orders of 800 nm. (C) Even-to-odd ratio for oriented molecules (800 nm).
(D and E) Alignment dependence of the high-harmonic phase fHHG using 800-nm and 1300-nm pulses, respectively. A sum of the four lowest even-order
Legendre polynomials was fitted to the experimental data. The error bars (shaded areas) in all figures correspond to the standard deviation of the measured
signal fluctuations. All data were obtained by averaging the signals from at least 1500 laser shots.
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and the first excited electronic state of the cation,
charge migration is reconstructed as shown in
Fig. 3A. The spatial representation of the elec-
tron densities further requires the computation
of molecular orbitals, which must be chosen to
be consistent with those used in the calculation
of the photorecombination matrix elements (SM
section 2). It also requires the knowledge of the
difference of the vertical ionization potentials
of the field-free eigenstates, which determines
the oscillation period of 1.85 fs and is known
from photoelectron spectroscopy (18).
Strong-field ionization was found to create a

one-electron hole localized at the iodine side of
the molecule (Fig. 3D), compatible with the low
ionization potential and high polarizability of the
I atom. Subsequently, the hole delocalizes over
the molecule and then localizes at the acetylene
side after 930 as. Because the differential Stark
shift of the Χ̃+ and Ã+ levels at the maximal ap-
plied field amounted to only 18 meV (SM, sec-
tion 3, and fig. S11) or 0.8% of the energy level
separation, and population transfer is absent by
symmetry, the reconstructed dynamics corre-
spond to quasi–field-free charge migration.
We found a ~p difference in the relative initial

phase of the Χ̃+ and Ã+ states for parallel align-
ment (Fig. 3C), which implies that the hole is
created on the acetylene side (Fig. 3E). Thismeans
that the electron hole is created on the opposite
side from where the electron tunneled because
ionization via the iodine atom is dominant
(fig. S5). Although this result appears counter-
intuitive at first sight, the reconstructed hole is
consistent with ionization to the lowest-lying

multielectron eigenstate of the cation in a static
field (fig. S12).
The subsequent charge migration for parallel

alignment is controlled by the laser field (Fig. 4)
and differs substantially from the field-free evo-
lution (Fig. 3A). We first discuss the results ob-
tained with 800-nm pulses. Figure 4A shows
the fractional population of the Χ̃+ ground
state (solid blue line) and the relative phase
DϕðtÞ ¼ ϕΑ̃

þ ðtÞ − ϕΧ̃
þ ðtÞ between the Χ̃+ andÃ+

states (dashed cyan line) for all reconstructed
delays. The first striking feature is the strong
depletion of the Χ̃+ state for early transit times.
The population of the Χ̃+ state reaches a min-
imum at 1.02 fs before increasing again. The
relative phase between the two eigenstates shows
a pronounced jump around the time of maximal
depopulation of the ground state. Figure 4A also
shows the reconstructed hole density at selected
transit times for electron tunneling via the iodine
atom. For electron tunneling via the hydrogen
atom (Fig. 4B), the population transfer is mark-
edly different from tunneling via iodine (Fig. 4A).
Again, the ground state is strongly depopulated
at the first reconstructed delay, but its repopula-
tion begins earlier than in Fig. 4A. One of the
crucial observables for the reconstruction of
side-dependent charge migration is the rela-
tive intensity of the even harmonics. Our recon-
struction procedure additionally includes the
sign dependence of the transition dipole moment
on the molecular orientation (SM section 2). The
temporal uncertainty in the reconstruction is har-
monic order–dependent and amounts to ±110 as
on average. The temporal accuracy is limited by

the uncertainty in the peak intensity needed to
connect the electron transit time to the emitted
photon energy (22, 29) and the different transit
times associatedwith the electronic states of the
cation involved in the dynamics. The shaded area
represents the combined error from all experi-
mental uncertainties.
Turning to the results obtained at 1300 nm,we

again find strong population transfer in the laser
field, as shown by the reconstructed populations
in Fig. 4C for tunneling via the iodine atom. The
fractional ground-state population gradually in-
creases until 1.53 fs and then decreases again.
Our reconstruction shows a second minimum of
the Χ̃+ population at 1.71 fs and a subsequent
rise for longer delays. For tunneling via the hy-
drogen atom (Fig. 4D), the behavior is similar,
with the maximal population shifted to earlier
delays. The electron hole densities reconstructed
from the populations and relative phases dem-
onstrate the strong laser control over the dy-
namics. This fact is further illustrated by movies
S1 to S4, which show very rapid changes in the
hole density associated with the reconstructed
phase jumps. These results clearly show that
both the site of electron tunneling and the laser
wavelength offer extensive control over charge
migration. They also highlight the highly non-
adiabatic nature of the strongly driven electronic
dynamics (fig. S10).
Our experimental reconstruction of the time-

dependent populations and phases is supported by
independent calculations (Fig. 4E). The population
transfer was calculated by solving the time-
dependent Schrödinger equation for the two
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Fig. 3. Reconstruction of quasi–field-free chargemigration. (A) The reconstructed electron dynamics
as a function of time after ionization. (B and C) Reconstructed values for the population amplitudes |pi|
(i = X̃+, Ã+) for perpendicular alignment (B), which are compared to theory (see text), and for the relative
initial phase Dϕ (C). All error bars in this work were determined from the experimental errors and the

uncertainties in the intensity and alignment axis distribution (SM section 2). (D and E) Reconstructed hole density at the time of ionization for perpendicular
(D) and parallel alignment (E). The arrows illustrate the direction of excursion of the continuum electron wave packet.
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lowest-lying electronic states of the cation, with
all input taken from high-level ab initio calcula-
tions (SM sections 3 and 5) and the relative
initial phase Dϕ taken from the experimental

reconstruction. We have validated the two-state
approach in our reconstruction by comparing
time-dependent calculations containing between
2 and 10 electronic states of HCCI+ and found

that the dynamics are accurately predicted when
only the Χ̃

þ
and Ã+ states of the cation are in-

cluded (fig. S8).
The theoretical population transfer for 800 nm

and tunneling via the I side (blue line in Fig. 4E)
correctly predicts the near-complete depletion
and repopulation of the ionic ground state, in-
cluding the associated phase jump. The theoret-
ical depopulation of the ground state is weaker
than the reconstructed one (Fig. 4A), and the
phase jump is consistently less pronounced. Such
jumps are most pronounced for complete de-
populations and repopulations of states (see fig.
S6, which also shows calculations for tunneling
via the H atom). For 1300 nm, the calculations
qualitatively agree with the reconstructed dynam-
ics, but the population maximum occurs later
than in the experimental results by ~300 as.
Given the complexity of the nonadiabatic elec-
tronic dynamics (fig. S10), the agreement between
experiment (Fig. 4, A and C) and calculations
(Fig. 4E) is highly encouraging. The nonadiabatic
electronic dynamics introduces a strong depen-
dence of the population transfer on the exact
parameters of the laser pulse. The remaining
discrepancies may result from electron correla-
tion between the continuum wave packet and
the bound electrons beyond that taken into ac-
count in the present mean-field description of
photorecombination.
Our work outlines several general aspects of

the preparation and control of charge migration
by intense laser pulses. First, the initial phase of the
hole wave packet strongly depends on the orienta-
tion of the molecule with respect to the ionizing
laser field (Fig. 3, D andE). This suggestsmolecular
alignment and orientation both as necessary for a
well-characterizedmeasurement and as an attract-
ive control parameter. Second, the laser field can be
used to achieve extensive control over charge mi-
gration, especially when the relevant transition
dipole moments are large and the level separa-
tions are small, resulting in strongly nonadiabatic
electronic dynamics. The demonstrated laser con-
trol can be further refined by using laser pulses
with subcycle-controlled waveforms (34)—for
example, to steer the electron hole to a particular
position within themolecule where it can trigger
a desired chemical reaction.
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GEOCHEMISTRY

Evidence for primordial water
in Earth’s deep mantle
Lydia J. Hallis,1,2*† Gary R. Huss,1,2 Kazuhide Nagashima,2 G. Jeffrey Taylor,1,2

Sæmundur A. Halldórsson,3‡ David R. Hilton,3 Michael J. Mottl,4 Karen J. Meech1,5

The hydrogen-isotope [deuterium/hydrogen (D/H)] ratio of Earth can be used to constrain the
origin of its water. However, the most accessible reservoir, Earth’s oceans, may no longer
represent the original (primordial) D/H ratio, owing to changes caused bywater cycling between
the surface and the interior.Thus, a reservoir completely isolated from surface processes is
required to define Earth’s original D/H signature. Here we present data for Baffin Island and
Icelandic lavas,which suggest that the deepmantle has a low D/H ratio (dDmore negative than
–218 per mil). Such strongly negative values indicate the existence of a component within
Earth’s interior that inherited its D/H ratio directly from the protosolar nebula.

E
stablishing Earth’s initial D/H ratio is im-
portant for understanding the origin of our
planet’s water, as well as the dynamical pro-
cesses that operated during planet forma-
tion in the solar system.However, evolution

of this ratio occurs over time as a result of surface
and mantle processing. Collisions with hydrogen-
bearing planetesimals or cometarymaterial after
Earth’s accretion should have altered the D/H ra-
tio of the planet’s surface and upper mantle (1).
In addition, experimentally based chemicalmod-

els suggest an increase in the atmospheric D/H
value by a factor of 2 to 9 since Earth’s formation
(2). Preferential loss of the lighter hydrogen iso-
tope from the upper atmosphere causes this in-
crease, driven by thermal atmospheric escape or
plasma interactions with the atmosphere. As at-
mospheric D/H is linked with that of ocean wa-
ter and sediments, the D/H ratio of the mantle
also increases with time via subduction and con-
vective mixing. Only areas of the deep Earth that
have not participated in this mixing process are
likely to preserve Earth’s initial D/H ratio.
Studies of the trace-element, radiogenic-isotope,

and noble gas isotope characteristics of mid-
ocean ridge basalts (MORBs) and ocean-island
basalts (OIBs) reveal the existence of domains
within Earth’s mantle that have experienced dis-
tinct evolutionary histories (3, 4). Although alterna-
tive theories exist [e.g., (5)], most studies suggest
that high 3He/4He ratios in some OIBs indicate
the existence of relatively undegassed regions in
the deep mantle compared to the upper mantle,
which retain a greater proportion of their pri-
mordial He (6, 7). Helium-isotope (3He/4He) ra-
tios more than 30 times the present-day ratio of
Earth’s atmosphere (RA = 1.38 × 10−6) (8) can be
found in volcanic rocks from oceanic islands, in-

cluding Iceland andHawaii (9–12). Early Tertiary
(60-million-year-old) lavas from Baffin Island and
west Greenland, which represent volcanic rocks
from the proto/early Iceland mantle plume, con-
tain the highest recorded terrestrial 3He/4He ra-
tios of up to 50 RA (6, 7). These lavas also have Pb
and Nd isotopic ratios consistent with primordial
mantle ages [4.45 to 4.55 billion years (Ga)] (13),
indicating the persistence of an ancient, isolated
reservoir in the mantle. The undegassed and
primitive nature (14) of this reservoir means that
it could preserveEarth’s initial D/H ratio. This study
targets mineral-hosted melt inclusions in these
rocks in search of this primordial signal.
A range of D/H ratios are found on Earth. We

compare the ratio of deuterium (2H or D) to hy-
drogen (1H) relative to Vienna Standard Mean
Ocean Water (VSMOW, D/H = 1. 5576 × 10–4)
using dD = {[(D/H)unknown/(D/H)VSMOW] – 1} ×
1000, in units of parts per thousand [permil (‰)].
The hydrological cycle fractionates hydrogen,
creating glacial ice [standard Greenland Ice Sheet
Precipitation dD = –190‰ (15)], ocean water
(VSMOW dD = 0‰), and fresh water [dD = 0 to
–300‰ (16)] reservoirs. Subduction provides a
means to mix water back into the mantle, produ-
cing a variation in dD from –126 to +46‰ from
slab dehydration and sediment recycling (17, 18).
The MORB source appears to be better mixed,
with a uniform dD of –60 ± 5‰ (19).
We measured the D/H ratios of olivine-hosted

glassymelt inclusions in two depleted picrite sam-
ples (basaltic rockswith abundantMg-rich olivine)
from Padloping Island, northwest Baffin Island
(20), and in three picrite samples from Iceland’s
western and northern rift zones (9–11). The high
forsterite (Fo) contents of these olivines (Fo87-91)
suggest crystallization from primitive melts (21).
Wemonitored possible contamination from crust-
al materials, or meteoric water due to weathering,
by measuring the oxygen-isotope ratios of the
samples (21). One Icelandic sample shows slight-
ly raised d18O, indicative of crustal contamination.
All other samples fall within the range expected
for uncontaminated mantle-derived samples.
Baffin Islandmelt inclusions are characterized

by extremely lowD/Hratios, from dD –97 to –218‰

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 795

1NASA Astrobiology Institute, Institute for Astronomy,
University of Hawai’i, 2680 Woodlawn Drive, Honolulu, HI
96822-1839, USA. 2Hawai’i Institute of Geophysics and
Planetology, Pacific Ocean Science and Technology (POST)
Building, University of Hawai’i, 1680 East-West Road,
Honolulu, HI 96822, USA. 3Scripps Institution of
Oceanography, University California San Diego, 9500 Gilman
Drive, La Jolla, CA 92093-0244, USA. 4Department of
Oceanography, University of Hawai’i, Marine Sciences
Building 304, 1000 Pope Road, Honolulu, HI 96822, USA.
5Institute for Astronomy, University of Hawai’i, 2680
Woodlawn Drive, Honolulu, HI 96822, USA.
*Present address: School of Geographical and Earth Sciences,
University of Glasgow, Gregory Building, Lillybank Gardens,
Glasgow G12 8QQ, UK. †Corresponding author. E-mail: lydia.
hallis@glasgow.ac.uk ‡Present address: Nordic Volcanological
Center, Institute of Earth Sciences, University of Iceland, Askja,
Sturlugata 7, 101 Reykjavík, Iceland.

RESEARCH | REPORTS

 o
n 

N
ov

em
be

r 
12

, 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
N

ov
em

be
r 

12
, 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

N
ov

em
be

r 
12

, 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


(Table 1). Melt-inclusion dehydration, where H2O
preferentially diffuses faster than HDO through
encapsulating olivine, accounts for the inverse
correlation between dDandwater content (Fig. 1A).
The longer olivine grains are resident in hot melt
before eruption, the stronger the effect of dehy-
dration (22). In addition to dehydration, melt-
inclusion degassing can also raise D/H ratios and
lower water contents. Melt inclusions may under-
go degassing due to depressurization during erup-
tion. We selected rapidly quenched subglacially
(Iceland) and subaqueously (Baffin Island) erupted
samples tomitigate the effects of degassing. How-
ever, two of the three Icelandic samples exhibit
the high dD and low water contents indicative of

this process. Revealingly, sampleMID-1 is known
to be one of the least degassed Icelandic basalts
(10) and containsmelt inclusions with the lowest
dD (–88 to –90‰) and highest H2O contents
[946 to 964 parts per million (ppm)] of the three
Icelandic samples.
The wide spread in d18O values between sam-

ples (Table 1 and Fig. 1B) supports a heteroge-
neous Baffin Island and Iceland plumewith respect
to d18O (11, 23, 24). The Baffin Island melt in-
clusion d18O values (4.73 to 5.18‰) are similar
to those of Baffin Island picrite matrix glasses
(4.84 to 5.22‰) (25). These values are lower than
typical MORB d18O [5.5 ± 0.2‰ (26)], indicating
a possible correlation between low D/H, low

18O/16O, and high 3He/4He as an intrinsic pro-
perty of the undegassed mantle.
Lithospheric slab dehydration during sub-

duction and deep recycling can produce low D/H
ratios in glasses from plume-related localities
(17, 27). Basaltic glasses from theHawaiianKoolau
volcano contain low dD values and water con-
tents similar to those of the Baffin Island picrites
(27) (Fig. 1A). However, the Koolaumantle source
is thought to contain a substantial fraction of re-
cycled upper oceanic crust and sediment (27), and
its distinct d18O (Fig. 1B) is attributed to an EM2
signature (sedimentary recycling). The Baffin Is-
land samples do not contain any evidence of a
recycled slab component (21); hence, their low dD
values must be attributed to a different origin.
The correlation between low D/H and high
3He/4He ratios in the Baffin Island and Iceland
samples suggests that they originate from a
region isolated from mixing. Thus, our data sup-
port a heterogeneous mantle, which contains
deep, primitive, undegassed regions that have
never been involved in subduction-related mix-
ing or recycling (13).
Magma-ocean crystallization models (28), and

Nd isotopic evidence from some of Earth’s oldest
rocks (29), indicate a small volumeof late-solidifying
dense cumulates developed during the first 30 to
75 million years of Earth history. High pressures
near the base of Earth’s magma ocean would
cause magma to become denser than coexisting
minerals; thus, crystallizationwould proceed from
the top downward (30). Top-down crystallization
would trap volatile elements in cumulates at the
deepest section of the mantle. Nd-isotope data
suggest that such cumulates still exist, represent-
ing a hidden incompatible-element–enriched res-
ervoir complementary to the depleted nature of
most of Earth’s mantle (29, 31). The depth of this
enriched reservoir explains its absence inmodern-
day upper-mantle melts. However, deep plume
melting can transfer melt from the core-mantle
boundary to the surface (32). The olivine compo-
sitions of Baffin Island picrites, as well as other
samples with high 3He/4He (e.g., basalts from
western Greenland and the Galapagos), suggest
that these lavas originated fromaperidotite source
~20% higher in Ni content than the modern de-
pleted mantle source, apparently as a result of
interaction with the Ni-rich core (5). The noble
gas composition of many OIBs, including high
proportions of solarNe, suggests that these plumes
sample a volatile-rich reservoir (33, 34).
The lowestmeasuredD/H value (dD= –218‰)

provides an upper limit on the D/H of early Earth
if the Baffin Island picritemelt inclusions sample
a deepmantle reservoir with preserved primitive
volatiles. One possibility is that this strongly neg-
ative dD was added to the Earth during initial
accretion, via dust grains with adsorbed H2O in-
heriteddirectly fromtheprotosolar nebula (–870‰)
(35). The temperature was high at Earth’s orbital
distance during the early solar system, but 1000
to 500 K would still allow adsorption of 25 to
300% of Earth’s ocean water onto fractal grains
during Earth’s accretion (36). Solar wind hydro-
gen andadditional accreting objects from the outer
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Table 1. Water content, D/H ratio (dD), and 18O/16O ratio (d18O) of Baffin Island and Icelandic
samples. Owing to the small size of melt inclusions in the samples, it was mostly not possible to

collect hydrogen- and oxygen-isotope data from the same inclusions. Therefore, oxygen-isotope data
are calculated on the basis of the average value of melt inclusions (n = 2 to 4) within the same olivine

grain as that measured for D/H. Olivine oxygen data are also presented as an average (n = 2 to 6).

Scanning electronmicroscope images showing the location of each data point on the sample surfaces
are available (21).

Sample and phase H2O (ppm) dD (‰) 2s (‰) d18O (‰) 2s (‰)

Baffin Island picrites
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 4_melt inclusion 1 709 –115 38 5.18 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 6_melt inclusion 1 926 –107 39 5.18 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 7_melt inclusion 1 1189 –108 35 5.18 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 8_melt inclusion 1 1039 –122 36 5.18 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 9_melt inclusion 1 1175 –158 51 5.18 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 9_melt inclusion 2 576 –114 40 5.18 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 4_olivine 1 194 4.53 0.34
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 6_olivine 1 413 4.53 0.34
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 7_olivine 1 153 4.53 0.34
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 8_olivine 1 200 4.53 0.34
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-16_area 9_olivine 1 187 4.53 0.34
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 1_melt inclusion 1 1337 –137 35 4.73 0.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 1_melt inclusion 2 1465 –177 37 4.73 0.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 2_melt inclusion 1 1719 –173 34 4.73 0.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 2_melt inclusion 2 1964 –218 34 4.73 0.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 3_melt inclusion 1 1779 –197 34 4.73 0.16
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 6_melt inclusion 1 997 –137 32
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 7_melt inclusion 1 868 –97 34
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 8_melt inclusion 1 901 –126 32
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 1_olivine 1 557 4.38 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 2_olivine 1 641 4.38 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 2_olivine 2 712 4.38 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 3_olivine 1 781 4.38 0.25
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 8_olivine 1 187
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PI-19_area 8_olivine 2 190
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

Icelandic picrites
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MID-1_bullet 2_melt inclusion 1 946 –88 51 4.83 0.40
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MID-1_bullet 2_melt inclusion 2 964 –90 50 4.83 0.40
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MID-1_bullet 3_melt inclusion 1 474 –34 53 4.83 0.40
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MID-1_bullet 2_olivine 1 157 2.43 0.46
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

MID-1_bullet 3_olivine 1 85 2.43 0.46
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

NAL828_bullet 5_melt inclusion 1 600 –34 53 6.54 0.48
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

NAL828_bullet 5_melt inclusion 2 510 –29 53 6.54 0.48
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

NAL828_bullet 5_olivine 1 100 5.36 0.46
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

NAL 688_bullet 13_melt inclusion 1 587 –25 28 5.89 0.35
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

NAL 688_bullet 13_olivine 1 36 5.72 0.56
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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part of the inner solar systemmay also havemixed
into the accreting planet (34). Experimentally
based atmospheric chemicalmodels support proto-
solar nebula adsorption, as they suggest an ini-
tial dD between –500 and –889‰ for Earth (2).
The dD versus H2O [weight percent (wt %)]

correlation for Baffin Island sample PI-19 (Fig.
1A) suggests that a deep mantle source with a
protosolar dD value of –870‰ would have a wa-
ter content of 0.94 wt %. This value is higher than
that calculated for typical bridgmanite (<220 ppm
H2O) (37), although post-bridgmanite can con-
tain more hydrogen (38). In addition, isotopic ra-
tios show that plume material is not typical of
ambientmantle (4–7), and primaryHawaiianmag-
mas have been shown to contain 0.36 to 0.6 wt %
water (27). A 20/80%mixture of a protosolar-like
deepmantle source (dD= –870‰, H2O=0.94wt%)
(35) and MORB (19, 37) reproduces the lowest
measured Baffin Island dDvalues. This proportion
is consistent with mantle Xe-isotope anomalies,
also estimated to reflect admixture with about
20% of a solar Xe component (33).
The similarity between the bulk chemical com-

position of Earth and carbonaceous chondrites
indicates that Earth accreted frombuilding blocks
similar to these meteorites (39). An initial Earth
dD valuemore negative than –218‰ is at the very
lower end of the dD range for bulk-rock CM and
CI chondrites (+338 to –227‰) (40), whereas other
carbonaceous chondrite groups havemore positive
bulk-rock dD (–48 to +763‰) (40).However, the
dD range for water in CI and CM chondrites is
low (–383 to –587‰) (40), hinting that their parent
bodies may have gained water via protosolar neb-
ula adsorption. Recent reports of Earth-like dD in
the martian interior (41) also suggest protosolar
nebula adsorption as a source for martian water.
Therefore, the adsorption mechanism could pro-

vide an important source of water in inner solar
system terrestrial bodies.
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Fig. 1. Hydrogen- and oxygen-isotope ratios. The hydrogen-isotope ratios
(dD) of Baffin Island and Icelandic basaltic melt inclusions versus water
content (A) and oxygen-isotope ratios (B). Uncertainties are 2s, except for
(B) dD, where error bars represent the full range of the data set. The dD
versus H2O (A) data trendline gradient for sample PI-19 is shown by the red
dashed line. Mixing lines between a protosolar-like deep mantle source [dD =
–870‰, H2O = 0.94 wt %] (35) and MORB (19, 37) are shown by the black
and gray dashed lines, which assumeminimum andmaximumMORB source
region H2O contents of 0.008 and 0.095 wt %, respectively (37). Melt in-

clusion data from the Hawaiian Koolau volcano, which contains the lowest dD
values of the Hawaiian plume (27), are represented by the green crosses and
envelope in (A) and green cross in (B). Average melt inclusion dD values are
shown on the dD versus d18O plot (B). The colored envelopes (B) indicate
regions of crustal contamination, based on the d18O variation of possible
contaminants from the Icelandic crust (–7.5 to +1.65‰, green envelope) (24),
and hydrothermally altered oceanic crust (+7 to +15‰, yellow envelope) (26).
The dD variation of the envelopes is as reported for hydrothermally altered
oceanic crust (–34 to 46‰) (17, 18).
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MAGNETIC RESONANCE

Torque-mixing magnetic
resonance spectroscopy
J. E. Losby,1,2 F. Fani Sani,1,2 D. T. Grandmont,1 Z. Diao,1,2 M. Belov,2

J. A. J. Burgess,1,2 S. R. Compton,1,2 W. K. Hiebert,1,2 D. Vick,2 K. Mohammad,3

E. Salimi,3 G. E. Bridges,3 D. J. Thomson,3 M. R. Freeman1,2*

A universal, torque-mixing method for magnetic resonance spectroscopy is presented.
In analogy to resonance detection by magnetic induction, the transverse component
of a precessing dipole moment can be measured in sensitive broadband spectroscopy,
here using a resonant mechanical torque sensor. Unlike induction, the torque amplitude
allows equilibrium magnetic properties to be monitored simultaneously with the spin
dynamics. Comprehensive electron spin resonance spectra of a single-crystal,
mesoscopic yttrium iron garnet disk at room temperature reveal assisted switching
between magnetization states and mode-dependent spin resonance interactions with
nanoscale surface imperfections. The rich detail allows analysis of even complex
three-dimensional spin textures. The flexibility of microelectromechanical and
optomechanical devices combined with broad generality and capabilities of
torque-mixing magnetic resonance spectroscopy offers great opportunities for
development of integrated devices.

M
any complementary methods have emer-
ged for performing magnetic resonance
spectroscopy, including nonuniversal but
extraordinarily sensitive electron spin
(ESR) and nuclear magnetic resonance

(NMR) spectroscopies of specific materials via
optical or spin-electronic detection. Magnetic
resonance force microscopy (MRFM) (1) and
scanned diamond nitrogen-vacancy center probes
(2) have measured signals from very small num-
bers of nuclear spins near surfaces. In MRFM
(3–5), a gradient-dipole interaction between the
spin system and a magnetic probe causes a de-
flection of a micromechanical cantilever, with
strong local field gradients leading to very high
spin sensitivity and spatial resolution.
The pioneering demonstration of pure me-

chanical torque detection of spin resonance
was reported in 1967 with direct observation of
the angular momentum change from resonant
radio-frequency (RF) absorption-induced spin-
flips (6). In this approach, also revisited by Ascoli,
Alzetta, and co-workers in a micromechanical
implementation (7) in 1996 after the early reports
of MRFM, a dc magnetic field is applied parallel
to the torsion axis of the torque sensor, and sig-
nal transduction arises from the reduction of
the longitudinal net moment under magnetic
resonance conditions. We report on a comple-
mentary broadbandmechanical approach with
greater generality, torque-mixing magnetic re-
sonance spectroscopy (TMRS). TMRS enables

direct readout of the transverse RF components
of precessing magnetization, directly analogous
to how inductive detection of spin resonance is
usually implemented and much more versatile
for applications (previous works of torque or
force detection probe the longitudinal moment
change). Below, we apply TMRS to resolve an
outstanding experimental challenge: sensitive,
simultaneous observations of spin resonance
and net magnetic moment for a single micro-
magnetic specimen, independent measurements
prerequisite to complete understanding of the
system.

A schematic of the applied RF excitation and
demodulation field geometry (Fig. 1A) is shown
in the context of a nanotorsional resonator-
supported magnetic specimen. A net moment
m0 is induced by a dc magnetic field H0, ap-
plied perpendicular to the torsion axis (z di-
rection). The magnetic resonance is driven by
an RF magnetic field with amplitude H1 at fre-
quency f1 applied parallel to the torsion axis
(y direction). In this arrangement, an RF mag-
netic moment, orthogonal to both H0 and H1,
arises from spin precession at magnetic resonances.
It is convenient to describe the transverse

moment amplitude mx( f1), via an experimen-
tal transverse susceptibility ctð f 1Þ, such that
the amplitude of the RF driven response is

mxð f 1Þ ¼ Vctð f 1ÞH1

¼ V
c0 f res

ð fres − f 1Þ2 þ Df
2

� �2h i1=2 H1 ð1Þ

where V is the volume of the specimen, fres is
the magnetic resonance frequency, Df is the
resonance linewidth, and c0 is the baseline low-
frequency susceptibility [more details can be
found in the supplementary materials (8)]. This
RF transverse moment is ideally suited to nom-
inally background-free mechanical torque detec-
tion because it mimics the original crossed-coil
concept for inductive detection (9). The key is
exposing the sinusoidally varying moment to a
second, orthogonal RF toneH2 at frequency f2.
The two sinusoids then cooperatively generate
RF magnetic torques at sum and difference
frequencies, f1 T f2, as described by the cross-
product in the torque expression, t = m × m0H.
Setting f2 = f1 + fmech, where the frequency offset
fmech corresponds to a torsion resonance of the
mechanical sensor, enables sensitive detection of
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Fig. 1. Torque-mixing magnetic
resonance spectroscopy.
(A) Applied field and torque sen-
sor geometry for TMRS. A spin
system (illustrated as a micro-
magnetic disk), supported by the
sensor with mechanical reso-
nance at fmech, is biased in an
applied field H0 (direction arrows
not to scale). H1 (at f1) is applied
to drive the transverse com-
ponent of magnetic resonance,
fres (inset), accompanied by H2

(at f2) such that f2 – f1 = fmech.
(B) Frequency-space representation
of the down-conversion scheme.
(C) Torque detection of magnetic
resonance at H0 = 70.5 kA/m. H1

and H2 were driven with peak-to-
peak field amplitudes of 78 A/m
and 190 A/m, respectively. The
full resonance linewidth at half
maximum, 4.76 MHz, is obtained
by fitting the Lorentzian presented
in Eq. 1 to the normalized data.
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a “mixing torque” proportional to the suscepti-
bility in Eq. 1 (8).

tyðfmechÞ ¼ m0VH1H2

2
ctðf1Þ ð2Þ

This simple analysis assumes that the spin-lattice
relaxation time of the specimen is shorter than
the oscillation period of the torque sensor (allowing
for magnetic-to-mechanical torque conversion),
but otherwise the choice of fmech is unconstrained
by sample properties ( fres;Df ). Higher-order
effects will arise when the effective magnetic
fields caused by mechanical rotation become
non-negligible, atmuch larger peak angular speeds
of the torque sensor (8).
The amplitude of the resulting mechanical

oscillation is measured by optical interferom-
etry with lock-in amplification at fmech. Spec-
troscopy is performed by sweeping f1 through
fres while keeping the frequency offset of f2
constant at fmech, as illustrated by Fig. 1B. There
is no requirement for f1 and f2 to be separated
by more than the resonance linewidth or, in
other words, for fmech to be greater than Df. In
situations whereH2 also drives spin resonances,
the mixing torque remains zero because H1 is
parallel to the torsion axis. RF fields are applied
using transmission lines on a custom, multilayer
circuit board. All RF tones are generated using
an ultrahigh multifrequency lock-in amplifier
(10). The measurement scheme and field profiles
of the transmission lines are described further in
the supplementary materials, figs. S1 to S3 (8).
The ferrimagnetic insulator yttrium iron gar-

net (YIG) is an ideal test material for TMRS. YIG
has the narrowest known ferro/ferri-magnetic
resonance line (FMR is the common expression
for ESR in materials with spontaneous magnetic
order yielding a netmoment) (11, 12).Mesoscopic
YIG structures have a rich resonance spec-
trum. The magnetic hysteresis exhibited by YIG
permits demonstration of the simultaneous ca-
pability to measure the net moment of the sam-
ple while performing resonance spectroscopy in
a microfabricated device. This is of immediate
interest in the context of the resurgence of YIG
for spin-based device applications (13–17). Figure
1C shows the mixing torque signal from an fres =
517 MHz FMRmode of a microscopic disk of YIG
in an applied field H0 = 70.5 kA/m. The field
geometry for the resonance mode in Fig. 1C
(shown in Fig. 1A) is the same as for NMR and
electron paramagnetic resonance, but the f (H)
dependence is nonlinear, modified by the strong
dipolar fields in the ferrimagnet (8, 18).
The monocrystalline YIG disk was sculpted

from a thick-film epitaxial starting crystal (19)
by using a focused ion beam milling procedure
designed to minimize ion beam modification of
the magnetism of the material. The final struc-
ture was 450 ± 10 nm thick and had a radius of
550 ± 30 nm on account of the slightly tapered
sidewalls imprinted by the intensity profile of the
ion beam. An electron micrograph (Fig. 2A) was
taken at the penultimate step of disk fabrication.
Details of the fabrication procedure are included

in the supplementary materials, fig. S4 (8). The
monocrystalline nature of the focused ion beam
(FIB)–sculpted mesoscopic YIG was confirmed
by 300-kVelectrondiffraction fromaYIG reference
lamella FIB-milled from the same bulk substrate
(Fig. 2B). The hexagonal Laue pattern represents a
cubic structure in the (111) crystal orientation.
After mounting to the mechanical resonator,

the crystal (110) orientation was along x

ˇ

, per-
pendicular to the torsion bar axis.
The configuration of magnetization within a

mesoscopic magnet is spatially nonuniform but
has a well-defined spin texture. The mesoscopic
disk has a fully demagnetized ground state at
H0 = 0, a circularly symmetric magnetic vortex
texture (20, 21). As a function of the magnetic

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 799

Fig. 2. Simultaneous
acquisition of net
moment and dynamic
response hysteresis
loops. (A) Focused ion
beam–defined microdisk in
a bulk YIG crystal before
nanomanipulation onto a
torsional mechanical reso-
nator [see (8) for fabrication
procedure]. (B) Electron
diffraction pattern of a
reference YIG lamella
milled from the same
crystal. The (h, k, l) crystal
plane indices are indicated,
consistent with the (111)
orientation (the zone axis
normal to the disk surface).
(C and D) The net moment
signal (C) was captured by
supplying and lock-in
demodulating a small RF
drive (H3 = 23 A/m peak-
to-peak) off the mechanical
resonance peak, f3 = 1.8031 MHz, in the z direction, whereas H0 was swept in the x direction. The field
configuration is shown schematically in the inset of (D).The sweep in (D) is demodulated at fmech = 1.8037
MHz , whereas H1 was driven at f1 = 100.1000 MHz with a peak-to-peak amplitude of 78 A/m, and H2 =
190 A/m at f2 = 101.9037 MHz.The two colors represent different spin textures, quasi-uniform (dark blue)
and 3D vortex (gold).

Fig. 3. Torque-mixing
magnetic resonance
spectroscopy of the
YIG microdisk.
(A) The spectrum
is acquired while
sweeping the field
from high to low, with
H1 = 78 A/m and H2 =
190 A/m, as in Fig. 2.
The field and fre-
quency step sizes are
26.5 A/m and 1.8 MHz,
respectively. The arrow
represents the direc-
tion of the field sweep.
(B) Enlargement of
region outlined in (A).
Each pixel represents
a data point. (C) The
simultaneously
acquired net magnetic
moment measured
with H3 = 23 A/m. The
abrupt transitions in both the mixing torque (B) and direct torque (C) signals between the fifth and
sixth frequency steps from the bottom at field H0 = 12.3 kA/m represents the resonantly assisted
vortex nucleation event.
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fieldH0, there are abrupt, hysteretic (irreversible)
transitions between vortex textures and quasi-
uniform states as one or the other configuration
becomes favored energetically. The spin textures
are discussed further in (8).
The magnetizing-demagnetizing behavior of

the YIG disk as a function of H0 along x

ˇ

is
shown in Fig. 2C. Because H0 was not parallel
to the torsion axis, the net moment could be
recorded simultaneously through torque gen-
erated by an additional magnetic tone along
z

ˇ

: H3 (see Fig. 2D), at a frequency f3 slightly
detuned from fmech but still intersecting the
mechanical resonance peak. The two steep tran-
sitions in the measured net moment of the disk
are magnetic vortex state nucleation at 11.5 kA/m
during the field sweep-down and vortex annihi-
lation at 18 kA/m during the field-increasing
half of the measurement [reminiscent of the
two-dimensional (2D) vortex behavior of thin
permalloy disks (20, 21)]. The YIG disk was
always in a 3D vortex state below the nuclea-
tion field.
Magnetic resonance spectroscopy often is

performed at fixed frequency, sweeping the
strength of H0. An example of fixed-frequency
TMRS is shown in Fig. 2D, where the frequency
f1 = 100.1000 MHz of the RF drive field H1 is
chosen such that the vortex and quasi-uniform
textures both exhibit a resonance (at different
values of H0). The simultaneous dc moment
acquisition distinguished unambiguously the
magnetic resonances of the two different spin
textures.
A spectroscopic map of spin resonances is

presented in Fig. 3 forH0 along x

ˇ

, corresponding
to the upper branch of Fig. 2C (sweeping the field
from high to low). A ladder of modal oscillations
was observed (22), akin to a standing-wave reso-
nance hierarchy wherein each new mode adds a
node. The field strength was stepped down in
26.5 A/m increments during this measurement,
and at each field step the frequency was swept
from low to high. The data of Fig. 3A exhibit
decreasing mode amplitudes toward higher field
andhighermodenumber. Two factors contributed
to this trend:As the texture becamemore uniform,
a smaller effective volume from each mode con-
tributed to the torque, and higher-order modes
had less net coupling to a spatially uniformH1

drive field. The rich experimental phase diagram
provides many features that may be exploited
with complementary numerical simulation. For
instance, the slope changes common to all ladder
modes in Fig. 3A near 16 kA/m indicate a meta-
stable intermediate spin texture involved in
the vortex nucleation process. In simulations, all
modes show a similar, although more abrupt
(hysteretic), pair of jumps where the texture
transitions from the quasi-uniform state to a
metastable two-vortex state before the creation
of the single-vortex state (8).
The complex nature of nucleation processes

presented an experimental challenge. However,
simultaneous monitoring of the net magnetic
moment of the sample is a powerful advantage
of the TMRS method. Fig. 3, B and C, show in-

dividual pixels of the field versus frequency
map in the vicinity of the vortex nucleation tran-
sition from both torque amplitude channels:
the mixing (fromH1 andH2, the transverse RF
susceptibility) torque and the direct (from H3,
net moment) torque. Upon the transition to the
3D vortex state (12.3 kA/m), the quasi-uniform
spin texture resonances abruptly ended and those
corresponding to the new configuration appeared.
Vortex state nucleationwas triggered as f1 stepped
up onto the first resonance mode, in this instance.
This manipulation was reproducible (the mea-
surement was repeated 36 times), showing that
the method is a natural tool for the study of res-
onantly assisted transitions in mesoscopic mag-
nets (23, 24). Beyond the use of the exquisite
mode fingerprint and the simultaneous dynamic
and static capabilities of TMRS to study coarse
transitions, the sensitivity of the technique also
lends itself to study of extremely small effects.
Nanostructures display distinctive magnetizing-

demagnetizing fingerprints on account of un-
avoidable imperfections arising during their
fabrication. The spin-dynamical modes are exci-
tations in the presence of this imperfect back-
drop. TMRS can probe this connection directly.
In a 3D vortex (25), the core diameter increased
toward the middle of the disk (fig. S6E), low-
ering the core’s energy density. The high-energy
density ends of the 3D core interacted with

small-scale fabrication-induced imperfections
near the disk surfaces, resulting in frequency
and amplitude variations of the so-called gyro-
tropic modes (26), the principal excitations of
the vortex state in which the core orbits its equi-
librium position.
A TMRS map of the 3D vortex state of the YIG

disk (Fig. 4A) shows the gyrotropic frequency
variability on the order of 10% as the field changed
by a few kiloamperes per meter, an effect we
attribute to imperfections. An even larger rela-
tive variation of modal amplitude supports this
interpretation. At the same time, the YIG magne-
tizing curve exhibited only subtle slope (differen-
tial susceptibility) variations, near the resolution
of the present measurements. Figure 4B shows
a rendering of the simultaneously measured in-
formation, with the mixing torque from Fig. 4A
averaged within a 9-MHz window around the
peak and plotted together with net moment
versus field (averaged over the full frequency
range). The underfill color represents the fre-
quency of the peak signal. The same qualitative
variations in mode amplitude, frequency, and
differential susceptibility are reproduced in sim-
ulation through the introduction of very shallow
grooves at one surface (8). The other trend, the
red shift of resonance frequency as the annihi-
lation field is approached from below, is a
separate effect, not related to disorder (27). The
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Fig. 4. Low field
TMRS for the YIG
and permalloy disks
in the vortex state.
(A) The resonances
correspond to the
first-order vortex core
gyration [the core
ends at the top and
bottom surfaces pre-
cess out of phase (8)].
The frequency step
size is 1.8 MHz, and the
field steps are 45 A/m.
The arrow indicates the
field sweep direction.
The RF drive ampli-
tudes are H1 = 78 A/m
and H2 = 190 A/m.
(B) Averaged mixing
torque (left axis) of the
YIG disk from (A),
plotted with the simul-
taneously acquired net
magnetic moment
(right axis). (C) Aver-
aged mixing torque
(left axis) and simulta-
neously acquired net
magnetic moment
(right axis) for a polycrystalline permalloy disk deposited onto a torque sensor. The 2D vortex gyrotropic
mode vanishes at numerous field values, corresponding to where the core is strongly pinned along the
pathway it follows as it is pushed from the center toward the edge of the disk with increasing applied
field.The colors of the underfills represent the peak frequencies of the signals [see inset color bars in (B)
and (C)].
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quasi-uniform spin modes, in contrast, are more
“internal” to their respective textures and were
not appreciably affected by roughness because
they did not exhibit energy densities highly
localized at the surface, as shown in fig. S8 (8).
The direct correlation of spin dynamics with

complementary information in the magnetiza-
tion hysteresis curves typically has been an ex-
perimental challenge; most techniques yield
high-quality, interpretable observations of one
or the other. Thin-film polycrystalline permalloy
provides another dramatic example of the ca-
pability of TMRS to report both on the equi-
librium landscape and on the nonequilibrium
response. Averaged torque spectra of the vortex
gyrotropic mode in a 15-nm-thick, 2-mm-diameter
permalloy disk [deposited onto a torque sensor,
as described in (28)] are shown in Fig. 4C. The
drop-outs of the resonance signal correlated
with plateaux of reduced differential suscepti-
bility and correspond to applied field ranges
where the vortex core is strongly pinned by
grain boundary–dominated magnetic disorder
(29, 30). Between these regions, the core could
be driven to large amplitude gyration, generat-
ing strong resonance signals (31).
TMRS provides excellent coupling to small

specimens, resulting in high spin sensitivities
(8). The simplicity of the technique is owed to
the recent development of multi-ultrahigh fre-
quency lock-in instrumentation (10) and to the
natural compatibility of RF transmission line
actuators (8) with on-chip nanomechanical torque
sensors. Straightforward processing to integrate
samples onto sensors (28, 32) opens TMRS to a
wide variety of materials. The approach is fully
broadband, is massively scalable through micro-
fabrication, and has intriguing potential for low-
frequency work where induction signals become
very small, per Faraday’s law. The amplitude of
the TMRS torque is frequency-independent.
In addition to the capabilities of simultaneous

monitoring of equilibrium net magnetization,
detection of the transverse RF moment in TMRS
opens the door to porting methods of pulse
magnetic resonance to torque-detection platforms.
Torque spectroscopy will find utility as a vehicle
to explorephenomena inemerging spin-mechanical
physics (33, 34). Broadband TMRS forms a foun-
dation for nanomagnetism lab-on-a-chip appli-
cations for highly sensitive, noninvasive, and rapid
prototyping of individual mesoscopic elements,
and it presents another functional method to
create and read out dynamic spin-based devices.
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GAMMA-RAY ASTRONOMY

An extremely bright gamma-ray
pulsar in the Large Magellanic Cloud
The Fermi LAT Collaboration*†

Pulsars are rapidly spinning, highly magnetized neutron stars, created in the gravitational
collapse of massive stars. We report the detection of pulsed giga–electron volt gamma
rays from the young pulsar PSR J0540–6919 in the Large Magellanic Cloud, a satellite
galaxy of the Milky Way. This is the first gamma-ray pulsar detected in another galaxy.
It has the most luminous pulsed gamma-ray emission yet observed, exceeding the Crab
pulsar’s by a factor of 20. PSR J0540–6919 presents an extreme test case for
understanding the structure and evolution of neutron star magnetospheres.

T
he first pulsar was discovered in 1967 as a
puzzling celestial source of periodic radio
pulses. Nearly 2500 pulsars have since been
detected, mostly in the Milky Way but also
in other nearby galaxies, and their charac-

teristic pulsed emission has been observed across
the electromagnetic spectrum. The energy source
for emission from pulsars is the rotation of amag-
netized neutron star. The mechanism is radia-
tion by particles accelerated by intense electric
fields in the neutron star magnetosphere. The
pulsar spins with period P, and the observed rate
at which it slows down, dPdt ¼ P

:
, sets the scale

of the power reservoir for particle acceleration
and emission processes. Spin-down power is
E
: ¼ 4p2IP

:
=P3, where I denotes the neutron star

moment of inertia, taken to be 1045 g cm2 (1),

which roughly corresponds to a solid sphere of
10 km radius and the mass of the Sun.
The Large Area Telescope (LAT), an imaging

instrument on the Fermi satellite sensitive to
gamma rays with energies of 20MeV to 300 GeV
(2), has detected gamma-ray pulsations frommore
than 160 pulsars (3, 4). Gamma-ray pulsars have
E
:
> 1033 erg s–1, and a large fraction (>30% in

many cases) of their spin-down power is converted
into gamma-ray luminosity Lg. In contrast, radio
emission represents a negligible fraction of the
total energy output (3). Gamma-ray observations
thus probe the sites and processes of particle
acceleration and radiation in pulsars. Candidate
emission regions range across the magneto-
sphere out to the “light cylinder,” where co-
rotation with the neutron star would reach the
speed of light (5–7). In these regions, curvature
or synchrotron radiation from accelerated elec-
trons initiates electromagnetic cascades by inter-
acting with the strong magnetic field or with
ambient photons; the electron-positron pairs
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produced are accelerated and radiate in turn,
giving rise to further pairs. Emission may also
originate in the pulsar’s plasma wind, beyond
the light cylinder (8).
Discriminating between emission scenarios re-

quires spectra and light curves in various wave-
bands for pulsars with different ages, magnetic
field strengths, and viewing geometries. Few pul-
sars younger than several thousand years are
known. The pulsar in the Crab supernova rem-
nant is the best studied and was the most pow-
erful known in pulsed gamma rays (9). The Crab
pulsar hasE

: ¼ 4:5� 1038 erg s–1. Only one known
pulsar has a larger spin-down power—PSR J0537–
6910, with E

: ¼ 4:9� 1038 erg s–1—whereas PSR
J0540–6919, only 16 arc min away, has the third
highest, E

: ¼ 1:5� 1038 erg s–1. Both of the latter
are located in the LargeMagellanic Cloud (LMC),
a satellite galaxy of the Milky Way at a distance
d ~ 50 kpc (10). PSR J0537–6910 is a 16-ms pulsar
associated with the ~5000-year-old supernova
remnant LHA 120-N 157B (11, 12), whereas PSR
J0540–6919 is a 50-ms pulsar associated with the
~1140-year-old supernova remnant SNR 0540-
69.3 (13–15). Although these two pulsars are of
comparable age and energetics, their gamma-ray
behavior appears to be markedly different. This
paper reports the detection of gamma-ray pulsa-
tions from PSR J0540–6919 and an upper limit
on gamma-ray pulsations from PSR J0537–6910.
Fermi-LAT predominantly operates in all-sky

survey mode; hence, the LMC has been observed
regularly since launch. Gamma-ray emission from
the LMC is particularly prominent near the Ta-
rantula nebula (30 Doradus) (16), a very active
star-forming region that hosts extremelymassive

stars (17, 18). PSR J0537–6910 and PSR J0540–
6919 lie in this area, but until now, neither could
be identified as discrete gamma-ray sources. Now,
more than six times more data are available as
compared with the earlier Fermi-LAT study (16),
and the recent revision of LAT event reconstruc-
tion, called Pass 8, substantially enhanced the sen-
sitivity of LAT data analyses (19).We thus revisited
the gamma-ray emission from the LMC, and the
30 Doradus region in particular.
We analyzed Pass 8 events from 75 months of

Fermi-LAT all-sky survey observations (20). The
gamma-ray emission from the LMC is shown in
Fig. 1, after subtracting fitted models of the Galac-
tic foreground emission, an isotropic background,
and pointlike sources outside the LMC. The im-
proved angular resolutionwith increasing gamma-
ray energymakes two pointlike sources coincident
with the pulsars stand out above 2 GeV.
The source coincident with PSR J0540–6919 is

detected with a statistical significance of 17s. Its
photon spectrum is well described by a power
law with exponential cutoff, which is typical of
gamma-ray pulsars (3). To search for pulsations,
we built a rotation ephemeris using Rossi X-ray
Timing Explorer (RXTE) (21) observations recorded
between modified Julian day 54602 (16 May 2008)
and 55898 (3 December 2011), shortly before the
end of the RXTE mission (table S1). We phase-
folded the gamma-ray data from the first 3.5 years
of theFermimission corresponding to the ephem-
eris. We used the LMC emission model to assign
eachphoton the probability that it originated from
PSR J0540–6919, on the basis of reconstructed
positions and energies and the instrument re-
sponse functions (22). The probability-weighted

E > 100 MeV gamma-ray pulse profile for prob-
abilities >0.1 is shown in Fig. 2. The weighted H
test parameter (22, 23) is 63.5, corresponding to a
significance of 6.8s, making this the first extra-
galactic gamma-ray pulsar.
Time-averaged gamma-ray emission from the

source coincident with PSR J0537–6910 is detected
with significance 11s. Its spectrum is consistent
with a simple power law with photon index 2.1 ±
0.1 extending to >50 GeV without evidence for a
cutoff. A weighted phase-fold of the LAT data-
based on an RXTE ephemeris limited any pulsed
emission to significance <1s (table S2). The 95%
confidence level upper limit on the 0.1 to 10 GeV
pulsed luminosity for this pulsar is 1.9 × 1035 erg s–1.
This and the lack of a spectral cutoff suggest that
strongly pulsed emission is atmost a small fraction
of the total signal from the source. The gamma-ray
signal may instead result from the superposition
of weakly modulated pulsar emission and radia-
tion from the pulsar wind nebula and the super-
nova remnant, in unknown proportions.
The x-ray pulse profile for PSR J0540–6919

is also shown in Fig. 2, obtained by integrating all
the RXTE data used to build the timing solution.
The profile matches previous results (24). We
evaluated the optical light curve using the RXTE
ephemeris to fold data from the Iqueye photom-
etermounted on the European SouthernObserv-
atory 3.6-m New Technology Telescope (NTT) in
January and December 2009 (25). We also show
a radio profile formed from the sum of 18 bright
giant pulses recorded at the Parkes telescope at
1.4 GHz in August 2003 (26). Emission compo-
nents from radio to gamma rays are aligned, but
the shape of the pulse varies over the different
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Fig. 1. Sky maps of the LMC. (A) 0.2 to 200 GeV gamma-ray emission in a 10° by 10° region encompassing the LMC. The map was smoothed by using a
Gaussian kernel with s = 0.2°. Emission is strongest around 30Doradus (approximately delimited by the blue box) but also fillsmuch of the galaxy.Contours show
the atomic gas distribution. (B) 2 to 200GeVgamma-rayemission in a 2° by 2° region around 30Doradus.Themapwas smoothed by usingaGaussian kernel with
s = 0.1°. Better angular resolution at higher energies resolves two components coincident with PSR J0540–6919 and PSR J0537–6910, whose locations are
indicated as blue dots. Both maps are given in J2000 equatorial coordinates.
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bands. The radio profile exhibits two narrow
peaks separated by D ~ 0.25 in pulse phase. This
double-peak pattern is still visible on top of a
broader component in the optical profile. Struc-
tures in the x-ray and perhaps gamma-ray pro-
files are reminiscent of the double radio peaks
separated by D ~ 0.25, but both profiles are con-
sistent with a single bump spanning the interval
between the radio peaks. In outer-magnetosphere
models, the pulse peak profiles are sensitive to
the magnetic geometry. In the classical vacuum
“outer gap”model (5), pulse separations as small
as D = 0.25 occur for high-E

:
, narrow-gap pulsars

when the spin-axis viewing angle z is >80° and
the magnetic inclination a is <30° (27). Models
with partly resistive magnetospheres and emis-
sion extending beyond the light cylinder point to
z ≈ 60° and a ≈ 30°, but differing resistivity pre-
scriptions may allow larger z (7). For such ge-
ometry, the low-altitude classical radio emission
would not be observable, leaving only the high-
altitude giant pulse component.
The signal above the background estimate in

Fig. 2 suggests a steady component of the gamma-
ray emission from the direction of PSR J0540–
6919. Likelihood analysis of the data in the
off-pulse phase interval 0.3 to 0.8 shows a signif-
icant (~5s) point source at the position of PSR
J0540–6919. The spectrum is consistent with that
of the full phase interval but may be almost as
well described by a single power law (fig. S1). We

cannot currently distinguish whether this repre-
sents an unpulsed magnetospheric component,
emission from the associated pulsar wind nebula
LHA 120-N 158A or from the surrounding super-
nova remnant SNR 0540–69.3, or residual emis-
sion from the LMC itself. Comparing with the
flux in the on-pulse phase interval, we estimate
that the pulsed component is ≈75% of the total.
The choice of the off-pulse phase interval, hence
the unpulsed flux estimate, is conservative be-
cause it clearly includes pulsed optical and x-ray
emission (Fig. 2).
The phase-averaged spectrum of PSR J0540–

6919 is shown in Fig. 3. The photon spectrum is
well described by a power law with photon in-
dex 2.2 ± 0.1 and exponential cutoff atEcut = 7.5 ±
2.6 GeV. This photon index follows the trend of
increasing index with E

:
described in (3). This

correlation can be explained by stronger pair
formation activity in high-E

:
pulsars, reprocess-

ing the radiation to lower energies and leading to
steep radiating particle spectra. PSR J0540–6919
has the second largest magnetic field at the light
cylinder of any gamma-ray pulsar known, after the
Crab pulsar, with BLC ¼ 4p2ðIP:Þ1=2ðc3P5Þ−1=2 ¼
3:62� 105 G. Our Ecut measurement favors the
trend of increasing cutoff energy as a function
of BLC, also noted in (3), suggesting emission

originating from the outer magnetosphere of
the neutron star.
The total phase-averaged luminosity of PSR

J0540–6919 above 100MeV isLg =4pfWhd
2 = 7.6 ×

1036(d/50 kpc)2 erg s–1, where h = (2.6 ± 0.3) × 10−11

erg cm–2 s–1 is the energy flux, and the geometry-
dependent beaming correction factor is fW ~ 1 for
young pulsars with the most probable viewing
angle of ~90° (27), which is consistent with the
geometrical setting derived above. As stated above,
≈75% of the total luminosity is pulsed and may
be safely attributed to the pulsar, 5.7 × 1036 erg s–1.
The systematic uncertainties in the spectrum
and luminosity of the source due to the complete
LMC emission model were found to be smaller
than the statistical uncertainties (28). Andwhereas
other pulsars’ luminosities can be severely affected
by distance uncertainties (for example, 25% for
the Crab pulsar), for PSR J0540–6919, the distance
to the LMC is known to 2% accuracy (10).
PSR J0540–6919 is often called the “Crab’s

twin” because they have similar magnetic field
strengths, rotation rates, and ages, so a compar-
ison is in order. The Crab pulse profile has two
peaks, phase-aligned from the radio to the gamma-
ray band, whereas PSR J0540–6919 has a broad
gamma-ray pulse straddling the phase-range of
the two narrow radio peaks, with structures in
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Fig. 2. Pulse profiles for PSR J0540–6919.
(A) Probability-weighted LATcount profile.The hori-
zontal dashed line approximates the background
level. Vertical lines indicate the on- and off-pulse
regions used for the LATspectral analysis. (B) RXTE
x-ray integrated count profile. (C) NTToptical count
profile. (D) Parkes radio flux profile from summing
18 bright giant radio pulses at 1.4 GHz. Two com-
plete cycles are shown.The error bars in the top three
panels represent the median phase bin errors.

Fig. 3. Spectral energy distribution of PSR J0540–6919. Pulsed radio data are from (26, 39).
Extinction-corrected phase-averaged near-infrared and optical fluxes are from (40, 41). X-ray fluxes are
from (24), including pulsed RXTE data and total spectra for the pulsar and its nebula from Swift and
INTEGRAL. Tera–electron volt upper limit is from (33). The LAT data points correspond to the phase-
averaged emission, which includes an estimated 25% of unpulsed emission. Crab pulsar phase-averaged
data rescaled to a 50 kpcdistance are shown for comparison in light gray (9). (Inset) LATdata fit to a power
law with an exponential cutoff.
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the optical and x-ray reminiscent of the radio
peaks. The similarity in their radio behavior is
particularlymeaningful because for both pulsars,
the radio emission is dominated by so-called
“giant pulses,” sporadic radio burstswith submicro-
second durations and fluxes with a power-law
distribution extending to >103 times the average
value (29). In (26), it is suggested that the co-
location of the giant pulses with high-energy
emission occurs in pulsars with high magnetic
fields at the light cylinder and very robust and
extensive outer-magnetosphere pair production.
Before this work, only six other pulsars showed
giant pulse emission associated with strong op-
tical, x-ray, or gamma-ray components (30). The
discovery of gamma-ray emission fromPSR J0540–
6919 provides a new look at these rare sources.
PSR J0540–6919 and the Crab also sharemany

spectral similarities, as illustrated in the radio-
to–gamma ray spectral energy distribution (Fig.
3). With large powers in both pulsed x-rays and
gamma rays and the absence of a strong high-
energy cutoff, PSR J0540–6919 is similar to the
Crab and unlike most middle-aged pulsars, where
giga–electron volt gamma-ray power dominates.
Both characteristicsmay originate from the higher
pair densities that allow synchrotron self-Compton
emission to dominate and produce higher-energy
pulsations. It remains to be seen whether PSR
J0540–6919 follows the Crab in exhibiting a high-
energy tail of pulsed emission, extending far above
Ecut and likely attributable to inverse Compton
scattering (31, 32). The source is currently unde-
tected in tera–electron volt gamma rays (33) but
may be in reach of future instruments, such as
the Cherenkov Telescope Array.
Yet whereas the radio, optical, and x-ray lumi-

nosities of PSR J0540–6919 and the Crab are
within a factor of ~2, PSR J0540–6919 is much
brighter ingammarays. Its isotropicpulsedgamma-
ray luminosity is ~20 times more than the Crab
pulsar’s, Lg = 3.2 × 1035(d/2 kpc)2 erg s–1 (3). PSR
J0540–6919’s pulsed luminosity remains larger
than that of the Crab pulsar evenwhen including
their intense x-ray emission: Combining the 2 to
10 keV and 20 to 100 keV pulsed flux measure-
ments from (24) gives an integrated luminosity
for PSR J0540–6919 ofLX+g ~9.7 × 1036(d/50 kpc)2

erg s–1, whereas it becomes LX+g ~ 2.4 × 1036

(d/2 kpc) erg s–1 for the Crab (34).
The contrastwith PSR J0537–6910 is evenmore

striking: It has more than three times greater
spin-down power, but its pulsed gamma-ray
luminosity may be at least 30 times less than
that of PSR J0540–6919. This confirms that Lg
values can vary by more than an order of mag-
nitude for a given E

:
range (3). Misestimated

distances and deviations from fW = 1 can account
for only part of this difference. The magnetic in-
clinationmay play a considerable role, beyond its
effect on the beaming (35, 36).
As mentioned above, the pulse profile of PSR

J0540–6919 suggests a high viewing angle of z >
80° and a low magnetic inclination of a < 30°.
Fits to Chandra observations of the pulsar wind
nebulae shapes of PSRJ0540–6919 andPSRJ0537–
6910 indicate that both pulsars have similar view-

ing angles of z ~ 90° (37). In such conditions, the
nondetection of radio emission from PSR J0537–
6910 implies either a high magnetic inclination
and a radio luminosity at most half that of PSR
J0540–6919, or amisaligned radio beam, hence a
low magnetic inclination similar to PSR J0540–
6919 (38). The former case would confirm the
role of the magnetic inclination in the observed
dispersion of Lg; the latter case would mean that
the large difference in pulsed luminosity between
both pulsars does not stem from different geome-
tries. Alternatively, the nondetection of pulsa-
tions from PSR J0537–6910 may imply a weakly
modulated gamma-ray light curve. The “outer gap”
model predicts such flat pulse profiles for z = 90°,
a = 15°, and a narrow gap (27), a geometry quite
similar to that inferred for PSR J0540–6919. Very
similar ages, energetics, and geometries for PSR
J0540–6919 and PSR J0537–6910would therefore
result in remarkable emission differences.
Our gamma-ray measurements of PSR J0540–

6919 and PSR J0537–6910 offer a new look at the
high-altitude accelerators in themagnetospheres
of rare very young pulsars. They also have pro-
found implications for our understanding of the
high-energy emission from the LMC: ≈60% of
the GeV flux density previously attributed to the
30 Doradus nebula (16) is now seen to be emis-
sion from PSR J0540–6919. With an additional
≈25% attributable to the source coincident with
PSR J0537–6910, only a small fraction of the sig-
nal may originate in cosmic rays in 30 Doradus.
This calls for further investigation of the relation
between star-forming regions and the origin and
transport of cosmic rays.
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MAMMALIAN EVOLUTION

Evolution and dispersal of
mammoths across the
Northern Hemisphere
A. M. Lister1* and A. V. Sher2†

Mammoths provide a detailed example of species origins and dispersal, but understanding has
been impeded by taxonomic confusion, especially in North America.The Columbian mammoth
Mammuthus columbi was thought to have evolved in North America from a more primitive
Eurasian immigrant.The earliest American mammoths (1.5 million years ago), however,
resemble the advanced EurasianM. trogontherii that crossed the Bering land bridge around
that time, giving rise directly toM. columbi.Woolly mammothM. primigenius later evolved in
Beringia and spread into Europe and North America, leading to a diversity of morphologies as it
encountered endemicM. trogontherii andM. columbi, respectively. In North America, this
included intermediates (“M. jeffersonii”), suggesting introgression of M. primigenius with
M. columbi.The lineage illustrates the dynamic interplay of local adaptation, dispersal, and gene
flow in the evolution of a widely distributed species complex.

M
ammoths arrived in Eurasia from Africa
around 3 million years ago (Ma) and
underwent remarkable adaptive evolution
throughspecies Mammuthusmeridionalis
and M. trogontherii to M. primigenius

(the woolly mammoth), with changes in molar
and skull structure adaptive to grazing in the
increasingly open habitats of the Pleistocene (1).
Although the pattern is well documented for
Eurasia, our understanding of the origin and evo-
lution of North American mammoths is much
less clear (Fig. 1).
Our study focused on upper and lower last mo-

lars (M3 and M3), which show most clearly the
lineage transformations (Fig. 2) (2). In Europe, the
average number of enamel lamellae increases
from 13 (M. meridionalis) to 19 (M. trogontherii)
to 24 (M. primigenius), while hypsodonty (crown
height) almost doubles between the first two spe-
cies, which also show the most profound changes
in skull morphology (3–5).
The earliest mammoths in North America,

and hence their likely time of arrival, date to ~ 1.5
to 1.3 Ma (6, 7). The prevailing view is that
early American mammoths were of “primitive”
morphology, indicating a close relationship to
M. meridionalis, the contemporary species in
Europe. Early North American fossils have been
referred either to that form or to the supposedly

related M. hayi or M. haroldcooki (8–13). From
here, an evolutionary sequence is posited, lead-
ing to the late Pleistocene Columbian mammoth
M. columbi. The transformations would have par-
alleled those fromM.meridionalis toM. trogontherii
in Eurasia, and the species M. imperator is fre-
quently cited as an “intermediate” stage (10, 14)
(Fig. 1A).
We focused on dated samples but included un-

dated North American specimens that have been
referred to “primitive” taxa such asM.meridionalis
and M. hayi (2). We found no specimen compa-
rable to Eurasian M. meridionalis. Past identi-
fications were often based on worn molars and
failed to take into account the mode of eruption
and wear among elephants (2). Molars replace
each other from behind and move slowly for-
ward through the jaw, suffering anterior attrition
as they reach the front, progressively reducing
molar length and number of lamellae and giving
an artificially primitive appearance (Fig. 3). We
used the configuration of the anterior roots (15),
plus the crown length/width ratio expected from
complete teeth, to recognize anterior loss, and
found that all supposedly primitive molars with
11 to 15 lamellae were incomplete, and the orig-
inal count was higher or unknown (Fig. 3, supple-
mentary text, and data sets S1 and S2). Conversely,
where early and middle Pleistocene molars are
complete, they invariably show lamellar counts
of 18 to 21, like typicalM. columbi (Figs. 2C and 4,
B and D; figs. S33 and S35 to S40; and data sets
S1 and S2). In crown height, the most critical evo-
lutionary index in the lineage, all measurable
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North American molars are substantially higher-
crowned than European M. meridionalis specimens
(Figs. 2 and 4A and figs. S32 and S40 to S42).
Also considered to support primitive status are

high enamel thickness (ET) and low lamellar
frequency [LF, the number of lamellae in 10 cm
of crown length; here linearized as its reciprocal,
lamella length, LL (supplementarymethods)]. In
many cases, primitive appearance has resulted
from deep wear, especially in M3s where lamellae
diverge toward the base (Fig. 3). In some cases
also, LF is reduced because of large tooth size
(16). We compared like with like by standardiz-
ing LL and ET for tooth size and, for M3s, com-
paring basal rather than mid-crown LFs. Almost
all dated North American early and middle Pleis-
tocene specimens plot in the range of late Pleis-
tocene M. columbi, as do the undated type and
neotype specimens of M. hayi, M. haroldcooki,
and M. imperator (Fig. 4, A and C, and figs. S32
to S46). “Primitive” values are seen in individuals
from the Ocotillo Formation (~1.1 Ma) and West
Victorville [~375 thousand years ago (ka)], Cali-
fornia, and from Sonora, Mexico (12), but other
characters in these specimens do not corrobo-
rate M. meridionalis grade (supplementary text
and figures), and their LLs are approached or

exceeded by unquestioned late Pleistocene M.
columbi, such as an M3 from La Villa, Mexico
(17), radiocarbon-dated to ~11.3 ka and with 21
lamellae despite wide lamellar spacing (Fig. 4C,
rightmost pink icon).
Although North American material is distinct

from EuropeanM.meridionalismaterial, its mor-
phology is closely similar to that ofM. trogontherii,
especially in the key variables of lamella number
and hypsodonty index (HI) (Figs. 2 and 4). This
includes the earliest dated sample preserving
these features, from Leisey Shell Pit 1A, Florida
[1.3 to 1.1 Ma (13)] (figs. S32 to S46). Molars from
the Ocotillo Formation (1.1 Ma), previously re-
ferred toM.meridionalis (18), have an estimated
M3 lamellar count of ≥17 (fig. S37) and M3 HI
>165 (Fig. 4A and fig. S32), both of which are
aboveM. meridionalis range but within that of
M. trogontherii.
Mandible shape also changed significantly be-

tween M. meridionalis and M. trogontherii, and
most North American specimens, from the early
Pleistocene onward, are similar toM. trogontherii,
with relatively short, high horizontal ramus and
symphysis, and wide upright coronoid (figs. S17
and S21). Mandibles of apparently more primi-
tive morphology include one from the Ocotillo

Formation (1.1 Ma) assigned to M. meridionalis
(11), but these invariably show M3 in late wear,
and similar morphology can be seen in old indi-
viduals of late Pleistocene age (figs. S16 and S24).
More work is needed on the ontogeny and evo-
lution of elephantid skulls, but at present, these
features do not unequivocally demonstrate the
presence ofM. meridionalis in North America.
The concept ofM.meridionalis as the firstmam-

moth to enter North America and the progenitor
of M. columbi was based not only on the sup-
posed primitive morphology of some North
American fossils but also on the evolutionary
chronology in Eurasia, with the meridionalis-to-
trogontherii transition believed to have occurred
around 0.8 to 0.7 Ma (10, 14). M. meridionalis
was hence the only available ancestor for the
earliest North American mammoths ~1.5 Ma.
However, advanced mammoths referable to M.
trogontherii are now known as early as 1.7 Ma in
northeast China and 1.2 to 0.8 Ma in northeast
Siberia (the earliest available material from that
region) (5, 19). Apart from rather small molar
size, their morphology is similar to that of both
European M. trogontherii and North American
mammoths (Fig. 4 and figs. S32 to S46). The ori-
gin of the more cold- and open-habitat–tolerant

806 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 sciencemag.org SCIENCE

Fig. 1. Models of mammoth dispersal and evolution. (A) Parallel evolution
from M. meridionalis (3, 10, 14, 30). (B) Sequential entry of M. meridionalis
andM. trogontherii into the NewWorld (11, 12, 29). (C) The model proposed
here: (C1) M. trogontherii speciates from M. meridionalis and enters the
New World, producing M. columbi and also dispersing to Europe. (C2)
M. primigenius speciates from M. trogontherii and disperses into North

America andEurope,where it encountersM. columbi and relictM. trogontherii,
respectively (5, 23, 31). Black arrows indicate evolutionary transfor-
mations; solid, long-dashed, and short-dashed lines indicate successive-
ly later dispersals within (A) to (C). Double-ended arrows indicate the
Eurasian range. The position of species names is significant only at con-
tinental scale.
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M. trogontherii from a population of M. meridio-
nalis in eastern Asia ≥1.7 Ma puts it in the appro-
priate time and place to be the source ofmigration
into North America (Fig. 1C1).
Moreover, verifiable remains ofM.meridionalis

have been found neither in northeast Siberia nor
in Alaska/Yukon, suggesting that this temperate-
adapted species never dispersed as far north as
the Beringian transit route. A molar from the
Vilui River region (Yakutia) was described asM.
meridionalis (20), but it is a worn fragment of
ambiguous attribution. Molars from the Yukon,
described as M. meridionalis (21), are obliquely
or deeply worn fragments whose morphology
matches that ofM. trogontherii, as do specimens
from Old Crow dated to ~1.1 Ma (22) (supple-
mentary text and figs. S32 to S46).
The model that emerges is the dispersal of

earlyM. trogontherii into North America ~2.0 to

1.5 Ma, where its descendants persisted, little
changed, through to late Pleistocene material
identified as M. columbi (Fig. 1C1). This is sup-
ported by the morphological consistency between
samples of early and middle Pleistocene North
American mammoths (Fig. 4, A to C), undermin-
ing the concept of an intermediate middle Pleis-
tocene stage. The earliest known M. trogontherii
molars, fromMajuangou, China (~1.7Ma), already
have an HI equivalent to that of these samples
(Figs. 2 and 4A); their lamella number of 17 is at
the low end of trogontherii and North American
variation, which may suggest an increase to the
18 to 21 range seen in the latter, although sample
sizes are small.
Late Pleistocene material from North America

includes specimens indistinguishable from ear-
lier ones, but others showing advancement (that
is, with lamellar counts of 22 to 24; Fig. 4, B and

D, and figs. S33 and S36 to S40). This could
simply represent evolution from M. columbi
(10, 14). However, early in the late Pleistocene,
the woolly mammoth M. primigenius crossed
the Bering land connection. This species (5) had
high lamella number (typically 24 to 28) and thin
lamellae and enamel (Fig. 4 and figs. S32 to S46).
Like M. trogontherii before it, the woolly mam-
moth spread both west (into Europe) and east
(into North America). Its range in America was
largely to the north of that of M. columbi, the
species meeting around southern Canada and
the northern continental United States (23). A
broad range of morphologies in the late Pleisto-
cene of this region (and some points south) in-
cludes intermediate or supposedly unique forms,
some of them termedM. jeffersonii. This “species”
has been variously described in terms of large
size, unusual crown shape, and lamellar count
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Fig. 3. The effect of wear on mammoth molar
morphology. (A) M3 of M. columbi (San Felipe de
Austin,Texas, NHM 20702, lacking a few lamellae
anteriorly) in lateral (left) and occlusal (center)
views; white lines b to d show the typical progress
of wear. (B to D) (Left) As (A), sliced and rotated
to life position and wear at stages b to d; (center)
micro–computed tomography sections of NHM
20702 at lines b to d, representing the occlusal
surface and showing amore primitive appearance
at thebaseof the crown. Lamellar number remaining
(P), lamellar frequency (LF), and average lamellar
length (LL) measured on the upper surface of each
slice are shown. (E toG) WornM. columbiM3s simi-
lar to those in (B) to (D), respectively (supplemen-
tary text). (E) Wilber, Nebraska, formerly referred
to M. hayi (10). (F) Frederick, Oklahoma, type of
M.haroldooki, subsequently referred toM.meridionalis
(3). (G) Staplehurst, Nebraska, type ofM. scotti, sub-
sequently referred toM. hayi (10, 13).

Fig. 2. Mammoth molars
showing primitive versus
advanced morphologies
(A to C) and measurements
taken (D and E). Upper third
molars (M3) at equivalent wear
stage and adjusted to the same
crown length are shown; anterior
to right, scale bars 10 cm. (A) M3

of M. meridionalis, Yukarısöğü-
tönü, Turkey (specimen MTA
2306), with low crown and 12
lamellae. (B) M3 of M. trogon-
therii, Majuangou, China (IVPP
V13610 reflected horizontally),
high crown and 17 lamellae.
(C) M3, early Pleistocene, Leisey
Shell Pit 1A, Florida (UF 85324),
high crown and 18 lamellae.
(D) and (E) Molar in lateral and
occlusal views. L, crown length;
H, crown height; LL, lamella
length (length of one lamella plus
cement interval); W, crown width;
E, enamel thickness.
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either intermediate between M. columbi and
M. primigenius or exceeding the latter. Some-
times considered an advanced derivative of M.
columbi, an alternative hypothesis is that it is a
hybrid betweenM. columbi and M. primigenius.
This interpretation is supported by evidence that
mammoths identified morphologically as M.
columbi andM. jeffersonii from this region share
a mitochondrial haplogroup most similar to that
of North American M. primigenius (24, 25). The
entire complex of late PleistoceneNorthAmerican
morphologies may therefore reflect a series of
populations with variable gene flow among
them (a metapopulation). Some are of primige-
nius or columbimorphology, whereas others are
of intermediate form, accounting in particular for
jeffersonii morphologies; e.g., specimens from
Missouri (26) and Osborn’s (12) “paratype” of
M. jeffersonii from Kansas (Fig. 4, A to C, and
figs. S32 to S34 and S37 to S48). There is no
evidence that the range extends outside the
spread of typical primigenius, columbi, or plausi-
ble intermediates.
Parallel variation appears to have arisen in

Europe (Fig. 4D). Last-glacial samples span a

range of variation encompassing that of both
Siberian M. primigenius and earlier European
material attributed toM. trogontherii. This varia-
tion occurs both between and within popula-
tions (27, 28) and may likewise reflect a complex
metapopulation forming as the two species met
(5) (Fig. 1C2). The potential of hybridization to
expand the phenotypic variation available to natu-
ral selection is notable.
On this evidence, the source ofM. columbi lies

in M. trogontherii of Eurasia, its appearance in
North America representing a dispersal and the
distinction between the two species largely a
matter of usage. The later evolutionary advance-
ment of mammoths, both there and in Europe,
results neither from purely lineal change in the
incumbent species, nor from simple replacement
byM. primigenius, but from a dynamic interplay
of the two. Taxonomy is difficult to impose on a
complex evolutionary process, but the onlyNorth
American mammoth species that can be vali-
dated on current evidence are M. columbi and
M. primigenius, plus possible identification of
early Pleistocene specimens from Alaska/Yukon
as M. trogontherii. An earlier invasion of M.

meridionalis is still conceivable as a separate,
presumably dead-end incursion (11, 29) (Fig. 1B),
but until a completemeridionalis-likemammoth
fossil is discovered in North America, definitive
evidence is lacking. This model is also ecologi-
cally coherent, in that high-latitude dispersal
to North America occurred only after the adap-
tive shift to the more cold- and grazing-tolerant
M. trogontherii.
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CLIMATE CHANGE

Slow adaptation in the face of rapid
warming leads to collapse of the Gulf
of Maine cod fishery
Andrew J. Pershing,1* Michael A. Alexander,2 Christina M. Hernandez,1† Lisa A. Kerr,1

Arnault Le Bris,1 Katherine E. Mills,1 Janet A. Nye,3 Nicholas R. Record,4

Hillary A. Scannell,1,5‡ James D. Scott,2,6 Graham D. Sherwood,1 Andrew C. Thomas5

Several studies have documented fish populations changing in response to long-term
warming. Over the past decade, sea surface temperatures in the Gulf of Maine increased
faster than 99% of the global ocean.The warming, which was related to a northward shift in
the Gulf Stream and to changes in the Atlantic Multidecadal Oscillation and Pacific Decadal
Oscillation, led to reduced recruitment and increased mortality in the region’s Atlantic
cod (Gadusmorhua) stock. Failure to recognize the impact of warming on cod contributed to
overfishing. Recovery of this fishery depends on sound management, but the size of the
stock depends on future temperature conditions. The experience in the Gulf of Maine
highlights the need to incorporate environmental factors into resource management.

C
limate change is reshaping ecosystems in
ways that affect resources and ecosystem
services (1). Fisheries, with their tight cou-
pling between ecosystem status and eco-
nomic productivity, are a prime example

of interacting social-ecological systems. The social
and ecological value of a fishery depends first
and foremost on the biomass of fish, and fishing
has often been the dominant driver of the status
of the resources and economics of the fishing
community. Modern fisheries management is

designed to reduce harvesting levels in response
to low stock biomass (and vice versa), creating a
negative feedback that, in theory, will maintain
steady long-term productivity (2).
A failure to detect changes in the environment,

or to act appropriatelywhen changes are detected,
can jeopardize social-ecological systems (3). As
climate change brings conditions that are increas-
ingly outside the envelope of past experiences, the
risks increase. The Gulf of Maine has warmed
steadily, and the record warm conditions in 2012
affected the American lobster fishery (4). Here,
we consider how ocean warming factored into
the rapiddecline of theGulf ofMaine cod stock (5).
We used sea surface temperature (SST) data to

characterize temperature trends in the Gulf of
Maine since 1982 and over the decade 2004–
2013.We compared the Gulf ofMaine SST trends
to trends around the globe. Variability in Gulf of
Maine SSTwas related to an index of Gulf Stream
position as well as the Pacific Decadal Oscilla-
tion (PDO) and AtlanticMultidecadal Oscillation
(AMO). We then examined the impact of tem-

perature conditions in the Gulf of Maine on the
recruitment and survival of Atlantic cod. The re-
sulting temperature-dependent population dy-
namics model was used to project the rebuilding
potential of this stock under future temperature
scenarios.
From 1982 to 2013, daily satellite-derived SSTs

in the Gulf ofMaine rose at a rate of 0.03°C year−1

(R2 = 0.12, P< 0.01,n = 11,688; Fig. 1A). This rate is
higher than the global mean rate of 0.01°C year−1

and led to gradual shifts in the distribution and
abundance of fish populations (6–8). Beginning
in 2004, the warming rate in the Gulf of Maine
increased by a factor of ~7, to 0.23°C year−1 (R2 =
0.42, P < 0.01, n = 3653). This period began with
relatively cold conditions in 2004 and concluded
with the two warmest years in the time series.
The peak temperature in 2012 was part of a large
“ocean heat wave” in the northwestern Atlantic
that persisted for nearly 18 months (4).
The recent 10-year warming trend is remark-

able, even for a highly variable part of the ocean
such as the northwestern Atlantic. Over this
period, substantial warming also occurred off
western Australia, in the western Pacific, and
in the Barents Sea, and cooling was observed in
the eastern Pacific and Bering Sea (Fig. 1B). The
global ocean has a total area of 3.6 × 108 km2,
yet only 3.1 × 105 km2 of the global ocean had
warming rates greater than that in the Gulf of
Maine over this time period. Thus, the Gulf of
Maine has warmed faster than 99.9% of the
global ocean between 2004 and 2013 (Fig. 1C).
Using SSTs from 1900 to 2013, the likelihood of
any 2° × 2° segment of the ocean exceeding this
10-year warming rate is less than 0.3%. Accord-
ing to this analysis, the Gulf ofMaine experienced
decadal warming that few marine ecosystems
have encountered.
As a first step toward diagnosing the potential

drivers of the recent warming trend, we cor-
related the quarterly temperatures in the Gulf
of Maine with large-scale climate indicators
(table S1). An index of Gulf Stream position (9)
has the strongest and most consistent relation-
ship with Gulf of Maine temperatures. The cor-
relations with the Gulf Stream Index (GSI) are
positive and significant in all quarters, with the
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strongest correlation occurring in summer (r =
0.63, P < 0.01, n = 31). The PDO (10) is neg-
atively correlated with the Gulf of Maine tem-
peratures during spring (r = –0.50) and summer
(r = –0.67). Summer temperatures are also posi-
tively correlated with the AMO (11) (r = 0.48, P <
0.01, n = 31).

Building on the strong correlations with sum-
mer temperatures, we developed multiple regres-
sionmodels for summerGulf ofMaine temperatures
using combinations of the three indices (Table 1).
As judged by Akaike information criterion (AIC)
score, the best model used all three indices, and
this model explained 70% of the variance in Gulf

of Maine summer temperature (R2 = 0.70, P <
0.01, AIC = 46.0, n = 31). This model was slightly
better than one using GSI and the AMO (R2 =
0.66, P < 0.01, AIC = 48.2, n = 31). We refit each
model using data from 1982 to 2003 and then
applied the model to the 2004–2012 period. The
three-index and GSI-AMO models had nearly
identical out-of-sample performance, explaining
65% and 64% of the variance, respectively.
A long-term poleward shift in the Gulf Stream

occurred during the 20th century and has been
linked to increasing greenhouse gases (12). Previ-
ous studies have reported an association between
Gulf Stream position and temperatures in the
northwestern Atlantic (7, 13), and an extreme
northward shift in the Gulf Stream was docu-
mented during the recordwarm year of 2012 (14).
Although the Gulf Stream does not directly enter
the Gulf of Maine, northward shifts in the Gulf
Stream are associated with reduced transport
of cold waters southward on the continental
shelf (15, 16). The association between Gulf of
Maine temperature and the PDO suggests an
atmospheric component to the recent trend. A
detailed heat budget calculation for the 2012
event (17) found that the warming was due to
increased heat flux associated with anomalously
warm weather in 2011–2012. These results sug-
gest that atmospheric teleconnections from the
Pacific, changes in circulation in theAtlanticOcean,
and background warming have contributed to
the rapid warming in the Gulf of Maine.
The Gulf of Maine cod stock has been chroni-

cally overfished, prompting progressively stronger
management, including the implementation of a
quota-basedmanagement system in 2010. Despite
these efforts, including a 73%cut in quotas in 2013,
spawning stock biomass (SSB) continued to
decline (Fig. 2A). The most recent assessment
found that SSB in this stock is now less than
3000 metric tons (mt; 1 mt = 1000 kg), which is
only 4% of the SSB value that gives themaximum
sustainable yield (SSBmsy) (5). This has prompted
severe restrictions on the commercial cod fishery
and the closure of the recreational fishery.
The Gulf of Maine is near the southern limit of

cod, and previous studies have suggested that
warming will lead to lower recruitment, sub-
optimal growth conditions, and reduced fishery
productivity in the future (18–20). Using popula-
tion estimates from the recent Gulf of Maine
cod stock assessment (5), we fit a series of stock-
recruit models with and without a temperature
effect (table S2). The best models exhibited
negative relationshipsbetweenage-1 recruitment
and summer temperatures (table S3). Gulf of
Maine cod spawn in the winter and spring, so
the link with summer temperatures suggests a
decrease in the survival of late-stage larvae and
settling juveniles. Although the relationship with
temperature is statistically robust, the exact
mechanism for this is uncertain but may include
changes in prey availability and/or predator risk.
For example, the abundance of some zooplankton
taxa that are prey for larval cod has declined in
the Gulf of Maine cod habitat (21). Warmer tem-
peratures could cause juvenile cod to move away
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Table 1. Linear models relating Gulf of Maine summer temperature to climate indicators. GSI,
Gulf Stream Index; PDO, Pacific Decadal Oscillation Index; AMO, Atlantic Multidecadal Oscillation Index. The
final model uses all three indices. The first set of statistics refers to the models fit to the entire 1982–2013
record. The models were also fit to the 1982–2003 period, then projected onto the 2004–2013 period. The
rightmost two columns summarize the out-of-sample performance of the models.

Time series 1 Time series 2
1982–2013 2004–2013 (out of sample)

R2 P AIC r2 P

GSI — 0.39 0.00 63.92 0.50 0.00
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PDO 0.58 0.00 54.41 0.54 0.00
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

AMO 0.66 0.00 48.15 0.64 0.00
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

PDO — 0.45 0.00 60.77 0.28 0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

AMO 0.50 0.00 59.78 0.32 0.01
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

AMO — 0.23 0.01 71.06 0.11 0.13
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .

All 0.70 0.00 45.99 0.65 0.00
.. .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. .
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Fig. 1. Sea surface temperature trends from the Gulf of Maine and the global ocean. (A) Daily
(blue, 15-day smoothed) and annual (black dots) SST anomalies from 1982 to 2013, showing the
long-term trend (black dashed line) and trend over the decade 2004–2013 (red solid line). (B) Global
SST trends, 2004–2013. The Gulf of Maine is outlined in black. (C) Histogram of global 2004–2013
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from their preferred shallow habitat into deeper
water, where risks of predation are higher (22).
We also looked for other signatures of temper-

ature within the population dynamics of cod. We
found a strong association between themortality
of age-4 fish and fall temperatures from the
current year and the second year of life (Fig.
2B, R2 = 0.57, P < 0.01, n = 21). Age 4 represents
an energetic bottleneck for cod because of the
onset of reproduction and reduced feeding ef-
ficiency as fish transition from benthic to pelagic

prey (23). Elevated temperatures increase meta-
bolic costs in cod (24), exacerbating the energetic
challenges at this age. The average weight-at-age
of cod in the Gulf of Maine region has been
below the long-termmean since 2002 (25), and
these poorly conditioned fish will have a lower
probability of survival (26).
The age-4 mortality relationship improves

significantly with the addition of temperatures
from the second year of life (table S6). This
suggests that a portion of the estimated age-4

mortality reflects mortality over the juvenile
period that is not explicitly captured in the as-
sessment. Temperature may directly influence
mortality in younger fish through metabolic
processes described above; however, we hypoth-
esize that predationmortalitymay also be higher
during warm years. Many important cod preda-
torsmigrate into the Gulf ofMaine or have feeding
behaviors that are strongly seasonal. During a
warm year, spring-like conditions occur earlier
in the year, and fall-like conditions occur later.
During the 2012 heat wave, the spring warming
occurred 21 days ahead of schedule, and fall
cooling was delayed by a comparable amount
(4). This change in phenology could result in
an increase in natural mortality of 44% on its
own, without any increase in predator biomass
(see supplementary text).
If fishing pressure had been effectively reduced,

the population should have rebuilt more during
the cool years and then declined less rapidly
during the warming period. Instead, fishing
mortality rates consistently exceeded target
levels, even though fishermen did not exceed
their quotas. The quota-setting process that is
at the heart of fisheries management is highly
sensitive to the number of fish aging into the
fishery in each year. For Gulf of Maine cod, age
classes 4 and 5 dominate the biomass of the
stock and the catch (5). The temperature-mortality
relationship in Fig. 2B means that during warm
years, fewer fish are available for the fishery. Not
accounting for this effect leads to quotas that are
too high. The resulting fishingmortality rate was
thus above the intended levels, contributing to
overfishing even though catches were within pre-
scribed limits. Socioeconomic pressures further
compounded the overfishing. To minimize the
impact of the quota cuts on fishing communities,
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Fig. 3. Temperature-
dependent rebuilding
potential of Gulf of
Maine cod.We sim-
ulated a population
growing from the 2013
biomass (black curves)
without fishing under
three temperature sce-
narios: a cool scenario
(solid line) represented
by the 10% lower
bound of the CMIP-5
ensemble of climate
model projections, a
warm scenario (heavy
line) represented by the
climate model ensem-
ble mean, and a hot
scenario (plus signs)
with warming at the
0.07° year−1 rate observed in the summer in the Gulf of Maine since 1982.This population is contrasted
against an estimate of the temperature-dependentSSBmsy (blue lines and shading), an estimate ofSSBmsy

without accounting for temperature (gray dashed line), and the carrying capacity of the population (green
lines and shading). The yellow circles mark where the rebuilding population reaches the temperature-
dependent SSBmsy; squares denote when a population fished at F = 0.1 would be rebuilt.
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the New England Fishery Management Council
elected to defer most of the cuts indicated for
2012 and 2013 until the second half of 2013. The
socioeconomic adjustment coupled with the two
warmest years on record led to fishing mortality
rates that were far above the levels needed to
rebuild this stock.
The impact of temperature on Gulf of Maine

cod recruitment was known at the start of the
warming period (20), and stock-recruitmentmodel
fit to data up to 2003 and incorporating temper-
ature produces recruitment estimates (Fig. 2A,
yellow diamonds) that are similar to the assess-
ment time series. Ignoring the influence of tem-
perature produces recruitment estimates that
are on average 100% and up to 360% higher
than if temperature is included (Fig. 2A, gray
squares). According to a simple population dynam-
ics model that incorporates temperature, the
spawning stock biomass that produces the max-
imum sustainable yield (SSBmsy) has been de-
clining steadily since 2002 (Fig. 3) rather than
remaining constant, as currently assumed. The
failure to consider temperature impacts on Gulf
of Maine cod recruitment created unrealistic
expectations for how large this stock can be and
how quickly it can rebuild.
We estimated the potential for rebuilding the

Gulf of Maine cod stock under three different
temperature scenarios: a “cool” scenario that
warms at a rate of 0.02° year−1; a “warm” scenario
that warms at 0.03° year−1, the mean rate from
climate model projections; and a “hot” scenario
that follows the 0.07°C year−1 trend present in the
summer temperature time series. If fishing
mortality is completely eliminated, populations
in the cool and warm scenarios could rebuild
to the temperature-dependent SSBmsy in 2025,
slightly longer than the 10-year rebuilding time-
line established by U.S. law, and the hot scenario
would reach its target 1 year later (Fig. 3). Al-
lowing a small amount of fishing (F = 0.1)
would delay rebuilding by 3 years in the cool
andwarm scenarios and 8 years in the hot scenario.
Note that estimating SSBmsy without temper-
ature produces a management target that may
soon be unachievable. By 2030, a rebuilt fishery
could produce more than 5000 mt year−1 under
the warm scenario, a catch rate close to the
average for the fishery for the previous decade.
Under the hot scenario, the fishery would be
1800 tons year−1—small, but potentially valu-
able. Thus, how quickly this fishery rebuilds
now depends arguably as much on temperature
as it does on fishing. Future management of Gulf
of Maine cod would benefit from a reevaluation
of harvest control rules and thorough manage-
ment strategy evaluation of the application of
temperature-dependent reference points and
projections such as these.
As climate change pushes species poleward

and reduces the productivity of some stocks,
resource managers will be increasingly faced
with trade-offs between the persistence of a
species or population and the economic value
of a fishery. Navigating decisions in this context
requires both accurate projections of ecosystem

status and stronger guidance from society in the
form of new policies. Social-ecological systems
that depend on a steady state or are slow to
recognize and adapt to environmental change
are unlikely tomeet their ecological and economic
goals in a rapidly changing world.
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EXTINCTION EVENTS

Body-size reduction in vertebrates
following the end-Devonian
mass extinction
Lauren Sallan1* and Andrew K. Galimberti2†

Following the end-Devonian mass extinction (359 million years ago), vertebrates experienced
persistent reductions in body size for at least 36million years. Global shrinkage was not related
to oxygen or temperature, which suggests that ecological drivers played a key role in
determining the length and direction of size trends. Small, fast-breeding ray-finned fishes,
sharks, and tetrapods, most under 1 meter in length from snout to tail, radiated to dominate
postextinction ecosystems and vertebrae biodiversity.The few large-bodied, slow-breeding
survivors failed to diversify, facing extinction despite earlier evolutionary success.Thus, the
recovery interval resembled modern ecological successions in terms of active selection on size
and related life histories. Disruption of global vertebrate, and particularly fish, biotas may
commonly lead to widespread, long-term reduction in body size, structuring future biodiversity.

B
ody size plays a crucial role in life histories,
affecting generation times, energy demands,
and population sizes (1, 2). Size increases
(Cope’s rule) are thought to define Phan-
erozoic biodiversity, resultant from coor-

dinated active trends, preferential survival of
larger-bodied forms (lineage sorting), or passive
diffusion (2–4). In contrast, the Lilliput effect—
that is, temporary size reduction after mass

extinction—is supported by few observations and
remains under dispute (4, 5). This effect is
widely considered a passive result of extinction
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selectivity or taphonomic bias (4, 5). Global,
long-term size reduction has not been proposed
or reported following mass extinction (4). Per-
sistent shrinkage has been restricted to special-
ized groups—such as birds, plankton, or island
faunas (6–9)—in normal times.
Devonian-Mississippian [419 to 323million years

ago (Ma)] vertebrates were the first to exhibit
modern ranges of body size (10–12), jaw and
body forms (5, 13), diet (5, 14), and biodiversity
(5, 15). Their diversification was coincident with
dramatic temperature and atmospheric oxygen
changes (11, 16, 17). The mid-Paleozoic vertebrate
record is thus an ideal test case for body-size
phenomena. Limited samples of Paleozoicmarine
fishes have been used to link size increases with
atmospheric oxygen rises (2, 10, 11), despite the

lack of a physiological mechanism (5). Yet, Phan-
erozoic (especially Paleozoic) vertebrate size data
remain poorly sampled (2, 5, 10–12, 18).
The Paleozoic vertebrate record is divided

by the Hangenberg event (359 Ma), arguably
the most severe mass extinction for this group
(5, 13–15) (fig. S1). This event involved the loss of
11 of 22 major jawed vertebrate clades (corre-
sponding to orders) and >96% of species (19) and
also entailed ecosystem restructuring (5, 13–15).
The end-Devonian event should have affected
size distributions as a correlate of other ecolog-
ical traits (1). Yet, there are no hypotheses or com-
prehensive data sets for vertebrate size change
across the event, just as these are lacking for
other extinctions (5). This is a glaring oversight,
considering the current declines in fish popula-

tions, especially larger-bodied forms (18), and the
need for predictions of long-term effects.
We assembled a database of 1120 body lengths

(in centimeters) for Devonian-Mississippian
vertebrates (20) (tables S1 and S2); our database
contains the vast majority of named species from
all biomes (fig. S1). Using log-transformed sizes
binned by stage (1326 points) (table S3), we
found that Devonian vertebrates exhibited per-
sistent stepwise size increases [ordinary least
squares (OLS) and reduced major axis (RMA)
regressions P = 0.0001, r = 0.45] (Fig. 1A, figs.
S2 to S8, and tables S4 and S5) in line with
Cope’s rule predictions (2–4). In contrast, verte-
brates exhibited persistent body-size reduction
over theMississippian (OLS and RMA P = 0.0001,
r = –0.25) (tables S2 to S5; Fig. 1A; and figs. S3,
S4, and S6), with significant differences be-
tween distributions in subsequent stages (Mann-
Whitney U test; Tournaisian versus Visean: P =
0.0041; Visean versus Serpukhovian: P = 0.018)
(table S6). This finding supports the notion of
global shrinkage in vertebrates after the end-
Devonian extinction, a prolonged Lilliput effect
or reverse Cope’s rule (4).
Prolonged shrinkage could result from cumu-

lative short-termLilliput effects after repeated abi-
otic events (4).However, althoughglacial aftershocks
occurred during the early recovery interval, the
Mississippian was more abiotically stable than
the later Devonian (17, 18, 21). There is no ev-
idence for further vertebrate turnover linkedwith
perturbations (5, 13–15). We fit multiple con-
flicting temperature and oxygenmodels to deter-
mine whether our data supported climate-based
hypotheses for size change (tables S7 to S12). Con-
trary to energetics-based assumptions (2, 10, 11),
vertebrate sizes were negatively correlated with
oneoxygenmodel (GEOCARBSULFvolc;P=0.0001,
r = –0.33) (18) yet showed no relationship with the
others (tables S9 to S11). Contrary to Bergmann’s
rule that size is negatively influenced by temper-
ature (4), vertebrate sizes were positively correlated
with one sea surface temperature proxy (dO18 sea
surface; P = 0.0001; r = 0.020) (16) yet showed no
relationship with other estimates (tables S7 to S9).
To determine the exact drivers of our diver-

gent size patterns, we fit active trend (directional
change), random walk, and stasis models along-
side the best-fit oxygen and temperature estimates
(16, 17). An active trend with a shift centered on
the end-Devonian event was overwhelmingly
supported [359 Ma; Akaike weight (AW): 0.93]
(table S13). Thus, vertebrate size change was
driven by active selection stemming from biotic
factors and/or long-term conditions, which sug-
gests that relationships with climatic change and
smaller abiotic events were incidental (11).
To determine whether preservational biases af-

fected overall patterns, we analyzed size structure
for well-sampled faunas (Fig. 2A and table S14).
Large vertebrates (>80 cm in body length) were
overrepresented in Late Devonian ecosystems
(Figs. 2A and 3A and tables S12 to S16). Thus,
global patterns mirrored local trends. Faunas
from after the extinction, particularly those during
“Romer’s Gap” (359 to 331 Ma) (5, 16), showed

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 813

Fig. 1. Vertebrates experienced body-size reduction after the Hangenberg extinction. (A) Stage
distributions and OLS trend lines for the Devonian and Mississippian. Black dots represent means; lines
represent variance. Loc, Lochkovian; P, Pragian; Eif, Eifelian; G,Givetian; Fras, Frasnian; Famen, Famennian;
Tourn, Tournaisian; Ser, Serpukhovian. (B) Trend lines for major vertebrate divisions. Flat lines represent
the mean length for groups with insignificant effect sizes. (C) Trend lines for vertebrate subclades.

RESEARCH | REPORTS



severe losses among larger size classes, despite
similar numbers of species (analysis of similarity,
P= 0.009) (table S15 and Fig. 2A). Themajority of

taxa at early Mississippian sites were under 40
cm in length, similar to early Devonian faunas
dominated by jawless fishes (tables S16 to S18;

Figs. 2, B and C, and 3, B to D; and figs. S14 and
S15). Altered size structure is indicative of an
ecosystem-wide Lilliput effect.
To test the depth of our observed size trends,

we analyzed six vertebrate divisions and 22
widespread clades.Weaimed to revealwhether the
overall pattern resulted from coordinated change,
lineage sorting, or taxonomic sampling bias
(Fig. 1B) (2, 3). All well-sampledDevonian lineages
exhibited significant size increases, including the
dominant placoderms and lobe-finned fishes
(Sarcopterygii) (tables S19 and S20, Fig. 1B, and
figs. S18 to S21) and widespread genera such as
Bothriolepis (tables S25 and S26, Fig. 1C, and
figs. S40 and S41). Multivariate model-fitting
strongly supported an active coordinated trend
(AW: 0.99) (tables S22 and S31). Therefore, rather
than wholly resulting from emerging dominance
of novel, already-large-bodied groups (lineage
sorting), Devonian vertebrate size increases
largely occurred within ecomorphologically stable
lineages (2, 10–12). This finding supports a tradi-
tional Cope’s rule phenomenon (2–4) and validates
the signal in our complete data set.
On average, any postextinction lineages started

out smaller than their latest Devonian forebears
(Fig. 1), a classic Lilliput effect (4). However,
reduced sizes also characterized newly dominant
forms—including cartilaginous and ray-finned
fishes and tetrapods (Chondrichthyes, Actinopte-
rygii, and Tetrapoda)—for the next 36million years
(5, 13–15) (tables S32 and S33; Fig. 1; and figs.
S68 to S70, S74, and S75). This resulted from
active trends (e.g., Chondrichthyes), downward
shifts in size distribution (e.g., Actinopterygii)
(table S21), and/or stasis (e.g., Tetrapoda) (table
S19). Newly genus-poor clades (5, 15) exhibited
size patterns that conflicted with the overall
decline. Some groups (e.g., Rhizodontida) main-
tained their Devonian body sizes despite diver-
sity losses (15) (Fig. 1C, table S1, and figs. S36 and
S37). Others, such as the Acanthodida and
Dipnoi (Fig. 1C and tables S26 to S30), showed
marked length increases across the boundary.
The giant acanthodian Gyracanthus even ex-
hibited a trend toward larger sizes (Fig. 1C, figs.
S80 and S81, and table S27). These forms have
previously been dubbed “dead clades walking”
(5, 15) to indicate that they are survivors marked
by low, declining diversity (22).
The existence of large, marginal survivors re-

duced effect size (tables S4 and S5) by adding
long tails to Mississippian size distributions
(table S3 and Fig. 1A). Tournaisian mean body
length remained similar to that for the Famen-
nian, despite reductions in all other metrics
(tables S3 and S6 and Fig. 1A). This masked an
immediate Lilliput effect at the faunal level,
where small (<40 cm) speciose actinopterygian
and chondrichthyan taxa made up an increasing
majority of taxa (15) (tables S14 to S17). Maximum
body lengths were actually greater in the Missis-
sippian than in the Devonian (Fig. 1A and table
S3). These values alone would give a false im-
pression of continued Cope’s rule trends (2, 11, 12).
Postextinction global shrinkage was underlain

by differential diversification and extinction (23),
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Fig. 2. Small vertebrates were dominant in postextinction faunas. (A) Histogram of species per
fauna. (B) Nonparametric multidimensional (NMDS) ecospace plot of Devonian faunas binned by
interval. (C) NMDS ecospace plot of Mississippian faunas binned by interval.

Fig. 3. Small verte-
brates were increas-
ingly diverse in
postextinction eco-
systems. Represented
faunas include taxa
with known body sizes
from elsewhere in
the same region and
time bin. See Fig. 2A
and tables S1
and S14 for sizes
and Fig. 1 for taxon key.
(A) Andreyevka-2, Russia.
(B) Andreyevka-1/
Izkchul Village, Russia.
(C) Foulden, Scotland.
(D) Glencartholm,
Scotland.
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species selection, and active trends within line-
ages (24). Larger vertebrates comparable to our
“dead clades,” such as Devonian placoderms and
extant sharks (25), tend to have low fecundity,
high parental investment, and increased energy
demands balanced by long life spans, multiple
breeding seasons, and wide habitat ranges (K-
selection) (1). Extremes of these traits may confer
relative extinction resistance in ecologically de-
pleted times while limiting the potential for
speciation (26–28). Smaller vertebrates, such as
holocephalans and ray-finned fishes (29), tend to
have high reproductive rates, short generation
times, and large populations (r-selection) (1).
These traits may increase survival through sheer
numbers while promoting diversification via
higher variation and population fragmentation
(24, 26).
The Mississippian recovery interval favored

extreme life histories among survivors, selecting
for a bimodal size distribution. In the longer
term, larger-bodied but less speciose lineages,
such as rhizodonts, remainedmarginal or went
extinct (5, 16). Smaller-bodied, rapidly radiat-
ing lineages, such as ray-finned fishes, spread
to dominate ecosystems (13, 16). Significant
downward shifts in Mississippian chondrichthyan
and actinopterygian size distributions suggest
that this pattern was mirrored within groups
(table S21). The Mississippian approximated a
scaled-up ecological succession, in which small,
short-lived taxa dominate, whereas larger, longer-
lived forms are marginal (30).
Scattered observations suggest that this pat-

tern is common during long-term recovery inter-
vals. Gigantic, rare postextinction vertebrates were
taken as a sign of ecological restoration (31).
Shrinkage within postextinction invertebrates
(4, 6, 8) was considered restricted or temporary.
The oft-noted tendency formajor clades to descend
from smaller taxamay be linked to such character-
istics of postextinction radiations (3, 7). New, di-
versifying modern ray-finned fishes were smaller
than older, diminished ray-finned fish lineages in
the Triassic (32). Thus, size-related selection has
likely shaped vertebrate biodiversity.
Small, opportunistic taxa eventually give way to

larger, longer-lived forms in disturbed ecosystems
(29). Likewise, Cope’s rule trends may be favored
during stable, saturated times at some distance
fromrecovery conditions (2, 5,26, 27). This describes
the intervals containing Devonian vertebrates, late
Mesozoic giants, and later Cenozoic mammals
(2, 5, 27). An overall Phanerozoic Cope’s rule (2)
could result from a greater number and length
of stable nonrecovery intervals. Vertebrate size
trends appear to result from active selection,
probably on life histories, with direction based
on long-term conditions and survival.
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SMALL RNAS

MicroRNA-encoded behavior
in Drosophila
Joao Picao-Osorio,1 Jamie Johnston,1 Matthias Landgraf,2

Jimena Berni,2 Claudio R. Alonso1*

The relationship between microRNA (miRNA) regulation and the specification of
behavior is only beginning to be explored.We found that mutation of a single miRNA
locus (miR-iab4/iab8) in Drosophila larvae affects the animal’s capacity to correct its
orientation if turned upside down (self-righting). One of the miRNA targets involved in this
behavior is the Hox gene Ultrabithorax, whose derepression in two metameric neurons
leads to self-righting defects. In vivo neural activity analysis reveals that these neurons, the
self-righting node (SRN), have different activity patterns in wild type and miRNA mutants,
whereas thermogenetic manipulation of SRN activity results in changes in self-righting
behavior.Our work thus reveals amiRNA-encoded behavior and suggests that othermiRNAs
might also be involved in behavioral control in Drosophila and other species.

T
he regulation of RNA expression and func-
tion is emerging as a hub for gene expres-
sion control across a variety of cellular and
physiological contexts, including neural de-
velopment and specification. Small RNAs

such asmicroRNAs (miRNAs) (1) have been shown
to affect neural differentiation (2, 3), but their roles
in the control of behavior are only beginning to
be explored.
Previous work in our laboratory focused on

the mechanisms and impact of RNA regulation

on the expression and neural function of the
Drosophila Hox genes (4–7). These genes encode
a family of evolutionarily conserved transcription
factors that control specific programs of neural
differentiation along the body axis (8–10), offer-
ing an opportunity to investigate how RNA regu-
lation relates to the formation of complex tissues
such as the nervous system.
We used theHox gene system to investigate the

roles played by a single miRNA locus (miR-iab4/
iab8) (4, 11–16) on the specification of the nervous
system during early Drosophila development.
This miRNA locus controls the embryonic expres-
sion of posterior Hox genes (4, 11–16). Given that
we found no detectable differences in the mor-
phological layout of the main components of the

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 815
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nervous system in late Drosophila embryos of
wild type andmiR-iab4/iab8–nullmutants [herein
DmiR (14)] (fig. S3, B to F), we analyzed early larval
behavior as a stratagem to probe the functional
integrity of the late embryonic nervous system.
Most behaviors in early larva were unaffected

by the miRNA mutation (fig. S1 and movies S1
and S2), except self-righting (SR) behavior (Fig. 1,
A to C, and movies S3 and S4): miRNA mutant
larvae were unable to return to their normal
orientation at the same speed as their wild-type
counterparts.
By means of selective target overexpression

followed by SR phenotype analyses, we identified
the Drosophila Hox gene Ultrabithorax (Ubx)
(17, 18) as amiRNA target implicated in the genetic
control of SR behavior (Fig. 1F). Overexpression

of Ubx within its expression domain did not af-
fect any larval behavior tested except SR, which is
in agreement with the effects observed in miRNA
mutants (Fig. 1, D and E). Analysis of Ubx 3′ un-
translated region (3′UTR) fluorescent reporter con-
structs expressed in theDrosophila central nervous
system (CNS) (fig. S2) indicates that the inter-
action betweenmiR-iab4/iab8 and Ubx is direct,
which is in line with prior observations in other
cellular contexts (11–13).
To identify the cellular basis for SR control, we

systematically overexpressed Ubx within subpop-
ulations of neurons (fig. S4). Increased levels of
Ubx within the pattern of Cha(7.4kb)-Gal4, which
largely targets cholinergic sensory and interneur-
ons, phenocopied the miRNA SR anomalies (fig.
S4). Further overexpression analysis identified

two metameric neurons as the minimal node
required for the SR behavior [self-righting node
(SRN)] (Fig. 2, A and B).
Several lines of evidence confirm the role of

miRNA-dependent Ubx regulation within the
SRN as a determinant of SR. First, both Ubx and
miRNA transcripts (miR-iab4) derived from the
miR-iab4/iab8 locus were detected within the
SRN (Fig. 3, A to C). Second, in the context of
miRNA mutation, Ubx protein expression is in-
creased within the SRN (Fig. 3, D to F). Third,
reduction of Ubx (Ubx RNAi) specifically enforced
within SRN cells is able to ameliorate or even
rescue the SR phenotype observed in miRNA
mutants (Fig. 2C).
Two plausible scenarios arise to explain the

effects of miR-iab4/iab8 in regard to SR behavior.
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Fig. 1. Both removal of miR-iab4/iab8 and overexpression of Ubx disrupt
a specific larval locomotor behavior: self-righting (SR). (A andB)Description
of larval SR behavior. (A) Time lapses of larval SR behavior. (Top)Wild-type larvae
placed in an inverted position (ventral up), twisted their heads, grabbed the sub-
strate with the mouth hooks, and rolled their bodies onto their ventral surface
(dorsal up). (Bottom) In contrast, DmiR larvae displayed problems in self-righting
their bodies. (B) Diagram of the self-righting behavioral response. (C) Quantifica-
tion of the time required for the successful completion of theSRbehavior (mean T

SEM; n = 27 to 29 larvae per genotype) in two wild-type controls (OR and w1118,
light and dark gray, respectively) and DmiR larvae (red). (D to F) Quantification
of larval behavior in Ubx overexpression lines (UbxM1>Ubx and UbxM3>Ubx).
Quantification of (D) number of forward peristaltic waves per minute, (E) larval
turning perminute, and (F) time to self-right in wild type (w1118 , gray), DmiR (red),
and UbxM1>Ubx and UbxM3>Ubx (black) (mean T SEM; n = 15 to 29 larvae per
genotype). A nonparametric Mann-Whitney U test was performed to compare
treatments; P > 0.05 (nonsignificant; n.s.); P < 0.001 (***).
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One is that miRNA input is required for the late
embryonic development of the neural networks
underlying SR, arguing for a “developmental” role
of the miRNA; another is that miRNA repression
affects normal physiological/behavioral functions
largely without disrupting neural development in
line with a “behavioral” role. Two independent
experiments support that the primary roles of
miR-iab4/8 are behavioral. First, anatomical
analysis of SRN cells in wild type (wt), DmiR,
and R54503>Ubx [SRN-driver line (19, 20)] show
no significant differences in total numbers of SRN
cells (fig. S5B) or in SRN cell body size (fig. S5C);
furthermore, analysis of wt, DmiR, andR54503>Ubx
show indistinguishable SRN-projection patterns

(fig. S5, D and E). Second, Gal-80ts–mediated con-
ditional expression experiments show that SRN-
specific Ubx overexpression after embryogenesis
is sufficient to trigger the SR behavior (Fig. 2, D
and E).
The results presented above suggest thatmiRNA-

dependentHox regulationwithin the SRNmust
somehowmodify the normal physiology of SRN
cells so that when the miRNA is mutated, these
neurons perform functions different from those
in wild-type animals. To test this hypothesis, we
usedgenetically encodedcalciumsensors [GCaMP6
(21)] specifically expressed in SRNcells and tracked
down spontaneous profiles of neural activity. SRN
cells in miRNA mutants produce activity traces

that are significantly different from those ob-
served in wild-type SRN cells (Fig. 4, B and C,
and fig. S6A). Quantification of maximal ampli-
tude and proportion of active cells in each geno-
type also reveal significant differences (Fig. 4D
and fig. S6B) in SRN function across the geno-
types, but no change in cell viability is observed
(fig. S6C). Neural activity differences across geno-
types are significant within regions of expression
ofmiR-iab4 (Fig. 4E), suggesting that this miRNA
(and not miR-iab8) might be the main contribu-
tor to SR control. Analysis of mutations that se-
lectively affectmiR-iab4 ormiR-iab8 (14, 15, 22, 23)
strongly suggests that miR-iab4 is the key regu-
lator of SR (Fig. 3, G and H).
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Fig. 2. miRNA-dependent Ubx
regulation in SRN cells
underlies SR behavior.
(A) R54F03-GAL4 expression
[green fluoprescent protein
(GFP), green] in the larval
abdominal CNS. Even-skipped
protein is in red; Engrailed
protein is in blue; and A2, A3,
and A4 refer to abdominal
segments 2 to 4, respectively.
(B) Artificial increase of Ubx
expression in two metameric
neurons driven by the R54F03
promoter (mean T SEM; n =
60 larvae per genotype).
(C) Artificial decrease of Ubx
expression with UbxRNAi within
SRN cells in DmiR larvae
(R54F03-GAL4, DmiR/UAS-
UbxRNAi, DmiR, green) (mean T

SEM; n = 20 to 23 larvae per
genotype). (D to I) Conditional
increase of Ubx expression
during embryonic and early
larval development with
tub-Gal80ts (Gal80ts represses
GAL4 activity at 18°C) within
SRN cells: R54F03 > Ubx,
tub-GAL80ts (UAS-Ubx/+ ;
R54F03/tub-Gal80ts). Con-
trolled increase of Ubx expres-
sion in SRN cells in early larvae
[(D) and (E); mean T SEM; n =
20 larvae per genotype] and
frommid-embryogenesis to
early larvae [(H) and (I); mean T

SEM; n = 15 larvae per geno-
type]. [(F) and (G)] Repressed
increase of Ubx expression in
SRN cells throughout embryo-
genesis and early larvae (mean T

SEM; n = 15 larvae per geno-
type). A nonparametric Mann-
Whitney U test was performed
to compare treatments;
P > 0.05 (nonsignificant, n.s.);
***P < 0.001.
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To demonstrate that the changes in SRN neu-
ral activity were causal to SR behavior, we artif-
icially activated (Fig. 4F) or inhibited (Fig. 4G)
SRN cells (24, 25) and showed that this triggered

the aberrant SR phenotype. This suggested that
activation of SRN cells in larvae placed “right
side up”might be sufficient to “evoke” actions re-
miniscent of a self-righting response. We de-

veloped an optogenetic system in which we
activated SRN cells by means of R54F03-driven
Channelrhodopsin 2 (ChR2) in trans-retinal fed lar-
vae.Under blue light stimulation, larvae performed
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Fig. 3. Regulation of Ubx protein expression in SRN cells bymiR-iab4/iab8.
(A)Wild-type expression of precursormiR-iab4 transcripts [RNA–fluorescence in
situ hybridization (RNA-FISH), purple] in SRN cells (R54F03>GFP, green) of the
ventral nerve cord (VNC) of first-instar Drosophila larvae. (B) Wild-type ex-
pression of precursor miR-iab8 transcripts (RNA-FISH, blue) in SRN cells
(R54F03>GFP, green) of theVNCof first-instarDrosophila larvae. (C) Percentage
of SRN cells expressing miR-iab4 (purple, square) and miR-iab8 (blue, triangle)
precursors acrossA1 toA6 (n= 10 larvae). (D andE)Ubxprotein expression (red)
in SRN cells of wild-type (D) and DmiR (E) first-instar larvae VNCs. (F) Quan-
tification of Ubx protein expression ratio of DmiR over wild type within the SRN

cells (red) by fluorescent intensity (n=8 larvae per genotype; arbitrary units, a.u.).
(G) Diagram of a subregion of the bithorax complex based on (14) showing iab-4
(purple) and iab-8 (blue) noncoding RNAs (ncRNAs), and rearrangement break-
points affecting miR-iab-4 (iab-3277, purple) and miR-iab-8 (iab-5105 and iab-7MX2,
blue). (H) Genetic complementation tests to determine the involvement of
miR-iab4 or miR-iab8 in SR behavior by using trans-heterozygote larvae for
DmiR and different chromosomal rearrangement breakpoints that disrupt the
bithorax complex (mean T SEM; n = 17 to 20 larvae per genotype). A nonpa-
rametricMann-WhitneyU testwas performed to compare treatments;P>0.05
(nonsignificant; n.s.); *P < 0.05; **P < 0.01; ***P < 0.001.
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an atypical bending movement, frequently adopt-
ing a “lunette” position (fig. S7 and movie S5). Nei-
ther parental line R54F03-Gal4 nor UAS-ChR2

showed similar reactions to stimulation, con-
firming the specificity of this effect (fig. S7 and
movies S6 and S7).

To study the links between SRN neurons and
the SR movement, we labeled SRN projections
with myr-GFP and discovered that SRN cells

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 819

Fig. 4. DmiR mutants have abnormal patterns of neural activity in SRN
cells. (A) Schematic of the larval CNS expressing GCaMP6m in SRN cells
(R54F03>GCaMP6m, green) imaged in a two-photonmicroscope. (B) Examples
of spontaneous activity recorded over 10 min from wild type (WT: UAS-
GCaMP6m/+; R54F03-GAL4/+) and (C) DmiRmutants (UAS-GCaMP6m/+;
R54F03-GAL4, DmiR/DmiR) in SRN cells. (D) Maximum amplitude of spontane-
ous activity in SRN cells:WT (median DF/F= 1.91; n= 120 SRN cells) and in DmiR
mutants (median DF/F = 1.27; n = 115 SRN cells) (**P < 0.01, Mann-WhitneyU test).
(E) Expression pattern of miR-iab4 (purple) and 4′,6-diamidino-2-phenylindole
(DAPI, blue) in theVNC of a freshly hatched larva (left). Median DF/F in SRN cells
of WT (black line) and DmiR (red line) larval VNCs, and relative expression of
miR-iab4 (purple) along the anterior-posterior (A-P) axis. Median DF/F of WT
(median of 2.132, n =73 SRN cells) and DmiR (median of 1.122, n = 68 SRN cells)
in regions of highmiR-iab4 expression (**P<0.01,Mann-WhitneyU test). Regions

of lowmiR-iab4 expression have a median DF/Fof 1.763 inWT (n = 47 SRN cells)
and 1.749 (n = 47 SRN cells) in DmiR specimens (n.s., P > 0.05; Mann-Whitney U
test). (F and G) Thermogenetic manipulation of neural activity in SRN cells.
Activation [(F), R54F03>dTrpA1] and inhibition [(G), R54F03>shits] of SRN
neural activity (mean T SEM; n= 17 larvae per genotype, ***P <0.0001, Mann-
Whitney U test) [29°C (green) for activation (H) and 36°C (orange) for
inhibition (I)]. (H) Wild-type motor axonal projections of SRN cells (UAS-
myr::GFP/UAS-myr::GFP; R54F03-GAL4/R54F03-GAL4, green) into muscles
(phalloidin, red) lateral transverse 1 and 2 (LT1 and LT2) in late embryos (stage
17) (Fasciclin II, FASII, blue). Scale bars, 10 mm. (I) Diagram of SRN cells
projecting to the LT1 and LT2 muscles. (J) A model that summarizes the data
reported in this study. Mutation ofmiR-iab4 (left) leads to Ubx derepression in
the SRN node, affecting SRN neural activity patterns and triggering an
anomalous SR behavior (right).
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innervate two of the lateral transverse (LT) mus-
cles and that they can be colabeledwith antibodies
against Fasciclin 2 (Fas2) (Fig. 4H), demonstrating
these to be motorneurons. LT muscles are in-
nervated by Bar-H1+ motorneurons (fig. S8A), so
we used Bar-H1-Gal4 as a second driver to dem-
onstrate that appropriateUbx levels in these cells
are required for normal SR behavior (fig. S8B),
establishing the SRN cells as the LT-MNs.
Wehave therefore shown thatmiRNA-dependent

Hox gene repression within a distinct group of
motorneurons (SRN/LT-MNs) is required for the
control of a specific locomotor behavior in the
early Drosophila larva. Our finding that Hox
gene posttranscriptional regulation is involved
in SR control suggests that other RNA-based
regulatory processes affecting Hox gene expres-
sion might also impinge on specific neural out-
puts;we are currently investigating this possibility,
with special regard to the roles of the Hox genes
in the specification of neural lineages with axial-
specific architectures, and systematically testing
the roles of other miRNAs on behavior.
That we could not detect any obvious neuro-

anatomical changes in miRNA mutant embryos
suggests that these are either very subtle or that
the role of miRNA regulation may be primarily
behavioral, in the sense of affecting the perform-
ance of a correctly wired neural system, rather
than developmental, contributing to the develop-
ment of the network (26). Given that miR-iab4/
iab8 is involved in adult ovary innervation (16), it
seems that miRNAs—much like ordinary protein-
coding genes—can be involved in several distinct
roles within the organism.
The results of this study contribute to the

understanding of how complex innate behaviors
are represented in the genetic program. Our
data lead us to propose that othermiRNAsmight
also be involved in the control of behavior in
Drosophila and other species.
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HUMAN EVOLUTION

Ancient Ethiopian genome reveals
extensive Eurasian admixture
throughout the African continent
M. Gallego Llorente,1*† E. R. Jones,2*† A. Eriksson,1,3 V. Siska,1 K. W. Arthur,4

J. W. Arthur,4 M. C. Curtis,5,6 J. T. Stock,7 M. Coltorti,8 P. Pieruccini,8 S. Stretton,9

F. Brock,10,11 T. Higham,10 Y. Park,12 M. Hofreiter,13,14 D. G. Bradley,2 J. Bhak,15

R. Pinhasi,16*‡ A. Manica1*‡

Characterizing genetic diversity in Africa is a crucial step for most analyses
reconstructing the evolutionary history of anatomically modern humans. However,
historic migrations from Eurasia into Africa have affected many contemporary
populations, confounding inferences. Here, we present a 12.5× coverage ancient genome
of an Ethiopian male (“Mota”) who lived approximately 4500 years ago. We use this
genome to demonstrate that the Eurasian backflow into Africa came from a population
closely related to Early Neolithic farmers, who had colonized Europe 4000 years
earlier. The extent of this backflow was much greater than previously reported, reaching
all the way to Central, West, and Southern Africa, affecting even populations such
as Yoruba and Mbuti, previously thought to be relatively unadmixed, who harbor 6 to
7% Eurasian ancestry.

T
he ability to sequence ancient genomes has
revolutionized our understanding of human
evolution. However, genetic analyses of an-
cient material have focused on individuals
from temperate and Arctic regions, where

ancient DNA is preserved over longer time frames
(1). Africa has so far failed to yield skeletal re-
mains with much ancient DNA, with the excep-
tion of a few poorly preserved specimens from
which only mitochondrial DNA could be extracted
(2). This is particularly unfortunate, as African
genetic diversity is crucial to most analyses re-
constructing the evolutionary history of anatom-
ically modern humans, by providing the baseline
against which other events are defined. In the
absence of ancient DNA, geneticists rely on con-
temporary African populations, but a number of
historic events, in particular a genetic backflow
from West Eurasia into Eastern Africa (3, 4), act
as confounding factors.

Here, we present an ancient human genome
from Africa and use it to disentangle the effects
of recent population movement into Africa. By
sampling the petrous bone (5), we sequenced the
genomeof amale fromMota Cave (herein referred
to as “Mota”) in the southern Ethiopian highlands,
with a mean coverage of 12.5× (6). Contamination
was estimated to be between 0.29 and 1.26% (6).
Mota’s remains were dated to ~4500 years ago
[direct calibrated radiocarbon date (6)] and thus
predate both the Bantu expansion (7) and, more
importantly, the 3000-year-oldWestEurasianback-
flow, which has left strong genetic signatures
in the whole of Eastern and, to a lesser extent,
Southern Africa (3, 4).
We compared Mota to contemporary human

populations (6). Both principal component anal-
ysis (PCA) (Fig. 1A) and outgroup f3 analysis using
Ju|’hoansi (Khoisan) from Southern Africa as
the outgroup (Fig. 1, B and C) place this ancient
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individual close to contemporary Ethiopian pop-
ulations, andmore specifically to the Ari, a group
of Omotic speakers from southern Ethiopia, to
the west of the highland region where Mota
lived. Our ancient genome confirms the view that
the divergence of this language family results
from the relative isolation of its speakers (8),
and indicates population continuity over the last
~4500 years in this region of Eastern Africa.
The age of Motameans that he should predate

theWest Eurasian backflow, which has been dated
to ~3000 years ago (3, 4). We formally tested this
proposition by using an f4 ratio estimating theWest
Eurasian component (6), following the approach
adopted by Pickrell et al. (3). As expected, we failed
to findanyWestEurasian component inMota (table
S5), thus providing support for previous dating of
that event (3, 4).
Given that Mota predates the backflow, we

searched for its most likely source by modeling
the Ari, the contemporary population closest to
our ancient genome, as a mixture of Mota and
another West Eurasian population (6). We inves-
tigated both contemporary sources (3) and other
Eurasian ancient genomes (5, 9). In this analysis,
contemporary Sardinians and the early Neolithic
LBK (Stuttgart) genome stand out (Fig. 2A). Pre-
vious analyses have shown Sardinians to be the
closest modern representatives of early Neolithic
farmers (10, 11), implying that the backflow came
from the same genetic source that fueled the
Neolithic expansion into Europe from the Near
East/Anatolia, before recent historic events changed

the genetic makeup of populations living in that
region. An analysis with haplotype sharing also
identified a connection between contemporary
Ethiopians and Anatolia (4, 12). Interestingly,
archaeological evidence dates the arrival of Near
Eastern domesticates (such as wheat, barley, and
lentils) to the same time period (~3000 years ago)
(13, 14), suggesting that the direct descendants of
the farmers that earlier brought agriculture into
Europe may have also played a role in the de-
velopment of new forms of food production in
the Horn of Africa.
UsingMota as an unadmixed African reference

and the early farmer LBK as the source of the
West Eurasian component, it is possible to reassess
themagnitude and geographic extent of historical
migrations, avoiding the complications of using
admixed contemporary populations (6). We esti-
mated a substantially higher Eurasian backflow
admixture than previously detected (3), with an
additional 4 to 7% of the genome of most African
populations tracing back to a Eurasian source.
Moreover, we detected amuch broader geograph-
ical impact of the backflow, going all the way to
West and Southern Africa (Fig. 2B). Even though
the West Eurasian component in these regions is
smaller than in Eastern Africa, it is still sizable,
with Yoruba and Mbuti, who are often used as
African reference populations (15, 16), showing 7%
and 6%, respectively, of their genomes to be of
Eurasian origin (table S5).
SinceMota predates recent demographic events,

his genome can act as an ideal African reference
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Fig. 1. Mota shows a very high degree of similarity with the
highland Ethiopian Ari populations. (A) PCA showing Mota
projected onto components loaded on contemporary African
and Eurasian populations. The inset magnifies the PCA space
occupied by Ethiopian and Eastern African populations. (B) Out-
group f3 quantifying the shared drift between Mota and con-
temporary African populations, using Ju|’hoansi (Khoisan) as an
outgroup; bars represent SE. (C) Map showing the distribution of

outgroup f3 values across the African continent. In (A) and (B), populations speaking Nilo-Saharan languages are marked with blue shades, Omotic speakers
with red, Cushitic with orange, Semitic with yellow, and Bantu with green. Mota is denoted by a black symbol.
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to understand episodes during the out-of-Africa
expansion. We used him as the African reference
to quantify Neandertal introgression in a number
of contemporary genomes (6). Both Yoruba and
Mbuti,whichare routinelyusedasAfricanreferences
for this type of analysis (15, 16), show a margin-
ally closer affinity with Neandertal thanMota on
the basis of D statistics, and an f4 ratio analysis
detected a small Neandertal component in these
genomes at around 0.2 to 0.7%—greater than
previously suggested (16) and consistent with our
estimates of the magnitude of their Western
Eurasian ancestry (6). Although the magnitude
of Neandertal ancestry in these contemporary
African populations is not enough to change
conclusions qualitatively (estimates of Neander-
tal ancestry in French and Han only increased
marginally when tested with Mota as a refer-
ence), it should be accounted for when looking
for specific introgressed haplotypes (17) or search-
ing for unknown ancient hominins who might
have hybridized with African populations (18).
We also investigated the Mota genome for a

number of phenotypes of interest (6). As expected,
Mota lacked any of the derived alleles found in
Eurasian populations for eye and skin color, sug-
gesting that he had brown eyes and dark skin.
Mota lacked any of the currently known alleles
that confer lactose tolerance, which may have im-
plications concerningwhen pastoralism appeared
in southwestern Ethiopia. In addition, Mota did
possess all three selected alleles that recently have
been shown to play a role in the adaptation to
altitude in contemporary highland Ethiopian
populations (19). The presence of these mutations
supports our conclusion that Mota is the descend-
ant of highland dwellers, who have lived in this
environment long enough to accumulate adapta-
tions to the altitude (20, 21).
Until now, it has been necessary to use con-

temporary African populations as the baseline

against which events during the worldwide ex-
pansion of anatomically modern humans are
defined (16, 22–24). By obtaining an ancient
whole genome from this continent, we have
shown that having an unadmixed reference that
predates the large number of recent historical
migrations can greatly improve our inference.
This result stresses the importance of obtaining
unadmixed baseline data to reconstruct demo-
graphic events, and the limitations of analyses
that are solely based on contemporary popula-
tions. Even older African genomes will thus be
needed to investigate key demographic events
that predate Mota, such as earlier instances of
backflows into Africa (25).
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Fig. 2. Quantifying the geographic extent and origin of the West Eurasian component in Africa.
(A) Admixture f3 identifying likely sources of the West Eurasian component (lowest f3 values). Con-
temporary populations in blue, ancient genomes in red; bars represent SE. (B) Map showing the pro-
portion of West Eurasian component, lMota,LBK, across the African continent.
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GENOME EDITING

Dynamics of CRISPR-Cas9 genome
interrogation in living cells
Spencer C. Knight,1 Liangqi Xie,2 Wulan Deng,3,4 Benjamin Guglielmi,2

Lea B. Witkowsky,2 Lana Bosanac,2 Elisa T. Zhang,2 Mohamed El Beheiry,5

Jean-Baptiste Masson,3 Maxime Dahan,4,5 Zhe Liu,3,4*
Jennifer A. Doudna,1,2,6,7,8* Robert Tjian2,3,4,6,9*

The RNA-guided CRISPR-associated protein Cas9 is used for genome editing,
transcriptional modulation, and live-cell imaging. Cas9-guide RNA complexes recognize
and cleave double-stranded DNA sequences on the basis of 20-nucleotide RNA-DNA
complementarity, but the mechanism of target searching in mammalian cells is unknown.
Here, we use single-particle tracking to visualize diffusion and chromatin binding of Cas9
in living cells. We show that three-dimensional diffusion dominates Cas9 searching in vivo,
and off-target binding events are, on average, short-lived (<1 second). Searching is
dependent on the local chromatin environment, with less sampling and slower movement
within heterochromatin. These results reveal how the bacterial Cas9 protein interrogates
mammalian genomes and navigates eukaryotic chromatin structure.

T
he RNA-guided endonuclease Cas9 uses
RNA-DNA complementarity to target and
cleave double-stranded DNA upstream of
a protospacer-adjacent motif (PAM) (1, 2).
Cas9 can be programmedwith a single-guide

RNA (sgRNA) to cleave specific DNA sequences
within eukaryotic cells, which facilitates its use
as a tool for genome engineering (3–5). Biochem-
ical and genome occupancy studies have estab-
lished the PAM and adjacent ~5 to 8 base pairs
(the “seed” region) of the DNA target site as the
basis for Cas9 DNA interrogation and off-target
activity (1, 6–13). Nonetheless, how Cas9 explores
large eukaryotic genomes and identifies targets
within the context of chromatin remains largely
unknown. In particular, the in vivo kinetics of
on- versus off-target binding andCas9dependence
on the chromatin environment have not yet been
examined in living eukaryotic cells.

To investigate the live-cell dynamics of Cas9
target searching, we tracked single, fluorescently
labeled, catalytically inactiveStreptococcuspyogenes
Cas9 (dCas9) molecules to determine their diffu-
sion and chromatin binding properties in live
mouse cell nuclei (14). dCas9 was fused at its C
terminus with a HaloTag domain and stably in-
tegrated into the genome of NIH 3T3 cells under
an inducible, tetracycline response element (TRE)–
tight promoter (Fig. 1A and figs. S1 to S3) (15).
Guide RNAs were transiently expressed from a
blue fluorescent protein (BFP) reporter plasmid.
Covalent linkage of a cell-permeable, fluorescent
HaloTag ligand (JF549) allowed for visualization
of single Cas9-HaloTag molecules under leaky
expression (Fig. 1, A and B, and fig. S4) (16).
To study dCas9-HaloTag binding dynamics

at endogenous genomic loci, we transfected cells
with a guide RNA targeted to short interspersed

nuclear elements (SINEs) of the B2 type. The B2
elements are repeated ~350,000 times through-
out themouse genome, often in intragenic regions,
with a single element per insertion site (17, 18).
We reasoned that the abundance of these loci
would shift the global equilibriumofCas9-HaloTag
binding and allow us to observe otherwise rare
target-binding events. Two-photon fluorescence
correlation spectroscopy (FCS) experiments re-
vealed a substantial reduction in global dCas9-
HaloTag mobility for B2 sgRNA-transfected cells
relative to apo (no sgRNA) protein (Fig. 1C). Both
apo and B2-loaded dCas9-HaloTag displayed bi-
phasic kinetic behavior in our FCSmeasurements,
which reflected slowly and rapidly moving popu-
lations for both conditions. The magnitude of the
slow diffusion coefficient was reduced by >90% in
the presence of B2 sgRNA relative to the apo pro-
tein (fig. S5).
We conducted two-dimensional (2D) tracking

experiments at short (10-ms) exposure times in
cells transfected with a plasmid encoding either
B2 or a phage-derived “nonsense” guide bearing
minimal homology to the 3T3 genome (figs. S6 to
S8). A nonsense sgRNA has the potential to di-
rect Cas9 off-target interactions throughmillions
of PAMs and short seed sequences within the
genome and thus serves as a proxy for a Cas9
protein in the process of searching (1, 6). The
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Fig. 1. Visualization of single dCas9molecules in living cells. (A) Overview of the
imaging system for tracking single dCas9-HaloTag molecules in living cells. dCas9-
HaloTag and eGFP-tagged HP1 were stably integrated into 3T3 cells, and sgRNAs
were transiently transfected. (B) 2D single-molecule visualization of dCas9-HaloTag

molecules within live 3T3 nuclei during a 10-ms exposure. (C) Two-photon FCS correlation curves and mathematical fits for dCas9-HaloTag in the absence of
sgRNA (apo, gray) or loaded with cognate SINE B2 sgRNA (blue). Fluorescence correlation wasmeasured within diffraction-limited volumes over time at random
locations within cell nuclei (N = 11 cells for each condition).
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Fig. 2. Cas9 exploration is dominated by 3D diffusion during the search
for target sites in vivo. (A) Normalized histograms and two-component
Gaussian fits illustrating the log diffusion coefficient distributions for dCas9-
HaloTag with different sgRNAs (N ≥ 12 cells for each condition). For reference,
chromatin-boundH2Bmolecules canbe fittedwith a singleGaussianwith logD≈
0.1 mm2 ∙ s–1. (B) Cumulative distribution plots quantifying the log diffusion
coefficient for SINE B2 or nonsense-loaded dCas9-HaloTag relative to

histone H2B or Sox2. (C) (Top) 2D projections of single-particle trajectories
obtained from 3D imaging using a multifocus microscope. (Bottom) His-
tograms showing the logD distribution of trajectories. The trajectories are
color-coded according to diffusion coefficient.The 3Dmovies were collected at
an exposure time of 30 ms, and diffusion coefficients were extracted directly
from the mean square displacements of the 3D trajectories (28) (N = 2 cells for
each condition).

Fig. 3. Binding at on- and off-target sites by dCas9. (A) Time-lapse imaging of dCas9-HaloTag at
constant exposure time (20 ms, tint) (where tint is integration time) with varying lapse times (0, 100,
500, or 1000 ms, tlapse). (B) Quantification of survival probability for stationary molecules at different
lapse times with different sgRNAs. Data were rescaled and linearly fit to extract the average off-target
residence time for the nonsense sgRNA (28) (fig. S10). (C) FRAP images of dCas9-eGFP in live
mouse cells with either nonsense (top) or SINE B2 (bottom) sgRNA. (D) Quantification of FRAP
images for dCas9-eGFP using different sgRNAs (N = 17 cells for each condition).
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resulting log diffusion coefficient histograms
showed a large fraction of highly immobile (D <
0.1 mm2 · s–1) Cas9molecules for B2 sgRNA relative
to nonsense sgRNAor no-guide controls, consistent
with more chromatin binding for the B2-loaded
Cas9 (Fig. 2A and fig. S9). In similar experiments,
a B2 guide with mismatches proximal to the tar-
get PAM gave rise to Cas9 diffusion histograms
similar to those of the nonsense guide; in contrast,
a B2 guide with homology mismatches distal to
the target PAM gave rise to a distribution more
similar to the cognate B2 guide (B2_0M and
B2_13M, respectively) (Fig. 2A and fig. S6). These
observations are consistent with the noted role
of the seed region in driving Cas9’s RNA-guided
interaction with DNA (6, 10, 11).
Compared with a binding-dominant protein

(e.g., H2B) or a protein that demonstrates a mix-
ture of binding and diffusion (e.g., Sox2), both
the nonsense-loaded and apo Cas9 showed con-
siderablymore apparent 3Ddiffusion in cell nuclei
(Fig. 2B, fig. S9, andmovies S1 to S4). In addition,
3Dmultifocus tracking experimentswith the non-
sense guide showed that Cas9–guide RNA com-
plexes use diffusion-dominated target searching
throughout the entirety of the cell nucleus (Fig.
2C and movie S5) (19). These results underscore
the dominance of 3Ddiffusion over binding during
DNA interrogation by Cas9 and demonstrate an
in vivo target search mechanism similar to what
has been observed in vitro (6).
To determine the relative kinetics of on- versus

off-target binding, we measured in vivo residence
times of dCas9-HaloTagmolecules bound to chro-
matin. We performed time-lapse experiments at
a constant exposure time (20 ms, tint) while
varying the lapse time tlapse between successive
frames (Fig. 3A, movies S6 to S9). From these
movies, we plotted the probability that a dCas9-
HaloTag molecule would remain stationary as
a function of time (survival probability) (Fig. 3B).
Rescaling and concatenation of these plots al-
lowed us to extract an average off-target resi-

dence time of 0.75 ± 0.1 s for Cas9 containing a
nonsense guide (tns) (fig. S10) (20, 21). We note
that a small fraction of the binding events in our
concatenated plot were longer than 10 s,which
might be attributed to rare genomic sequences
with higher homology to the nonsense guide
(fig. S10) (6, 22). We also measured the binding
of nonsense-loaded protein in dCas9-eGFP stable
cell lines using fluorescence recovery after photo-
bleaching (FRAP), a bulk technique for assess-
ing proteinmobility based on exchange between
bleached and unbleached molecules within a
region of interest. We observed nearly full recov-
ery within 10 s, which indicated mostly transient
(milliseconds to seconds) chromatin interactions
intermixed with diffusion (Fig. 3, C and D) (23).
Although nonsense guide–loaded dCas9-eGFP

recovered rapidly after photobleaching in our
FRAP curves, the B2 guide–loaded protein re-
sulted in a large immobile fraction even when
measured out to 5 min (Fig. 3, C and D, and
movies S10 to S12). Similarly, survival probability
plots of B2 guide–loaded Cas9 showed substan-
tially longer residence times compared with those
with the nonsense guide (Fig. 3B). These data
suggest that Cas9 binding at bona fide targets
(ts) could be considerably longer (i.e., minutes or
more) in vivo relative to short-lived (milliseconds
to seconds) binding typical of PAMs and very
short seed sequences (tns) (6). We refrain from
more precisely estimating ts here because of (i) a
likely mixture of off-target and on-target binding
in the immobile fraction, (ii) imaging limitations
due to photobleaching in our single-moleculemea-
surements (curved tails) (Fig. 3B), and (iii) known
complications with extracting residence times
from FRAP data (24).
The ability of Cas9 to target heterochromatic

regions (HRs) is important for its application to
genome editing. To study Cas9 behavior in HRs,
we performed tracking experiments in cells with
eGFP-labeled heterochromatin protein 1 (HP1)
(fig. S11) (25–28). dCas9-HaloTag molecules with

nonsense sgRNA were stochastically excited and
tracked in live-cell nuclei, and the trajectorieswere
overlaid onto HP1-labeled nuclear images to vi-
sualize searchingwith respect to heterochromatin.
The resulting composite image showsmarked de-
pletion of tracks within HRs (30 ± 9% track den-
sity reduction) (fig. S11). Diffusion analysis of
tracks within HRs revealed that dCas9 diffusion
is moderately slower in these regions (Fig. 4A and
fig. S12) (29). We also performed jumping angle
analysis on three-point sliding windows of our
Cas9 trajectories to monitor the anisotropy of
searching in HRs (28, 30). The resulting angle dis-
tributions revealed a slight bias toward reverse
(180°) angles, which suggested more compact ex-
ploration and a tendency of Cas9 to return to its
starting pointwhile interrogating heterochromatin
(Fig. 4B and fig. S13). Together, these results
show that Cas9 search efficiency is reduced, but
not eliminated, in HRs.
To test whether dCas9 can bind to target sites

in heterochromatin, we transfected cells express-
ing dCas9-HaloTag with a plasmid encoding a
sgRNA targeted to pericentromeric DNA sequences
within heterochromatin. We observed distinct
puncta within HRs of fixed cells colocalized with
dense Hoechst staining, consistent with success-
ful dCas9 targeting to pericentromeres (Fig. 4C).
This result strongly suggests that Cas9 is able to
bypass chromatin obstacles and faithfully engage
with HR target sites despite reduced sampling
efficiency within these regions.
Our data provide a direct visualization of DNA

interrogation by Cas9 in mammalian cells. The
target search mechanism involves rapid three-
dimensional diffusion of Cas9 around thenucleus,
withoccasional forays intoheterochromatic regions.
Our imaging approach complements chromatin
immunoprecipitation experiments by capturing
many of themore transient interactionswithDNA
that predominate as Cas9 scans vast mammalian
genomes in search of its target site. Overall, our
results provide a quantitative understanding of

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 825

Fig. 4. Cas9 search efficiency is reduced, but not eliminated, in heterochromatic regions. (A) Log diffusion coefficient histograms and Gaussian fits for
dCas9-HaloTag in HRs versus the entire cell nucleus (N = 11 cells). (B) Jumping angle analysis of diffusion anisotropy within HRs relative to the entire cell nucleus
(N = 5 cells). (C) Epi-fluorescence image illustrating puncta formation in cells transfected with pericentromere-targeted sgRNA. Cells were fixed and costained
with Hoechst 33258 for orthogonal labeling of pericentromeres.
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Cas9 dynamics in living cells and offer insight
into howCas9 navigates hierarchical organization
of DNA within a eukaryotic nucleus.
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ANTIVIRAL IMMUNITY

Nlrp6 regulates intestinal antiviral
innate immunity
Penghua Wang,1,6* Shu Zhu,2* Long Yang,1,6 Shuang Cui,1 Wen Pan,3

Ruaidhri Jackson,2 Yunjiang Zheng,2 Anthony Rongvaux,2 Qiangming Sun,1†
Guang Yang,1‡ Shandian Gao,1 Rongtuan Lin,4 Fuping You,1

Richard Flavell,2,5§|| Erol Fikrig1,5§||

The nucleotide-binding oligomerization domain–like receptor (Nlrp) 6 maintains gut
microbiota homeostasis and regulates antibacterial immunity. We now report a role for
Nlrp6 in the control of enteric virus infection. Nlrp6−/− and control mice systemically
challenged with encephalomyocarditis virus had similar mortality; however, the
gastrointestinal tract of Nlrp6−/− mice exhibited increased viral loads. Nlrp6−/− mice
orally infected with encephalomyocarditis virus had increased mortality and viremia
compared with controls. Similar results were observed with murine norovirus 1. Nlrp6
bound viral RNA via the RNA helicase Dhx15 and interacted with mitochondrial antiviral
signaling protein to induce type I/III interferons (IFNs) and IFN-stimulated genes (ISGs).
These data demonstrate that Nlrp6 functions with Dhx15 as a viral RNA sensor to induce
ISGs, and this effect is especially important in the intestinal tract.

N
ucleotide oligomerization domain (NOD)–
like receptors (NLRs) play a central role in
the immune response to diverse micro-
organisms and react to environmental in-
sults and cellular danger signals (1, 2). Some

NLRs contribute to antiviral immunity. NOD2
recognizes single-stranded RNA (ssRNA) viruses
to induce type I interferons (IFNs) via mitochon-
drial antiviral-signaling protein (MAVS) (3), and
the NLRP3 inflammasome is crucial for the con-
trol of diverse viral infections in vivo (4–7). Sev-
eral NLRs, on the other hand, dampen antiviral
immune responses. NLRX1 andNLRC5 negatively
regulate type I IFNs andnuclear factor kB (NF-kB)
signaling via distinct molecular mechanisms
(8–12); NLRC3 attenuates Toll-like receptor sig-
naling and the stimulator of interferon genes
(STING)–mediated anti-DNA virus immune sig-
naling (13, 14). A role for Nlrp6 in the regulation
of antibacterial immune responses has recently
beendocumented (15–18); however, whetherNlrp6
regulates viral infection has not yet been elucidated.
Nlrp6 exhibits a tissue- and cell-type–specific

pattern of expression, with the highest level in in-
testinal epithelial cells (IECs) (15) (figs. S1 and S2).

We therefore determined whether Nlrp6 plays a
prominent role in inhibiting enteric virus infection
at the intestinal interface. We used a (+) ssRNA
virus, encephalomyocarditis virus (EMCV), which
is transmitted via the fecal-oral route in nature.
We infected both wild-type (WT) and Nlrp6−/−

mice with EMCV systemically via intraperitoneal
injection and noted that the survival curve of
Nlrp6−/− mice was similar to that of WT animals
(Fig. 1A). Viral dissemination was also the same
in the blood, brains, and hearts of Nlrp6−/− and
WTmice. The intestinal viral burden ofNlrp6−/−

mice was, however, higher than that of WT ani-
mals (Fig. 1B)—suggesting that Nlrp6 plays an
important role in limiting EMCV replication at
this location. In support of this, Nlrp6 mRNA
expression was much higher in the intestines
than other tissues after EMCV infection (Fig.
1C). We therefore reasoned that Nlrp6 prevents
systemic infection and mortality when EMCV
is delivered orally to its principal site of infection—
the intestine. Indeed, Nlrp6−/− mice were more
susceptible to oral infection with EMCV than WT
animals (Fig. 1D and Fig. 3E).
Alterations in microbiota and inflammasome

activation are two potential processes that may
influence the ability of Nlrp6−/− mice to control
intestinal EMCV infection. The intestinal micro-
bial ecology of Nlrp6−/− mice is different from
that of WTmice (15), which could affect antiviral
immunity.We therefore cohousedmice for 4weeks
beforeEMCV infection,whichwepreviously showed
was sufficient to equilibrate the microbiota be-
tween WT and Nlrp6−/− mice. WT and Nlrp6−/−

mice had similar levels of TM7 and Prevotellacae
bacteria (15) after cohousing (fig. S3A), indicating
stabilization of the microbiota. Nlrp6−/− mice,
however, died of EMCV infection more rapidly
thanWT and cohoused WT animals (Fig. 1D), and
viremia was ~10-fold higher in Nlrp6−/− than WT
animals (Fig. 1E). When inoculated systemically
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via intraperitoneal injection, EMCV loads in the
intestines of cohoused Nlrp6−/− mice were also
more than 10-fold higher than those of cohoused
WT animals (Fig. 1F). Similar survival results were
noted for Nlrp6−/− and Nlrp6+/+ littermates (fig.
S3B). These data demonstrate that the increased
viral susceptibility ofNlrp6−/−mice is not a result
of altered intestinal microbial ecology. To ex-
tend our finding further, we examined another
enteric virus, murine norovirus 1 (MNV-1), a (+)
ssRNA virus. MNV-1 was rapidly cleared by the
innate immune system in WT mice (19) but per-
sisted much longer in Nlrp6−/− mice (fig. S3, C
to E). Nlrp6 initiates inflammasome signaling
via caspase-1. We therefore determined whether
Nlrp6 requires caspase-1 to control EMCV at
the intestinal epithelia. In agreement with a pre-
vious report (20), following EMCV challenge,
the survival of Casp1−/− andWTmice was simi-
lar (Fig. 1D). These data suggest that intestinal
Nlrp6 controls EMCV infection by an alternative
mechanism.
To understand how Nlrp6 contributes to anti-

viral innate immune responses, we used an Nlrp6
antibody to immunoprecipitate Nlrp6 binding
partners from mouse primary IECs and a FLAG-
Nlrp6 overexpression system in human embry-
onic kidney 293 T (HEK293T) cells.We identified
DEAH (Asp-Glu-Ala-His) box helicase 15 (Dhx15)
by mass spectrometry (fig. S4) and confirmed it

using a specific antibody toDhx15 (Fig. 2A and fig.
S5A). Glutathione S-transferase–Dhx15 expressed
in Escherichia coli pulled down FLAG-Nlrp6 ex-
pressed using a mammalian in vitro translation
system (fig. S5B), suggesting a direct interaction.
Nlrp6 is composed of three functional domains:
an N-terminal pyrin domain (PYD), a NACHT do-
main, and a C-terminal leucine-rich repeat do-
main (LRR). Each individual domain failed to bind
Dhx15 when compared with full-length Nlrp6
(fig. S5C). A fragment encompassing the NATCH
and NACHT-associated domain (NAD) interacted
with Dhx15 (Fig. 2B). NLRP3, a close relative of
Nlrp6, did not interact with Dhx15, demonstrat-
ing specificity (fig. S5C).
Dhx15 is a putative pre-mRNA-splicing factor

and adenosine triphosphate (ATP)–dependent RNA
helicase thatmodulates antiviral immune responses
via MAVS, an adaptor protein for retinoic acid
inducible gene 1 (RIG-I)–like receptors (RLRs)
(21, 22). We reasoned that the Nlrp6-Dhx15 com-
plex might use MAVS to trigger type I IFN re-
sponses. Indeed, FLAG-Nlrp6 bound endogenous
MAVS, as didNlrp3 ((23)) andRIG-I (24–27) (Fig.
2C). The negative controls FLAG-NLRC5 (11) or
Nlrp10 did not coprecipitatewithMAVS (fig. S5D),
confirming the specificity of the Nlrp6-MAVS
interaction. Because Dhx15 is a putative RNA
helicase and viral RNA sensor (22), we then de-
terminedwhether Nlrp6-Dhx15 forms a viral RNA-

sensing complex. Both Nlrp6 and Dhx15 showed
high affinity for viral RNA (Fig. 2D and fig. S6A).
TheNlrp6NACHTdomainwas sufficient for RNA
binding but weaker than full-length Nlrp6 (fig.
S6B). To exclude nonspecific binding due to over-
expression, we examined endogenousNlrp6 bind-
ing to viral RNA inWT and FLAG-Nlrp6 knock-in
mice (fig. S2). Both Nlrp6 and FLAG-Nlrp6 was
coimmunoprecipitated with EMCV RNA from in-
fected IECs (Fig. 2E and fig. S6C). Because the
RNA binding capacity of Dhx15 wasmuch greater
than that of Nlrp6, we reasoned that Nlrp6-RNA
binding was dependent on Dhx15. Indeed, the
amount of Nlrp6-bound viral RNAwas reduced sig-
nificantly in Dhx15 small interfering RNA (siRNA)–
treated cells (Fig. 2F). In contrast, Dhx15-RNA
binding was not altered in Nlrp6−/− cells (fig.
S6D). Like Dhx15 (22), Nlrp6 bound only RNA
but not DNA viruses (fig. S6E). To assess the
nature of viral RNA bound by Nlrp6, we tested
several synthetic RNA analogs. Nlrp6 prefera-
bly bound the long double-strandedRNA (dsRNA)
analog polyinosinic-polycytidylic acid (polyIC)
(Fig. 2G). To provide in vivo evidence for a func-
tional interaction betweenMAVS,Dhx15, andNlrp6,
we examinedMAVS-Dhx15 interactions inWTand
Nlrp6−/−IECs. Consistent with a previous report
(22), MAVS binding to Dhx15 was enhanced by
EMCV infection in WT IECs, but the interaction
was weaker in Nlrp6−/− (Fig. 2H). Mavs−/− mice
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Fig. 1. Nlrp6 controls EMCV infection of the intestine. (A) The survival curves of WT and Nlrp6−/− mice infected with EMCV via the intraperitoneal
route. N = 12 mice per group. (B and C) Quantitative polymerase chain reaction (qPCR) analyses of (B) EMCV viral loads and (C) Nlrp6 in various tissues
72 hours after infection with EMCV intraperitoneally Intestinal epithelial cells (IEC). (D) The survival curves of WTmice,WTmice cohoused with Nlrp6−/− [WT
(Nlrp6−/−)],Nlrp6−/− mice cohoused with WT [Nlrp6−/−(WT)], and Casp1−/− mice after oral infection with EMCV. N = 10 to 16 mice per group. *P < 0.05 (log-rank
test). Resultswerepooled fromtwo independentexperiments. (EandF)qPCRanalysisofEMCVloads(E) in thewhole blood cells 72 hours after oral infection or (F) in the
intestines 72 hours after intraperitoneal infection. Each symbol in (B), (C), (E), and (F) represents one mouse; small horizontal lines indicate the median of the
result. *P < 0.05; **P < 0.01 (nonparametric Mann-Whitney analysis).The data are representative of at least two to three independent experiments.
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were also much more susceptible to EMCV ad-
ministered orally when compared with WTmice
(Fig. 2I). These data suggest that theDhx15-Nlrp6-
MAVS axis plays an important role in restricting
EMCV infection of the intestine.
To validate a role for Nlrp6 in Dhx15-Mavs–

mediated antiviral immunity, we examined the
expression of type I/III IFN-induced genes (ISGs).
The mRNA and protein expression of a number
of ISGs was reduced in Nlrp6−/− IECs compared
with WT (fig. S7A and Fig. 3, A and B). Although
both types I and III IFNs can elicit antiviral re-
sponses, type III IFNs are particularly critical for
controlling viral infection in IECs (28–30). IFN-l
(also known as IL-28a) protein and mRNA, and
IfnbmRNA, were reduced in Nlrp6–/– intestines
afterEMCV infection (fig. S7B). ISGmRNAamounts
were, however, similar in other WT andNlrp6−/−

tissues (fig. S8).

To assess whether the Nlrp6-caspase-1 inflam-
masome regulates antiviral immunity in the in-
testine, we compared ISG expression inNlrp6−/−

with Casp1−/− and WT mice. The viral loads and
ISG expression were similar in the intestines of
Casp1−/− and WT mice (fig. S9), demonstrating
an inflammasome-independent antiviral mecha-
nism for Nlrp6. In support of the in vivo findings,
EMCV loads in Nlrp6−/− embryonic fibroblasts
(MEFs) were sixfold higher than those in Nlrp6+/−

cells at 16 hours after infection,while antiviral gene
expression was significantly lower (Fig. 3, C and
D, and fig. S10, A and B). We also observed a
decrease in polyIC-induced Ifnb1 expression in
Nlrp6−/− comparedwithNlrp6–/+MEFs (fig. S10C).
In agreementwith the results fromNlrp6−/− cells,
overexpression of Nlrp6 enhanced Ifnb1 and Il6
expression modestly (fig. S11). All these data dem-
onstrate a pivotal role for Nlrp6 in inducing type

I/III IFNs and ISGs. Type III IFNs are particu-
larly critical for control of viral infection of IECs
(28–30). Indeed, exogenous IFN-l fully protected
WT and Nlrp6−/− mice against lethal EMCV in-
fection and reduced viremia significantly (Fig. 3E).
We next determined whether the antiviral func-
tion of Nlrp6 is specific for RNA viruses. Neither
herpes simplex virus–1 (HSV-1) titers nor Ifnb1
expression in Nlrp6−/− was different from those
in Nlrp6–/+ cells (fig. S12A). IFN-a, polydAT, or
lipopolysaccharide-induced ISGs or cytokine ex-
pression in Nlrp6−/− was also similar to that in
Nlrp6-/+ MEFs (fig. S12, B to D).
As viral infections and the ligands that can

induce robust type I IFN expression also up-
regulated Nlrp6 expression (Fig. 3C and figs.
S10C, S12C, and S13), we reasoned that Nlrp6
per se might be an ISG. Indeed, induction of
Nlrp6 mRNA expression by EMCV or polyIC
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Fig. 2. Nlrp6 binds viral RNA via Dhx15. (A) Coimmu-
noprecipitation (co-IP) of Nlrp6 with Dhx15 from WTand
Nlrp6−/−mouse intestinal epithelial cells using an antibody
to Nlrp6. IB, immunoblotting. (B) Co-IP of FLAG-Nlrp6
NACHT+NAD (amino residues 170 to 715) and the full-
length (1-end) with endogenous DHX15 from HEK293T
cells overexpressing FLAG-tagged proteins using an anti-
body to FLAG. (C) Co-IP of FLAG-tagged proteins with
endogenous MAVS from HEK293Tcells, as in (B).WCE,
whole-cell extract; GAPDH, glyceraldehyde 3-phosphate
dehydrogenase. (D) qPCR analyses of viral RNAbound by
FLAG-tagged proteins from EMCV-infected and FLAG
fusion protein–expressing HEK293Tcells. The data are
presented as relative increase over vector (FLAG). (E) Bind-
ing of endogenousNlrp6 to viral RNA. (Left) qPCRanalyses of viral RNA bound
by endogenous FLAG-Nlrp6 in IECs. (Right) Immunoblots of FLAG-Nlrp6
in WCE and IP. 3xFLAG-Nlrp6 denotes three FLAGmotifs tagged to Nlrp6.
(F) (Top) qPCR analyses of EMCV RNA bound by FLAG-Nlrp6 from GFP or
DHX15 siRNA-treated HEK293Tcells. (Bottom) Immunoblots of WCE and IP.
(G) Immunoblots showing FLAG-tagged proteins (purified from HEK293T)

bound by biotin-labeled RNA analogs. polyIC(H), high molecular weight (1.5
to 8 kb); polyIC(L), low molecular weight (0.2 to 1 kb). (H) Co-IP of Mavs
with Dhx15 from IECs of WTand Nlrp6−/− mice infected with EMCV using a
rabbit polyclonal antibody to Mavs. (I) The survival curves of WTand Mavs−/−

mice after oral infection with EMCV. N = 5mice per group; *P < 0.05 (log-rank
test).The data are representative of at least two independent experiments.
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treatment was almost abolished in Irf3/7−/− or
Ifnar1−/−MEFs. Consistent with this, recombinant
IFN-a, but not tumor necrosis factor–a (TNF-a)
was able to induce Nlrp6 expression vigorously,
suggesting that interferon regulatory factor (IRF)/

IFN signaling, but not NF-kB signaling controls
Nlrp6 expression (Fig. 4 and fig. S14A).Nlrp6mRNA
expressionwasalso inducedby recombinant IFN-l2
(fig. S14B). These results indicate that Nlrp6 ex-
pression is regulated by type I/III IFNs via IRF3/7.

The above-mentioned data demonstrate that
Dhx15-Nlrp6 senses long dsRNA in the cytoplasm
(Fig. 2G), a well-established feature for MDA5.
We then determined whether Nlrp6-mediated
signaling is also dependent on MDA5. siRNA
knockdown of Nlrp6 reduced Ifnb1 and Isg15
mRNA expression after polyIC stimulation in
Mda5−/− MEFs (fig. S15A), suggesting an MDA5-
independent antiviral role for Nlrp6. Similar re-
sults were noted with Rig-I−/− MEFs (fig. S15B).
Nlrp6-RNA binding was unchanged in Mda5−/−

or Rig-I−/− MEFs compared with WT (fig. S15C),
and there was no interaction between Nlrp6 and
MDA5 or RIG-I (fig. S15D). We next examined the
relative antiviral role for MDA5 in the intestine in
comparison with Nlrp6. The viral loads in both
Nrp6−/− andMda5−/− IECs were similar but were
much higher than those in WT mice (fig. S15E).
These results, in conjunctionwith theNlrp6,Dhx15,
and MDA5 expression data (fig. S1), suggest that
Dhx15-Nlrp6 constitutes the first line of anti-EMCV
defense in the intestinal epithelia, whereasMDA5
is dominant in myeloid cells.
Our results demonstrate that Nlrp6 controls

enteric virus infection in the intestine by interacting
with an RNA sensor, Dhx15, to trigger MAVS-
dependent antiviral responses. This inflammasome-
independent response provides a mechanism for
Nlrp6 to elicit pleotropic effects in the host and
demonstrates its importance against diverse classes
of microbes.
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Fig. 3. Nlrp6 regulates type I/III IFN and ISG expression in the intestine. (A to C) Mouse tissues were analyzed on
day 3 after intraperitoneal infection with EMCV. (A) qPCR analyses of selected ISG mRNA expression in IECs and whole
intestine. (B) Immunoblotting analyses of ISG protein abundance in whole intestine of cohoused mice. (Right) Relative ISG
abundance normalized to a housekeeping protein, Gapdh. (C) qPCR analyses of cellular EMCV loads and immune gene
expression in MEFs after EMCV infection (multiplicity of infection = 0.1). (D) Enzyme-linked immunosorbent assay of IFN-b
concentrations in the culturemediumofMEFs after EMCV infection and quantification of infectious viral particles in the culture
medium 16 hours after EMCV infection. (E) (Upper) The survival curves of WTand Nlrp6−/− mice treated with 0.9% saline
(mock) or 25 mg of recombinant mouse IFN-l2 4 hours before oral infection with EMCV. (Lower) qPCR analysis of EMCV loads
in thewhole blood cells 72 hours after infection.N=7 to 10mice per group. *P<0.05 (log-rank test). In (A) and (E), the data are normalized withmouse beta actin
and are presented as relative change over the mean of the results of WT [Mock-WT in (E)] mice. Each band/dot represents an animal.The horizontal lines in the
figures indicate the median of the results. *P < 0.05; **P < 0.01; ***P < 0.001 (nonparametric Mann-Whitney analysis). In (C) and (D), scale bars show mean +
SEM; n = 3 mice. *P < 0.05; **P < 0.01 (unpaired Students’ t test).The data are representative of at least two independent experiments.

Fig. 4. Nlrp6 is an
ISG. qPCR analyses
of the transcripts
of (A) Nlrp6 and
(B) Mda5 in WT,
Irf3/7−/−, and Ifnar−/−

MEFs treated with
EMCV, polyIC, recom-
binant IFN-a, or
TNF-a. The data are
expressed as percent-
age of a housekeeping
gene Hprt. Scale bars,
mean + SD. The data
are representative
of at least two
independent
experiments.
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MUCOSAL IMMUNITY

A gut-vascular barrier controls
the systemic dissemination
of bacteria
Ilaria Spadoni,1 Elena Zagato,1 Alice Bertocchi,1 Roberta Paolinelli,2 Edina Hot,1

Antonio Di Sabatino,3 Flavio Caprioli,4 Luca Bottiglieri,5 Amanda Oldani,2

Giuseppe Viale,5 Giuseppe Penna,1 Elisabetta Dejana,2,6,7 Maria Rescigno1,6*

In healthy individuals, the intestinal microbiota cannot access the liver, spleen, or other
peripheral tissues. Some pathogenic bacteria can reach these sites, however, and can
induce a systemic immune response. How such compartmentalization is achieved is
unknown. We identify a gut-vascular barrier (GVB) in mice and humans that controls the
translocation of antigens into the bloodstream and prohibits entry of the microbiota.
Salmonella typhimurium can penetrate the GVB in a manner dependent on its
pathogenicity island (Spi) 2–encoded type III secretion system and on decreased
b-catenin–dependent signaling in gut endothelial cells. The GVB is modified in celiac
disease patients with elevated serum transaminases, which indicates that GVB
dismantling may be responsible for liver damage in these patients. Understanding the
GVB may provide new insights into the regulation of the gut-liver axis.

U
pon ingestion, food antigens can access
the lymphatics to reach the mesenteric
lymph nodes (MLNs) (1) and the blood
stream (portal vein) to reach the liver (2).
In contrast, themicrobiota cannot access

the liver (3) and can reach the spleen only when
the MLNs are excised (4). This suggests that the
microbiota are actively excluded from the blood-

stream and that the MLNs provide a firewall
for the systemic dissemination of the microbiota
from the lymphatics (5).What determines antigen
access to the bloodstream is unknown.
We hypothesized the existence of a gut-

vascular barrier (GVB) that might control the
type of antigens that are translocated across
blood endothelial cells (ECs) to reach the portal
vein. To evaluate the presence of such a barrier,
we injected mice intravenously with fluorescein
isothiocyanate (FITC)–dextran of different mo-
lecular sizes and analyzed leakage of the dye
into the intestine. We observed that there is an
endothelial barrier that discriminates between
differently sized particles of the same nature.
FITC-dextran of 4 kD freely diffused through
the ECs, whereas FITC-dextran of 70 kD could
not (Fig. 1A; fig. S1, A and B; and movies S1 and
S2). However, after oral infection with Salmonella
enterica serovar Typhimurium, which dissemi-
nates systemically inmice (6), 70 kD dextran was

readily released from the bloodstream (Fig. 1A,
fig. S1, and movies S3 and S4). This was not due
to increased blood flow during infection, as 1-mm
microspheres were retained within the vessels
even after Salmonella infection (fig. S1, C and D,
and movies S5 and S6). These results suggest the
existence of a GVB that prevents the translocation
of molecules of around 70 kD and that can be
disrupted by Salmonella.
Endothelial barriers are characterized by the

presence of elaborate junctional complexes that
include tight junction (TJ) and adherens junction
(AJ), which strictly control paracellular trafficking
of solutes and fluids (7, 8). Other cell types, such
as pericytes or fibroblasts, can be found associ-
ated with the microvasculature and are involved
in themaintenance of the vascular barrier, where
they form a vascular unit (9). To study GVB char-
acteristics, we analyzed the composition of TJ and
AJ in gut ECs.We found that enteric ECs have TJ
formed by occludin, zonula occludens-1 ZO-1,
cingulin, and junctional adhesionmolecule-A JAM-A
(Fig. 1B and fig. S2) and AJ formed by vascular
endothelial cadherin (VE-cadherin) and b-catenin
(Fig. 1C and fig. S3). Claudin-5 was expressed
primarily in lymphatic endothelial TJ (fig. S4).
Claudin-12was associatedwith other cell types in
the lamina propria (fig. S2), which probably re-
flects a function in ion transport rather than in
sealing (10). Finally, we found that gut ECs were
surrounded by enteric glial cells expressing the
intermediate filament glial fibrillary acidic protein
(GFAP) and by pericytes expressing desmin (Fig.
1D and fig. S5). Thus, gut ECs are organized in a
gut-vascular unit and express TJ andAJ proteins.
We then analyzed the expression of plasma-

lemma vesicle–associated protein-1 (PV1) (11), a
marker of EC permeability (12, 13). We found
that gut blood ECs in the lamina propria (but not
in the submucosa) did not express PV1 (Fig. 2A).
We then hypothesized that PV1 expression could
be modulated upon Salmonella challenge, which
would reflect the increased vessel permeability.
We observed a peak of PV1 up-regulation onblood
but not lymphatic vessels in the jejunum and
ileum 6 hours after Salmonella infection (Fig. 2,
A and B). This correlated with Salmonella dis-
semination to the liver and spleen (Fig. 2C) and
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with liver damage (Fig. 2D). In the blood-brain
barrier (BBB), which is themost selective vascular
barrier, the down-regulation of PV1 duringmatu-
ration is paralleledby theup-regulationof claudin-3
(12) and claudin-5 (14). However, expression of
claudin-3 and -5 were only marginally detected
on vascular ECs, and claudin-3 was modified only
in epithelial cells upon infection (fig. S6).
To confirm increased barrier permeability, we

injected FITC-dextran in intestinal loops at dif-
ferent time points. We detected the dye in the
serum only if mice were infected with Salmonella
(fig. S7). The kinetics of FITC-dextran transloca-
tion into the bloodstreamwas different throughout
the intestinal tract. Maximal leakage was observed
in the duodenum and jejunum loops at 4 hours
and in the ileum at 24 hours after Salmonella in-
fection (fig. S7).
To distinguish between direct gut-liver dissem-

ination via the portal circulation and a systemic

dissemination through the lymphatics-thoracic
duct, we evaluated the presence of 70 kD FITC-
dextran in the liver and spleen after intestinal
injection. We found that 60 min after injection,
the dyewas detected in the liver but not the spleen
of mice previously infected with Salmonella (fig.
S8). We could not detect any dye in either tissue
at an earlier time point (20min), which suggests
that the dye reaches the liver before the spleen,
using the portal circulation, consistent with a re-
port showing that liver and spleen infections of
Salmonella originate fromadifferent pool of bacte-
rial colonies compared with those of Peyer's
patches (PP) and MLNs (15).
To assess whether the capacity to cross the

epithelial barrier would be sufficient for a bacte-
rium to reach the endothelial barrier and cross it,
we constructed a nonpathogenic strain of Esch-
erichia coli with the Yersinia enterocolitica Inv
protein (E. coli pInv), which enabled it to cross

the epithelial barrier and penetrate the different
segments of the gut (fig. S9). However, E. coli
pInv was unable to disseminate to the liver and
spleen (fig. S9), even if we administered 10 times
the dose used for Salmonella, which suggested that
the ability of Salmonella to disseminate system-
ically is not simply due to its capacity to cross the
epithelium and face the endothelial barrier but
rather results from an active process.
BBBmaturation is controlled by the activation

of the canonical Wnt/b-catenin signaling path-
way (12, 16). We hypothesized that this pathway
might be important also for GVBmaturation and
that Salmonellamight interfere with it. We gen-
erated primary lung ECs as we were unable to
culture primary enteric ECs (17) and confirmed
that they can be infected by Salmonella (fig. S10A).
We treated these cells with different Salmonella
mutants or with Wnt3a to stimulate b-catenin
activation (12). We found that Axin2 expression,

SCIENCE sciencemag.org 13 NOVEMBER 2015 • VOL 350 ISSUE 6262 831

Fig. 1. Characterization of the GVB. (A) Intestinal blood vessels per-
meability to 4 kD and 70 kD FITC-dextran was analyzed by intravital two-
photon microscopy in untreated or Salmonella-infected mice. Images were
acquired every 30 s for 10 min. Arrowheads indicate fluorophore extrava-
sation. Scale bar, 20 mm. Images are representative of three mice per group.
(B) Localization of indicated TJ proteins (green) on endothelial cells (CD31,
red) in the mouse intestine. Scale bars: (i and iv) 10 mm; (ii and iii) 20 mm.

(C) AJ proteins expression on intestinal vessels. Scale bars, 10 mm. (D) Con-
focal images of C57BL/6J mice intestine stained with CD31 (red) and GFAP
(green) (scale bar, 30 mm) or CD31 (gray), a-SMA (green), and desmin (red).
Scale bars: (right) 20 mm, (left) 10 mm. In each section, actin filaments or nuclei
were stained with phalloidin or 4′,6′-diamidino-2-phenylindole (DAPI) (blue),
respectively. For panels (B) to (D), images are representative of six different
mice.
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a b-catenin target gene (18), was reduced upon
wild-type (WT) Salmonella infection, even after
Wnt3a stimulation (Fig. 3A), which suggested
that Salmonella affects the GVB by inhibiting
canonical Wnt signaling. Salmonella is equipped
with type III secretion systems that are encoded
by the Salmonella pathogenicity island 1 and 2
(Spi1 and Spi2) (6).We found that the Salmonella
Spi2 mutant (DssaV) could not down-regulate
Axin2 expression (Fig. 3A), even though the levels
of Spi2-encoding genes were higher in ECs than
in epithelial cells (fig. S10B). Together, these re-
sults show that Salmonella infection interferes
with b-catenin activation in ECs via the Spi2.
We then asked whether Salmonella could still

disseminate if we induced b-catenin transcrip-

tional activation only in ECs in mice carrying an
inducible degradation-resistant b-catenin. Cre+

(with a degradation-resistant form of b-catenin
in ECs) and Cre– (control) mice contained equiva-
lent bacterial burdens in the different intestinal
tracts, MLNs, and PPs after infection (fig. S11A).
By contrast, in Cre+ mice, Salmonella lost the
ability to reach the liver or the spleen (Fig. 3B).
Moreover, we could not detect any PV1 up-
regulation at 2 or 6 hours and only a slight up-
regulation at 24 hours in Cre+mice (fig. S12). Gut
permeability measured by FITC-dextran leakage
was also affected in Cre+ Salmonella-infected
mice (fig. S13).We excluded that Cre+mice had an
impaired ability to initiate inflammationby testing
the production of several inflammatory mediators

including S100a9, Ccl2, Cxcl1, Il1b, and Il6 in
PPs after Salmonella infection (fig. S14). We also
ensured that liver dissemination of Salmonella
upon intravenous infection was similar in Cre+

and Cre– mice (fig. S15). Together, these results
indicate that Salmonella cannot penetrate the
GVB when we force b-catenin activation. It re-
mains to be established whether modulation of
b-catenin signaling is the target of Salmonella for
its dissemination in vivo.
We next assessedwhether the Salmonella Spi2

was responsible for conferring GVB-disrupting
properties to Salmonella in vivo. We challenged
the mice with DssaV Salmonella and analyzed
bacterial dissemination.We used 10 times asmany
DssaV bacterial cells to overcome their reduced
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Fig. 2. PV1 expression correlates with Salmonella systemic dissemi-
nation. (A) C57BL/6Jmice were orally infected or not with S. typhimurium
DaroA, and PV1 (red) expression was evaluated in small intestinal (SI)
blood vessels stained with CD34 (green). Cell nuclei were stained with
DAPI (blue). Scale bars, 50 mm. (B) Mean fluorescence intensity of PV1 was
measured to quantify the up-regulation of the protein in the intestinal
vessels. AU, arbitrary units. Statistical comparisons were based on one-
way analysis of variance (ANOVA). *P < 0.001. Each part of the SI was

compared with its nontreated counterpart; #,§P < 0.001 ileum (I) was
compared with duodenum (D) (#) or with jejunum (J) (§) at the same time
point. (C and D) S. typhimurium dissemination in PPs, MLNs, spleen, and
liver (C) and ALT in the serum (D) were evaluated at the indicated time
points after infection.Two independent experiments are shown, each data
point representing an individual mouse (n = 4 to 8). Error bars represent
SEM. Student’s unpaired t test was used to determine statistical signif-
icance. NT, not treated.
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ability to survive intracellularly. SalmonellaDssaV
entered the gut and reached the PPs but not the
liver or spleen (Fig. 3C). This correlated with the
inability to induce PV1 up-regulation in any of
the intestinal tracts (fig. S11, B and C). Hence,
Salmonella is capable of disseminating systemi-
cally through, presumably, the down-modulation
of b-catenin activation via a Spi2-mediated mech-
anism that leads to PV1 up-regulation.
Finally, we evaluated whether we could iden-

tify a GVB in the human intestine. We found that
human intestinal ECs were ensheathed by GFAP+

enteric glial cells and were in close proximity to
a-SMA+ and desmin+ pericytes (Fig. 4A). In addi-
tion, blood ECs displayed both AJ and TJ proteins
(fig. S16), and similarly to the mouse, claudin-5
was expressed primarily in lymphatic vessels (fig.
S16). We detected PV1 up-regulation both in the
ileum and in the colon upon apical infectionwith
Salmonella enterica serovar Typhi (fig. S17, A and
B). These results indicate that the human gut
also harbors a GVB and that it can be disrupted
by Salmonella infection.

To assess whether disruption of the GVB in
the human gut may lead to liver damage, we
analyzed the tissue of celiac disease patients
following a gluten-free diet and displaying in-
creased alanine transaminase (ALT) serum levels,
in whom no gut histopathology was observed
and other possible causes of liver damage were
excluded. Celiac disease patients with high ALT
displayed a higher expression of PV1 compared
with those with normal serum ALT (Fig. 4, B to
D). To address whether liver damage can disrupt
the GVB, we intravenously injected WT mice
with concanavalin A (Con A) to induce liver
inflammation. As expected, we found a strong
increase of serum transaminases (fig. S18A);
however, we could not detect any significant up-
regulation of intestinal PV1, which suggested
that GVB impairment is not secondary to liver
damage (fig. S18, B and C).
Our results demonstrate the existence of

a GVB with morphological and functional char-
acteristics similar to those of the BBB, par-
ticularly characteristic of pial vessels in the

subarachnoid space, which are prone to damage
during infection (19) but have some distinct
features. Although the BBB has a size exclu-
sion of 500 daltons, in the GVB, molecules as
large as 4 kD can easily diffuse. This is pro-
bably because the GVB must allow passage of
larger molecules for nutrient exploitation and
tolerance induction and may be due to differ-
ences in EC-TJ composition. Similarly to the
BBB, b-catenin signaling in the GVB inhibits
vascular permeability and bacterial penetra-
tion. Previous work is also consistent with a
role of Wnt/b-catenin signaling in controlling
the endothelial barrier, as the administration of
R-spondin3 during ischemia reperfusion of the
gut induced tightening of the endothelium and
reduced leakage (20).
Our data from celiac disease patients with ele-

vated serum transaminases, independently of
an epithelial barrier defect, indicate that endo-
thelial barrier modifications may be responsible
for liver damage and that endothelial and epi-
thelial barriers are independent entities.
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Fig. 3. Salmonella interferes with activation of the Wnt/b-catenin sig-
naling pathway via a Spi2-mediated mechanism. (A) Primary lung endo-
thelial cellswere infectedwithWTS. typhimurium, aSpi2mutant strain (DssaV),

or a Spi1 mutant strain (DinvA). Alternatively, cells were treated with recombinant Wnt3a as a positive control. The expression of Axin2 was assessed by quan-
titative reverse transcription polymerase chain reaction. Results are pooled from three independent experiments. Error bars represent SEM.Statistical significance
between untreated and treated samples was evaluated using one-way ANOVA. Error bars represent SEM. (B) b-Catenin gain-of-function mice (black symbols) or
b-cateninlox(ex3)/lox(ex3) control mice (gray symbols) were orally infected with S. typhimurium DaroA. Colony-forming units (CFUs) in PPs, MLNs, spleen, and liver
were determined at the indicated time points.Two independent experiments are pooled; each data point represents an individualmouse (n = 3 to 9). (C) Bacterial
counts in PPs, MLNs, liver, spleen, SI, and colon at the indicated time points after C57BL/6J mice infection with 1010 S. typhimurium DssaV. NT, not treated. Each
dot represents one mouse (n = 5 to 8). Error bars represent SEM. Statistical significance was evaluated by Student’s unpaired t test. *P < 0.05 **P < 0.01.
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Fig. 4. GVB is present in the human intestine and is dis-
rupted in patients with celiac disease. (A) Confocal images
and three-dimensional reconstruction of human healthy ileum
stained with CD31 (green) and GFAP (red). Tissue sections were
also stained for pericyte markers a-SMA (antibody against
smooth muscle actin) (left) and desmin (right). (B and C) Im-
munofluorescence of three representative duodenal biopsies
from celiac disease patients with high (B) or normal (C) levels of
ALTand aspartate transaminase (AST). PV1 (green) stainings are
shown. All sections are counterstained with DAPI (blue) to
visualize cell nuclei. Scale bars, 50 mm. (D) PV1 expression

quantified in 6 samples from celiac disease patients with high ALT and AST, 9 from patients with low ALT and AST, and 10 from healthy individuals. One-way
ANOVA and t test were used to determine statistical significance. *P < 0.05.
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It is appropriate and timely that Chinese scientist Youyou Tu was
awarded half of the 2015 Nobel Prize in Physiology or Medi-
cine in recognition of her pioneering work on the antimalarial
artemisinin, extracted from Artemisia annua, an ancient herbal
remedy used to treat fever. This third issue in the Art and Science
of Traditional Medicine series features another time-honored
herb, ginseng. Also discussed are the systems and network
pharmacology of TCM, pharmacognosy and regulation of tradi-
tional medicine in Europe, and how these best practices can be
applied globally, but particularly in Africa. Attention garnered by
the Nobel award hopefully will generate interest in traditional
medicines from other parts of the world, including the Middle
East, the Indian sub-continent, and the Americas.
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A ccording
to ancient Chinese
medical literature
and Korean history,
ginseng has been
used since around

2000 BCE. It has been regarded
as a very precious medicinal
plant, on par with poppy, aloe,
and garlic, the use of which
goes back to the same period
in other parts of the world. It
is not surprising that the name
Panax—meaning “all healing”
in Greek—has been applied to
this plant, because it has been
used to treat various diseases
from ancient times, and is also
recognized, especially in Asian
countries, as a health supplement
that can increase energy and
instill a sense of well-being. To
date, fourteen species belonging
to the Panax genus have been
identiEed, and three species
are widely circulated on the
global market: Panax ginseng
C.A. Meyer, cultivated mainly in
Korea and northeastern China;
Panax quinquefolius L. (American
ginseng), grown mainly in the
Canadian provinces of Ontario
and British Columbia and the
American state of Wisconsin; and
Panax notoginseng Burkill, found
in southern China (1).

History and use
P. ginseng is likely to have originated in Manchuria (now the

northeast part of China) and in the ancient Three Kingdoms
of Korea (2). The Erst description of ginseng in the history of
traditional Chinese medicine appeared in the pre-Han era
(BCE 33–48), over 2,000 years ago. In 1713, the Royal Society
published a letter from Father Jartoux, a Jesuit missionary in
China, containing a description of ginseng’s botany, habitat,
and medicinal uses (3). P. quinquefolius was discovered by
American settlers in the mid-1700’s in New England. This plant

had long been used by the Native Americans, who valued the
root for its curative powers and life-enhancing capabilities.
Ginseng has purported use for the treatment of cancer, diabe-
tes, and cardiovascular dysfunctions, as well as for cognitive
enhancement with an apparently low rate of adverse effects.
In combination with other materia medica, P. ginseng and P.
notoginseng have been used in complex Chinese formulations
for treating angina pectoris (4, 5).

1Department of Pharmacology, University of Cambridge, Cambridge, United Kingdom
2School of Biological Sciences, University of Hong Kong, Hong Kong, China
3Davad Mowafaghian Centre for Brain Health, University of British Columbia, Vancouver,
Canada
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Ginseng: A panacea linking East Asia
and North America?

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

Authors:

Ran Joo Choi1,

Alice S. T. Wong2,

William Jia3,

Il-Moo Chang4,

Ricky N. S. Wong5,

Tai-Ping Fan1*,

Yeong Shik Kim6*

FIGURE 1. Schematic representation of genomic and nongenomic actions by ginsenosides.

Ginsenosides can act through genomic effects by binding to steroid hormone receptors,

such as androgen receptors (AR), estrogen receptors (ER), and glucocorticoid receptors

(GR), to modulate gene expression. On the other hand, nongenomic activities, such as

phosphoinositide 3-kinase/Akt (PI3K/Akt), adenosine monophosphate-activated protein

kinases (AMPKs), and endothelial nitric oxide synthases (eNOS) that occur outside the

nucleus can also be involved in the mechanisms of action (MOAs) of ginsenosides.

Ginsenosides are also implicated in ion channel regulation that includes the nicotinic

acetylcholine receptor that results in sodium ion (Na+) infux and the GABA
A
/glycine receptor

that conducts chloride (Cl–) ions. In addition, ginsenosides can be a regulator of microRNAs

(miRNAs) that modulate angiogenesis, apoptosis, cell proliferation, and differentiation.
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Processing, chemistry, and metabolism
Most ginseng in today’s market is cultivated in the Eeld for

4 to 6 years. Ginseng is classiEed into three types, depending
on how it is processed after harvest: fresh ginseng (can
be consumed in its fresh state), white ginseng (dried after
peeling), and red ginseng, which requires special preparation
skills, such as steaming and drying under speciEc conditions.
Technology for the long-term storage of red ginseng was
developed by pioneers in ginseng manufacture, securing
the foundation for this form of the root. The process of
steaming stabilizes the ginseng with regard to metabolism,
and transforms the secondary metabolites into less polar
phytosteroids that are thought to be both more active in the
body and safer.

The active ingredients in ginseng include ginsenosides and
polysaccharides. Ginsenosides belong to the saponin family
and are divided into 20(S)-panaxadiols and 20(S)-panaxatriols,
depending on the dammarane skeleton and the number of
hydroxyl groups that can be substituted with other groups
(1). The biological activities of these phytosteroids have been
studied intensively with regard to their structure-activity rela-
tionships. Asian ginseng typically contains six types of ginsen-
osides: panaxadiols (Rb

1
, Rb

2
, Rc, and Rd) and panaxtriols (Re

and Rg
1
). In contrast, American ginseng contains high levels of

Rb
1
, Rd, and Re (6, 7).
Ginsenosides are extensively metabolized in the

gastrointestinal tract after oral administration (8), with sugar

moieties being removed to
generate the aglycones, 20(S)-
protopanaxadiol (aPPD), and
20(S)-protopanaxatriol (aPPT),
and the partially deglycosylated
ginsenosides. Since most native
ginsenosides are either poorly
absorbed in the intestines or
are quickly metabolized by
deglycosylation, oxidation,
and esteriEcation in the
intestine or the liver, they
could be regarded as “pro-
drugs.” Thus, understanding
the pharmacokinetics and
pharmacodynamics of native
ginsenosides and their
metabolites is critical for their
clinical application.

Standardization
Currently, there are many

ginseng products on the
market and the quality control
of these commodities is of
paramount importance. Quality
control of ginseng extracts and
Enished products is usually
based on the determination of
speciEc bioactive ginsenosides.
Although the international stan-
dard ISO 17217-1:2014 speci-
Ees minimum requirements and
test methods for ginseng seeds
and seedlings (9), ginseng

extract should also be standardized such that each batch
contains an acceptable concentration range of active ingredi-
ents to guarantee quality and efEcacy from product to product.
Distinguishing between P. ginseng and P. quinquefolius, which
have similar chemical and physical properties but seemingly
different pharmacological activities, is a challenge. Recently,
all known ginsenosides were identiEed by metabolomics us-
ing high-performance chromatography/mass spectrometry
analysis, and this large data set was statistically analyzed. In a
targeted analysis, ginsenoside Rf was conErmed as a chemical
marker present in processed P. ginseng, but not in processed
P. quinquefolius (10).

Diverse pharmacological activities

via multiple mechanisms

Given the structural similarity between ginsenosides
and steroid hormones, we hypothesized that ginsenosides
function as receptor agonists, partial agonists, or antagonists
depending on the microenvironment. As shown in Figure 1,
ginsenosides act by binding to steroid hormone receptors,
such as androgen, estrogen, and glucocorticoid receptors,
to modulate gene expression (11–14). We have previously
reported that the dominance of Rg

1
leads to angiogenesis,

whereas Rb
1
exerts an opposing effect (15) through activation

of glucocorticoid (16) and estrogen (17) receptors. In addition
to their classic genomic effects, ginsenosides can also function
through transcription-independent, nongenomic activation

FIGURE 2. Metabolism of ginseng. Ginsenosides can be converted into their metabolites

that may contribute the majority of bioactivities by regulating the transportation and

metabolism of crucial substances in the human body. Metabolism mainly occurs in the

intestine and the liver by adenosine triphosphate (ATP)-binding cassette transporters (ABC

transporters), cytochrome P450 enzymes (CYPs), and others.
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of signaling cascades, such as phosphoinositide 3-kinase/
Akt, adenosine monophosphate-activated protein kinase,
and calcium signaling that occurs outside the nucleus (18–23)
(Figure 1). Ginsenosides are also implicated in ion channel
regulation, including voltage-dependent and ligand-gated
ion channels, for the control of cardiovascular function
and hypertension (24–26). Recent developments have also
revealed ginsenosides to be an important regulator of
microRNAs (miRNAs) (27–30). Moreover, messenger RNA-like,
noncoding RNAs were identifed in ginseng, suggesting that
it might exert a regulatory role through miRNAs and small
interfering RNAs (siRNAs) (31). Whether these small RNAs
could affect our body function awaits further investigation (32).
A number of studies have demonstrated that ginsenosides,
and especially their metabolites, interact with cytochrome
P450 enzymes (CYPs) and adenosine triphosphate (ATP)-
binding cassette transporters (ABC transporters, including
breast cancer resistance protein, BCRP) (33–36). Given the
fundamental roles of ABC transporters and CYPs in the
absorption, transportation, and metabolism of nutrients,
hormones, and environmental toxins, it is plausible that
ginseng may exert its wide-ranging biological effects and
health beneCts by modulating the transportation and
metabolism of vital substances in the human body (Figure 2).
Intriguingly, aPPD and aPPT are BCRP inhibitors and therefore
potential chemosensitizers (37). Ginseng root also contains
acidic polysaccharides that appear to play important roles in
immune modulation (38). In addition, ginseng polysaccharides
have shown antifatigue (39, 40) and antidiabetic (41) effects.
However, although numerous studies have been done in vitro
and in vivo, very few clinical studies exist.

Challenges and opportunities
Despite playing an important role as a health supplement

and medicine in East Asia for millennia, the clinical efCcacy
of ginseng remains to be established through stringent
evidence-based validation. The synthesis of ginsenosides,
including the backbone and its glycosylated derivatives,
is extremely challenging. This bottleneck limits the
development of ginsenosides as drug candidates. Thus,
developing novel techniques for enriching bioactive
components in ginseng should be a top priority. For
example, selective transformation of ginsenosides by
speciCc intestinal microbes may provide a new opportunity
for drug discovery. It is also an exciting prospect to obtain
the full genome sequence of ginseng root as a precursor to
manipulating the biosynthesis of speciCc ginsenosides and
realizing a “ginsenoside factory” (42–44). A high-throughput,
multidisciplinary approach should be developed to bring
new insights into the molecular actions of ginsenosides and
how the multiple, distinct signaling networks that it impacts
are interconnected. Finally, more robust clinical trials should
be designed and implemented. Only good clinical outcomes
can instill faith in patients and the general public with regard
to products derived from this time-honored treatment.
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For centuries, pharmacognosy has been in-
strumental in developing both conventional and
herbal medicines in Europe. Isolated phytochemicals

from natural sources have been the source for new pharma-
ceutical drugs and provided template chemical structures
for drug discovery. In recent years, natural products have
played a role in the development of approximately 50% of
approved new chemical entities (1). Moreover, the majority of
new small-molecule drugs of natural origin are derived from
terrestrial microbes, with others coming from higher plants,
marine organisms, and terrestrial animals (2). Juxtaposed with
natural product drug discovery is the development of herbal
medicines. These mixtures encompass medicinal plants that
may contain diverse and biologically active phytochemicals;
however, the active constituents of many herbal medicines are
unknown and evidence for efCcacy is often limited. Therefore,
a major challenge for such medicines is quality control and
standardization. In the European Union (EU), movements to
harmonize the legislation surrounding traditional herbal medi-
cines have aimed to improve their safety and quality. However,
there are limitations and, in some respects, herbal medicines
are still less well-regulated compared to conventional medi-
cines. Although the use of herbal medicines in the United
Kingdom (UK) is popular, detailed knowledge of their phar-
macological and clinical effects is often lacking, as are data
on their pharmacokinetic and pharmacodynamic properties.
While EU legislation now provides standards for the quality
and safety of many herbal medicines, research to establish
the “science” behind their use is not progressing at the same
pace. Moreover, pharmacovigilance reporting practices could
be improved to assist practitioners in gaining a better under-
standing of appropriate uses and safety.

Herbal medicine use in the UK

Although herbal medicines are relatively popular (used
by 35% of the population in the UK), there is a general lack
of understanding about what herbal medicines are (or are
not); however, there is a broad perception amongst the
public that they are safe because they are “natural” (3). The
EU Directive (2004/24/EC) on Traditional Herbal Medicinal
Products (HMPs) introduced regulatory standards for herbal
medicines in April 2004. The directive requires EU member
states to implement regulatory arrangements for HMPs
that can be used without medical supervision and that have
evidence for traditional use (4). In response to this directive,
the UK’s Medicines and Healthcare products Regulatory
Agency (MHRA) launched the Traditional Herbal Medicines
Registration Scheme in 2005. Following a transition period to

allow HMP manufacturers time to comply with the directive’s
requirements, all such products intended for sale in the UK
require either a full marketing authorization or a traditional
herbal registration (THR). These regulations mean that THR
HMPs that are intended for minor conditions and are suitable
for self-diagnosis must meet the required standards for
quality and safety [with respect to European Pharmacopoeia
(EP) monographs and community herbal monographs
that are evaluated by the Committee on Herbal Medicinal
Products]. THR HMPs are required to have been used
medicinally for at least 30 years (prior to THR application),
with at least 15 years of use relating to the EU.

While these regulations have made advances in improving
the safety and quality of registered HMPs, several issues
still need to be addressed for the use of herbal medicines.
Evidence for “traditional use” currently takes the place of
hard scientiCc data from pharmacological tests and clinical
trials. Therefore, evidence for efCcacy, the scientiCc or
pharmacological basis to explain the reputed activity, and
knowledge of the active constituents and their mechanisms
of action are limited for many herbal medicines. There are
relatively few robust clinical trials assessing efCcacy for
the majority of herbal medicines. Clinical evaluation and
comparability are major issues for trials that investigate
inadequately authenticated or standardized herbal
medicines not subject to THR standards. Furthermore,
Regulation 3 of The Human Medicines Regulations 2012,
commonly referred to as the “herbalist exemption,” permits
unlicensed herbal remedies to be prepared and supplied
by an herbal practitioner to meet the needs of an individual
patient following a one-to-one consultation. Although this
practice enables herbal practitioners to meet the needs of
patients by supplying tailored herbal medicines, a current
regulatory loophole allows anyone to practice herbal
medicine, regardless of their qualiCcations or experience.
This clearly has implications for public health, from receiving
an appropriate diagnosis and treatment to dealing with the
safety and quality issues of the remedies that may occur with
unlicensed herbal medicines.

Herbal medicines used in the UK include traditional
European medicines such as sage (Salvia offcinalis L.),
described in a16th-century herbal by Gerard, who says it
is “singularly good for the head and brain and quickenethe
the nerves and memory,” and by Culpeper 50 years later,
who states that sage “also heals the memory, warming and
quickening the senses” (5). There are limited clinical trial data
to suggest that S. offcinalis extracts can improve cognitive
function for healthy subjects and patients with dementia (5).
Although traditionally used to aid memory, S. offcinalis HMPs
are unlikely to gain THR status for cognitive disorders such as
dementia, because THR HMPs must comply with permitted
indications, which entail conditions that are suitable for
self-medication without the need for medical supervision.
However, S. offcinalis THR HMPs are available in the UK to
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relieve some conditions that do not normally require medical
intervention, which include menopausal and cold symptoms
(based on traditional use). In addition to traditional European
herbal medicine, other practices of traditional herbal
medicine from a variety of cultures are increasingly being
used in the UK, including traditional Chinese medicine (TCM)
and those from Ayurvedic, African, and South American
traditions. Some of these are supplied under the herbalist
exemption and not controlled by THR regulations.

In 1864, the frst edition of the British Pharmacopoeia
(BP) was introduced, containing the offcial monographs for
medicines in the UK. This collection of standards comprised
the required characteristics and tests for numerous herbal
medicines, including potentially toxic plants such as
aconite, Digitalis, and belladonna, as well as other naturally
derived remedies, such as purifed ox bile and leeches (6).
Over the last 150 years, the development of conventional
pharmaceutical drugs has increased considerably, while
the use of herbal medicines in conventional “Western”
medicine has declined. This trend is reSected in the current
BP, with fewer herbal medicine monographs included than
pharmaceutical drug monographs (7). However, with the
introduction of THR and HMP quality standard requirements,
the number of monographs for herbal medicines is
now increasing once again in the BP and European
Pharmacopoeia. Moreover, a higher number of species
monographs are included, reSecting the incorporation of
different practices into UK medicine, such as TCM (e.g., Salvia
miltiorrhiza Bunge root and rhizome) and Ayurvedic medicine
(e.g.,Withania somnifera (L.) Dunal root) (7).

Future directions

The introduction of the EU Directive (2004/24/EC) and THR
scheme in the UK have enabled progress on the safety and
quality control issues of many HMPs; however, the impact of
these regulations on safeguarding public health remains to be
determined. To evaluate these issues, thorough monitoring
of adverse responses to HMPs, either due to intrinsic (i.e.,
effects inherent in the plant itself) or extrinsic (i.e., effects
resulting from quality control issues such as adulteration or
substitution of the intended species) are essential. In general,
there is an underreporting (via pharmacovigilance schemes)
of adverse drug reactions (ADRs) by health care professionals
(HPCs) (8) as well as much variation between HCPs in the
reporting of ADRs (9). The importance of this type of reporting
is exemplifed by St. John’s wort (Hypericum perforatum L.). In
this case, ADR reporting through pharmacovigilance schemes
led to the identiJcation of several clinically important drug
interactions and potential safety issues (10). To promote
herbal medicines’ safe use, we recommend that HCPs improve
their knowledge of such remedies and encourage them to
report any ADRs and herb-drug interactions. Moreover, the
preparation and supply of unlicensed herbal medicines as
permitted under the herbalist exemption should also be
further scrutinized to improve the regulation of this practice
and address potential quality and safety issues, while
maintaining access to trained herbal medicine practitioners,
which many patients value.

Finally, the issue of efJcacy needs to be addressed far
more robustly for many herbal medicines. More research
is needed to identify the active constituent(s) and their
modes of action, and to determine their polyvalent nature,

while understanding more about their pharmacokinetic and
pharmacodynamic properties (similar to the process for
conventional pharmaceuticals). It is essential to authenticate
and standardize HMPs in order to deJne their safety, quality,
and efJcacy standards and to enable clinical trial data to be
based on phytochemically characterized HMPs containing
standardized levels of active constituents. Meanwhile, the
fact that plants are incredible synthetic chemists and have
already provided numerous lead chemical structures (e.g.,
paclitaxel and docetaxel) for the development of conventional
pharmaceutical drugs, which may not have been discovered
via synthetic compound libraries, should not be ignored.
Plants have an important role in the future of medicine
and, whether they are used as herbal medicines or in drug
discovery programs, it is essential that they are cultivated from
sustainable sources and that their medicinal products are
designed to meet the appropriate standards for quality and
public health safety.
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Medicinal plants have been used in Eu-
rope since ancient times. A variety of traditions for using herbal
preparations have developed throughout the current mem-
ber states of the European Union (EU), with a diverse set of
regulations developing throughout the 20th century. Recently
however, common legislation for the regulation of medicinal
products in the EU has emerged (1, 2). Providing a complete
set of data to satisfy EU regulatory requirements for bringing
herbal medicines to market has proven challenging because
many products have had a long history of different traditional
uses in the different states. A new legislative approach was
therefore developed in 2004 to harmonize the assessment of
and access to traditional herbal medicinal products (3). The
new legislation worked to combine scientiJc evaluation with
the large database of accumulated evidence collected over
many years of herbal medicine use.

Legal provisions for herbal medicine in the EU
The approval of medicinal products in the EU is linked to

the assessment of quality, safety, and efJcacy by a regula-
tory authority. Basic deJnitions for herbal substances, herbal
preparations, herbal medicinal products, and traditional herbal
medicinal products have been provided in Community Direc-
tive 2001/83/EC, as amended by Directive 2004/24/EC (1, 2).
The legislation also describes the details of the documentation
requirements for market access for the three main catego-
ries of herbal medicines: (1) marketing authorization for new
herbal medicinal products based on a full set of new efJcacy
and safety data; (2) marketing authorization for herbal medici-
nal products based on well-established use documented in
published literature (including clinical trials); and (3) registra-
tion for traditional herbal medicinal products, for which efJcacy
is based on plausibility and long-standing use.

In order to harmonize scientiJc evaluation in the EU, the
Committee on Herbal Medicinal Products (HMPC) was estab-
lished at the European Medicines Agency (EMA) in London
in 2004 (3, 4). This scientiJc committee is composed of 28
members with one scientiJc expert from each member state.
Five co-opted members represent special Jelds of expertise:
pediatrics, general medicine, pharmacology, clinical phar-
macology, and toxicology. The core task of the HMPC is to
standardize herbal medicinal products and traditional herbal
medicine products in the EU by developing monographs and
list entries for herbal substances and their preparation. The es-
tablishment of monographs and other regulatory documents is
a fully transparent process starting with a public “call for data.”

A rapporteur is nominated by the HMPC and is responsible for
the evaluation of information provided from the public call for
data, the results of a systematic literature research in the public
domain, and market overviews provided by the member
states. A draft monograph is established while the scientiJc ev-
idence is evaluated and documented in an assessment report.
ScientiJc discussions in the Working Party on European Union
Monographs and List Entries (MLWP) and HMPC contribute to
revision of both documents, which are published for com-
ments together with a list of references. When a monograph
is Jnally adopted by the HMPC, the entire set of documents,
including an overview on the comments from the public con-
sultation, is made available on the EMA’s website. Since 2013,
the agendas and minutes of the plenary meetings of the HMPC
have also been published, and any interested party, applicant,
or citizen can access the work of the HMPC (5).

Developing standards for herbal medicines
When creating monographs for herbal medicines in the

EU, all of the available data is scientiJcally evaluated to create
a uniJed view of the safety and efJcacy of herbal substances
and their preparations. Monographs may include two varia-
tions: well-established use and/or traditional use.

Well-established use is based on approval of a product for
medicinal use in the EU market for at least 10 years. EfJcacy
must be proven by at least one published successful clini-
cal trial together with published data that meet the further
requirements for efJcacy and safety.

For traditional herbal medicinal product registration,
evidence for safety and efJcacy are derived from the long-
standing use of a traditional medicinal product. The criteria
for a product’s acceptance includes demonstrating its use as
an herbal medicine for 30 years with at least 15 years of such
use in the EU. Additional safety data may be requested by a
national regulatory authority when deemed necessary. This
approach to approving traditional herbal medicines is only ap-
propriate for products that are very safe. Therefore, this avenue
is restricted to products that are administered orally, externally,
or by inhalation and that treat minor complaints. Ailments that
require a medical prescription, diagnosis, or supervision by a
medical doctor are excluded and traditional herbal medicines
must comply with provisions for over-the-counter medicines.

The application of monograph standards
Within the last 10 years, the HMPC has released approxi-

mately 130 monographs (for examples, see Table 1), 12 list en-
tries, 13 public statements, and about 40 guidance documents
(5). Only 25 monographs have been approved based on
well-established use. Public statements have been developed
when a monograph could not be drafted for reasons such as
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a lack of data or substance-specifc
concerns. The guidance documents
address a broad set of issues related
to quality, safety, and effcacy to sup-
port further harmonization among
the member states.

The inventory of herbal substanc-
es that the monographs are intended
to represent currently has about 180
entries. Creating such support for the
safe and effective use of traditional
herbal medicinal products in the
EU is the primary goal of the HMPC.
The committee conducts a review of
the monographs every 1ve years in
order to provide a sustainable and
reliable system that represents the
current state of scienti1c knowledge.
More than 1,300 traditional herbal medicinal products have
been registered by the national regulatory authorities of the EU
member states. The registrations were granted for individual
applications that took the standards laid down in the legisla-
tion and described by the monographs into account. These
registered traditional herbal medicinal products cover a broad
spectrum of conditions, including coughs and cold, mood and
sleep disorders, gastrointestinal disorders, urinary tract/gyne-
cology disorders, and pain and inHammation. Approximately
one-third of the approved products are composed of multiple
herbal preparations.

Globalization of traditional medicines

The ongoing globalization of traditional medicines has
brought with it a broad diversity of regulatory systems in dif-
ferent countries and regions. For example, there is a lack of in-
ternationally accepted de1nitions and standard requirements
for quality, safety, and ef1cacy. Different concepts have been
established to consider the particular characteristics of tradi-
tional medicines. Thus, companies face immense obstacles
when trying to gain access to different markets for their herbal
medicines. An international dialogue about scienti1c and regu-
latory issues is necessary to develop reasonable and adequate
requirements. Such a conversation should also address topics
such as translating indications into another cultural context or
therapeutic environment (e. g., an additional diet or a parallel
physical treatment), using material of a nonherbal origin, and
classifying herbal products.

The European legislation was primarily designed to deal with
traditional herbal medicinal products with a well-known origin
in Europe. However, the existence of therapeutic systems and
products from traditional Chinese medicine (TCM) or Ayurvedic
medicine within Europe has prompted the HMPC to address is-
sues related to non-European traditional medicines (6). A docu-
ment was released in the spring of 2014 that explained the
European regulatory framework and the options and limitations
for traditional products originating from non-European regions
(7). In addition, the HMPC has started a pilot project to create
monographs for the herbal substances used in Asian traditional
medicines, such as TCM and Ayurvedic medicine.

Conclusions

Harmonizing the process for evaluating and authorizing
traditional herbal medicines in the 28 member states of the EU

Substance TU WEU

Harpagophyti radix

Hyperici herba

Pelargonii radix

Valerianae radix

Passiflorae herba

Ginseng radix

Ginkgo folium

TABLE 1. Selected examples of Committee on

Herbal Medicinal Products (HMPC) monographs

for herbal substances. TU, traditional use; WEU,

well-established use.

is an ongoing process. The legislation
and practices over the last decade
have demonstrated that it is possible
to standardize the scienti1c and regu-
latory evaluation of traditional medi-
cines. By considering their individual
characteristics and long-standing
uses, traditional medicines have been
made available to citizens in a more
regulated environment. HMPC mono-
graphs and monographs related to
the quality of herbs from the European
Pharmacopeia form the basis of the
regulation standards (8). Admittedly,
there are still challenging issues in the
EU surrounding speci1c topics such
as assigning well-established uses
and classifying certain products. The

EU’s legislation is not speci1c regarding how to distinguish be-
tween (herbal) medicinal products, food supplements, medical
devices, and cosmetics. On the global level, there is a need to
discuss different legal frameworks and to develop harmonized
solutions, which should take into account the speci1c indica-
tions for traditional medicines; the availability of marketed
products with adequate quality, safety, and ef1cacy; and the
means to provide reliable information to consumers and
health care experts for the use of herbal medicinal products.
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Traditional African medicine
(TAM) is characterized by a belief in
the supernatural as a cause of illness,
divination as a diagnostic tool, and the
ritualized use of a wide variety of plant-
and animal-derived agents in its treatment
(1). These are usually purchased from local
markets (Figures 1A and 1B) and remain
the primary source of health care for 80%
of both rural and urban populations (2).
In its strategy for 2014–2023, the World

Health Organization (WHO) encourages the development
and modernization of TAM as an integral part of emerging
health care systems (3). However, some of the more exotic
practices in TAM, which include the use of animal parts,
especially in the vodun (voodoo) religion in West Africa,
generate lurid headlines in the press and reduce the scienti1c
credibility of TAM. Herbs may be used as part of a regimen
in which physical characteristics (aroma, shape, color) and
attendant rituals (incantation, song) are more important than
pharmacological effects. However, effective strategies for
using TAM herbal knowledge are available, as exempli1ed
by a study on antimalarial plants used by traditional healers
in Nigeria (4). The demand for medicinal plants in Africa is
increasing dramatically due to population growth, resulting
in the risk of extinction of certain species and an increasing
likelihood of falsi1cation of herbal materials. National
policies need to be developed to protect both patients
and endangered species (3) while protecting traditional
knowledge and conservation policies (5).

TAM as a source of therapeutic agents
It is necessary to understand how individual plants are used

in TAM in order to provide a context for exploration. Even
though they have been the source of new drugs, poisonous
species are rarely used for healing, since it is not possible to
accurately control the dose. Physostigma venenosum, the Cal-
abar bean, produces the alkaloid physostigmine (eserine), and
its derivative rivastigmine, used to treat Alzheimer’s disease. It
has no traditional medical use and was in fact administered as
an ordeal poison in Nigeria to those accused of witchcraft (1).
From an estimated African biodiversity of ~45,000 plant spe-
cies, only 5,000 have documented medicinal use (6). The list of
drugs provided by the African Hora (Table 1) is short compared
with those from other traditional medical systems, suggesting
an unrivaled opportunity for the discovery of new drugs. Eth-
nobotanically directed approaches are more successful than
random selection, as demonstrated in studies using South

Traditional African medicine: From ancestral
knowledge to a modern integrated future

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

Properties Plant species Constituents and
therapeutics

Anticancer Catharanthus
roseus (L.) G. Don
(Apocynaceae);

Vincristine, vinblas-
tine, and others,
to treat leukemias,
Hodgkin’s lymphoma

Combretum
caffrum (Eckl. &
Zeyh.) Kuntze
(Combretaceae)

Combretastatins —
possible anti-angio-
genic; induces apop-
tosis in proliferating
endothelial cells

α
2
adrenergic

antagonist
Pausinystalia
johimbe (K.Schum.)
Pierre ex Beille
(Rubiaceae)

Yohimbine, to treat
erectile dysfunction
and hypotension

Cholinesterase
inhibitor

Physostigma
venenosum Balf.
(Fabaceae)

Physostigmine
derivatives, to treat
myasthenia gravis
(neostigmine) and
Alzheimer’s disease
(rivastigmine)

Antihypertensive/
antipsychotic

Rauvolfa vomitoria

Afzel.
(Apocynaceae)

Reserpine‡ ,
occasionally used
clinically to treat
hypertension and
experimentally
to deplete
catecholamines

Anti-HIV Sutherlandia
frutescens (L.)
R. Br. (Fabaceae)

Antiretroviral effects
under investigation

Cardiotonic Strophanthus gratus
(Wall. & Hook.) Baill.
(Apocynaceae)

Ouabain (formerly
for heart failure),
used experimentally
to block Na-K-ATPase

Hallucinogenic Tabernanthe iboga
Baill.
(Apocynaceae)

Ibogaine, possible
treatment for
narcotic addiction

TABLE 1. Discoveries based on African medicinal plants.Authors:
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‡Reserpine had, however, been isolated 2 years earlier from Rauvolfa

serpentina (L.) Benth. ex Kurz, found in India.
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African Cape fora (7) and African plants that contain effec-
tive antihyperglycaemic agents (8).

Parasitic infections are a major cause of death in Africa,
and TAM herbs are widely used to treat them. However,
like many diseases in developing countries, these diseases
remain underresearched as they do not promise a good
commercial return on investment. Nevertheless, new lead
antiprotozoal compounds have emerged from herbs used
in TAM to treat malaria, and include cowaxanthone (from
Garcinia cowa), which has comparable antiplasmodial
activity to pyrimethamine (9), and cryptolepine (from
Cryptolepis sanguinolenta) (10). Clinical trials of Nauclea
pobeguinii extracts have also shown promising results in
the treatment of malaria (11). There are still no vaccines for
leishmaniasis, and the toxicity of antimony- and pentamidine-

FIGURE 1B. A traditional

medicine stall in Lubumbashi,

Democratic Republic of the

Congo. Key: (1) Pterocarpus

angolensis D.C. Stem

(hemorrhoids, nappy/diaper

rash), (2) Solanum incanum L.

fruits (gonorrhea and hernia),

(3) Shell from Lualaba River

(welding fontanel), (4) Tortoise

shell (burns treatment), (5)

Albizia adianthifolia stem bark

(aphrodisiac and perianal swelling

treatment), (6) Diplorhynchus

condylocarpon (Müll.Arg.) Pichon

stem (abdominal pain, wound

healing), (7) Cassia sieberiana

D.C. roots (hemorrhoids, skin

irritation), (8)Mucuna poggei

Taub seeds (nappy/diaper rash;

analgesic in pelvic pain).

FIGURE 1A. A traditional

medicine stall in Madagascar.

Key: (1) Eucalyptus citriodora

leaves (respiratory antiseptic),

(2) Aloe vahombe leaves

(immunostimulant), (3)

Cedrelopsis grevei bark (tonic,

aphrodisiac), (4) Zea maïs

(silk) (diuretic), (5) Aphloia

theiformis leaves (antipyretic),

(6) Combretum albiforum seeds

(deworming), (7) Curcuma

longa rhizome powder (against

jaundice), (8) Raventsara

aromatica bark (respiratory

antiseptic, antibiotic), (9)Mollugo

nudicaulis leaves (antitussive),

(10) Tallow molded into balls.

based drugs means that interest in plant-derived leads for
potential antileishmanial drugs remains high. These include
chelerythrine derivatives (from Garcinia lucida), gibbilimbol B
(Piper malacophyllum), warifteine (Cissampelos sympodialis),
and favonoids from Baccharis retusa and Kalanchoe
pinnata (12). African trypanosomiasis (sleeping sickness)
is usually fatal if left untreated, butMomordica balsamina,
Securidaca longipedunculata, andQuassia africana have
yielded compounds with potent activity (13). Medicinal
plants also contain compounds with activities unrelated to
traditional use, which must be borne in mind and may also
be exploited. Indeed the antileukemia Vinca alkaloids were
discovered serendipitously when the Madagascar periwinkle
Catharanthus roseus was being investigated for its anti-
diabetic properties.

A

B
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The alarming incidence of bacterial multidrug resistance
to antibiotics requires an urgent search for new antibacteri-
als. The expression of virulence factors in many pathogens
requires the full activation of quorum sensing (QS) processes:
cell-to-cell bacterial communication mechanisms that detect
critical cell numbers by producing and recognizing diffusible
signal molecules termed “autoinducers.” The compounds
coordinate the expression and regulation of virulence fac-
tors, bioflm formation, and motility. QS presents a promis-
ing series of targets to antagonize virulence in pathogens
and/or disturb bioflm formation. For example, catechin and
naringenin inhibited the production of virulence factors in
Pseudomonas aeruginosa PAO1, a consequence of reduced
expression of QS- (lasB and rhlA) and QS-regulatory (lasI,
lasR, rhlI and rhlR) genes (14, 15). Recently, the Malagasy
species Dalbergia trichocarpa, traditionally used to treat
diarrhea and laryngitis, was shown to inhibit a wide variety of
virulence factors in P. aeruginosa PAO1; its constituent cou-
marate esters interfere with the QS system’s rhl and las gene
expression (16). Extracts of Kigelia africana, used topically on
wounds and abscesses, have been shown to interfere with
the response of bacteria to autoinducers, and to modulate
their synthesis in Chromobacterium violaceum and Agrobac-
terium tumefaciens (17).

Conclusions

TAM currently supports the medical needs of millions of
Africans. Based on experience gained from other traditional
medicine systems, its modernization and integration with

conventional medicine may offer a
new and holistic view of health care,
contributing to better universal health
coverage in Africa, as advocated by
the World Health Organization. This
remains quite a challenge, as depicted
in Figure 2, despite the rich source of
new active compounds to be found in
African fora. This fora is ripe for explo-
ration, as long as traditional medical
uses and methods of administration are
interpreted with caution, and the rights
of local people and the environment
are respected.
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The metaphor of
the “butterfy effect”—in
which the proverbial
butterfy’s fapping wings

contribute to a tornado across the
other side of the globe—is based
in chaos theory and encapsulates
the concept that a small change at
one place in a complex system can
have large effects elsewhere (1).
Such an effect could be construed as
contributing to the unique nature of
Chinese herbal medicines (CHMs),
whereby several speciCc variables
that initially may have minor effects
can have a signiCcant downstream
impact on the quality, potency, and
therapeutic efCcacy of the Cnal
product (2). Two of these factors are
the pharmaceutical practices of paozhi
processing of herbal drugs and the
formation of hot-water decoctions
from single or multiple herbal drugs
(formulae) based on ancient tradition.
These two factors act on the chemical
composition and biological activity
of the resulting tang decoction that is
Cnally consumed (3, 4).

The art of paozhi
According to traditional Chinese medicine (TCM) theory,

paozhi processing transforms raw herbal drugs into “decoc-
tion pieces,” thus instilling them with the desired properties
for their medical application, including improved favor and
detoxiCcation or alteration of their therapeutic efCcacy. Paozhi
encompasses techniques such as cutting, crushing, calcin-
ing, or frying with or without liquid adjuvants such as vinegar
or honey (3). A prominent example is the highly toxic crude
root of Aconitum carmichaelii (Fuzi) which, after detoxiCcation
by paozhi processing, is incorporated into numerous TCM
formulae used to treat joint pain and rheumatic disease (5, 6).
Also, different kinds of decoction pieces can be derived from
the same raw material by processing in different ways. For ex-
ample, the Chinese pharmacopeia describes four different de-
coction pieces that may be derived from raw rhizomes of the
species Coptis (7). These pieces, from the same source, have
distinct activity and different sites of action within the human

body (Figure 1). Despite its long tradition, it is only recently
that the effects of paozhi have been systematically studied. The
current understanding is that paozhi processing can alter the
qualitative and quantitative chemical composition of herbal
materials and can thus impact the Cnal pharmacological or
toxicological properties of the decoction pieces (3).

Chinese herbal decoctions

TCM formulae are typically composed of two or more
processed herbal drugs that are jointly decocted. Traditional
decoctions (tang) are prepared by repeated boiling of decoc-
tion pieces in water for 1 or more hours. The method may also
require soaking in cold water before heating, or the introduc-
tion of single herbal components later in the process. The
composition of the tang decoction can be changed by simple
actions such as an initial soaking in cold water, which initiates
innate enzymatic activity resulting in the alteration of chemical
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Traditional Chinese herbal medicine preparation:
Invoking the butterfly effect

FIGURE 1. According to TCM theory, paozhi processing yields decoction pieces with

variable therapeutic properties (3, 7).

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.
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composition, as demonstrated by the formula of Fuzi Xiexin
Tang (FXT) (8). In addition, studies of the simple two-herb
formula Danggui Buxue Tang (DBT), composed of Astragalus
membranaceus root and Angelica sinensis root, demonstrate
how multiple parameters like decoction time, initial tempera-
ture, paozhi processing, or the ratio of the two herbal ingredi-
ents may impact the chemical composition and activity of the
resulting tang decoction (Figure 2) (4, 9–11). In particular, in the
examples of DBT and FXT, as well as other studies, the practice
of joint decoction of herbal materials itself was found to affect
the properties of the Cnal product. With DBT, joint decoction
showed a signiCcantly improved cardioprotective effect on
isolated rat hearts (12) and osteoblast differentiation (13) when
compared to a mixture of individually prepared decoctions of
Angelica and Astragalus roots. SigniCcantly, the concentrations
of some of DBT’s phytochemicals were found to be increased
by 10% to 4,900% in the same studies due to coextraction.
It was concluded that the observed synergism results from
physicochemical interactions between the chemical constitu-
ents of both herbal ingredients. Such interactions have been
observed in several studies with other formulae (see 8, 14–16).

Physicochemical interactions
Physicochemical interactions may affect the solubility of

phytochemicals in simpler environments than a Chinese
tang decoction. It has been observed that ubiquitous herbal
constituents like sugars, amino acids, or small organic acids
can function singly or in combination as natural deep eutectic
solvents, which are able to dissolve phytochemicals and bio-
logical macromolecules up to 460,000-fold better than water
(17). The solubility of phytochemicals in water itself can also be
affected by the presence of other small organic molecules, as
exempliCed by hypericine from St. John’s wort, the solubility
of which increases 120-fold in the presence of tannins (18). In
contrast, a reduction in the solubility of different toxic alkaloids

was observed in the presence of rhubarb root, a process be-
lieved to be linked to the formation of insoluble sediments (8).

An exciting new Cnding is that traditional paozhi process-
ing techniques may also augment a decoction’s therapeutic
efCcacy based on physicochemical interactions. Preparing DBT
with Angelica sinensis root that has been processed with rice
wine according to the traditional protocol not only resulted in
modiCed concentrations of Angelica phytochemicals, but also
signiCcantly increased the concentrations of the observed As-
tragalus phytochemicals; the qualitative phytochemical chang-
es were accompanied by an increase in estrogenic and osteo-
genic activity (19). Some of these physicochemical interactions
have been recently modeled using ferulic acid, a constituent
of Angelica sinensis. The acid increased the concentrations of
Astragalus phytochemicals and displayed a dose-dependent
effect on the estrogenic and osteogenic activity of a decoction
from Astragalus roots, but only when added before the decoc-
tion process. Ferulic acid alone was completely inactive in
these models (20). This example demonstrates that such com-
plex physicochemical interactions may account for synergistic
effects on the biological activity of CHMs and thus contribute
to other possible synergisms that may occur due to pharmaco-
kinetic or pharmacodynamic effects (14).

Conclusions
Modern scientiCc study of TCM is leading to an increased

understanding of the complex interactions occurring between
herbal components during the processing and extraction of
these medicines. The examples given here indicate that the
evolution of these ancient processes over millennia may actu-
ally have improved the therapeutic efCcacy and safety of the
resulting tang decoctions. The increased knowledge of these
relationships provides support for the proper use of traditional
procedures in the preparation of CHMs.

As discussed above, subtle changes in the complex produc-
tion chain of CHMs can infuence
the composition and efCcacy of tang
decoctions through speciCc interac-
tions between their constituents. The
extent of such interactions may be
infuenced by a single detail like the
paozhi impact on one ingredient,
thus invoking a butterfy effect.

Unlike the proverbial butterfy,
however, the application of modern
scientiCc methodologies allows the
source of the disruption to be traced
by correlating the chemical proCle
(metabolome) of the herbal prepara-
tion with its bioactivity. This approach
can also effectively aid the identiCca-
tion of chemical features that indi-
rectly infuence an herbal medicine’s
therapeutic efCcacy (21). Knowledge
about the role of particular herbal
ingredients or phytochemicals within
a CHM is a prerequisite for the devel-
opment of meaningful quality control
assays, and thus a requirement for
the international registration of TCM
products. Without fully understand-
ing the subtle contributing factors,

FIGURE 2. Selection of factors affecting the chemical composition of a tang decoction.
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modernization of TCM could negatively impact the unique
properties and therapeutic activity of these medicines. Modern
technologies and international collaborations will provide an
excellent platform to fully explore and elucidate the complex
interactions in herbal medicines in the future and thus aid the

development of modernized CHMs that maintain the thera-
peutic properties of their ancestors.
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The human body functions as a dynamic
ecosystem consisting of innumerable interact-
ing systems, creating emerging properties
and synergetic effects and extending beyond
the physical barriers of the human organism,
encompassing interactions with the environ-
ment. Understanding the human organism in
its full complexity requires consideration of
its different levels of organization (Figure 1,
left) (1).

Medical questions regarding how a disease develops and
how to prevent and intervene are amenable to a system-
oriented paradigm in which interventions include multitarget
pharmacological strategies that can incuence processes across
systems (2, 3).

Although Western medicine has provided a very success-
ful disease management system based on intervention at a
single target, further improvements will rely heavily on new
diagnostic tools to differentiate between disease subtypes and
individual biological patterns.

Recognition of the uniqueness of each human entails dif-
ferentiation at higher levels of organization, which requires
a systems approach and expanded diagnostic insights (4). A
better understanding of the biology and the incuence of multi-
target approaches on regulatory pathways could provide new
perspectives for system-level interventions (5). Understanding
system resilience to a multitude of environmental stressors
will shed light on personalized health and prevention options
within a biopsychosocial context.

In medical plant research, isolates of single components are
primarily used, which does not reveal the synergetic proper-
ties and full impact of the natural product. This was elegantly
demonstrated in studies of Berberis fremontii (Frémont’s
mahonia), which showed that the antimicrobial effects of the
bioactive compound berberine were enhanced >100-fold
when combined with an inactive component, 5’-methoxyhyd-
nocarpin, isolated from the same plant (6). Reverse pharma-
cology, wherein a traditional preparation is taken as a starting
point, holds promise for studying the synergetic nature of
herbal medicine (5), especially when combined with subtyping
based on modern 'omics technologies. Combining phenome-
nological descriptions of a system from TCM with experimental
data can provide a top-down guide that includes a wealth of
information and may even facilitate novel insights.

Bridging the seen and
the unseen: A systems
pharmacology view of
herbal medicine

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.
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DXXK as an example
An example of the application of a systems pharmacology

perspective in multitarget pharmacology research can be
illustrated by Diao Xin Xue Kang (DXXK), the irst traditional
Chinese herbal medical product registered in Europe and pro-
duced in China according to the European Traditional Herbal
Medicinal Products legislation. DXXK is an extract of rhizomes
from Dioscorea nipponicaMankino, a plant from the Diosco-
reaceae (yam) family. Over 300 papers have been published
on the extract’s pharmacology, safety, and mechanisms of ac-
tion, and DXXK has been subjected to phase 1, 2, and 3 clinical
trials with an estimated 16,000 patients enrolled (7). The main
focus in these studies has been its use in the treatment of
myocardial dysfunction, an indication included in the TCM
description of the plant.

To obtain a systems view of the biochemical and
functional effects of DXXK, pharmacological studies have
examined various biochemical pathways, ranging from
molecular to organ-level assessments. Analysis of DXXK’s

phytopharmacological constituents revealed that its bioactivity
could be attributed to a group of steroidal saponins, namely
dioscin, diosgenin, prosapogenin A, and prosapogenin C
(8–12). Saponins incuence oxidative stress (12, 13), which
is a major risk factor for vascular endothelial cell apoptosis,
a process that is implicated strongly in the pathogenesis of
cardiovascular disorders (14, 15). Steroidal saponins also
exhibit vasodilator and protective effects on human vascular
endothelial cells (16, 17). Clinical studies have shown that
these saponins have protective effects against hyperlipidemia,
including inhibition of platelet aggregation and reductions in
cholesterol and triglyceride levels (18–20).

Studies at the cellular level have revealed that DXXK affects
the renin-angiotensin-aldosterone system in a manner that is
consistent with its antihypertensive effects (21). At the organ
level, the phytoestrogen diosgenin, which is also found in
DXXK, acts as a vasodilator and modulates vascular smooth
muscle function by regulating cell viability, migration, and cal-
cium homeostasis (22, 23). Recent studies have revealed that
the signiicant anti-incammatory effect may be attributed to
its inhibitory effect on the NF-κB/COX-2 pathway and relevant
incammatory mediators including prostaglandin 2, nitric oxide,
tumor necrosis factor α, interleukin (IL) 1β and IL-6 (24).

In TCM, DXXK is used to treat a variety of conditions,
including myocardial dysfunction, atherosclerosis, hyperten-
sion, migraine, and muscle spasms. From aWestern perspec-
tive, these disparate applications suggest that there may be
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shared regulatory pathways related to these conditions. In a
more general sense, TCM offers attractive ways to generate a
systems view on interdisease relationships owing to its unique
knowledge of symptom patterns, which can be translated into
Western concepts.

However, some important and intrinsic characteristics
underlying the complexity of the TCM concepts can be lost
in translation. Elucidating this missing information can build
a bridge between Western and Chinese medicine, providing
insights into large-scale organization (Figure 1, left). In par-
ticular, symptom relationships can help to bridge Chinese and
Western perspectives on disease states (Figure 1, right) and
can point to associations among regulatory pathways, a likely
level at which major synergetic effects can be uncovered.

Where East meets West
Closer examination of points of interconnectedness be-

tween Chinese disease subtypes and Western pharmacology
suggests that key elements in DXXK bioactivity involve the
musculature. This is consistent with DXXK’s ability to induce
relaxation of vascular muscles (25–28) and reduce stress-re-
lated tension in intestinal, cardiac, and skeletal muscles (the
latter involving the neck), as well as to reduce muscle spasms
in the lower back and legs (29). Interestingly, Leino-Arjas et
al. demonstrated a relationship between cardiovascular risk
factors such as atherosclerosis and lower back pain (30).

A dynamic systems view of the effects of DXXK on
cardiovascular disease progression is illustrated schematically
in Figure 2. A healthy system can respond to and exchange
information with its environment effciently. Stressors can
move a resilient system into a temporary state of allostasis.
Systems should return to homeostasis when the offending
stressors have been alleviated. The development of an
allostatic load leads to the loss of ability to cope with stressors
within the boundaries of a healthy condition (31), resulting in
a stable angina. Eventually, the system may fall into a state in

which it is unable to return to normal stasis conditions, even
after direct stressors have been alleviated. That is, a person
may develop unstable angina and even cardiac infarction
(Figure 2, left). Clinical observations and phase 3 clinical
study fndings suggest that DXXK may prevent the system
from progressing toward the diseased state (Figure 2, right)
(32). The multitude of pharmacological effects related to the
relaxation of vascular muscles observed with administration
of DXXK can be explained by a putative systems-level
organization change wherein an underlining dysfunctional
regulatory process may be infuenced. If so, then DXXK may
be achieving an improvement in the muscle function at a
higher system level, resulting in reduction of vascular tension
and, thereby, increases in the oxygen fow to active tissues.
The effect of DXXK on muscles relates directly to DXXK’s
TCM symptom treatment pattern, namely muscle cramps
in the neck, lower back, and legs as well as dysfunction of
cardiac muscle. Moreover, this association is consistent with
known manifestations of stress in the musculature, such as
lower back pain (33) and heart attacks (34). The physical
manifestations of chronic stress highlight an important aspect
of integrating physiological and psychological determinants
in both the diagnosis and intervention, a key perspective in
psychoneuroendocrinology (35–37).

Future perspectives
Looking to the future, further studies are needed to obtain a

more detailed accounting of system level actions, particularly
with respect to the dynamics of higher organization systems
and elucidation of biochemical variations among different
clinical subgroups. Furthermore, enhancing our knowledge
of biological rhythmicity and dynamics will be important for
attaining a fuller understanding of systems biology in medicine
(38, 39). Indeed, the notion of dynamic system rhythms being
refected in the manifestation of symptoms over time is key in
TCM. The TCM view of dynamics resonates with the classical

FIGURE 2. Conceptual depiction of the preventive effect of Diao Xin Xue Kang (DXXK) on the progression from a healthy to a diseased

condition over time. The graph on the left illustrates a loss of resilience and the allostatic response. The graph on the right illustrates

how intervention with DXXK can bring the system back to a healthy, resilient state, reducing the long-term infuence of stressors.
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idea of Panta rhei, or “everything fows,” credited to the Greek
philosopher Heraclitus. Major knowledge gaps remain in
our understanding of how psychological and environmental
factors infuence health and in our discernment of higher
system-level organization (40). A systems pharmacology
approach that connects TCM symptom descriptions with
biochemical pathway knowledge has the potential to bridge
these gaps.
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Hypothesis-driven screening
of Chinese herbs for
compounds that promote
neuroprotection

Protection against the loss of
neurons or the retardation of disease
progression is the major challenge for
the treatment of neurodegenerative dis-
orders like Alzheimer’s disease (AD) and

Parkinson’s disease (PD). Current established drug therapies
treat mainly symptoms, leading to cognitive enhancement in
AD or improved movement in PD. However, neuronal repair
or prevention of further degeneration has not been convinc-
ingly demonstrated in humans (1). Common mechanisms of
neuronal damage include, among others: oxidative stress,
mitochondrial dysfunction, autophagy dysfunction, excito-
toxicity, protein aggregation, and genetic defects (1–3). Prac-
tically all drugs for AD that were neuroprotective in both in
vitro and in vivo preclinical models failed in large clinical tri-
als. Due to this failure, the therapeutic potential of traditional
Chinese medicine (TCM) has recently received increased
attention. Multiple herbs have been tested in cell cultures
or animal models. However, in a situation similar to that of
synthetic drugs, the evidence of neuroprotection in clinical
studies is still unsatisfactory, most likely due to the fact that
the paradigm of treatment with a single chemical entity is not
easily applicable to the complexity of TCM prescriptions (4).

The screening modality bottleneck
In recent decades the search for novel plant-derived

drugs has relied on hypothesis-free, high-throughput
screening (HTS) using metabolomic, proteomic, and
genomic methodologies (5). The professed goal has been
to identify isolated single-target small molecular chemicals
based on compound libraries. However, even the largest
plant compound libraries represent only a small fraction
of possible chemical diversity of natural products (6).
Further, in vitro HTS hits often lack effcacy in vivo (7). One
instructive example is Huperzine A, an alkaloid isolated from
Huperzia serrata, which showed multiple beneOcial effects in
preclinical models, but failed in a phase 2 clinical study for
AD (8). Research that primarily focuses on monocompounds
isolated from plants carries a high risk that the observed
effects will not be transferable from in vitro or animal models
to clinical practice.

Neurodegeneration is a complex process involving mul-
tiple pathophysiological mechanisms; therefore it seems only
rational to apply a multitargeted approach to a multifactorial

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

Authors:

Thomas Friedemann1,

Min Li2†,

Jian Fei3†,

Udo Schumacher4,

Juxian Song2,

Sven Schröder1*



Produced by the Science/AAAS Custom Publishing Ofce

S70

Produced by the Science/AAAS Custom Publishing Ofce

disease. Accordingly, multicomponent medicines may prove
to be more potent by virtue of multiple bioactive compo-
nents (9).

TCM herbal mixtures have long been used to treat AD and
PD. Examples include modifed Huanglian-Jiedu-Tang (10)
and Fu-Zhi-San (11) for AD and Jia-Wei-Liu-Jun-Zi-Tang (12) or
San-Huang-Xie-Xin-Tang (13) for PD.
Even if controlled clinical trials show
effcacy, elucidating the mechanisms of
action is an onerous challenge due to
the complex chemical composition of
herbal extracts.

Hypothesis-driven screening

The philosophy and practice of
physiology and pathology vary sig-
nifcantly between TCM and Western
medicine in that similar pathophysi-
ological features are often described
using different terminologies. There-
fore, the application of traditional
clinical knowledge to the Western
system requires an interdisciplinary
and intercultural validation process to
identify effective herbal candidates
and develop the optimal experimental
design.

Cell and animal models used to
validate drug candidates from classical
screening processes can mimic
human pathophysiology to a limited
extent. By contrast, the candidate
herbs from a bedside-to-bench-to-
bedside approach have already been
tested successfully in humans. This
latter, hypothesis-driven approach (as
opposed to the hit-and-miss high-
throughput approach) reduces the risk
of running into cost-intensive dead
ends due to ineffcacy or unexpected
side effects discovered during clinical
trials. The process begins when
candidate herbs are systematically
reviewed in the scientifc and medical
literature for their in vitro, in vivo, and
clinical actions, and discussed by an
interdisciplinary panel of experts. A
substantiated working hypothesis is
then established by analyzing and
integrating the traditional medicinal
usage and current scientifc data of

individual herbs and their known bioactive compounds.
Based on this knowledge, one can carefully select in vivo and
in vitro models for the primary screening and effcacy assay
steps. After initial screening, transcriptomic, proteomic,
and metabolomic analysis can be performed to further
substantiate mode-of-action hypotheses (14).
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FIGURE 1.Workfow of hypothesis-driven screening with examples from authors’

research.MPTP, 1-methyl-4-phenyl-1,2,3,6-tetrahydropyridine; CC, Coptis chinensis.
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These hypothesis-based screenings should be followed
by mechanistic studies to identify the mode of action of the
drug as a prerequisite for the preparation of clinical trials.
Figure 1 represents a hypothesis-driven screening process
for the evidence-based evaluation of a TCM product. The aim
is not to @nd just one single compound for a single pathway,
but rather to apply the procedure to combinations of herbs
or substances, thus enabling the discovery of additive and
synergistic effects, refecting the current practice of TCM.
Substantial optimization of this process is still required,
but it provides a potentially valuable alternative to current,
suboptimal classical screening methods.

Test case: Finding herbs for PD
Following careful consideration, the traditional formula

Jia-Wei-Liu-Jun-Zi-Tang was chosen to test our hypothesis-
based screening methodology. It has previously been shown
to improve symptomatology and communication ability in PD
patients (12). We screened a series of extracts and com-
pounds from this formula and identi@ed several autophagy
enhancers with neuroprotective effects (15–17). Two repre-
sentative compounds isolated from Uncaria rhynchophylla
(Miq.) Jacks (Gouteng), corynoxine (Cory) and corynoxine
B (Cory B), were found to promote the degradation of
α-synuclein (the main component of Lewy body @brils) and
protect dopaminergic neurons by enhancing autophagy in
cell culture and Drosophilamodels of PD. Cory enhances
autophagy by inhibiting the mechanistic target of rapamy-
cin (mTOR) pathway, while Cory B elicits that same effect
by targeting HMGB1-Beclin 1 interaction (18) and restores
autophagy inhibited by α-synuclein (15). These two active
compounds may exert synergistic effects, accounting for the
neuroprotective activity. Proteomic/metabolomic analysis
and animal studies are ongoing to clarify the molecular
mechanisms of action and potential preclinical ef@cacy.

In a second study, hypothesis-driven screening guided
us to Coptis chinensis Franch. (CC) and coptisine (Cop, a
component of CC), both of which showed neuroprotective
effects against oxidative stress-induced cytotoxicity (19).
However, a crude extract of CC was more effective than
Cop alone (20). Subsequently, we extended our research
to in vitro and in vivo models for PD, using 1-methyl-
4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) in mouse
experiments to create a subchronic PD model, and its
active metabolite 1-methyl-4-phenylpyridinium (MPP+) in
cell experiments. Furthermore, we found that CC and Cop
protected cells from MPP+-induced cytotoxicity and CC also
protected MPTP-treated mice from movement disorders
and loss of dopaminergic cells in the substantia nigra. Our
data suggested that the neuroprotective effect of CC or
Cop might at least in part be caused by transcriptional
regulation (18). Microarray analyses of the transcriptome of
CC-treated cells revealed only two differentially regulated
genes, MTND1 and TXNIP, which could possibly explain the
neuroprotective effect (19, 20).

It is apparent from our work that combining single
compounds or herbs, which act via different modes, has
the potential to generate additive or synergistic effects.
Comparing the ef@cacy of the crude herb, its active
compounds, and traditional mixtures using the herb as an
ingredient, may help us to better understand the scienti@c
principles behind herbal compositions. Validation of this

promising approach will not be an easy path, and can only
be achieved through the concerned efforts of a collaborative
network of scientists and medical professionals.

Conclusions
TCM herbal mixtures have been used successfully for mil-

lennia, but their mode of action remains poorly understood.
Nevertheless, they may have an enormous potential due to
their multitarget mode of action for treating multifactorial
complex diseases, including AD and PD, for which satisfactory
conventional treatments do not exist. The classical screening
approach using shotgun methods has not been as successful
as hoped, despite considerable cost and effort. The develop-
ment of hypothesis-driven screening methods is therefore
essential and should result in valuable outcomes.
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Mapping ancient remedies: Applying a network
approach to traditional Chinese medicine

Over the thousands of years that traditional med-
icine has been practiced, a wealth of clinical experience and
a large number of herbal formulae have been accumulated to
support the practice of traditional Chinese medicine (TCM).
It is challenging to assess TCM therapies that are mechanisti-
cally unclear, in particular because many ingredients in an
herbal formula may exert their effects on the body through
low affnity binding to multiple different targets. This is at odds
with the current “one target, one drug” approach most often
associated with Western therapies, which is committed to the
pursuit of drugs that bind to a single target with high affnity
and specifcity. At the same time that the single target-based,
high-throughput screening assays that are the hallmark of
reductionist research are being questioned due to high failure
rates (1), network pharmacology is evolving as a systematic
paradigm for drug discovery and development (2, 3). Network
pharmacology adopts a network approach to represent and
analyze the complex biological systems underlying diseases
and drug actions. It thus aids in drug discovery, drug design,
and drug development, sharing a holistic perspective that
is characteristic of TCM (2–5). Today, the integration of TCM
and network pharmacology (TCM-NP) provides an innovative
research perspective for proponents of both reductionist and
holistic medicine.

Treating a network as a therapeutic target
TCM-NP highlights a “network target, multicomponent

therapeutics” approach (6). The core principle of a network
target is to construct a biological network that can be used
to decipher complex diseases. The network is then used as
the therapeutic target, to which multicomponent remedies,
such as herbal formulae, are applied (5, 6). Here, a network-
based model incorporating an “effect-on” and “effect-off”
switch can be proposed as a means to understand how herbal
medicine might work. For the model to be “on,” multiple
ingredients (or a single ingredient as a special case) in an
herb or herbal formula should induce additive or synergistic
effects on a set of interacting targets within a given network,
such that the fnal outcome reaches a threshold to produce a
measureable pharmacological result by network propagation
and integration in both space (spatial extension) and time
(temporal duration) (Figure 1A). In this way, multiple low-
affnity actions can achieve a signifcant effect. By contrast, in
the “off” scenario, herbal ingredients that exert opposite or
antagonistic actions on a target network (Figure 1B), or only
weakly affect decentralized targets in a network (Figure 1C),
may not produce effects that reach the measureable threshold.
This model can help to explain why the actual effcacy of

herbal ingredients can be greater than the sum of the effects
of individual ingredients (7, 8). For example, a recent study
demonstrated that the classic Liu-Wei-Di-Huang formula can
exert diverse therapeutic actions on metabolic and immune
disorders by regulating a set of networked targets through
different groups of bioactive ingredients (9).

According to the proposed effect-switch model, an optimal
combination of herbal ingredients from herbal formulae can
be considered worth pursuing if it satisfes the criteria for a
network-based effect switch: turning on desirable effects and
turning off undesirable effects (including side effects and
toxicity).

TCM-NP methodologies
Through the development of computational and

experimental methods, TCM-NP aims to map both disease
genes (including gene products) and herb targets in a
network, and provide information on bioactive compounds,
synergistic combinations, mechanisms of action, and modern
indications for herbal formulae by measuring the network
association (e.g., modularity, connectivity, feedback, and
dynamics) between disease genes and herb targets (Figure
2A). Representing complex biological systems as networks
provides a foundation for the exchange of scientifc and
clinical data between modern and traditional forms of
medicine. Now, 'omics technologies, knowledge databases,
and bioinformatics are providing more actionable data and
increasingly sophisticated analysis tools, thus accelerating
the understanding of biological networks, a situation that
will undoubtedly speed TCM-NP progress. For example,
by exploiting the available data pool, a computational
method, drugCIPHER, has been developed to predict an
herbal compound’s target profle by integrating chemical,
target, and network information from current FDA-approved
drugs (10). A sibling method, CIPHER, also performed well
in predicting disease genes (11). In recent years, the use of
systems biology and bioinformatics technologies in TCM has
been growing rapidly, as has the generation of TCM-NP data
and our understanding of multilayer networks. Through this
work, associations have been elucidated between herbs,
compounds, molecules, microbes, phenotypes, and diseases
and/or TCM syndromes, generating fresh insights into
holistic traditional medicine.

Not only does network pharmacology refect the holistic
properties of herbal medicine, but the rich trove of data on
the use of TCM as herbal combinations can assist in refning
the network. Considering that we still have much to learn
regarding biological systems and drug action/interactions,
the feld of network pharmacology can undoubtedly
beneft by combining top-down and bottom-up strategies.
Since certain herbal formulae have been shown to be
clinically effective, the inclusion of this empirical knowledge
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FIGURE 1. An effect-switch model based on

the network target can be used to understand

the actions of herbal ingredients and how

their activity can be modulated.

factor PU.1; CDKN1B, cyclin-dependent kinase inhibitor 1B; CEBPB, cytidine-cytidine-adenosine-adenosine-thymidine (CCAAT)/

enhancer binding protein, beta; CEBPE, CCAAT/enhancer binding protein, epsilon; RARB, retinoic acid receptor, beta; AQP9,

aquaporin 9 (15).

FIGURE 2. (A) Schematic

of traditional Chinese

medicine-network

pharmacology (TCM-

NP) methodology. (B) A

representation of a Cold/

Hot Syndrome molecular

network (12). (C) Part

of the Realgar-Indigo

naturalis components

targeted network.

PML, promyelocytic

leukemia; RARA, retinoic

acid receptor, alpha;

RB, retinoblastoma;

MYC, v-myc avian

myelocytomatosis viral

oncogene homolog;

CDK2, cyclin-dependent

kinase 2; SPI1, a gene

encoding transcription

of multicomponent therapeutics may permit exciting
advancements in network pharmacology.

Application of TCM-NP in traditional medicine
TCM-NP promises to help elucidate the complex molecular

mechanisms underlying the actions of traditional therapies as

well as explore new indications for their use. Herbal formu-
lae are traditionally used to treat so-called TCM syndromes
(Zheng). Most medicinal herbs can be categorized as cold,
cool, warm, or hot, based on their composition and nature.
One of the earliest TCM-NP studies showed that Cold and Hot
Syndromes are closely associated with a number of networked

O Node: a biological entity

(e.g., molecule, pathway,

biological process)

-—— Edge: a physical or functional

interaction
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Drug discovery in traditional
Chinese medicine: From
herbal fufang to
combinatory drugs

Today, drug discovery is a critical issue
in the pharmaceutical industry. Although
global spending on drug discovery and
development has risen sharply in the last
decade, the approval rate for new drugs
is declining. This situation is mainly due to
drug failure caused by lack of effcacy and/
or safety. One important reason for this is
that common single-drug therapeutics are

rarely able to fully address the complex nature of most human
diseases (1). Producing combinatory drugs—combinations of
multiple drugs against multiple disease targets—is an appropri-
ate approach to address this issue (2).

Traditional Chinese medicine (TCM), a medical system
based on natural products, has been widely used in East
Asia for thousands of years to provide treatments and cures
for disease. The long history and extensive documentation
of TCM clinical practices have accumulated a considerable
number of fufang (herbal compound prescriptions) that exhibit
in vivo effcacy and safety, and provide a unique resource for
combinatory drug discovery.

TCM: Synergy of multiple ingredients
The documented history of TCM dates back more than four

thousand years to the times of Shennong (Yan Emperor), while
mature TCM theory was established during the Song dynasty
(960–1279 CE). TCM theory is based on a holistic, intercon-
nected view of the world. The patient is considered as a system
in which the normal balance of Yin/Yang has been disrupted.

The 9rst step in the TCM diagnosis process is to determine
the particular Zheng (pattern or syndrome) afPicting the pa-
tient (3). In our studies, we analyzed the molecular networks of
Han Zheng (cold pattern) and Re Zheng (heat pattern) in rheu-
matoid arthritis patients. The results indicated that Han Zheng
is related to the Toll-like receptor signaling pathway, while Re
Zheng impacts the calcium and peroxisome proliferator-acti-
vated receptor signaling pathways (4). Characteristic molecular
signatures for each Zheng were also identi9ed (5).

Based on the particular Zheng and characteristics of the
patient, a suitable fufang was chosen for treatment. Fufang
were formulated based on the TCM principle of Jun-Chen-
Zuo-Shi, with Jun (literally “emperor”) being the principal
ingredient that targets the primary causes and symptoms of

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

neuroendocrine-immune molecules, indicating a metabolism-
immune imbalance.Meanwhile certain so-called cold herbs
can target hub nodes in the Hot Syndrome molecular network,
and vice versa, to restore the corresponding network balance
(12) (Figure 2B). It was further found that active compounds
in a cold herbal formula,Qing-Luo-Yin, could synergistically
suppress the cytokine and vascular endothelial growth factor
pathways in a hot network to treat disorders involving inPam-
mation and angiogenesis (13).

Moreover, TCM-NP may provide a network-based interpreta-
tion for the Jun-Chen-Zuo-Shi (emperor-minister-assistant-cou-
rier) theory of combining herbal formulae. A disease molecular
network could accordingly be divided into Jun-Chen-Zuo-Shi
target modules to aid in the determination of the optimal
combination therapy (14). For instance, in a Realgar-Indigo
naturalis formula, tetraarsenic tetrasul9de as a Jun can target
the promyelocytic leukemia (PML)-retinoic acid receptor alpha
(RARA), a fusion protein involved in acute PML. Indirubin and
tanshinone IIA can act as Chen and Zuo, respectively, by target-
ing the network immediately adjacent to, and interacting with,
PML-RARA, while the Shi targets the membrane channel trans-
porter, aquaporin-9, to aid arsenic transportation (15) (Figure
2C; the target interactions are extracted by using the Search
Tool for the Retrieval of Interacting Genes/Proteins, http://
string-db.org/). Additional TCM-NP case studies have recently
been published (16).

Clearly, the merging of TCM and network pharmacology
is in its early stages. A more in-depth analysis of TCM-NP will
require more powerful computational or experimental method-
ologies and technologies, together with more comprehensive
TCM data. Although the task is challenging, there is much
optimism for the future, particularly with the arrival of the big
data and precision medicine era. Moving forward, TCM-NP
promises to be an innovative way to explore the application
and ef9cacy of TCM, and can contribute to narrowing the gap
between Eastern andWestern medical practices.
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the disease, Chen (“minister”) targeting the underlying causes
of the disease and potential protective mechanisms, Zuo (“as-
sistant”) helping the Jun and Chen ingredients to achieve their
optimal curative effects by counteracting any potential adverse
side effects and by treating any secondary symptoms of the
disease, and 9nally, Shi (“courier”) ensuring that all ingredients
are properly absorbed and delivered to the target organs.

We will use a well-known and clinically tested fufang for
leukemia therapy as an example to illustrate this principle.
The formula, known as Realgar–Indigo formula (RIF), contains
realgar, indigo minerals, and red sage root. Molecular analyses
showed that arsenic in realgar works as Jun by directly attack-
ing the receptor oncoprotein in leukemia cells. Tanshinone,
the active ingredient in red sage root, acts as Chen by partially
restoring those pathways that stop leukemia spreading. Indiru-
bin, the active ingredient in indigo, works as Zuo by antagoniz-
ing the toxicity of arsenic and slowing the growth of leukemia
cells. Lastly, indirubin and tanshinone work as Shi, as these
ingredients can enhance the cellular uptake of arsenic by
increasing the gene expression and synthesis of carrier pore
proteins in the cell membrane (6). Such multiple synergetic
ingredients in fufang offer a unique opportunity to attack mul-
tiple disease-causing mechanisms simultaneously, and make it
a unique resource for the discovery of new combinatory drugs.
Arsenic, the Jun ingredient mentioned above, is now the
primary drug in a combination therapy for acute promyelocytic
leukemia (7). Generally, understanding the pharmacology net-
work of fufang will be useful in TCM-based combinatory drug
discovery. The recent development of 'omics technologies
and in silico methods for analyzing signaling pathways provide

useful tools for understanding the pharmacology network of
various fufang.

The application of 'omics and in silico technologies
'Omics technologies such as genomics, transcriptomics,

proteomics, and metabonomics are high-throughput technolo-
gies used to analyze a variety of molecules simultaneously.
These technologies have facilitated the study of the molecular
pharmacology of fufang at multiple levels (8). However, the
high cost of such studies has thus far limited the number of
fufang studies using 'omics technologies. As a lower cost alter-
native, in silico methods using computational algorithms and
cheminformatics can virtual screen large numbers of drug-tar-
get interactions in order to construct pharmacology networks
of fufang activity (9). In one example, the active compounds
and mechanisms of actions of Gegen-Qin-Lian-Tang for the
treatment of type 2 diabetes were determined by an in silico
approach (10).

A network-based evaluation approach
A primary advantage of fufang is the ability to

simultaneously target multiple points within the complex
network of a disease. We established an evaluation approach
to examine the interaction between a fufang and a human
disease network to facilitate the translation of a fufang into a
combinatory drug (Figure 1).

This approach evaluated three effects of the drug: the
major therapeutic effect (MTE), the associated therapeutic
effect (ATE), and any ancillary effects (AEs). MTE is the ability
of the drug to target the affected disease network and re-
cover normal function, similar to the role of Jun ingredients.
ATE is the drug’s ability to enhance the effects of the MTE
and provide protection against negative side effects, as pro-
vided by Chen and Zuo. AEs refer to any additional assistive
mechanisms, similar to the role of Shi ingredients.
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FIGURE 1. Overview: From herbal fufang to combinatory drugs.
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The evaluation of ingredients considers three aspects: cov-
erage of the fufang target network, the ability of the formula
to alter the target’s function, and the impact of this alteration
on the disease network. Here, we provide an example to il-
lustrate the general evaluation process and its contribution to
combinatory drug discovery. Bizheng-Tang, the decoction of
eight ingredients, could help overcome the low response of
lefunomide in rheumatoid arthritis (RA) treatment. To simplify
Bizheng-Tang, we studied the gene expression profles of
low-response RA mice before and after Bizheng-Tang adminis-
tration, as well as the effect of each separate ingredient in the
formula. The results suggested that Rhizoma Ligustici Chuanx-
iong plays an essential role in Bizheng-Tang. Further clinical
trials confrmed that ligustrazine, the active component of Rhi-
zoma Ligustici Chuanxiong, in combination with lefunomide
effectively overcame the low response to RA treatment (11).

This simplifed approach for evaluation of fufang ingredi-
ents demonstrates a potential way to discover combinatory
drugs, although further testing and verifcation of this process
is still required.

Future work

To date, only a small number of fufang have been studied
using advanced 'omics technologies and in silico methods.
Although 'omics technologies are powerful, results are sus-
ceptible to variability caused by the use of nonstandardized
research materials. Proper standards must therefore be estab-
lished to better control study-to-study variation. In silico meth-
ods used for virtual screening have been developed mainly
for Western chemical medicine and a one-drug, one-target
system. They are often not suffciently powerful to handle the
complex multidrug, multitarget nature of fufang. New algo-
rithms therefore need to be developed specifcally for fufang.
When trying to develop combinatory drugs from fufang, one
of the most challenging steps is deciding on a short list of ef-
fective formulae from the extensive ancient and contemporary
literature, as there are over 11,000 plant species used in more
than 100,000 fufang in China. The future discovery of combi-
natory drugs from fufang will beneft from the development
of a research platform that contains biological information on
fufang herbs and compounds, and on data from standardized
'omics studies, all integrated using TCM-specifc in silico tools.
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The polypharmacokinetics
of herbal medicines

The pharmacokinetics (PK) of multicom-
ponent herbal medicines (HMs) is a long-
standing bottleneck for botanical drug and

traditional medicine research. There are a number of reasons
for this. One is the sheer number of plant-derived molecules
that are typically present in HMs, which presents a substantial
challenge to chemical and pharmacological evaluation. This
is further complicated by the wide concentration range of the
components. Another factor is the dynamic nature of chemi-
cal interactions between the plant-derived molecules and
endogenous molecules. These interactions shape the PK of an
HM and, consequently, the treatment outcome for individual
patients. Monitoring the chemical components is made still
more challenging by a lack of authenticated standards, by the
complexity of both botanicals and biological sample matri-
ces, and by the need for cross-disciplinary expertise involving
'omics sciences, biochemistry, pharmacology, bioinformatics,
and systems modeling. As a result, current research on the
PK of HMs is still in its infancy. It is largely focused on in vivo
characterization of one or two key HM components, the results
of which may be difBcult to link to the holistic treatment effects
that result from drug-drug interactions (1).

A Poly-PK Approach
The traditional approach to understanding the pharmacol-

ogy of a multicomponent agent is to study the effects of single
active components on well-deBned targets, such as speciBc
enzymes or genes. However, it has proven impractical to inte-
grate the results obtained using these reductive approaches
to generate a systems understanding of concerted pharmaco-
logical interventions (2). The attempts to characterize the PK of
multicomponent natural products have, however, demonstrat-
ed that the PK behavior of a given phytochemical is altered by
coexisting constituents (3–5).

The advent of comprehensive proBling technologies offers
tremendous new opportunities for understanding multicom-
ponent PK. Phytochemical proBling and metabolomics can be
coupled to multivariate statistical tools to generate multipa-
rametric assessments. These allow us to create a concentra-
tion–time proBle of a multicomponent HM, which we call a
“Poly-PK,” as well as other health determinants associated with
the intervention.

We recently proposed an integrated proBling approach. It
uses tandem mass spectrometry (MS) to provide quantitative
dynamic concentration proBles of bioavailable xenobiotic
molecules that result from in vivo absorption, and hepatic and
gut bacterial metabolism, of herbal agents (6, 7). This Poly-PK
approach takes into account both the diversity of the HM’s

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.
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chemical composition and its complex effects on the metabolic
pathways of the mammalian system.When HMs enter our
body, there are signiBcant metabolite proBle changes over
time, which fall into three categories as illustrated in Figure 1:
(1) HM-derived compounds absorbed into the circulation, (2)
new metabolites generated by the chemical transformation of
HM compounds by hepatic enzymes and gut microbes, and
(3) endogenous metabolites that are altered in response to the
HM intervention.

Certain essential PK variables, such as maximum plasma
concentration (C

max
) and the time to reach C

max
(t

max
), can be
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obtained directly from the measured
concentration data, while parameters
such as the area under the concentra-
tion–time curve and the elimination
half-life (t1/

2
) can be generated using PK

modeling software.

Poly-PK in Action
We recently provided proof-of-

concept for the above strategy (8). The
study characterized the in vivo absorp-
tion and metabolism in humans of the
phytochemicals of Pu-erh, a fermented
tea produced in Southwest China. Pu-erh,
which contains a large array of polyphe-
nolic constituents, has a range of phar-
macological properties, including the
ability to reduce blood levels of triacylg-
lycerol and total cholesterol (9, 10). Urine
samples were collected from volunteers
at 0, 1, 3, 6, 9, 12, and 24 hours follow-
ing consumption of tea, and once a day
during a six-week period that included
a two-week baseline phase, a two-week
daily Pu-erh tea ingestion phase, and a
two-week “wash-out” phase. Volunteers
were provided with standard meals for
six weeks.

The Pu-erh tea water extraction and
urine samples collected at the differ-
ent time points were analyzed using
ultraperformance liquid chromatog-
raphy-quadrupole time-of-fight (TOF)
MS and gas chromatography-TOF MS.
This analysis generated 1,075 detected
features from Pu-erh tea and 6,028 from
urine samples (n = 12). The urinary me-
tabolome dataset was subjected to uni-
variate statistical analysis, yielding 2,652
variables that were altered by Pu-erh tea
intake (P < 0.05). Using multivariate simi-
larity analysis to compare the altered
variables to the Pu-erh tea metabolome
or the predose urine metabolome, we

identiBed 19 absorbed tea polyphenols, 26 metabolites of
the absorbed polyphenols, and 118 endogenous metabolites
altered due to tea intake. Subsequent analysis demonstrated,
for the Brst time, a correlation among the dynamic concentra-
tion proBles of bioavailable tea components and the human
metabolic response proBle (Figure 2). This type of approach,
in which scientists simultaneously monitor the PK behaviors
of multiple phytochemicals in vivo, will lead to the direct elu-
cidation of the pharmacological and molecular mechanisms
underlying HMs (8).

Perspectives
Over the past two decades HMs have been used increas-

ingly as therapeutic interventions against a number of
conditions (2, 11, 12). The pharmacology of HMs involves a
“network” in which multiple components interact with multiple
targets in vivo to exert a holistic treatment effect. The Poly-PK
strategy described here uses an integrated phytochemical

FIGURE 1. A Poly-PK strategy. The pharmacokinetic (PK) study of multicomponent

herbal medicines (HMs) that integrates phytochemical and metabolite profling.
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and metabolomic proGling strategy coupled with multivariate
statistical analysis to simultaneously monitor multiple HM com-
ponents for pharmacological evaluation. This approach reveals
the interrelationships between xenobiotics and endobiotics
as well as the metabolic impact [using pharmacodynamic (PD)
endpoints] of HM agents, providing an unprecedented level of
insight into the mechanisms of action for HMs.

Most HMs are administered orally and are therefore
exposed to microorganisms in the gut. The symbiotic gut
microbiota performs a wide variety of biochemical transfor-
mations in which phytochemical compounds are selectively
metabolized into active or absorbable components by
microbial enzymes. Thus, two sets of genomes—our genome
and gut microbiome—comodulate the absorption, distribu-
tion, metabolism, and excretion of HM compounds, generat-
ing a patient-speciGc PK proGle. Many HM ingredients that
were believed to be nonabsorbable and nonactive, such as

polysaccharides and lignans, may have signiGcant activities
in vivo after oral administration, highlighting the important
role that the human gut microbiota plays in HM pharmacolo-
gy (13–15). A Poly-PK strategy can facilitate the development
of personalized pharmacological evaluation of HMs, linking
different patient responses to HM interventions. PK is often
studied in conjunction with PD, and the Poly-PK strategy pro-
posed here can simultaneously monitor PD markers through
the measurement of multiparametric metabolic changes and
other pharmacological endpoints (6). To achieve the desired
HM therapeutic effect, each of the multiple components of
the remedy will require a complete and dynamic panel of
PK parameters. This information is essential for minimizing a
drug’s toxicity, reducing the chances of overdosing a patient
or inducing drug complications, and, ultimately, improving
patient compliance—and the quality of patients’ lives.

We each possess a unique metabolic phenotype, known

FIGURE 2. Poly-PK metabolomic profles. The relationships among the three groups of metabolites associated with Pu-erh tea are

visualized using correlation maps, as shown by red (positive) or blue (negative) lines.
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Traditional Chinese medicine (TCM)
focuses on disease prevention and
treatment using personalized therapies.
The bioavailability barrier (BB) deter-
mines the concentration of drug being
taken up by the human body, controlled
by effux transporters (ETs) and drug-

metabolizing enzymes (DMEs), which are primarily regulated
by nuclear receptors (NRs). Hence, polymorphisms of DMEs,
ETs, and NRs can affect the pharmacokinetics of drugs, which
ultimately infuences the effcacy and/or toxicity of Chinese
herbal formulas (CHFs). This paper presents the reconstruc-
tion of a BB-based network with new insights that help eluci-
date the therapeutic mechanisms of CHFs.

Western medicine focuses on molecular target-based ther-
apy; however, there are limitations in transforming genotype-
based or disease-oriented medicine into personalized and net-
work-based clinical therapy (1). In contrast toWesternmedicine,
CHFs achieve their effect through personalized modulation of
a patient’s health status. However, CHFs have not been widely
accepted because their treatment mechanism has not yet been
well defned (2). Determining how the components of CHFs will
behave in the body is a pivotal aspect in determining treatment
mechanisms of TCM. The BB has a key function in controlling
absorption, biotransformation, and clearance of drugs in vivo
(3). Therefore, a BB-based approach together with biological,
biochemical, 'omics, and computational technologies is a pow-
erful driver for establishing today’s personalized TCM model.

The composition and characteristics of the

BB network

The BB can be defned as a physiological defense net-
work, because it plays a central role in preventing xenobiotic
interference in the human body (3). The network is composed
mainly of ETs and DMEs that are distributed in the liver and
intestine, responsible for drug distribution and elimination
(Figure 1A). ETs and DMEs are regulated by nuclear recep-
tors (NRs) that respond to the endogenous and/or exogenous
ligands (4). DMEs include cytochrome P450 and conjugating
enzymes such as uridine 5’-diphospho-glucuronosyltransfer-
ases (UGTs) and sulfotransferases (SULTs). ETs refer to the trans-
membrane adenosine triphosphate (ATP)-binding cassette

The bioavailability
barrier and personalized
traditional Chinese
medicine

as a metabotype, that is characterized by endogenous
metabolites and a panel of exogenous metabolites
acquired from food consumption and/or drug treatments.
This metabotype affects our individual metabolism of,
and response to, any given HM. The Poly-PK strategy can
unravel the complex interactions between the multiple
components in HMs and in mammalian metabolic systems.
The advent of the Poly-PK technology will greatly accelerate
the holistic pharmacological evaluation of HM candidates
and advance novel therapeutic developments. Furthermore,
understanding the metabolic fate of a multicomponent drug
is also a critical step toward developing the next generation
of combinatorial chemical drugs, which will maximize the
synergistic effects of certain drug components and help to
prevent their undesirable metabolic side effects.

References

1. K. Ito et al., Pharmacol. Rev. 50, 387 (1998).
2. T. Xue, R. Roy, Science 300, 740 (2003).
3. C. Xiang et al.,Drug. Metab. Dispos. 39, 1597 (2011).
4. X. Qiao et al., J. Chromatogr. A 1258, 84 (2012).
5. S. M. He, E. Chan, S. F. Zhou, Curr. Pharm. Des. 17, 357 (2011).
6. K. Lan, W. Jia, Curr. Drug. Metab. 11, 105 (2010).
7. K. Lan, G. Xie, W. Jia, Evid. Based Complement. Alternat. Med.

2013, 819147 (2013).
8. G. Xie et al., J. Proteome Res. 11, 3449 (2012).
9. J. K. Lin, S. Y. Lin-Shiau,Mol. Nutr. Food Res. 50, 211 (2006).
10. K. L. Kuo et al., J. Agric. Food Chem. 53, 480 (2005).
11. R. L. Blaylock, J. Am. Nutraceut. Assoc. 2, 19 (1999).
12. J. M. Hollander, J. I. Mechanick, J. Am. Diet. Assoc. 108, 495

(2008).
13. E. D. Sonnenburg et al., Cell 141, 1241 (2010).
14. X. Xu et al., Biotechnol. Adv. 31, 318 (2013).
15. M. Blaut, T. Clavel, J. Nutr. 137, 751S (2007).

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.

Authors:

Lin-Lin Lu1,

Xiao-Hong Liu1,

Elaine Lai-Han Leung3,

Ying Wang1,2,

Jian Shi1,2,

Ming Hu1,4,

Liang Liu3*,

Zhong-Qiu Liu1,2*



Produced by the Science/AAAS Custom Publishing Ofce

S80

Produced by the Science/AAAS Custom Publishing Ofce

effux transporters (3). P-glycoprotein (P-gp), multidrug resis-
tance protein 2 (MRP2), and breast cancer resistance protein
(BCRP) on the apical membrane are the most important ETs,
delivering or excreting drug metabolites. MRP1 and MRP3 on
the basolateral membrane regulate the entry of drugs into
the bloodstream. Multiple ETs and DMEs couple to create a
complex network regulating disposition of drugs, particularly
natural polyphenols abundant in CHFs (3).

Drug bioavailability depends not only on the activity of
DMEs, but is also infuenced by ETs (3). Therefore, variations
in levels and activity of DMEs and ETs can markedly infu-
ence the pattern or pathway coupling in the BB network. For
example, genetic variants of CYP2C19 and CYP2D6 are asso-
ciated with reduced responses to the antiplatelet clopidogrel
and the antiestrogen tamoxifen, respectively. The antibiotic
doxorubicin exhibits individual differences that maximize
therapeutic effcacy and minimize side effects on the basis

of genetic variants of the regulatory pregnane X NR receptor
(PXR), ETs (ABCB1, ABCG2, ABCC5, ABCB5, and RLIP76), and
DMEs (CBR1, CBR3) (5). Therefore, the BB network is a critical
determinant for implementing personalized medicine.

The BB network and harmonizing CHF efcacy

and toxicity

A personalized treatment paradigm is central to the holis-
tic and integrated approach of TCM. CHFs provide a valu-
able way to study the underlying multitarget mechanisms
of personalized TCM treatments. In TCM, the most impor-
tant principle of formulating CHFs is the Jun-Chen-Zuo-Shi

(emperor-minister-assistant-courier) principle, which holds
that each herb has its own diverse function (6). The biologi-
cal functions of a CHF are harmonized by BB Nltration in the
body to achieve ideal therapeutic efNcacy with minimal toxic-
ity (Figure 1B).

BB Nltration can optimize absorption and biotransfor-
mation of active and toxic components in CHFs to create
a “reharmonized” formulation. The BB mainly exhibits
this harmonization effect by bidirectionally driving
the bioavailability of active and/or toxic components.
SpeciNcally, the bioavailability of active components in CHFs
can be enhanced by inhibiting the functions of DMEs and/
or ETs in the BB, with consequent improvement in positive
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FIGURE 1. Composition of the

BB network and its functions. (A)

The molecular composition of the

bioavailability barrier (BB) network in the

liver and intestine. (B) The bidirectional

activity of the BB network during

harmonization, indicated by positive

(left) and negative (right) resistance

to active (yellow circle) and toxic (red

triangle) components of Chinese herbal

formulas (CHFs). P-gp, p-glycoprotein;

BCRP, breast cancer resistance protein;

MRP2, multidrug resistance protein 2;

UGTs, UDP-glucuronosyltransferases;

SULTs, sulfotransferases; ETs, effux

transporters; DMEs, drug-metabolizing

enzymes.
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pharmacological effects. In contrast, the BB prevents the
overabsorption of toxic compounds in CHF (Figure 1B).
For example, Scutellaria baicalensis contains abundant
amounts of diverse polyphenols that possess anticancer
and antiaging effects (3). MRP2/BCRP and UGTs/SULTs
block the bioavailability of polyphenols, resulting in a
reduction in pharmacological effects (7). However, ETs can
act as molecular switches that facilitate the bioavailability of
polyphenols (3).

Another example is Radix aconite, an herb considered to
be clinically unsafe. Toxic aconitum alkaloids like aconitine
have low bioavailability because of the resistance produced
by the BB that limits their toxicity (8). In particular, CYP3A4,
coupled with P-gp, BCRP, and MRP2 in the BB, blocks the
entry of speciNc toxins into the blood (9). Thus, the rational
use of such toxic herbs could be controlled by limiting
the Nnal dosage to a relatively safe level, not beyond the
“resistance” capacity of the BB network. Notably, NRs
could interact with the active/toxic components to alter
the functions of DMEs and ETs, and consequently affect BB
Nltration. For example, Radix glycyrrhizae, popularly used as
a Shi herb in CHF, activates PXR (10).

In summary, the BB-based network manipulates disposi-
tion of the active/toxic components in CHF via dual-direc-
tional regulation to achieve the maximal efNcacy and minimal
side effects of CHF. As such, the BB-based network is able to
act as an intelligent, adaptive system for self-defense, while
genomic variations of ETs and DMEs result in an individual-
ized BB, which ultimately personalizes TCM treatment by
controlling the transport behaviors of CHF (Figure 2).

Perspectives
The BB network is a complex system, largely because of

the interplay of its key elements of DMEs, ETs, and NRs. It
differs markedly among different individuals due to their
unique polymorphisms and genotypes (11). The BB can be
treated as a personalized system that induces the same drug

to produce a variety of actions
and toxicities in different
individuals. In the future,
characterization of personalized
BB-based networks will bring
a new era in both TCM and
conventional medicine.

The essence of TCM is an
individualized therapeutic
system using CHF (12), which
is consistent with the principles
of personalized BBs. By taking
into account BB Nltering, CHF
can be optimized to produce
harmonized, multicomponent,
multitarget formulae to achieve
optimal effectiveness and low
toxicity. We therefore recom-
mend that future CHF research
should be implemented
together with evidence-based,
personalized, and advanced BB
research methodologies. The
precise molecular mechanisms
underlying each personalized

BB need to be elucidated. Applying 'omics-related tech-
nologies such as metabolomics, proteomics, genomics, and
computational prediction to proNle individual BB network
differences caused by polymorphisms or BB interaction factors
could help to assess the unique effects of CHFs in different
individuals (Figure 2). In conclusion, the BB network works not
only as an indispensable tool for clarifying the mechanisms
underlying CHF, but can also be used for characterizing and
optimizing personalized TCM therapies.
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Transdermal treatment with Chinese herbal
medicine (CHM) has a long history of clinical ap-
plication and theory in China. The earliest record of

its use can be found in the ancient classic, Huang Di Nei Jing

(227 BCE). The practice of transdermal treatment continued
to evolve, reaching its highest popularity during the Qing
dynasty, as elaborated in the book Li Yue Pian Wen (Wu Shi-Ji,
1864). It was emphasized in this book that the principles of
treatment for both external and internal application of CHM
were the same (1). This statement was the forerunner of the
theory of transdermal administration for CHM, and modern
transdermal drug delivery systems (TDDS) use the same con-
cepts, although the precise delivery method is different.

The process of applying transdermal herbal medicine is not
as simple as putting it directly on the skin. It should be applied
specifcally at the relevant acupuncture points (acupoints).
According to Wu Shi-Ji, “If a disease is due to an external fac-
tor, you should apply herbs to release it on location; however,
when the disease has spread into the body, you should apply
herbs on the relevant acupuncture points to treat it.” (1). Thus,

transdermal treatments exert their therapeutic actions not only
by absorption of active ingredients from herbs, but also the
stimulation of acupoints. This concept is one of the distinctive
differences between Chinese transdermal herbal treatments
and modern TDDS (Figure 1).

Acupoints for treatment
The theory of acupoints and meridians is an important part

of traditional Chinese medicine (TCM). The meridian system
(or channel network) is believed in TCM theory to be the path
along which the “qi,” or life energy, flows. According to this
theory, qi and blood fll the meridian system, the channels,
and are transported throughout the body via these meridians,
feeding the organs. Modern biologists have discovered that
there are convergent points of the organs’ qi and blood along
meridians (2). Placing an herbal patch directly on the acupunc-
ture point therefore helps to maximize its therapeutic effects,
with the aggregate effect being a combination of herbal action
plus the acupoint response acting synergistically. The curative
effect of an herbal patch placed on an acupoint is commonly
regarded as superior to that of a patch placed on a non-acu-
point (3). Reports on comparing responses of acupoints with
non-acupoints indicate noticeable differences (4, 5).
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Transdermal treatment with Chinese
herbal medicine: Theory and clinical
applications

FIGURE 1. A variety of systemic

diseases can be treated by

application of transdermal

Chinese herbal medicine (CHM)

patches on meridian acupoints.

A combination of acupoint

stimulation and the active

ingredients in the CHM elicit a

healing response.
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Doctors practicing TCM use their extensive knowledge
and experience of syndrome differentiation in clinical prac-
tice to diagnose patients before choosing which acupoints
to stimulate. How each acupoint relates to a disease is based
on both TCM meridian theory and many hundreds of years of
empirical knowledge. For example, a transdermal herbal patch
could be applied on acupoint Shen Que (RN8) for treating
diarrhea, menstrual pains, or indigestion; whereas a patch on
acupoint Yong Quan (KI1) treats high blood pressure, neur-
asthenia, or the common cold. Some common diseases and
the corresponding treatment acupoints are summarized in
Table 1 (6–18). All have been carefully selected from published
clinical research papers using controlled trials and at least
100 cases. Liu and colleagues systematically reviewed the use
of an acupoint herbal patch for treating allergic rhinitis and
chronic obstructive pulmonary disease (COPD) in the stable
phase using a meta-analysis. They included 21 randomized
controlled trails (RCTs) involving a total of 2,327 participants
(allergic rhinitis) and 20 RCTs involving 2,438 participants
(COPD). The authors concluded that an herbal patch alone, or
in combination with Western medicine (2011 Global Initiative
for Chronic Obstructive Lung Disease guidelines), appeared to
be effective for treating these diseases (19, 20).

Recent advances in transdermal herbal preparations

Historically, the most common way to apply transdermal
herbal preparations was using a black plaster. To prepare
the plaster, herbs were fried in edible oil and red lead oxide
(Pb

3
O

4
) was added to the refned herb oil to form a sticky

mass. In recent years, however, since the advent of medicinal
polymers, use of a black plaster has gradually given way to
adhesive plasters, gel plasters, or patches, which have the sig-

niUcant advantage of reducing skin
irritation. The technologies for extrac-
tion have also improved, allowing
more concentrated extracts of active
herbal ingredients to be made, thus
facilitating percutaneous absorption
of the multiple components of the
herbal formula. Inclusion of carrier
compounds such as microemulsions
(21), liposomes (22), and cyclodextrin
(23) can improve the compatibility of
complex components and polymer
materials. The latest transdermal
herbal preparations can be more
easily prepared, undergo improved
quality control checks, and possess
better stability than in the past (23).
Moreover, pharmaceutical scientists
are experimenting with the use of
aromatic herbs that can act as natural
transdermal uptake enhancers (24),
which will potentially broaden their
clinical application in the future.

References
1. S. Wu, Li Yue Pian Wen, 2nd Ed.

(China Press of Traditional Chinese
Medicine, Beijing, 2007).

2. L. Zheng, Chin. Acupunct.
Moxibustion 4, 222 (2003).

3. Y. Sui, China J. Found. TCM 9, 53
2003).

4. X. Guo, X. Liu, China Journal of Chinese Materia Medica 37,
1035 (2012).

5. L. Xu, Z. Cai, J. TCM External Treat. 14, 6 (2005).
6. Y. Liang, Chin. J. Integr. Tradit. Western Med. 10, 1424 (2013).
7. G. Li, L. Wang, Y. Lin, Chin. J. Integr. Tradit. Western Med. Intens.

Crit. Care 9, 1187 (2011).
8. M. Zhao, F. Qiao, X. Shen, J. Tradit. Chin. Med. 19, 1661 (2012).
9. Y. Liu, J. Shen, R. Wang, J. Tradit. Chin. Med. 10, 620 (1994).
10. L. Sun, S. Lin, S. Tong, Chin. Acupunct. Moxibustion 5, 21 (1995).
11. L. Xu, Y. Zhang, Y. Zheng, Chin. Acupunct. Moxibustion 3, 192

(2010).
12. J. Hu, F. Yang, Lishizhen Med. Materia Medica Res. 6, 1445

(2013).
13. M. Chen, H. Zhang, J. Li, Chin. Acupunct. Moxibustion 9, 725

(2012).
14. S. Wang, D. Lu, Y. Li, Chin. Acupunct. Moxibustion 4, 265 (2009).
15. L. Hang, Z. Cai, Y. Zhu, Chin. Acupunct. Moxibustion 7, 577

(2013).
16. X. Wu, Z. Liu, X. Zhang, Chin. J. Integr. Tradit. Western Med.

Intens. Crit. Care 1, 39 (2004).
17. L. Yin, Y. Li, S. Wang, Chin. Acupunct. Moxibustion 6, 402 (2008).
18. N. Jiao, Chin. J. Exp. Tradit. Med. Formulae 12, 293 (2011).
19. F. Zhou, P. Liu, Integrative Medicine Research 4, 144 (2015).
20. F. Zhou et al., World Journal of Traditional Chinese Medicine 1,

45 (2015).
21. X. Li, Q.Wu, China Materia Medica 38, 37 (2013).
22. Y. Yuan, P. Huang, X. Yang, Chinese Pharmacist 7, 17 (2014).
23. X. Xiong et al., Chinese Journal of Experimental Traditional

Medical Formulae 17, 22 (2011).
24. Y. Lan et al., J. Zhejiang Univ.-Sci. B 15, 153 (2014).

Acknowledgments
Thanks to Dr. Yi Lan, Bochen Zhao, and Wenping Wang for
their contributions to this article.

TABLE 1. Diseases and the corresponding acupoints for treatment (6–18).

*Chronic obstructive pulmonary disease (stable phase).DC, Ding Chuan; DH,Da Heng; DZ, Da Zhui; FS,

Fei Shu; GH, Gao Huang; GS, Ge Shu; GY, Guan Yuan; GYS,Guan Yuan Shu; JBL, Jing Bai Lao; MM,Ming

Men; NG,Nei Guan; PS, Pi Shu; QH, Qi Hai; SD, Shui Dao; SJX, Shang Ju Xu; SQ, Shen Que; SS, Shen Shu;

TS, Tian Shu; XS, Xin Shu; YQ, Yong Quan; ZG, Zi Gong; ZJ, Zhong Ji; ZSL, Zu San Li; ZW, ZhongWan.

Disease Acupoints

Asthma in children FS (BL13); XS (BL15); GS (BL17)

CODP (SP)* FS (BL13); XS (BL15); GS (BL17)

Allergic rhinitis DZ (DU14); FS (BL13); PS (BL20); SS (BL23)

Pneumonia in children FS (BL13); GS (BL17); JL (EX-HN15); GH (BL43); Ashi

Respiratory infection
in children

FS (BL13); DC (EX-B01); GH (BL43)

Brady arrhythmia NG (PC6); XS (BL15)

Insomnia SQ (RN8); NG (PC6); YQ (KI1)

Dysmenorrhea caused
by endometriosis

ZJ (RN3); GY (RN4); ZG (RN19)

Dysmenorrhea ZJ (RN3); GY (RN4); QH (BL24)

Ulcerative colitis SJX (ST37); TS (ST25); ZSL (ST36); MM (DU4); GY (RN4)

Chronic renal failure SQ (RN8)

Simple obesity ZW (RN12); GY (BL26); QH (RN6); TS (ST25); SD (ST28); DH (SP15)
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Insomnia—diffculty fall-
ing and staying asleep—is a
frequent complaint, with about
one-third of the general popu-

lation worldwide presenting with symptoms
(1). Although the neural mechanisms underly-
ing chronic insomnia are poorly understood,
substantial evidence has shown that it is a
disorder of physiological hyperarousal involv-
ing both the central nervous system (CNS) and
autonomic nervous system (ANS) (2, 3).

Acupuncture has been widely used for the
treatment of insomnia in Asia. According to
the theory of traditional Chinese medicine
(TCM), the mind (or shen) is situated in the
heart region; insomnia is considered to be a
disorder of the heart, so acupuncture points
on the heart and pericardium are often used
in treatment (4). Recently, several systematic
reviews have hinted that acupuncture may be
an effective treatment for insomnia. However,
de)cits in study design and quality have
meant that de)nitive conclusions could not be
drawn (5).

Other studies have shown that acupuncture
may be able to increase β-endorphin
production and μ-receptor activity (6), both
of which are associated with enhanced
non-rapid eye movement (NREM) sleep.
Acupuncture also appears to regulate various
neurotransmitters and hormones involved
in sleep regulation, including β-endorphin,
serotonin, acetylcholine, nitric oxide,
melatonin, dopamine, gamma-aminobutyric
acid (GABA), and neuropeptide Y (NPY)
(7–9). Further reports have suggested that
acupuncture may be related to a signi)cant
increase in secretion of melatonin, a hormone
involved in regulation of day-night cycles,
in insomnia patients (10). In both animal and
human clinical studies, evidence indicates
that acupuncture inhibits sympathetic
nervous system activity and regulates the
hypothalamic-pituitary-adrenal (HPA) axis
(11), which may contribute to its mechanism
of counteracting insomnia. This review
summarizes the evidence of the possible

Acupuncture as a potential treatment
for insomnia

Materials that appear in this section were not reviewed or
assessed by Science Editorial staff, but have been evaluated by
an international editorial team consisting of experts in traditional
medicine research.
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FIGURE 1. The possible pathway describing the effect of acupuncture on

hypothalamic-pituitary-adrenal (HPA) activation. The stimulation of Zusanli

(ST36) inhibits the HPA axis at or above the level of the paraventricular

nucleus (PVN) through corticotropin-releasing hormone (CRH), thereby

preventing the stress-induced elevations in circulating adrenocorticotropin

hormone (ACTH) and corticosterone levels. It may also prevent increases

in stress-induced adrenal neuropeptide Y (NPY) messenger RNA (mRNA)

expression.
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ACTH and corticosterone levels. Another study demon-
strated that electroacupuncture at Zusanli (ST36) prevents
an increase in stress-induced adrenal NPY messenger RNA
(mRNA) expression (20). The increased adrenal NPY expres-
sion may result from central signals from either CRH or NPY,
which are elevated in the PVN of stressed rats (Figure 1),
suggesting that electroacupuncture inhibits the sympathetic
NPY pathway by activating neurons in the PVN.

Conclusions

Emerging evidence suggests that acupuncture treatment
counteracts insomnia by reducing hyperarousal of the ANS
and through regulation of HPA activation. However, the
mechanisms underlying acupuncture’s actions in insomnia
are still far from clear. Further research measuring anatomical
location and physiological function are warranted to better
understand the mechanisms of acupuncture in the manage-
ment of insomnia.
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mechanisms through which acupuncture may modulate
insomnia by acting on hyperarousal of the ANS and
regulation of HPA activation.

Inhibition of sympathetic activity

Acupuncture is believed to modulate sympathetic and
parasympathetic activity, as evidenced by its effects on
the regulation of cardiovascular function, including lower-
ing blood pressure in patients with hypertension (12) and
decreasing the heart rate as well as skin blood iow in healthy
subjects (13). An experimental study in healthy subjects
found that needling on the Sishencong (EX-HN1) acupoint,
commonly used in the treatment of insomnia, decreases
the low-frequency component of the heart rate variability
spectrum, which is an indicator of the balance between
sympathetic and parasympathetic activities, suggesting that
acupuncture enhances cardiac vagal tone and suppresses
sympathetic activity (14). Acupuncture may alleviate insom-
nia symptoms and signi)cantly decrease heart rate variability
in poststroke patients (15), suggesting that improvement in
subjective insomnia symptoms results from reducing sympa-
thetic nervous system activity.

The pathophysiological pathway by which acupuncture
may facilitate the sleep-wake transition through inhibition of
sympathetic activity is not fully understood. Nevertheless,
the effects of acupuncture on the excitatory cardiovascu-
lar reiexes may provide some hints. A long-loop pathway
involving the arcuate nucleus (ARC) and ventrolateral
periaqueductal gray (vlPAG), that modulates cardiovascular
sympathoexcitatory bulbospinal neurons in the rostral ven-
trolateral medulla (RVLM) has been suggested as a possible
explanation for an acupuncture mechanism. Electroacupunc-
ture stimulation at acupoints Neiguan (PC6), a commonly
used acupoint for insomnia, and Jianshi (PC5), activates ARC
neurons in the ventral hypothalamus, which, in turn, provides
excitatory projections to the midbrain vlPAG. Activation of
neurons in the vlPAG stimulates cells in the raphe nuclei,
which inhibit activity of cardiovascular premotor sympatho-
excitatory neurons in the RVLM via endorphin, enkephalin,
GABA, and serotonin (16). Since insomniacs apparently show
elevated cardiovascular activity associated with ANS hyper-
arousal, the effects of acupuncture on sleep may involve this
long-loop pathway.

Regulation of HPA axis

Acupuncture may improve sleep by regulating the HPA
axis. Studies have shown that acupuncture reduces adreno-
corticotropin hormone (ACTH), also known as corticotropin,
and corticosterone/cortisol levels in animal models of stress
(17) and in human subjects (18). However, precisely where in
the HPA pathway acupuncture exerts its effect is not clear.
More recently, an experimental study found that electroacu-
puncture at Zusanli (ST36) prevents chronic stress-induced
activation of the HPA axis, as well as elevated sympathetic
nervous system-related adrenal NPY (19). The study found
that corticotropin-releasing hormone (CRH) levels were
signi)cantly reduced in acupuncture-treated animals. Find-
ings suggest that acupuncture inhibits the HPA axis activity
at or above the level of paraventricular nucleus (PVN) CRH,
thereby preventing stress-induced elevations in circulating

Possible mechanism of action
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olution enables it to measure the shortest 

lifetimes of any comparable commercial 
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microchannel plates (MCPs), femtosecond (fs) lasers, near-infrared 

(NIR) detectors and excitation and emission monochromators to 
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UHPLC-MS Instrumentation
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to address the trace analysis needs of 
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LC-MS in analytical laboratories, as it 

enables users to perform separations 

substantially faster due to the innovative 
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analyte by tandem mass spectrometry 
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Mass Spectral Database 
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metabolomics, environmental science, 
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a novel, searchable library of HRAM 
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a broad diversity of chemical compounds, extensive use of mass 
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Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

Digital Dispenser 
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for applications that need faster, reliable 
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innovative, easy-to-use device is ideal for 

the creation of assay plates and can cut 

setup times from hours or days to just 
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most complex experimental plate layouts 
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By the end of my senior year of high 

school, I knew only that I was more 

fascinated by the natural world 

than by business or politics. That 

was all. But 3 weeks prior to the 

start of my freshman year of col-

lege, I took an elective course in 

biological anthropology. I became 

fascinated with human variation; 

ancient hominid fossils; and the 

behavior of our closest living rela-

tives, the great apes, and ended up 

earning a degree in anthropology. 

For my undergraduate thesis, I 

investigated differences in circulat-

ing hormones between musicians 

and nonmusicians and how musi-

cal ability might be related to dif-

ferences in physiology. After this 

experience, I felt the itch to look 

deeper into the molecular and cel-

lular mechanisms of behavior. The 

next step, I decided, was graduate school in neuroscience—

a subject in which I had not taken a single course.

Quite a pickle I’d gotten myself into! How was I going 

to make the jump into this new field? I wrote my gradu-

ate school applications to showcase how I had arrived at 

the decision to pursue neuroscience research without a 

neuroscience background and my genuine interest in the 

mechanisms of behavior. I emphasized that I was trained in 

how to think about complex subjects and use the scientific 

method—skills I could apply to any topic. To improve my 

chances, I applied broadly to programs with an emphasis 

on behavior: anthropology, psychology, and—as a reach—

neuroscience. To my relief, it worked! After a gap year spent 

as the assistant project director for a chimpanzee field site 

for ecological research in western Uganda, I began gradu-

ate school in my first-choice neuroscience program. 

Since entering my new field 3 years ago, I’ve found that 

a key obstacle to overcome is the lingo. Few things in aca-

demia are scarier than walking into a room, listening to 

a lecture, and having absolutely 

no idea what just transpired. Early 

on, I would break out into cold 

sweats at the thought of having a 

neuroscience-based conversation. I 

had to quickly pick up on words like 

“orthodromic” and “deacetylation” 

to communicate with my peers. My 

anthropologist self had to adjust to 

my new intellectual environment, 

which I did by reading—a lot. 

A cycle emerged: A feeling of se-

vere stupidity would be followed 

by intense reading, followed by an-

other period of feeling stupid as I 

realized that, no matter how much I 

read, new gaps in knowledge would 

keep popping up. Even now that 

I feel relatively comfortable iden-

tifying myself as a neuroscientist, 

that cycle continues. 

Finding my way in a new disci-

pline helped me realize that being a researcher, no matter the 

field, is about adaptation. Good scientists need to be able to 

recognize imminent paradigm shifts and adjust hypo theses 

accordingly. They should be prepared to explore new experi-

mental approaches when original tactics don’t work. And 

they should be comfortable examining questions from alter-

native angles, as sometimes the best way to tackle a problem 

may be hidden in an unfamiliar area. Because of my experi-

ence changing fields, I feel equipped to do all of these things, 

and although it was scary and difficult at times, I believe the 

experience will make me a better scientist in the long run. I 

anticipate that my passion will shift again as new discoveries 

are made. Overcoming the challenge of transitioning fields in 

graduate school has prepared me for whatever direction my 

research takes me. ■

Jeremy C. Borniger is a Ph.D. candidate in the neuroscience 

program at Ohio State University, Columbus. Send your 

story to SciCareerEditor@aaas.org. IL
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“Being a researcher, 
no matter the field, 

is about adaptation.”

Leaping into the unknown

P
assion is not something you can plan for. When I was in elementary school and someone would ask, 

“What do you want to be when you grow up?” I would shout something along the lines of “a pirate 

astronaut” or “a Tyrannosaurus rex” because those were the things that piqued my  interest at the 

time. As I’ve aged my passions have changed, and though sometimes I still think it would be fun 

to be a pirate astronaut, these days I aspire to a career in neuroscience. But it hasn’t been a direct 

path, and changing fields during my training, though challenging, has provided a valuable perspec-

tive that has improved my research and, I believe, will continue to serve me well throughout my career.

By Jeremy C. Borniger
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