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ast month in New York, the world adopted the 

Sustainable Development Goals (SDGs), defin-

ing the global development agenda for the next 

15 years. Among the 17 goals is Goal 7’s aim to 

ensure “access to affordable, reliable, sustain-

able and modern energy for all.” Given that an 

estimated 1.3 billion people have no access to 

electricity and that 70% of the world’s poor live off-

grid in the countryside, this 

is indeed ambitious. How 

do we ensure that these re-

mote communities have ac-

cess to energy? 

Energy is a catalyst for 

improving the quality of 

life. The value of a $5 so-

lar lantern stretches well 

beyond simply providing 

light at night. It allows chil-

dren to study after sunset, 

for instance, and therefore 

compete with peers who 

live in towns. Larger power 

systems provide commen-

surately greater benefits, 

such as lighting for security, 

refrigeration for food and 

medicines, and the ability 

to set up enterprises that 

support the community. Fur-

thermore, the availability of 

electricity opens up space for 

technological innovations, 

such as remote education or handheld medical devices 

that can transmit information hundreds of miles away. 

Access to sustainable energy is a necessary precur-

sor to all the other SDGs and offers opportunities for 

synergy that integrated strategies might bring. One 

such strategy is the “smart village,” a rural analog of 

the “smart city” concept, in which access to sustain-

able energy, together with modern information and 

communication technologies, enables holistic develop-

ment, including cultural changes in the provision of 

good education and health care; access to clean water, 

sanitation, and nutrition; and the growth of social and 

industrial enterprises to boost incomes. This approach 

in Terrat, in the Maasai region of northern Tanzania, 

underlies a biodiesel-fueled generating plant that now 

supports schools, health centers, a radio station, and 

the sprouting of local enterprises. Indeed, access to 

electricity helped a local dairy, whose prize-winning 

cheese has doubled the incomes of the Maasai women.

The reality is that extending existing grids to re-

mote areas is often prohibitively expensive. What are 

needed instead are local solutions, and governments 

must adopt policy and regulatory frameworks for these 

local answers. This has been the case for establishing 

solar home systems in Bangladesh and mini-grids in 

Rwanda. New frameworks 

must address several key 

issues with clarity: appro-

priately targeted subsidies, 

tariffs that are commer-

cially viable, and capital for 

entrepreneurs at affordable 

rates. A true game-changer 

would be enabling small- 

and medium-scale village-

level energy projects to 

access large-scale interna-

tional climate change funds. 

Important areas for fu-

ture research and devel-

opment include improved 

control systems that can 

balance the supply and 

demand of electricity 

throughout the day, and 

“plug-and-play” technolo-

gies for installing and main-

taining home-based power 

systems, which would mini-

mize the need for scarce 

local skills. Energy storage also needs a dedicated in-

ternational research program to develop affordable and 

efficient batteries. More sharing of information and 

experiences between countries could drive systematic 

analyses of the knowledge and local skills required to 

implement and maintain energy services.

In the 15-year SDG marathon that lies ahead, some-

thing more than the warm words and sentiments of 

Goal 7 must be done to cover the “last mile”: the mil-

lions of people living in remote communities with no 

realistic chance of being connected to a grid. Smart vil-

lages are not the only approach for the sustainable de-

velopment of rural populations, but they are certainly 

a strategy that can improve the quality of life and give 

younger generations positive reasons to stay rather 

than migrate. 

– John Holmes, Bernie Jones, Brian Heap

 Smart villages 

EDITORIAL

10.1126/science.aad6521

 “…access to sustainable energy…
enables holistic development…”
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AROUND THE WORLD

Health research via iPhone
CUPERTINO, CALIFORNIA |  Apple’s 

open-source health research platform 

ResearchKit, launched in April, is expand-

ing as it continues to garner interest from 

researchers; the platform added three new 

apps designed and managed by academic 

investigators, the company announced last 

week. ResearchKit is a software framework 

that lets researchers run large studies with 

data collected from participants’ iPhones. 

An initial five apps released in March 

focus on tracking conditions including 

asthma, Parkinson’s disease, and diabe-

tes. Last week, three new studies came 

online: the EpiWatch app, developed by 

Johns Hopkins University, aims to track 

seizures using the accelerometer and heart 

rate sensor in the Apple Watch; Duke 

University’s Autism & Beyond app explores 

ways to detect developmental disorders 

with the iPhone’s front-facing camera; and 

a melanoma app from Oregon Health 

& Science University has users photograph 

their moles to enable new cancer 

detection algorithms.

EPA targets refrigerants
WASHINGTON, D.C. |  The U.S. 

Environmental Protection Agency (EPA) 

proposed rules last week that will tighten 

restrictions on hydrofluorocarbons (HFCs), 

a class of refrigerants that pack up to 

10,000 times the greenhouse warming 

power of CO
2
. The new rules for HFCs in 

air conditioners and refrigerators would 

cover the sales, handling, and recovery of 

the chemicals; if adopted, EPA estimates 

that the greenhouse gas reduction would 

be equivalent to the removal of 7 million 

tons of CO
2
 emissions in 2025. These new 

steps should propel international talks 

next month in the United Arab Emirates 

that are aimed at limiting emissions of 

HFCs, says David Doniger of the Natural 

Resources Defense Council. Furthermore, 

he says, a “crucial contribution” to the 

global effort has been new data from 

the U.S. Department of Energy showing 

that replacement chemicals for HFCs can 

perform well in warm climates, which will 

S
ome scientists think that Tyrannosaurus rex, which roamed 

the western United States between 68 million and 66 million 

years ago, had a smaller cousin named Nanotyrannus. But a 

new study, presented this week at the Society of Vertebrate 

Paleontology meeting in Dallas, Texas, supports the argu-

ment that Nanotyrannus is simply a juvenile version of T. rex. 

Scientists have wrangled over Nanotyrannus for decades: A skull found 

in Montana was fi rst described in 1946 as a member of the tyranno-

saur family, but other researchers later concluded that it was a separate, 

smaller taxon based on the fusing of the bones in its skull. Years later, 

another paleontologist concluded that the skull bones weren’t fused 

and that it was a juvenile T. rex after all. A second skull and partial 

skeleton, found in 2002 in Montana, seemed to bolster this case. Now, 

the new study, based on a 3D computer reconstruction of the second 

skull and skeleton, counted microscopic “growth rings” in its calf bone 

and concluded that it was indeed a juvenile. Yet the debate isn’t quite 

over: Scientists in the Nanotyrannus camp argue that a third skeleton—

found in 2006 but mired in controversy after its owners tried to auction 

it—would provide the best evidence for their case. http://scim.ag/nanotyranno

Predator wannabe just another T. rex

NEWS
I N  B R I E F

“
Please give Maddie one more day to complete her 

homework. We had some big family news and did not get 
to this. Her grandpa won the Nobel Prize in chemistry!

”Note sent to Maddie’s teacher this month; her grandfather is 

Swedish chemist Tomas Lindahl. 

A 3D reconstruction of 

this skull suggests it 

is a Tyrannosaurus rex, 

not a Nanotyrannus.

Published by AAAS
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help countries with hot climates upgrade 

their cooling systems. 

Elections cheer scientists
OTTAWA   |  Many Canadian scientists are 

celebrating the result of this week’s federal 

election, which saw Stephen Harper’s 

Conservative government defeated after 

nearly 10 years in power by the center-

left Liberal Party under Justin Trudeau. 

Harper’s government was extremely 

unpopular with scientists, who accused 

it of ignoring evidence in policymaking, 

“muzzling” government scientists, and 

focusing too much funding on com-

mercially driven applied research. The 

Liberals have promised to reinstate a 

chief science officer, embrace “evidence 

based policy,” do more to address climate 

change, protect endangered species, 

and review the environmental impact of 

major projects. Jim Woodgett, director 

of research at the Lunenfeld-Tanenbaum 

Research Institute at Mount Sinai Hospital 

in Toronto, says the government must 

also address a neglect of basic research 

funding. “We are at serious risk of a lost 

generation of scientists,” he says. “It’s 

critical that younger researchers are given 

a clear indication that Canada is open to 

their ideas and needs.” 

http://scim.ag/_2015Canada

 NIH funds chimp brain resource
WASHINGTON, D.C.   |  Researchers at 

the George Washington University are 

developing the first national chimpanzee 

brain repository with the aid of a $1 mil-

lion National Institutes of Health (NIH) 

grant awarded last month. The university 

has a collection of more than 650 mam-

malian brains, including 60 species of 

primates. The grant, to be spread across 

4 years, would provide funding to 

make the brains more accessible to 

other researchers, through open data 

sharing and coordinated projects with 

other primate centers. The team, led by 

anthropo logist Chester Sherwood, is plan-

ning to first launch an online portal this 

year that would offer data on MRI scans 

and tissue samples and allow other scien-

tists to request samples and data. Plans 

for the site also include a chimp brain 

atlas and gene expression map. NIH began 

retiring many of its chimpanzees used in 

research in 2013. 

FINDINGS

Parts of Ebola virus hide in semen 
Researchers have known since 1999 that 

traces of the Ebola virus could remain 

in semen for months; but two papers 

published in The New England Journal of 

Medicine last week offer details about the 

frightening possibility that survivors of an 

Ebola infection could rekindle outbreaks. 

In one study of 93 survivors in Sierra 

Pollen-covered honey bee eye wins Nikon photography prize

I
f honey bees were publicity hounds, this one might have stars 

in its eyes. But the winning entry in this year’s Nikon Small 

World photography competition has an eye full of pollen 

instead. Photographer and former beekeeper Ralph Grimm 

captured this extreme close-up after 4 hours of a pain-

stakingly careful setup. Grimm, a high school fine arts teacher, 

says he hopes to call attention to the honey bees’ continued 

struggle to regain a stable population. Honey bees are a crucial 

facilitator in food diversity and stability—contributing more than 

$15 billion to crop value annually in the United States. But over 

the last decade or so, the bees have fallen victim to a number of 

problems like parasites, pesticides, and disease, causing their 

numbers to dwindle 30% each year since 2006. Grimm tells 

Nikon that his image, though beautiful, comes with a word of 

caution—we need to stay connected to our planet by listening to 

little creatures, like bees.

Published by AAAS
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Leone, researchers found Ebola viral RNA 

in semen samples from 46 men; the likeli-

hood of finding viral RNA declined over 

time. But there isn’t enough information 

yet to assess how that translates to risk of 

transmission, the authors noted. However, 

the second paper documents a clear case 

of sexual transmission of Ebola virus: A 

44-year-old Liberian woman was diag-

nosed with Ebola on 20 March, although 

there had been no cases of Ebola in the 

country in the previous 30 days. However, 

she reported having unprotected vaginal 

intercourse with an Ebola survivor on 

7 March. The man had contracted Ebola 

in September 2014 and tested negative in 

early October; but a semen sample taken 

in March 2015 tested positive for Ebola. 

http://scim.ag/Ebolasemen

Specks of oldest life? 
Scientists have found potential evidence 

that life on Earth existed 300 million 

years earlier than previously thought. 

Researchers examined microscopic flecks 

of graphite in a 4.1-billion-year-old zircon 

crystal from the Jack Hills in Western 

Australia. Based on the ratio of light and 

heavy isotopes of carbon, the authors 

suggest the material is consistent with a 

biological origin, they report this week in 

the Proceedings of the National Academy 

of Sciences. If confirmed, the results would 

demonstrate that life evolved shortly after 

the formation of the planet 4.5 billion 

years ago. The authors acknowledge that 

nonbiological processes could also explain 

their results, but hope to find more graph-

ite inclusions in other ancient zircons to 

help confirm their hypothesis. 

http://scim.ag/Zirconlife

BY THE NUMBERS

6.9–8.5
Average number of hours of sleep 

per day among hunter-gatherers 

in three preindustrial societies 
(Current Biology). 

70%
Fraction of U.S. citizens who believe 

in climate science—an increase 

of 7% in the last 6 months 

(Poll by University of Michigan and 

Muhlenberg College).

76%
Fraction of U.S. respondents with no 

formal religious affiliation who think 

science and religion are often in 

conflict; only 16% of respondents with 

no formal religious affiliation think 

their own beliefs conflict with science 

(Pew Research Center survey).

An early glimpse into a tiny world 

S
ome things can never be unseen: the microscopic mandibles of a fruit fly; the leggy limbs 

of a hairy flea (shown). Three hundred and fifty years ago, scientist and amateur artist 

Robert Hooke’s exquisite illustrations of tiny things showed people for the first time what 

the parasites that plagued them looked like. In his 1665 book Micrographia—the first 

major work of illustrated observations made through a microscope—Hooke chronicled 

dozens of parasites, plants, and other microscopic wonders. The Royal Society celebrated the 

book’s anniversary this week with a microscopy drawing event and an exhibition in London. 

Robert Hooke made profound contributions to timekeeping, astronomy, physics, and micro-

scopy—and coined the word “cell.” In Micrographia, he also argued, controversially, that fossils 

were the mineralized remains of ancient living organisms. 

In some Ebola survivors, the virus (shown) is detectable in semen up to 9 months after infection.

Published by AAAS
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By Adrian Cho

T
he neutrino is the hottest particle in 

physics. Two weeks ago, two physi-

cists won the Nobel Prize for showing 

that the ghostly particle is not, as once 

thought, massless (Science, 9 October, 

p. 145). And last week nuclear physi-

cists in the United States urged government 

funders to swiftly launch a new experiment 

to test whether the neutrino is—weirdly—its 

own antiparticle. If it is, the discovery would 

rewrite textbooks in both nuclear and par-

ticle physics. 

First, though, the U.S. Department of 

Energy (DOE) must come up with roughly 

$250 million to build a massive detector 

deep underground. It would search for a 

new type of nuclear decay, called neutrino-

less double β decay, which can occur only if 

the neutrino and antineutrino are one. The 

United States will have to hustle to beat 

other nations to the potential prize, say 

physicists, who hope to start building the 

experiment in 2018. “The neutrinoless dou-

ble β decay arena is very competitive,” says 

Robert McKeown, a physicist at Thomas 

Jefferson National Accelerator Facility (Jef-

ferson Lab) in Newport News, Virginia. “If 

the U.S. wants to lead, we can’t wait.”

The call for the decay experiment is just 

one part of a new long-range plan that physi-

cists presented to DOE’s Nuclear Science 

Advisory Committee (NSAC) on 15 October 

in Washington, D.C. The road map is meant 

to help set priorities for DOE’s nuclear phys-

ics program, which has a 2015 budget of

$596 million, and for a smaller program at 

the National Science Foundation. The plan 

mainly calls for continuing current projects; 

the exotic decay experiment would be the 

one large near-term initiative.

Neutrinoless double β decay would be 

a strange cousin of common β decay, in 

which a neutron in a radioactive nucleus 

changes into a proton by ejecting an electron 

and an antineutrino. Some nuclei, such as 

selenium-82, can exhibit double β decay, si-

multaneously spitting out two electrons and 

two antineutrinos. But in neutrinoless dou-

ble β decay, only the electrons would emerge. 

For that to happen, the neutrino would have 

to be its own antiparticle, as the antineutrino 

emitted with one electron would instantly be 

reabsorbed as a neutrino to trigger emission 

of the second electron. 

Being its own antiparticle would make the 

neutrino unique among the building blocks 

of matter (although force-carrying particles 

like the photon and gluon are their own anti-

particles). It would also mean that the neu-

trino acquires its mass differently from other 

particles, which gain weight by the so-called 

Higgs mechanism (Science, 14 September 

2012, p. 1286).

Spotting the rare decay won’t be easy. 

It can occur only in certain nuclei—such 

as germanium-76, tellurium-130, and 

xenon-136—so physicists must watch highly 

enriched samples of such isotopes for long 

periods, waiting to see the decay. They also 

must work far underground, where back-

ground radiation is low and won’t interfere 

with observations.

Smaller experiments are already under-

way around the world. Scientists at the 1480-

meter-deep Sanford Underground Research 

I N  D E P T H

NUCLEAR PHYSICS 

U.S. targets matter-antimatter frontier
Search for rare nuclear decay would test whether the neutrino is its own antiparticle

“The … arena is very 
competitive. If the U.S. wants 
to lead, we can’t wait.”
Robert McKeown, Thomas Jefferson National 

Accelerator Facility

Researchers assemble the Majorana Demonstrator, which they hope will be a precursor to a larger experiment to search for a new type of nuclear decay.

Published by AAAS
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Facility in Lead, South Dakota, are working 

on a prototype detector known as the Ma-

jorana Demonstrator; their counterparts 

at Italy’s 1400-meter-deep Gran Sasso Na-

tional Laboratory are developing one called 

CUORE. But these prototypes use relatively 

small amounts of the key nuclei; physicists 

think they will need a detector containing 

a tonne to have a good chance of spotting 

the decay.

Last week’s recommendation could accel-

erate development of a bigger experiment. 

“It’s certainly putting it in a different cate-

gory of probability than it has been in,” says 

Timothy Hallman, DOE’s associate director 

for nuclear physics.

In the meantime, the new plan’s top rec-

ommendation is for U.S. nuclear physicists 

to fully exploit the three major facilities they 

already have. Jefferson Lab is completing 

a $338 million upgrade to its Continuous 

Electron Beam Accelerator Facility, which 

scientists use to probe the innards of pro-

tons and neutrons. Physicists at Michigan 

State University in East Lansing are build-

ing the $730 million Facility for Rare Isotope 

Beams, which starting in 2022 will generate 

and study exotic nuclei. And since 2000, 

researchers at Brookhaven National Labo-

ratory in Upton, New York, have used their 

Relativistic Heavy Ion Collider (RHIC) to 

smash heavy nuclei and create a plasma of 

the quarks and gluons that make up their 

protons and neutrons—like the one that 

filled the infant universe.

Just 2 years ago, it seemed unlikely that 

DOE could afford to run all three facilities, 

and researchers decided to sacrifice RHIC 

if they had to (Science, 1 February 2013, 

p. 498). But DOE’s nuclear physics budget re-

bounded, and the report says it now should 

be possible to run all of them. “We want 

to run RHIC for another 5 to 7 years,” says 

NSAC chair Donald Geesaman of Argonne 

National Laboratory in Lemont, Illinois.

The report also recommends the United 

States build a new collider to probe the pro-

ton and neutron far more deeply by smashing 

electrons into protons or heavier nuclei. But 

that billion-dollar electron-ion collider could 

not be completed until the late 2020s, the re-

port says. “I think it’s defining the goal,” says 

Patricia Dehmer, acting director of DOE’s 

$5.1 billion Office of Science.

To afford the whole plan, the report es-

timates that DOE’s nuclear physics budget 

must increase annually by 1.6% above infla-

tion over the next 10 years, or between 3.5% 

and 4% in absolute terms. That may be a 

tall order, Dehmer cautioned—although she 

noted that the budget has grown at that pace 

in recent years. If the budget just inches up 

with inflation, the report notes, the new col-

lider will have to wait even longer. ■

By Daniel Clery

T
he field of astronomy has been reel-

ing since one of its most prominent 

members, exoplanet pioneer Geoff 

Marcy, was found guilty of sexually 

harassing female students at the Uni-

versity of California, Berkeley, over a 

decade. The university did 

not publish the results of 

its 6-month investigation, 

triggered by complaints 

from four former students, 

and it simply admonished 

Marcy to change his behav-

ior. But a 9 October article 

in the online publication 

BuzzFeed and pressure 

from Berkeley students 

and faculty as well as the 

wider astronomy com-

munity persuaded Marcy 

to resign from his Berke-

ley professorship and 

other positions.

Astronomer Joan Schmelz, chair of the 

American Astronomical Society’s (AAS’s) 

Committee on the Status of Women in As-

tronomy for 6 years until she finished her 

second term in August, played a key role 

in identifying victims of Marcy’s activi-

ties and letting them know they were not 

alone. Science spoke with her this week. 

Her comments have been edited for clarity 

and brevity. 

Q: You and others started looking into Marcy 

after complaints about his behavior at the 

2010 AAS meeting. What did you find out? 

A: We found out that there were many 

other targets of Marcy. That he used simi-

lar techniques to approach them, to be-

friend them, to get close to them, all with 

the idea that he was mentoring them, that 

women in astronomy was an important 

topic for him. [Marcy has not responded 

to Science’s request for comment.]

I started hearing from women who 

couldn’t figure out what to do at their 

own universities and more than one of 

these women were contacting me about 

Marcy. My goal was always to help them 

to do what was right for them. And in 

many cases that was not filing a Title IX 

complaint. [Title IX is the federal law cov-

ering sexual discrimination in publicly 

funded organizations.]

I reached out to some friends and col-

leagues of mine who were or had been at 

Berkeley, and we started to identify some 

women who were targeted 

by Marcy. In almost every 

case, they thought their 

interaction with Marcy 

was the only one; they did 

not know about the other 

women involved. So I think 

it was, at least for these four 

complainants, really the 

fact that there were other 

women and there was this 

long pattern of behavior go-

ing back many years that 

convinced them they should 

file with the Title IX office.

Q: Marcy’s behavior 

has been called an “open secret” in the 

community. Why has it taken so long to 

come to light?

A: Part of the problem is the way we han-

dle all of this in terms of Title IX: All of 

the burden is put on the shoulders of the 

young women who were targeted. There 

is not a real avenue for, say, senior men 

who knew the secret or who knew about 

the behavior to intervene in any sort of 

sanctioned way. That is one of the things 

we should see if we can change.

It is not very common in academia that 

young women will come forward [with Ti-

tle IX complaints] because they correctly 

fear retribution. They are in the most vul-

nerable phases of their career. They are 

relying on their advisers for letters of rec-

ommendation to get into graduate school, 

to get their first job. It is very much like 

the old medieval master-apprentice sys-

tem, where you are completely reliant on 

these letters. That’s a system that’s worked 

in academia for hundreds of years, and I 

don’t know how we’re going to change 

that. But it is a system that can breed this 

sort of unprofessional behavior. 

Shining a light on sexual 
harassment in astronomy
Astronomer Joan Schmelz talks about what needs to 
change in the wake of the Marcy case

Q&A

Joan Schmelz says too much burden 

is put on the shoulders of women.

Published by AAAS
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By Emily Underwood

B
obby Kasthuri appreciates the value 

of high-tech tools for studying the 

brain. While working on a master’s 

degree at Harvard University, he had 

access to one of the country’s most 

powerful electron microscopes, able 

to image individual synapses in slices of 

mouse brain. Now, he is at Argonne Na-

tional Laboratory (ANL) in Lemont, Illinois, 

which has its own cutting-edge electron mi-

croscope, plus an accelerator 1.6 kilometers 

around that can perform x-ray microscopy 

on brain tissue.

Kasthuri, who is continuing to image 

nano scale connections in mouse and hu-

man brains, wants others to share his good 

fortune. Last Friday at ANL, prior to the 

Society for Neuroscience meeting in nearby 

Chicago, he and colleagues hosted nearly 

100 researchers and government officials to 

discuss a bold proposal: the creation of a Na-

tional Brain Observatory, a network of neu-

rotechnology centers tied to the Department 

of Energy’s (DOE’s) National Laboratories. 

The call to equip neuroscientists with 

the type of big, expensive facilities his-

torically built for physicists and astro-

nomers dates from 3 years ago, when 

Rafael Yuste of Columbia University and 

five other neuro scientists drafted the 

proposal for what would ultimately be-

come President Obama’s Brain Research 

through Advancing Innovative Neuro-

technologies (BRAIN) Initiative. They ar-

gued that mapping the intricacies of the 

brain and managing the resulting data re-

quires “big science” investments similar to 

national telescopes and particle accelera-

tors. But the first round of federal BRAIN 

funding—roughly $100 million—went al-

most exclusively for technology develop-

ment by individual labs, a “tepid” response, 

Yuste says. Last week, he and the same five 

colleagues made their case again in the 

journal Neuron and at the ANL workshop. 

“Something has been left out from the orig-

Q: Will this case encourage other victims 

to come forward?

A: I’m not aware of anyone filing a Title 

IX complaint. I know I’ve received emails 

from people wanting advice, and those are 

all ongoing.

Marcy is not the only sexual harasser in 

astronomy. In this particular case, there 

were a number of victims who could be 

identified and therefore they could talk to 

each other and get support from each other. 

That’s not necessarily as easy to do in some 

of the other cases. Even in the Marcy case it 

was incredibly difficult. It took many years 

to get to this point.

Q: Institutions have a conflict of interest 

in disciplining their own faculty. Is there 

another way complaints can be handled?

A: One of the problems with the current 

system is that one individual complaint 

feels very much like a he-said/she-said. 

The he in this situation is almost always a 

professor, and the she is always a student 

or postdoc. As he has a lot more power 

than she, that means that she doesn’t 

come forward. But there’s no way to ac-

count for many shes. There’s no office that 

will keep a confidential complaint on file 

until, for example, they get a second confi-

dential complaint from another person.

That’s one of the things I’d like to see go-

ing forward. The Committee on the Status 

of Women in Astronomy had been acting 

like that, and I had been acting like that 

in a very informal way. That’s not the best 

way to do it or the right way to do it, but 

right now it’s the only way to do it.

Astronomer Geoff Marcy 

has been a leader in the 

hunt for exoplanets.

Some campuses are much better than 

others at having offices where women can 

go and speak confidentially about this, 

before they would ever go to the Title IX 

office and file an official complaint. Some 

campuses are also better at making stu-

dents aware of their options and resources. 

It seems that the Berkeley campus was not 

very good at that.

Q: Is there anything about 

astronomy that makes harassment 

a particular problem?

A: I don’t think astronomy is any better or 

any worse than any other academic field 

that is male-dominated. I think that for 

a number of years we have been shining 

a light on this problem, and it’s harder 

for the problem to hide in the shadows if 

you’re shining a light on it.

Q: Will the field’s collective action over this 

case have a galvanizing effect to tackle the 

issue of harassment? 

A: I hope we all find a way to use this inci-

dent to build momentum toward changing 

the situation. We just have to move away 

from the status quo. Almost every sexual 

harassment survivor that I have talked 

to has always said to me, “I want the 

problem to stop.” It’s not that they’re look-

ing for revenge or punishment; they just 

want the problem to stop. They want to 

be treated like everybody else and do their 

science. If anything positive can come out 

of this, I hope it is awareness that we can 

all work together to make our community 

a safer place for everyone. ■

Second bid 
for brain 
observatory
Workshop explores facilities 
to give neuroscience access 
to high-tech tools

NEUROSCIENCE
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inal vision, and that is why we are making 

all this noise,” Yuste says.

At the meeting, attendees discussed four 

broad goals: expanding access to large-scale 

electron microscopes; providing fabrication 

facilities for new, nanosized electrode sys-

tems that can monitor thousands of neu-

rons at once; developing new optical and 

magnetic resonance technologies for map-

ping brain activity; and finding new ways to 

analyze and store the staggering amount of 

data that detailed brain studies can produce. 

Participants differed, however, about just 

how much federal support they will need. 

Fabricating nanoelectrodes, for example, 

will require the same types of costly found-

ries that build semiconductor chips, says 

Michael Roukes, a physicist at the California 

Institute of Technology in Pasadena. But for 

data storage and analysis, distributed net-

works of programmers who create and share 

code might ultimately be more effective than 

government-run facilities, says neuro-

scientist Jeremy Freeman of Janelia Re-

search Campus in Ashburn, Virginia. 

Either way, building support for the initia-

tive among neuroscientists and at funding 

agencies will require “an extraordinary sci-

entific mission, something where you sit up 

and say we have to do this,” says Clay Reid, 

a neuroscientist at the Allen Institute for 

Brain Science in Seattle, Washington. One 

such mission—creating a map of roughly 

half of the human brain’s 100,000 km of 

axons, the threadlike extensions that proj-

ect from neurons—generated widespread 

enthusiasm at the meeting. Created by im-

aging micron-thick slices of a post mortem 

human brain, the map would not show 

synapses for the entire brain, but would 

reveal every neuron, axon, and potentially 

hard-to-distinguish glial cell, Kasthuri says. 

It would “push the envelope” of current op-

tical imaging and data analysis, and create a 

core of trained staff that could support later 

projects, said David Kleinfeld, a neuroscien-

tist and physicist at the University of Cali-

fornia, San Diego. It would also be the first 

complete map of the human brain’s neural 

pathways, which would be useful for physi-

cians and surgeons and help “ground truth” 

techniques such as functional magnetic 

resonance imaging, which lack anatomical 

detail, says Jeffrey Lichtman, a neuroscien-

tist at Harvard University.

Still murky is how a National Brain Ob-

servatory would be organized and how 

much it would cost. It could harness exist-

ing electron microscopes and x-ray sources 

at DOE and university facilities, but Yuste 

says that even so, the initiative would re-

quire at least $50 million per year, on top of 

existing BRAIN funding. And any effort will 

have to serve DOE’s mission of advancing 

basic physical and computational science, 

notes Brad Aimone, a computational neuro-

scientist at Sandia National Laboratories in 

Albuquerque, New Mexico. 

Long-time neuroscience supporter Repre-

sentative Chaka Fattah (D–PA), who helped 

secure $3 million in National Science Foun-

dation (NSF) funding for developing the Na-

tional Brain Observatory project this year, 

attended the workshop and told attendees 

that the idea has bipartisan support. And 

DOE seems on board. ANL Director Pe-

ter Littlewood has asked NSF for roughly 

$1 million annually for 5 years to develop the 

concept through collaborations between the  

lab and the University of Chicago in Illinois. 

Now, it’s up to the neuroscience community, 

Congress, and the White House to determine 

whether the National Brain Observatory be-

comes more than a lofty vision. ■

By Ken Garber

O
ne day last year, a graduate student 

brought molecular geneticist Paul 

Taylor an ice bucket holding a test 

tube that contained a white solution. 

When she lifted the tube from the 

bucket, the solution became clear—

and it went white again when she put it 

back in. Taylor was baffled at first, because 

the tube held a dissolved protein, and pro-

teins are normally clear in solution. So he 

examined the white version under a mi-

croscope. The protein had apparently “de-

mixed” out of water, forming tiny droplets 

in a process analogous to the separation of 

vinaigrette into oil and vinegar. What made 

the observation especially interesting was 

the identity of the protein: It was the nor-

mal product of a gene that, when mutated, 

Taylor’s team had found to cause amyo-

trophic lateral sclerosis (ALS), or Lou 

Gehrig’s disease.

Taylor is not the only biologist capti-

vated by these liquid transformations. 

Over the past year, several other groups 

have independently seen protein droplets 

form in test tubes and in cells, and four 

papers on the unusual phenomenon have 

just been published in Cell and Molecular 

Cell. Already, investigators are proposing 

that droplet formation is a key part of the 

machinery regulating gene expression in 

cells. When the process goes awry, they 

suggest, it can lead to the solid protein ag-

gregates that are a hallmark of ALS and 

other neurodegenerative diseases.

“Together the papers are a tour de force 

and really a very large advance,” says 

James Shorter, a cell biologist at the Uni-

versity of Pennsylvania. 

Steve McKnight, a bio chemist at the 

University of Texas Southwestern Medi-

cal Center (UTSW) in Dallas, agrees that  

the field is on the cusp of something pro-

found. “We are seeing the first glimpses 

of … a whole new understanding of how 

cells are organized.”

Protein ‘drops’ 
may seed brain 
disease
Cellular droplets promote 
vital biochemistry—but may 
dangerously solidify

CELL BIOLOGY

An Argonne National Laboratory physicist works on a prototype high-resolution microscope, the type of tool 

neuroscientists would have access to at a National Brain Observatory.
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The new work addresses a biological 

puzzle. Gene expression, and thus most 

of biology, depends on two large families 

of proteins: transcription factors, which 

turn on genes, and RNA-binding proteins 

(RBPs), which transport RNA to the correct 

parts of the cell so that they’re in the right 

place at the right time to be translated 

into proteins. “The crown jewels of bio-

logy,” McKnight calls these families. Oddly, 

many of these proteins have tails that re-

semble the self-propagating infectious par-

ticles called prions, which cause mad cow 

disease and, in humans, Creutzfeldt-Jakob 

disease. But why? “It’s been an enigma,” 

McKnight says. 

The new papers provide an answer, at 

least for RBPs: The prionlike domains 

drive the assembly of RBPs into the drop-

lets that fascinated Taylor. These droplets, 

he and others hypothesize, serve to protect 

and concentrate the proteins and their at-

tached RNAs, keeping them from dispers-

ing into the cell fluid and ferrying them 

intact to their proper cellular destinations. 

Such structures, speculates Tony 

Hyman, a cell biologist at the Max Planck 

Institute of Molecular Cell Biology and Ge-

netics in Dresden, Germany, and co-author 

of one of the new papers, may have played 

a key role in the emergence of life more 

than 3 billion years ago by protecting its 

chemical reactions from a hostile environ-

ment, before cell membranes came about. 

“As soon as organized molecules would 

have formed in a primitive soup they 

would have started to phase separate to 

form reaction centers,” he says.  

But the proteins’ ability to assemble into 

droplets has a potentially dangerous flip 

side—they can then solidify in a manner 

that causes disease. In the 27 August and 

24 September issues of Cell, Hyman’s and 

Taylor’s groups reported that given enough 

time and under the right conditions, RBP 

droplets can become fibrous structures re-

sembling those that aggregate in the brain 

cells of people with ALS and Alzheimer’s 

disease. The teams also found that ab-

normal RBPs, encoded by mutant genes 

known to cause ALS, are quicker to ag-

gregate. “This work is important because 

it provides a novel mechanism for forma-

tion of pathological aggregates,” says Ben 

Wolozin, an Alzheimer’s disease researcher 

at Boston University. 

However, the aggregation has been 

seen only in purified RBPs in solution, 

not in living cells. “We’ve tried very hard,” 

Hyman says. “In vivo they don’t convert 

from liquid to solid.” He suspects that 

the molecular machinery that eliminates 

aberrant proteins normally prevents ag-

gregation, and that dangerous aggregates 

appear when quality control mechanisms 

are weakened by aging or disease.

The study of protein droplets has be-

come a lively subfield. In the 15 October is-

sue of Molecular Cell, a UTSW–University 

of Colorado, Boulder, collaboration pro-

vides independent confirmation that the 

droplets assemble from prionlike protein 

tails. And in the same issue, a Brown Uni-

versity team used nuclear magnetic reso-

nance to show that RBPs and RNAs are 

not so much enclosed by the droplet, but 

rather the RBPs interact with each other’s 

prionlike tails to assemble it. 

Just how the prionlike domains initially 

drive droplet formation remains a mystery. 

Taylor thinks that weak bonding between 

the domains is enough to make it hap-

pen. McKnight’s lab 3 years ago was the 

first to suggest a role for these prionlike 

domains. In his hands, instead of droplets, 

they formed protein fibers, with similari-

ties to disease aggregates but looser. He 

doesn’t dispute the droplet work: “They’re 

finding neat things, cool things, and if 

there’s a controversy it’ll be sorted out in 

short order.” 

Drug companies are already paying close 

attention, because understanding how the 

droplets solidify in disease could lead to 

new ways to treat neuro degeneration. “I 

have been swamped with requests to teach 

pharmaceutical companies how to tar-

get this process,” Taylor says. “This is the 

biggest thing to happen in cell biology in 

my career.” ■

Mutant proteins linked to some cases of amyotrophic lateral sclerosis transition from normal liquid droplets to 

various structures (bottom, left to right, and top), which may lead to aggregates that cause disease.
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By Tania Rabesandratana, in Milan, Italy

E
urope’s transparency advocates are 

hoping for a new victory in the battle 

for the public’s right to scrutinize the 

data behind regulatory decisions. Last 

year, the European Medicines Agency 

(EMA) in London changed its rules to 

make public the massive amounts of clinical 

trial data that it receives as part of marketing 

applications. The move will allow anyone to 

see the evidence underpinning EMA’s deci-

sions to allow (or reject) medicinal products 

on the European market. 

Now, a sister agency 

in Parma, Italy, says it 

will follow EMA’s exam-

ple. The European Food 

Safety Authority (EFSA) 

plans to make public 

the data it uses to assess 

whether products such 

as pesticides, food ad-

ditives, and genetically 

modified (GM) crops are 

safe to use, eat, or grow. 

“We want to make our 

data as open as possible 

and make it reusable,” 

EFSA Executive Director 

Bernhard Url pledged on 

14 October at the open-

ing session of EFSA’s 

second scientific confer-

ence here. Industry, how-

ever, worries that the openness—which will 

extend to detailed industry reports—could 

threaten trade secrets, and some say it could 

stir unwarranted concerns.

EFSA itself cannot decide whether a prod-

uct should be sold in the European Union, 

but it produces “opinions,” written by panels 

of scientists, that form the basis of such de-

cisions by the European Commission. EFSA 

opinions rely partly on company-sponsored 

studies that sometimes aren’t published; 

even when they are, the raw data usually are 

not, making it harder for watchdogs to ex-

amine and critique a study. 

Groups like the Corporate Europe Ob-

servatory, which seeks to expose undue in-

dustry lobbying, and the Pesticide Action 

Network Europe (PAN Europe) have pres-

sured EFSA to publish the content of all ap-

plications submitted by manufacturers, in 

a usable format, just as EMA is preparing 

to do. (Pesticides and GM foods are among 

their targets.) “There is no reason for EFSA 

not to follow EMA’s footsteps,” says Martin 

Dermine, honey bee project coordinator at 

PAN Europe.

EFSA will begin doing so next year, shar-

ing data submitted by E.U. member states—a 

“treasure trove” that includes information 

on antimicrobial resistance, food consump-

tion, and pesticide residues, Url tells Science. 

But it will take several years before EFSA 

starts sharing company data filed as part of 

the product risk assessments.

Dermine is unhappy about the slow pace. 

The data and studies that EFSA deals with 

are easier to share than clinical trials, he says, 

because they usually don’t include sensitive 

patient information. Dermine is concerned 

that EFSA’s pledges to make openness “intel-

ligent” or “useful” may mean that there will 

be limits to what will be released. 

EFSA’s scientific adviser Hubert Deluyker 

acknowledges that his agency is facing re-

sistance from industry. Companies say com-

petitors might run with their trade secrets. 

Another worry is that consumers or activists 

could zoom in on scientific details that may 

seem scary but are of little importance. “In-

dustry needs to know in advance whether, 

how, and when data submitted to public au-

thorities will be disclosed to third parties,” 

says a spokesperson for EuropaBio, a lobby 

group for the biotech industry. Although 

Europa Bio supports the drive toward open-

ness, the spokesperson says, EFSA should 

first focus on better explaining its work to 

the public, and “on better protecting infor-

mation provided by applicants from misuse.”

EMA’s experiences so far suggest that in-

dustry will adapt. Some drug companies 

are still dragging their feet, EMA’s Senior 

Medical Officer Hans-Georg Eichler told last 

week’s meeting, but most executives have 

now “understood that the train has left the 

station.” EMA moved from “acrimonious” 

discussions with companies that refused 

to share clinical trial reports in the name 

of commercial confidentiality to discussing 

which elements in these reports can be con-

fidential. “It started as a nasty story but may 

have a very happy end,” Eichler says. “All the 

research enterprise will 

become more efficient if 

[researchers] can learn 

from the mistakes their 

predecessors have made.”

Jean-Louis Bresson, 

a nutrition researcher 

at Paris Descartes Uni-

versity, says there is a 

risk that releasing raw 

data will cause mis-

understandings, health 

scares, and rumors—but 

EFSA “cannot not do 

it.” Bresson, who sits on 

EFSA’s Dietetic Products, 

Nutrition and Allergies 

panel, says patients and 

consumers have “the 

right to know.”

But transparency 

alone is not enough to 

improve regulation, says Axel Decourtye, an 

ecotoxicologist at France’s National Insti-

tute for Agricultural Research whose stud-

ies on the effects of neonicotinoid pesticides 

on honey bees contributed to a partial ban 

on three such compounds in the European 

Union (Science, 20 April 2012, p. 348). EFSA 

also needs to collect the right data, he says. 

Neonicotinoids were approved based partly 

on studies that looked at the effect of a sin-

gle pesticide dose on adult bees,  Decourtye 

says; the studies should also have included 

information about chronic effects at low 

doses and effects on larvae. “Transparency 

is all very well,” Decourtye says, “but we 

need to make sure that the data is relevant 

in the first place.” ■

Europe’s food watchdog 
embraces transparency
Industry uneasy at European Food Safety Authority pledge 
to make data underlying its decisions public 

REGULATORY SCIENCE

Food samples are tested for horse meat at a lab in Germany. The European Food Safety Authority 

plans to begin sharing data submitted by E.U. countries next year. 
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f you’ve heard of fusion energy, you’ve 

probably heard of tokamaks. These 

doughnut-shaped devices are meant 

to cage ionized gases called plasmas 

in magnetic fields while heating them 

to the outlandish temperatures needed 

for hydrogen nuclei to fuse. Tokamaks 

are the workhorses of fusion—solid, 

symmetrical, and relatively straight-

forward to engineer—but progress with 

them has been plodding.

Now, tokamaks’ rebellious cousin is step-

ping out of the shadows. In a gleaming 

research lab in Germany’s northeastern 

corner, researchers are preparing to switch 

on a fusion device called a stellarator, the 

largest ever built. The €1 billion machine, 

known as Wendelstein 7-X (W7-X), appears 

now as a 16-meter-wide ring of gleaming 

metal bristling with devices of all shapes 

and sizes, innumerable cables trailing off 

to unknown destinations, and technicians 

tinkering with it here and there. It looks 

a bit like Han Solo’s Millennium Falcon, 

towed in for repairs after a run-in with the 

Imperial fleet. Inside are 50 6-tonne mag-

net coils, strangely twisted as if 

trampled by an angry giant.

Although stellarators are simi-

lar in principle to tokamaks, they 

have long been dark horses in fu-

sion energy research because to-

kamaks are better at keeping gas 

trapped and holding on to the heat needed 

to keep reactions ticking along. But the Dali-

esque devices have many attributes that 

could make them much better prospects 

for a commercial fusion power plant: Once 

started, stellarators naturally purr along in a 

steady state, and they don’t spawn the poten-

tially metal-bending magnetic disruptions 

that plague tokamaks. Unfortunately, they 

are devilishly hard to build, making them 

perhaps even more prone to cost overruns 

and delays than other fusion projects. “No 

one imagined what it means” to build one, 

says Thomas Klinger, leader of the 

German effort.

W7-X could mark a turning point. 

The machine, housed at a branch of 

the Max Planck Institute for Plasma 

Physics (IPP) that Klinger directs, is 

awaiting regulatory approval for a 

startup in November. It is the first large-scale 

example of a new breed of supercomputer-

designed stellarators that have had most of 

their containment problems computed out. 

If W7-X matches or beats the performance 

of a similarly sized tokamak, fusion research-

ers may have to reassess the future course of 

Germany completes the epic construction of the reactor designed in hell. 
Its tortuous shape may point the way forward for fusion

By Daniel Clery in Greifswald, Germany

TWISTED LOGIC

FEATURES

To watch a video 
about stellarators, 
go to http://scim.
ag/vid_6259.

VIDEO
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their field. “Tokamak people are waiting to 

see what happens. There’s an excitement 

around the world about W7-X,” says engineer 

David Anderson of the University of Wiscon-

sin (UW), Madison.

STELLARATORS FACE THE SAME chal-

lenge as all fusion devices: They must heat 

and hold on to a gas at more than 100 mil-

lion degrees Celsius—seven times the tem-

perature of the sun’s core. Such heat strips 

electrons from atoms, leaving a plasma of 

electrons and ions, and it makes the ions 

travel fast enough to overcome their mutual 

repulsion and fuse. But it also makes the gas 

impossible to contain in a normal vessel.

Instead, it is held in a magnetic cage. 

A current-carrying wire wound around 

a tube creates a straight magnetic field 

down the center of the tube that draws 

the plasma away from the walls. To keep 

particles from escaping at the ends, many 

early fusion researchers bent the tube into 

a doughnut-shaped ring, or torus, creating 

an endless track.

But the torus shape creates another prob-

lem: Because the windings of the wire are 

closer together inside the hole of the dough-

nut, the magnetic field is stronger there and 

weaker toward the doughnut’s outer rim. 

The imbalance causes particles to drift off 

course and hit the wall. The solution is to 

add a twist that forces particles through re-

gions of high and low magnetic fields, so 

the effects of the two cancel each other out.

Stellarators impose the twist from out-

side. The first stellarator, invented by astro-

physicist Lyman Spitzer at Princeton Uni-

versity in 1951, did it by bending the tube 

into a figure-eight shape. But the lab he set 

up—the Princeton Plasma Physics Labo-

ratory (PPPL) in New Jersey—switched 

to a simpler method for later stellara-

tors: winding more coils of wire around a 

conventional torus tube like stripes on a 

candy cane to create a twisting magnetic 

field inside.

In a tokamak, a design invented in the 

Soviet Union in the 1950s, the twist comes 

from within. Tokamaks use a setup like an 

electrical transformer to induce the elec-

trons and ions to flow around the tube as 

an electric current. This current produces 

a vertical looping magnetic field that, when 

added to the field already running the 

length of the tube, creates the required spi-

raling field lines.

Both methods work, but the tokamak 

is better at holding on to a plasma. In 

part that’s because a tokamak’s symmetry 

gives particles smoother paths to follow. 

In stellarators, Anderson says, “particles 

see lots of ripples and wiggles” that cause 

many of them to be lost. As a result, most 

Cryostat

A 16-meter-wide 

container 

encloses all 

magnets and 

their liquid 

helium coolant. 

Two hundred 

and ffty access 

ports pass 

through it. 

Planar coils

Twenty fat 

superconducting 

magnets make fne 

adjustments to 

magnetic feld.

Superconducting coil

Each carefully shaped coil is 3.5 meters tall, 

weighs 6 tonnes, and is wound from nearly 

a kilometer of superconducting cable. 

Vacuum vessel

Carefully shaped to 

allow the magnets, 

at –270°C, to get as 

close as possible to 

the plasma, at 

100,000,000°C.

Nonplanar coils

Fifty twisted 

superconducting 

magnets designed 

by a supercomputer  

create a magnetic 

cage for the hot 

plasma.  

Plasma

Its twisting shape follows the 

magnetic 7eld designed to keep 

particles within the machine. 

1.8 m human

to scale

A fusion reactor with a twist
Wendelstein 7-X, the first large-scale optimized stellarator, took 1.1 million working hours to assemble, 

using one of the most complex engineering models ever devised, and must withstand huge temperature 

ranges and enormous forces.
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fusion research since the 1970s has focused 

on tokamaks—culminating in the huge 

ITER reactor project in France, a €16 bil-

lion international effort to build a toka-

mak that produces more energy than it 

consumes, paving the way for commercial 

power reactors.

But tokamaks have serious drawbacks. 

A transformer can drive a current in the 

plasma only in short pulses that would not 

suit a commercial fusion reactor. Current 

in the plasma can also falter unexpectedly, 

resulting in “disruptions”: sudden losses 

of plasma confinement that can unleash 

magnetic forces powerful enough to dam-

age the reactor. Such problems plague even 

up-and-coming designs such as the spherical 

tokamak (Science, 22 May, p. 854).

Stellarators, however, are im-

mune. Their fields come entirely 

from external coils, which don’t need 

to be pulsed, and there is no plasma 

current to suffer disruptions. Those 

two factors have kept some teams 

pursuing the concept.

The largest working stellarator 

is the Large Helical Device (LHD) 

in Toki, Japan, which began operat-

ing in 1998. Lyman Spitzer would 

recognize the design, a variation on 

the classic stellarator with two he-

lical coils to twist the plasma and 

other coils to add further control. 

The LHD holds all major records for 

stellarator performance, shows good 

steady-state operation, and is ap-

proaching the performance of a simi-

larly sized tokamak.

Two researchers—IPP’s Jürgen 

Nührenberg and Allen Boozer of 

PPPL (now at Columbia University)—

calculated that they could do better 

with a different design that would 

confine plasma with a magnetic field of 

constant strength but changing direction. 

Such a “quasi-symmetric” field wouldn’t 

be a perfect particle trap, says IPP theorist 

Per Helander, “but you can get arbitrarily 

close and get losses to a satisfactory level.” 

In principle, it could make a stellarator per-

form as well as a tokamak.

The design strategy, known as optimiza-

tion, involves defining the shape of mag-

netic field that best confines the plasma, 

then designing a set of magnets to produce 

the field. That takes considerable comput-

ing power, and supercomputers weren’t up 

to the job until the 1980s.

The first attempt at a partially optimized 

stellarator, dubbed Wendelstein 7-AS, was 

built at the IPP branch in Garching near Mu-

nich and operated between 1988 and 2002. 

It broke all stellarator records for machines 

of its size. Researchers at UW Madison set 

out to build the first fully optimized device 

in 1993. The result, a small machine called 

the Helically Symmetric Experiment (HSX), 

began operating in 1999. “W7-AS and HSX 

showed the idea works,” says David Gates, 

head of stellarator physics at PPPL.

That success gave U.S. researchers confi-

dence to try something bigger. PPPL began 

building the National Compact Stellara-

tor Experiment (NCSX) in 2004 using an 

optimization strategy different from IPP’s. 

But the difficulty of assembling the intri-

cately shaped parts with millimeter accu-

racy led to cost hikes and schedule slips. In 

2008, with 80% of the major components 

either built or purchased, the Department 

of Energy pulled the plug on the project 

(Science, 30 May 2008, p. 1142). “We flat 

out underestimated the cost and the sched-

ule,” says PPPL’s George “Hutch” Neilson, 

manager of NCSX.

BACK IN GERMANY, the project to build 

W7-X was well underway. The government 

of the recently reunified country had given 

the green light in 1993 and 1994 and de-

cided to establish a new branch institute 

at Greifswald, in former East Germany, 

to build the machine. Fifty staff members 

from IPP moved from Garching to Grei-

fswald, 800 kilometers away, and others 

made frequent trips between the sites, says 

Klinger, director of the Greifswald branch. 

New hires brought staff numbers up to to-

day’s 400. W7-X was scheduled to start up 

in 2006 at a cost of €550 million.

But just like the ill-fated American NCSX, 

W7-X soon ran into problems. The machine 

has 425 tonnes of superconducting magnets 

and support structure that must be chilled 

close to absolute zero. Cooling the magnets 

with liquid helium is “hell on Earth,” Klinger 

says. “All cold components must work, leaks 

are not possible, and access is poor” because 

of the twisted magnets. Among the weirdly 

shaped magnets, engineers must squeeze 

more than 250 ports to supply and remove 

fuel, heat the plasma, and give access for di-

agnostic instruments. Everything needs ex-

tremely complex 3D modeling. “It can only 

be done on computer,” Klinger says. “You 

can’t adapt anything on site.”

By 2003, W7-X was in trouble. About a 

third of the magnets produced by industry 

failed in tests and had to be sent back. The 

forces acting on the reactor structure 

turned out to be greater than the 

team had calculated. “It would have 

broken apart,” Klinger says. So con-

struction of some major components 

had to be halted for redesigning. One 

magnet supplier went bankrupt. The 

years 2003 to 2007 were a “crisis 

time,” Klinger says, and the project 

was “close to cancellation.” But civil 

servants in the research ministry 

fought hard for the project; finally, 

the minister allowed it to go ahead 

with a cost ceiling of €1.06 billion 

and first plasma scheduled for 2015.

After 1.1 million construction 

hours, the Greifswald institute fin-

ished the machine in May 2014 and 

spent the past year carrying out 

commissioning checks, which W7-X 

passed without a hitch. Tests with 

electron beams show that the mag-

netic field in the still-empty reac-

tor is the right shape. “Everything 

looks, to an extremely high accuracy, 

exactly as it should,” IPP’s Thomas 

Sunn Pedersen says.

Approval to go ahead is expected from 

Germany’s nuclear regulators by the end 

of this month. The real test will come once 

W7-X is full of plasma and researchers fi-

nally see how it holds on to heat. The key 

measure is energy confinement time, the 

rate at which the plasma loses energy to the 

environment. “The world’s waiting to see if 

we get the confinement time and then hold 

it for a long pulse,” PPPL’s Gates says.

Success could mean a course change 

for fusion. The next step after ITER is a 

yet-to-be-designed prototype power plant 

called DEMO. Most experts have assumed 

it would be some sort of tokamak, but now 

some are starting to speculate about a stel-

larator. “People are already talking about 

it,” Gates says. “It depends how good the re-

sults are. If the results are positive, there’ll 

be a lot of excitement.”        ■

Wendelstein 7-X’s bizarrely shaped components must be put together 

with millimeter precision. All welding was computer controlled and 

monitored with laser scanners.
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anoj Kumar Yadav came into 

this world with cataracts. In 

developed countries, a simple 

surgery cures this disabling 

eye affliction within the first 

few months of life. But like the 

vast majority of people in India, 

Yadav was born in a village, 

with limited access to health 

care. His parents are poor and uneducated. 

They didn’t even realize their infant son was 

blind until he began to bump into things 

while crawling. Years later, when regional 

doctors examined Yadav, they told him he 

would never see. “So we gave up,” recalls 

Yadav, now 22. “We thought there was no 

point in running around anymore trying to 

find treatment.”

Then in 2011, a team of eye specialists 

from New Delhi visited Yadav’s village in 

Uttar Pradesh state. They screened him and 

other blind children and kindled hope that 

Yadav might someday be able to see after 

all. That August, he and his father took a 

13-hour train journey to India’s capital. 

Here at the Dr. Shroff Charity Eye Hospital, 

a surgeon excised his cataract-ridden lenses 

and slipped in synthetic ones in their place.

When the doctors removed the bandages a 

day later, Yadav’s world was filled with light, 

and shapes that to him were inscrutable. He 

couldn’t tell people from objects, or where 

one thing ended and another began. His 

brain, deprived of information from his eyes 

for 18 years, didn’t know what to make of 

the flood of visual stimuli. But over the com-

ing months, his brain gradually learned to 

interpret the signals it was receiving from 

his eyes, and the blurry and confusing world 

began to come into focus.

Yadav is among hundreds of blind chil-

dren, teenagers, and young adults who are 

Defying expectations, cataract surgery in Indian children is endowing 
them with vision—and shedding light on how the brain learns to see

By Rhitu Chatterjee, in New Delhi; photography by  Graham Crouch

OUT OF THE DARKNESS
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now able to see thanks to a project called 

Prakash, which means “light” in Sanskrit. 

India may have the largest number of blind 

children in the world. Estimates 

range from 360,000 to nearly 1.2 

million. The vast majority live in 

rural areas, their quality of life 

worsened by poverty, lack of ac-

cess to health care, and a dearth of 

facilities for the disabled. Nearly 

40% of these children are thought 

to have preventable or treatable blindness, 

caused by congenital cataracts, damaged 

corneas, and eye infections. 

Led by neuroscientist Pawan Sinha, Proj-

ect Prakash began in 2004 as a humani-

tarian effort to address this problem. But 

it also had a scientific goal. Sinha, based 

at the Massachusetts Institute of Technol-

ogy in Cambridge, hypothesized that the 

newly sighted children could help answer 

a question that had long intrigued him: 

How does the brain learn to see? Initially 

funded by the U.S. National Institutes of 

Health as an exploratory grant, Prakash 

has since grown into a groundbreaking ef-

fort in neuroscience. For years, physicians 

assumed that once a blind person passed a 

critical age in early child-

hood without vision, their 

brain would never be able 

to make sense of the visual 

world. Through patients 

like Yadav, Prakash has de-

molished that assumption. 

“It took me about one-

and-a-half years before 

I could see everything 

clearly,” Yadav says. Short 

and slight, Yadav is polite 

and soft-spoken, and his 

eyes restlessly dart back 

and forth. The condition, 

nystagmus, is a relic of his 

congenital blindness. But 

with the cataracts gone, it 

doesn’t keep him from see-

ing. “Now, I can even ride a 

bicycle through a crowded 

market,” he says. 

Prakash “beautifully de-

monstrates that there is 

still room for plasticity and 

recovery” in patients who 

have grown up blind, says 

Olivier Collignon, a neuro-

scientist at the University of 

Trento in Italy. That doesn’t 

mean the newly sighted 

will be able to see as well 

as those born sighted, he 

cautions. “That is not sup-

ported by data.”

Still, the surprising capacity of Prakash 

patients to gain substantial vision is rewrit-

ing visual neuroscience. As the medical 

payoff of their efforts became clear, project 

leaders have launched a series of 

studies, from low-tech tests of pa-

tients’ responses to visual illusions 

to functional MRI (fMRI) imaging 

of their brains reorganizing in re-

sponse to visual input. While prob-

ing how the newly sighted process 

visual cues, project scientists are 

peeling away layers of mystery about which 

aspects of sight come preprogrammed and 

which are shaped by experience.

OPHTHALMOLOGY TEXTBOOKS have 

long suggested that trying to give sight to 

teenagers who have been blind since birth 

is unlikely to succeed. In a series of ground-

breaking studies in cats and monkeys that 

won them the Nobel Prize in Physiology or 

Medicine in 1981, Torsten Wiesel and David 

Hubel showed that if the brain is deprived 

of visual signals during a critical period 

soon after birth, vision is impaired for life. 

There have been no similar experiments in 

humans for ethical reasons, but scientists 

assumed our critical window slams shut 

between ages 6 and 8. That 

belief guided surgeons at 

Shroff, who turned away 

congenitally blind children 

older than 8 years.

However, Sinha un-

earthed a couple of studies 

from several decades ago 

that suggested congenitally 

blind adults could gain at 

least some vision after cata-

ract surgery. Then in 2002 

and 2003, while traveling 

across India to understand 

the extent and causes of 

blindness, Sinha met four 

individuals, all of whom 

had had cataracts removed 

as adolescents and had ac-

quired some vision. The 

anecdotal evidence was 

enough to persuade Sinha 

that, given recent advances 

in medicine, Project Prakash 

was worth pursuing, and he 

convinced the Shroff sur-

geons to give it a try. 

The team’s eye specialists 

and health workers set up 

screening camps in rural ar-

eas to identify children who 

could benefit from surgery 

and nonsurgical interven-

tions like eyeglasses, eye 

drops, and medication. So 

far, more than 1400 children have received 

nonsurgical care and nearly 500 children and 

young adults have undergone cataract opera-

tions. About half of those patients—the ones 

that the scientists are convinced were blind 

from birth—become research subjects. 

Their recent studies show that experi-

ence isn’t critical for certain visual func-

tions. Instead, the brain appears to be 

prewired to interpret at least some simple 

aspects of the visual world. The evidence 

comes from tests of visual illusions that are 

also helping settle a longstanding debate 

about why the brain misinterprets particu-

lar kinds of images. 

When our perception of an image differs 

from reality, we experience a visual illu-

sion. Some neuroscientists think the innate 

wiring of our brains is responsible for illu-

sions; others think they are a product of 

learning. Resolving this debate has proved 

difficult, says Susana Martinez-Conde, a 

neuroscientist at the State University of 

New York Downstate Medical Center who 

Manoj Yadav, 22, reads while visiting a hostel in 

Gorakhpur, a small city in northern India. Born blind 

in both eyes, Yadav began training his brain to see in 

2011 after cataract surgery.

Truth from deception
Project Prakash patients are 

susceptible to these two visual 

illusions immediately after 

surgery, suggesting our brains 

are preprogrammed to misread 

certain images. 

Ponzo illusion
The red lines are equal length, but 

the “farther” line appears longer. 

MÜller-Lyer illusion
The horizontal lines are equal length, 

but the ones capped with inward 

arrows appear longer.

To hear a podcast 
with author Rhitu 
Chatterjee, go to 
http://scim.ag/
pod_6259.
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studies illusions. “Babies can’t report on vi-

sual experience,” she says. “And it wouldn’t 

be ethical to deprive a baby of visual expe-

rience to test this.” The answer was “any-

body’s guess,” she says—until Project Prakash 

started studying the newly sighted children, 

whose vision, when first acquired, is close to 

a newborn’s.

In 2010 and 2011, Sinha’s team picked 

nine children from those about to undergo 

cataract surgery. The subjects had been 

blind since birth, according to the parents 

and surgeons at Shroff Charity Eye Hospital. 

Soon after their bandages were removed, the 

scientists showed them the Ponzo illusion. 

First demonstrated more than a century ago, 

this illusion typically involves lines converg-

ing on the horizon (like train tracks) and two 

short parallel lines cutting across them. Al-

though the horizontal lines are identical, the 

one nearer the horizon looks longer.

The dominant explanation for the Ponzo 

illusion is that it is a result of the brain’s 

experience interpreting 2D images as 3D 

scenes, with the individual elements of im-

ages perceived to be at various depths and 

distances. “That learning leads us to associ-

ate these two identical lines in this illusion 

as being at two different distances from us,” 

Sinha explains. The brain interprets the line 

nearer the apparent horizon as farther away 

and therefore longer than the other identi-

cal line.

If the Ponzo illusion were the result of vi-

sual learning, the Prakash kids wouldn’t fall 

for it. But to the team’s surprise, the children 

were just as susceptible to the Ponzo illusion 

as were control subjects with normal vision: 

They consistently found the line closer to the 

horizon longer, the team reported in Current 

Biology in May.

The kids also fell for the Müller-Lyer il-

lusion, a pair of lines with arrowheads on 

both ends; one set of arrowheads points 

outward, the other inward toward the line. 

The line with the inward arrowheads seems 

longer. “All we can say based on these results 

is that it’s not experience,” Sinha says. “It’s 

something else. It’s probably being driven 

by very simple factors in the image that the 

brain is probably innately programmed to 

respond to.”

Martinez-Conde is willing to hazard a 

guess at how the Müller-Lyer illusion works. 

Her past research has shown that our eyes 

tend to notice corners more than straight 

lines. Perhaps, she says, our brain focuses 

on the corners of the outward arrowheads, 

making the line between them look shorter 

than the line with inward arrowheads. “But 

this should be taken with a big grain of salt 

because I don’t have any data to prove it.”

Whatever the mechanism, the new study 

adds to growing evidence “that we are not 

blank slates when we’re born,” Martinez-

Conde says. Other evidence comes from a re-

cent study by Amir Amedi, a neuroscientist 

at the Hebrew University of Jerusalem, and 

colleagues in which they used fMRI to com-

pare the visual cortex of congenitally blind 

individuals with that of normally sighted 

ones. They found that the basic organiza-

tion of the visual cortex of congenitally 

blind people is similar to that of the nor-

mally sighted, and both have similar con-

nections between different parts of the 

cortex. That means “we’re born with this 

machinery for seeing that in a way doesn’t 

require visual experience to emerge,” Amedi 

says. “The visual system comes with certain 

connections and computational biases.”

SUCH PREWIRING MAY HELP the Prakash 

children gain functional vision in the 

months following surgery, Amedi specu-

lates. But experience and learning seem 

to play a bigger role in visual acquisition. 

“There is growing evidence that [even] 

adult brains can change in structure and 

function,” says Brigitte Roeder, a neuro-

psychologist at the University of Hamburg 

in Germany. For example, studies have 

shown that adults who regularly play action 

video games become better at certain visual 

tasks, like reading the fine print on a pre-

scription bottle or tracking several friends 

moving through a crowd. 

More relevant to the Prakash children is 

the ability to create a mental image of a 3D 

space. “Spatial imagery is very important in 

our lives,” says Prakash team member Tapan 

Gandhi, a neuroscientist at the Indian Insti-

tute of Technology, Delhi, in New Delhi. “If 

I ask you, think about your kitchen, where 

you’ve kept what, you can visualize it. This 

is very important for our daily lives.” But 

blind people aren’t adept at imagining 

spaces. When tested for this ability using a 

matrix and movable pegs, Prakash children 

before surgery perform poorly compared 

with normally sighted people, Gandhi says. 

Soon after surgery, however, they start to 

improve at spatial imagery tasks. Vision 

must be crucial to helping the brain create 

mental maps of spaces, he says. And the 

brain either does not have a critical win-

dow for this ability, or the window remains 

open until much later in life, Gandhi and 

colleagues reported in the 12 March 2014 is-

sue of Psychological Science.

The team found similar adaptability in 

the ability to distinguish a human face from 

facelike images. Soon after surgery, Prakash 

patients cannot tell the difference. That too 

contradicts dogma: Homing in on faces is 

one visual capability that scientists think 

is innate. But after a few weeks, the newly 

sighted can identify a human face and start 

to recognize different faces. The team has 

also found that their patients quickly learn 

to connect touch with sight. In other words, 

they are soon able to recognize objects they 

touched while blindfolded when they see 

those objects from a distance.

But plasticity has its limits. Collignon 

and his colleagues studied a group of adults 

in Canada who were born with cataracts 

but had corrective surgery before they 

turned 1. Despite at least 2 decades of re-

stored sight, every individual had slightly 

impaired vision. Their 3D perception and 

their ability to detect movement were also 

compromised, according to unpublished re-

sults. The researchers found that the brains 

of these individuals appear to be wired dif-

ferently: Unlike normally sighted people, 

their visual cortexes also process sound, 

they reported in August in Current Biology. 

“What is really striking here is that we 

are speaking of people who are deprived 

[of sight] for a few weeks to a few months, 

but it leads to longstanding reorganization 

of the brain to respond more to sound,” 

Collignon says. Prakash patients, who are 

blind for years, are also likely to have their 

visual cortex reorganized, he says, which 

could hinder recovery. “They have a trace 

of their past [in their brains], and their past 

is blindness,” he says. “These people will 

never be able to recover vision like someone 

who’s seen before.”

Sinha’s findings confirm this. The 

Prakash patients do not develop vision as 

sharp as normally sighted people’s. “Despite 

following these kids for several years, we 

do not find a progression of acuity to nor-

malcy,” Sinha says. That suggests a critical 

Functional MRI shows activity in the visual cortex of 

a newly sighted Prakash patient who is starting to 

perceive human faces. Prakash kids gradually learn to 

use the same region of the cortex that supports face 

perception in normally sighted people.

Normally sighted Newly sighted
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window for acuity that closes sometime be-

fore they turn 8—the youngest age Prakash 

has so far treated.

Yadav’s experiences are typical. “I can 

read newspaper headlines with my glasses,” 

he says. But 4 years since his surgery, he 

still has trouble reading the finer print in 

newspapers and books.

The window also seems to close early 

for contrast sensitivity: the ability to dis-

cern contrasts, shades, and patterns, one of 

the most basic functions of vision. In one 

test, Sinha’s team shows Prakash kids four 

patterns—a house, a square, an apple, and a 

circle—and asks them to identify the patterns 

as they change in size and contrast. Normally 

sighted people can detect these patterns 

for a range of sizes, if the contrast is above 

a certain threshold. For Prakash kids, their 

contrast sensitivity improves significantly up 

to several months after surgery, but never 

reaches normal levels. They remain stuck at 

detecting a limited range of sizes, and only 

when the contrast is fairly high. 

Taken together, the findings demonstrate 

that there is no single critical period govern-

ing vision, says Amy Kalia, a postdoctoral 

fellow with Sinha. “Is vision recoverable or 

not,” she says, “is a more complex story.”

Training could help the Prakash children 

recover more visual function, says Uri Polat, 

a neuroscientist at Tel Aviv University in Is-

rael. “The window doesn’t shut,” he says. “It 

becomes less sensitive.” 

In 2004, Polat was the first to show that 

training can restore eyesight in adults with 

amblyopia, or lazy eye. A lazy eye prevents 

normal development of the visual cortex dur-

ing early childhood. Patients have impaired 

binocular vision, as well as poor acuity and 

contrast sensitivity; the diminished sight 

was considered irreversible after age 10. 

Polat had patients look at a computer screen 

with variations of a Gabor Patch image, 

which has blurry black-and-white patterns 

that change in size and contrast. After just 

a month of training, his patients had better 

acuity and contrast sensitivity. 

Amedi agrees that training is key, but 

thinks that it should  involve touch and 

sound, too—senses that blind people rely 

on to navigate the world. His research has 

shown that to interpret sound or touch, 

they rely on parts of their visual cortex nor-

mally dedicated to vision. For example, they 

use the same part of the brain for braille 

that the sighted use for reading. Project 

Prakash plans to open a residential school 

next year to rehabilitate and educate chil-

dren after cataract surgery using physical 

exercises and multisensory experiences.

ULTIMATELY, the Prakash team wants to 

reveal how restoring vision alters the vi-

sual cortex. They are beginning to probe 

changes in the brain with fMRI. 

When they image the visual cortex of a 

patient before and 2 days after surgery, dif-

ferent areas of the cortex appear to be work-

ing in synchrony. “So if you have high activity 

in one part of the cortex, you’ll have similar 

activity in another part of the cortex,” Sinha 

says. “It’s as if much of the visual cortex is 

pulsating together.”

However, just a couple of months after 

surgery, the fMRI picture starts to change. 

Different regions of the visual cortex light up 

differentially, suggesting a division of labor. 

Pictures of human faces shown to patients, 

for example, activate an area of the cor-

tex known to respond to faces in normally 

sighted people.

“It makes a lot of sense,” Amedi says. 

“When they start processing visual informa-

tion, they cannot perform tasks. They can-

not identify an object, a person. It is all the 

same nonsense to them.” But as time goes by, 

and the brain learns to distinguish objects, 

shapes, and faces, different areas of the visual 

cortex start to specialize. 

Sinha, for one, did not expect these 

changes in the brain. “I was amazed by just 

how much, how massive the changes are and 

how quickly it happens, and how late in life 

it can happen,” he says. He also didn’t expect 

the gusher of results the project has gener-

ated. “I was worried that having to work 

with fairly old children, we were setting our-

selves up for failure.” Instead, the project has 

brought hundreds of young people like Yadav 

into the light—while putting the field of vi-

sual neuroscience in a new light as well.        ■

Manoj Yadav bicycles to 

work in Gorakhpur, India. 

“I can ride a bicycle even in 

a crowded market,” he says.

Published by AAAS
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By Zhonghua Liu and Tsan Sam Xiao

I
nflammation is an essential defense 

strategy mounted by the innate im-

mune system to eradicate infections 

and repair tissue damage. The inflam-

masome is an intracellular signaling 

complex involved in inflammation ini-

tiation and perpetuation. These multimeric 

protein assemblies promote the activation 

of proteases and the maturation of proin-

flammatory cytokines, as well as a form of 

cell death (pyroptosis) that incites further 

inflammation (1). Excessive inflammasome 

activation has been implicated in chronic 

inflammatory disorders such as diabetes, 

atherosclerosis, multiple sclerosis, and Al-

zheimer’s disease (2). However, inflamma-

somes also play protective roles in response 

to microbial pathogens. On pages 404 and 

399 of this issue, Zhang et al. (3) and Hu et 

al. (4) report the structural basis for activa-

tion of an inflammasome implicated in both 

infectious disease response and autoinflam-

matory disorders (see the first figure). 

Several inflammasomes have been shown 

to be activated by both microbial and host 

PERSPECTIVES

A single ligand-activated protein triggers the assembly of an entire infl ammasome

STRUCTURAL BIOLOGY

Assembling the wheel of death

Getting ready for defense. 

Reconstruction of the assembling inflammasome 

complex reported by Hu et al. and Zhang et al. Red, 

NAIP2 protein; cyan, NLRC4 proteins.   

INSIGHTS
Evidence for effective 
ocean protections p. 382 

Nanotoxicology at a 
crossroads p. 388
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stimuli. Among these inflamma-

somes, NLRC4 [where NLR de-

notes NOD-like receptor and C 

denotes caspase activation and 

recruitment domain (CARD)] 

is a unique inflammasome that 

uses host NAIP proteins (NLR 

family apoptosis inhibitory pro-

teins) to recognize two bacte-

rial proteins, flagellin and PrgJ, 

which are essential for bacterial 

movement and pathogenesis 

(see the second figure) (5, 6). 

Previous work suggested that 

the flagellin-activated NLRC4 

inflammasome adopts disk-like 

structures containing 11 or 12 

protomers (7), but the details 

of the inflammasome assembly 

are lacking. 

Using cryo–electron micros-

copy (cryo-EM) methods, Hu 

et al. and Zhang et al. now 

show that just one PrgJ-bound 

NAIP2 molecule is sufficient to 

trigger a dramatic conforma-

tional change in NLRC4; 9 to 

11 activated NLRC4 molecules 

then oligomerize around one 

NAIP2 molecule to form a 10- 

to 12-spoke wheel-like structure 

(see the second figure). Nano-

gold labeling demonstrated 

that there was only one NAIP2 

and one PrgJ molecule in the 

inflammasome wheel (see the 

second figure). Unlike the as-

sembly of the Apaf-1 (apoptotic 

protease activating factor–1) 

apoptosome, which requires 

ligand binding by each of its 

seven protomers (8), a single 

ligand-bound NAIP2 molecule 

triggers the assembly of an en-

tire NAIP2-NLRC4 inflamma-

some complex. This complex 

then oligomerizes the caspase-1 

protein and promotes its acti-

vation (see the second figure). Comparison 

of the cryo-EM structures and a previous 

crystal structure of NLRC4 in an autoinhib-

ited state reveals striking conformational 

changes in NLRC4. In particular, NLRC4’s 

C-terminal half pivots on a helix within the 

NOD (nucleotide-binding oligomerization) 

domain, leading to a ~90° rotation. This 

large structural reorganization is necessary 

to expose two oligomerization surfaces that 

facilitate the protein’s progressive oligo-

merization. Mutations near the NLRC4 

hinge region cause severe autoinflamma-

tory diseases typified by recurrent fever and 

pyroptotic cell death (9–11). The two new 

structural studies (3, 4) reveal the molecu-

lar mechanisms for this autoinflammatory 

pathology involving NLRC4.

Notwithstanding the remarkable new find-

ings, many mysteries remain regarding in-

flammasome activation. A key question is the 

mode of ligand binding. Tenthorey et al. have 

shown that the NAIP NOD domains confer 

the capacity to recognize flagellin or T3SS 

proteins (12). The resolution of the current 

cryo-EM structures was too low to identify 

the ligand-bound NAIP2 molecule within the 

wheel-like structures. Therefore, the struc-

tural basis for ligand recognition by the NOD 

modules remains to be deci-

phered. Because the NAIP2 NOD 

module also recruits NLRC4, it 

is possible that the ligand may 

engage both NAIPs and NLRC4 

in the fully assembled inflamma-

somes. Therefore, NLRC4 may 

function as a co-receptor instead 

of an adapter.

Another unsolved mystery is 

the role of adenosine diphos-

phate (ADP) or adenosine tri-

phosphate (ATP). The assembly 

of the apoptosome requires the 

exchange of ADP for ATP (8). 

Halff et al. have shown that ATP 

binding by NAIP5 was not essen-

tial for inflammasome assembly, 

but the role of ATP for NLRC4 

function was not clear (7). It 

remains to be shown whether 

exchange of ADP for ATP is nec-

essary for inflammasome assem-

bly or disassembly or whether, 

as suggested by Zhang et al., re-

lease of ADP suffices.

The results presented by Hu et 

al. and Zhang et al. may also help 

in understanding the NLRP3 in-

flammasome, which is perhaps 

the most intensively studied be-

cause it is activated by various 

microbial and environmental 

stimuli. Because of their similar 

domain architecture, the NLRP3 

inflammasome may adopt qua-

ternary structures resembling 

the NAIP2-NLRC4 inflamma-

some. Many chemically distinct 

stimuli for the NLRP3 inflam-

masome may converge on as 

yet unidentified host protein(s), 

which then trigger the assem-

bly of the NLRP3 inflamma-

some in a fashion similar to how 

NAIP2 accomplishes the NLRC4 

oligomerization.        ■
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inflammasome. (Bottom) Cryo-EM images of the assembling inflammasome.
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By Anton Burkov

T
he Dirac equation, which describes rel-

ativistic fermions (like electrons mov-

ing at nearly the speed of light), has a 

mathematically inevitable but puzzling 

feature: negative-energy solutions. The 

physical reality of these solutions is 

unquestionable, as one of their direct con-

sequences—the existence of antimatter—is 

confirmed by experiment. However, the in-

terpretation of the solutions has always been 

somewhat controversial. Dirac’s own idea 

was to view the vacuum as a state in which 

all the negative energy levels are physically 

filled. This “Dirac sea” idea seems to contra-

dict a common-sense view of the vacuum 

as a state in which matter is absent. On the 

other hand, the Dirac sea is a very natural 

concept from the point of view of condensed 

matter physics, as there is a direct and simple 

analogy: filled valence bands of an insulating 

crystal. There exists, however, a phenomenon 

within the context of relativistic quantum 

field theory, whose satisfactory understand-

ing seems to be hard to achieve without as-

signing physical reality to the Dirac sea. This 

phenomenon, the chiral anomaly, presents a 

quantum mechanical violation of chiral sym-

metry; it was first observed experimentally in 

particle physics as a decay of a neutral pion 

into two photons. On page 413 of this issue, 

Xiong et al. (1) report the observation of this 

phenomenon in a condensed matter system—

a crystal of Na
3
Bi—manifesting as an unusual 

negative longitudinal magnetoresistance; the 

vacuum/insulating crystal analogy is now all 

the more tangible.

The chiral anomaly is an unexpected fea-

ture of relativistic quantum field theory. If 

the Dirac equation is applied to a hypotheti-

cal massless fermion, then the particle is 

expected to possess a strictly conserved phys-

ical quantity called chirality, which refers to 

the handedness (left or right) of its internal 

angular momentum (i.e., spin) relative to 

the direction of its linear momentum. This 

conservation of chirality may be viewed as 

a consequence of chiral symmetry of the Di-

rac equation for massless particles: It has no 

preference for either chirality and does not 

mix the two chiralities.

However, when one passes from the Dirac 

equation to the corresponding relativistic 

field theory (which is made unavoidable by 

the negative-energy solutions of the Dirac 

equation), the chiral symmetry disappears 

once another fundamental physical prin-

ciple, that of gauge invariance, is taken into 

account. Chirality is no longer conserved 

when the fermions are placed in an electro-

magnetic field with collinear electric and 

magnetic components. This property was 

discovered by Adler and by Bell and Jackiw 

(2, 3), who were trying to explain the ob-

served decay of a neutral pion into two pho-

tons, which seemed to be prohibited by the 

chiral symmetry. 

The chiral anomaly is readily understood 

when the Dirac sea is considered real (4). In 

this case, the chiral anomaly follows from the 

form of the energy eigenvalues of the Dirac 

equation for a massless left- or right-handed 

charged fermion in the presence of a constant 

magnetic field (see the figure). These solu-

tions have the form of Landau levels, discrete 

energy levels that disperse continuously as a 

function of the component of the linear mo-

mentum along the direction of the field. The 

handedness of the particles is reflected in the 

existence in each case of a special Landau 

level whose dispersion is chiral; that is, it has 

a slope of a specific sign, positive or negative. 

Whereas all other Landau levels have either 

strictly positive or strictly negative energy, 

the chiral Landau levels necessarily contain 

both negative and positive energy states. The 

chiral anomaly arises as a direct consequence 

of the existence of these chiral Landau levels. 

Invoking the Dirac sea picture, all the 

negative energy states are filled by fermions 

while all the positive energy states are empty. 

Now suppose that in addition to the magnetic 

field, an electric field is applied in the same 

direction. The electric field will accelerate the 

particles, which means their momentum will 

change with time. This implies (see the fig-

ure) the simultaneous production of particles 

of one chirality and antiparticles of the op-

posite one. The total charge is conserved but 

the chirality is not.

The observation of the phenomenon re-

ported by Xiong et al. was made possible 

by the recent discovery of Weyl and Dirac 

semimetals, which are crystalline materi-

als whose electronic structure mimics the 

energy-momentum relation of relativistic 

fermions (5–9). The specific material studied 

by Xiong et al., Na
3
Bi, is a Dirac semimetal, 

which means that the left- and right-chirality 

electrons coexist at the same point in the 
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Illustrating the chiral anomaly. (A) Energy spectrum of the left- and right-handed fermions in the presence of a 

magnetic field B. Filled states with negative energy are shown as black dots, empty states with positive energy as gray 

dots. (B) Same spectrum, but in the additional presence of an electric field E parallel to the magnetic field B. Right-

handed particles and left-handed antiparticles have been produced. ε, energy; k, wavevector.
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crystal momentum space. This, however, is 

not important, as a similar effect should be 

observed in Weyl semimetals, where oppo-

site-chirality fermions exist at distinct points 

in momentum space. The way that the chiral 

anomaly manifests in Na
3
Bi is through mag-

netoresistance (a dependence of the electri-

cal resistance of the material on an applied 

magnetic field). The physical picture of the 

chiral anomaly, when applied to a Dirac or 

Weyl semimetal, implies a magnetic field–

dependent contribution to the resistance, 

which is negative (the resistance is reduced 

and the material becomes a better conduc-

tor when the magnetic field is applied) and 

quadratic in the field (10, 11). The effect also 

exists only when the current is aligned with 

the direction of the field (the magnetoresis-

tance is longitudinal), survives up to a tem-

perature of about 90 K, and is large (quickly 

rising to more than 100% as the temperature 

decreases below 90 K). These features are un-

usual and cannot be explained by any other 

known mechanism but the chiral anomaly.

What makes the observed effect important, 

apart from the analogy to particle physics, is 

that the chiral anomaly is a purely quantum 

mechanical phenomenon without any clas-

sical analogs. Yet the observed longitudinal 

magnetoresistance is a macroscopic effect, 

seen in a large sample. Such macroscopic 

quantum phenomena are typically observed 

only at very low temperatures. The fact that 

the chiral anomaly manifestation in Na
3
Bi 

is observed at temperatures as high as 90 

K makes it especially interesting and poten-

tially useful technologically.        ■
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“…the chiral anomaly is a 
purely quantum mechanical 
phenomenon without 
any classical analogs. Yet 
the observed longitudinal 
magnetoresistance is a 
macroscopic effect…”

By Martha J. Farah

“M
an is not going to wait pas-

sively for millions of years 

before evolution offers him 

a better brain.” These words 

are attributed to the 20th 

century Romanian psycho-

pharmacologist Corneliu Giurgea, an early 

advocate of cognitive enhancement—that 

is, the use of medications or other brain 

treatments for improving normal healthy 

cognition. Contemporary attempts at cogni-

tive enhancement involve an array of drugs 

and devices for modifying brain function, 

such as pills taken by students to help them 

study, or electrical stimulators focused on 

prefrontal cortex by electronic game play-

ers (“e-gamers”) to sharpen their skills.  

What is known about current methods of 

cognitive enhancement?  What specifically 

do they enhance, for whom, and with what 

risks? We know surprisingly little.  

In the United States, stimulants such as 

amphetamine and methylphenidate (sold 

under trade names such as Adderall and 

Ritalin, respectively) are widely used for 

nonmedical reasons (1). However, it is not 

known how many of these users are seek-

ing cognitive enhancement, as opposed to 

getting “high,” losing weight, or some other 

effect—there is simply a lack of epidemio-

logical data. Student surveys suggest that 

cognitive enhancement with stimulants is 

commonplace on college campuses, where 

students with prescriptions sell pills to 

other students, who use them to help study 

and finish papers and projects (2).  Similar 

use by college faculty and other profession-

als to enhance workplace productivity has 

been documented, but prevalence is un-

known (3, 4).

These practices have been interpreted 

as paradigm cases of cognitive enhance-

ment (which is distinct from treatment 

for a cognitive disorder) generally aimed 

at improving executive function—the abil-

ity to marshal cognitive resources for flex-

ible multitasking or focusing, as needed. 

Because these drugs are widely used to 

treat attention deficit hyperactivity disor-

der (ADHD), in which executive function 

is impaired, they are assumed to enhance 

executive function in healthy individuals 

as well. However, the current evidence sug-

gests a more complex state of affairs. The 

published literature includes substantially 

different estimates of the effectiveness of 

prescription stimulants as cognitive en-

hancers. A recent meta-analysis suggests 

that the effect is most likely real but small 

for executive function tests stressing inhib-

itory control, and probably nonexistent for 

executive function tests stressing working 

memory (5).

Why, then, do these drugs continue to 

be used for enhancement? One possibility 

is that there are important individual dif-

ferences in people’s response to them, with 

some people benefiting (2). In addition, 

stimulants have other effects for which they 

may be used. In a report entitled “Just How 

Cognitive Is ‘Cognitive Enhancement’?,” so-

ciologist Scott Vrecko interviewed students 

who used Adderall and found that they em-

phasized motivational and mood effects as 

reasons for using the drugs for schoolwork 

(6). Subsequent research confirmed the 

role of these noncognitive factors for stu-

dents enhancing with Adderall; although 

they differed minimally from nonusers on 

attention task performance, they exhibited 

substantially greater differences in moti-

vation and worse study habits, along with 

more depressed mood (7).  

There is, of course, a close relation be-

tween cognitive performance, on the one 

hand, and motivation, on the other. Even 

if one’s laboratory-measured executive 

function is not appreciably increased, 

one is likely to get more done, and of bet-

ter quality, if one is feeling cheerful and 

“into” the tasks at hand. Unfortunately, the 

mood- and motivation-boosting abilities of 

stimulants are related to their well-known 

dependence potential, and that potential 

is a major concern. How likely is it that 

cognitive enhancement use of stimulants 

will lead to dependence? The prevalence of 

drug dependence among enhancement us-

ers is not currently known.  

Another drug used for cognitive en-

hancement is modafinil (trade name Pro-

vigil). Best known for its ability to preserve 

alertness and cognitive function under 
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conditions of sleep deprivation, it may also 

enhance aspects of cognition in rested in-

dividuals. As with amphetamine, studies 

have produced conflicting results. A recent 

literature review of the cognitive effects 

of modafinil found a range of outcomes: 

enhancement, null effects, and occasion-

ally impairment. Enhancement was the 

most common finding, especially in com-

plex cognitive tasks requiring multiple 

components of executive function to be 

used together, although effect sizes were 

not synthesized through meta-analysis to 

yield a quantitative summary measure of 

effectiveness (8). A recent study reported 

a “striking increase in task motivation,” 

suggesting that this may contribute to 

modafinil’s value as a cognitive enhancer 

in the workplace (9), but motivational ef-

fects are inconsistent across studies (8). 

Modafinil’s dependence potential is be-

lieved to be low, although some would not 

discount the risk (10). 

The newest trend in cognitive enhance-

ment is the use of transcranial electric stim-

ulation (11). In the most widely used form, 

called transcranial direct current stimula-

tion (tDCS), a weak current flows between 

an anode and a cathode placed on the head, 

altering the resting potential of neurons in 

the current’s path. The simplicity and low 

cost of tDCS devices have enabled broad 

use of the technology for research and, in-

creasingly, for home use. No epidemiologi-

cal data exist on the use of these devices, 

but the Internet abounds with discussion 

and advice on how to build and 

use tDCS systems. An initial sur-

vey with a convenience sample 

(a sample not expressly cre-

ated to be representative of 

particular types of people) 

recruited from the Inter-

net sites indicates that 

cognitive enhancement 

is the most common rea-

son for personal use of 

tDCS (12). Subscribers 

to the main tDCS in-

terest website num-

ber in the thousands, 

but actual prevalence 

and related information 

about tDCS use is unknown. 

The true cognitive benefit of 

tDCS in normal healthy users is 

also unknown. As with research on 

pharmaceutical enhancement, the 

published literature includes a mix of 

findings. One recent attempt to synthesize 

the literature with meta-analysis concluded 

that tDCS has no effect whatsoever on a 

wide range of cognitive abilities (13). How-

ever, the methods of this analysis have been 

criticized as unnecessarily conservative and 

even biased (14). Newer transcranial elec-

tric stimulation protocols involving alter-

nating current stimulation (tACS), random 

noise stimulation (tRNS), and pulsed stim-

ulation (tPCS) have different physiological 

effects and hence potentially different psy-

chological effects, although the empirical 

literature is still developing.

Transcranial electric stimulation is ex-

panding beyond home users, with new 

companies selling compact, visually ap-

pealing, user-friendly devices. These have 

been exempted from regulation as medical 

devices by the U.S. Food and Drug Admin-

istration. One company, Foc.us, markets its 

systems to e-gamers to improve attention 

and performance. Thync, which began sell-

ing its system in June of this year, targets 

a broader set of lifestyle uses, comparable 

to coffee for work and meditation for re-

laxation. At present, there is little to no 

scientific evidence for or against the ef-

fectiveness of these specific systems, nor 

is there evidence concerning the physio-

logical and psychological effects of regular 

use over months or years in humans or in 

animals.

It remains difficult to say what cognitive 

benefits these various practices offer in 

the laboratory, let alone in the classroom 

or workplace, and their attendant risks are 

even harder to gauge. Although surveys 

have estimated the number of college stu-

dents using stimulants for enhancement, 

little is known about other people and 

other practices. Without knowing more 

about the prevalence, risks, and benefits of 

these brain interventions, it is difficult to 

formulate useful policy.

Why are we so ignorant about cogni-

tive enhancement? Several factors seem 

to be at play. The majority of studies on 

enhancement effectiveness have been car-

ried out on small samples, rarely more 

than 50 subjects, which limits their power. 

Furthermore, cognitive tasks typically lend 

themselves to a variety of different but rea-

sonable outcome measures, such as overall 

errors, specific types of errors (for exam-

ple, false alarms), and response times. In 

addition, there is usually more than one 

possible statistical approach to analyze the 

enhancement effect. Small samples and 

flexibility in design and analysis raise the 

likelihood of published false positives (15). 

In addition, pharmacologic and electric 

enhancements may differ in effectiveness 

depending on the biological and psycho-

logical traits of the user, which complicates 

the effort to understand the true enhance-

ment potential of these technologies. In-

dustry is understandably unmotivated to 

take on the expense of appropriate large-

scale trials of enhancement, given that the 

stimulants used are illegally diverted and 

transcranial electric stimulation devices 

can be sold without such evidence. The 

inferential step from laboratory effect to 

real-world benefit adds another layer of 

challenge. Given that enhancements would 

likely be used for years, long-term effec-

tiveness and safety are essential concerns 

but are particularly difficult and costly to 

determine. As a result, the only large-scale 

trial we may see is the enormous but un-

controlled and poorly monitored trial of 

people using these drugs and devices on 

their own.        ■
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New trends. Transcranial electric stimulation for 

cognitive enhancement in healthy individuals is 

becoming more popular, yet little is known about the 

effectiveness or long-term safety of these devices.
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By Richard Neutze

“E
verything that living things do 
can be understood in terms of 
the jigglings and wigglings of at-
oms,” Richard Feynman famously 
surmised (1). This question has 
captured the imagination of bi-

ologists since the first protein structure, that 
of myoglobin, an oxygen (O

2
) carrier in mus-

cles, was solved by x-ray crystallography (2). 
Myoglobin binds carbon monoxide (CO) 
two orders of magnitude more strongly 
than O

2
. Bound CO can be dislodged 

from the active-site heme by light, and 
the subsequent structural response 
of the protein has been the focus of 
intense study by spectroscopic (3), 
x-ray scattering (4), and x-ray dif-
fraction (XRD) (5, 6) methods, yet 
complex structural questions remain 
(7). On page 445 of this issue, Bar-
ends et al. (8) provide three-dimensional 
snapshots of structural changes in myoglo-
bin—low-amplitude collective motions that 
rapidly spread throughout the protein—that 
occur during the first few picoseconds (9) af-
ter the CO photodissociation. 

Time-resolved XRD methods were de-
veloped at synchrotron radiation sources 
to enable the movement of atoms to be 
observed in real time during a biological 
reaction. Synchrotron-based time-resolved 
XRD studies of the photo-dissociation of 
CO from the active site of myoglobin first 
achieved a time resolution of a 4000 ps (5), 
and technical developments later facilitated 
a 30-fold improvement (6). These stud-
ies beautifully illustrated how dislodging 
a bound ligand may induce a coordinated 
sequence of structural changes throughout 
a protein, and suggested that collective mo-
tions may be coupled to opening and clos-
ing a gateway for CO (or O

2
) to enter or exit 

the active site of the protein (7). 
Because of technical limitations associated 

with circulating electron bunches around a 
ring, it is not possible to isolate x-ray pulses 
shorter than 100 ps in duration with synchro-
tron radiation sources. This fundamental 
limitation hampers time-resolved studies of 
the most rapid structural changes in biology, 
because spectroscopic evidence suggests that 

collective motions in proteins may occur two 
orders of magnitude faster (3).  

Barends et al. overcame this restriction by 
performing time-resolved diffraction studies 
at an x-ray free-electron laser (XFEL). Rather 
than circulating electrons around a ring, 
XFELs utilize a linear accelerator to inject a 
very short (hundredths of a millimeter) elec-
tron bunch through a very long (~100 m) ar-
ray of oppositely aligned magnetic fields. A 

feedback mechanism termed “lasing” creates 
a revolutionary x-ray source that delivers ex-
tremely intense x-ray pulses 0.1 ps in duration 
(10). XFEL radiation has enabled high-reso-
lution protein structures to be determined 
from a continuous stream of tiny crystals 
approximately a thousandth of a millimeter 
across (microcrystals), which mitigates the 
effects of damage from these very intense 
pulses (11). When used in combination with 

a suitably short laser pulse to initiate a light-
driven reaction within microcrystals (12), an 
XFEL can be used to visualize the most rapid 
structural changes in biology. 

A tenth of a picosecond after photo-acti-
vation by a short laser flash, Barends et al. 
observed a 1.6 Å displacement of a CO mol-
ecule away from the iron atom of the heme 
and into a transient docking site atop the 
heme’s porphyrin ring. This movement of the 
ligand releases strain energy, which is trans-
ported away from the active site as collective 
motions of the protein’s backbone atoms (see 
the figure). The amplitude of these motions 
is small (~0.2 Å), yet the power of averaging 
diffraction data from thousands of micro-
crystals allows the accurate recording of a 
high-resolution movie. Most strikingly, the 
atomic displacements of the residues in con-
tact with the heme undergo coherent oscilla-
tions with a period of ~0.5 ps. Unfortunately, 
the set of time delays sampled by Barends et 

al. did not allow verification of a recent sug-
gestion that longer-period global oscillations 

also arise in myoglobin (4). 
Functionally important motions 

that arise on this time scale have 
been coined a “protein-quake” 
(3). Barends et al. provide a di-
rect observation of such motions 

at high resolution and provide 
new insight of generic importance 

for understanding the relation between 
structure and dynamics throughout biol-
ogy. Myoglobin, however, does not utilize 
light in its natural function. Whenever na-
ture has evolved proteins to harvest light, 
the absorbed photons are invariably cap-
tured for their energy or their information 
content. Future XFEL-based time-resolved 
XRD studies are likely to facilitate unprec-
edented structural insights into the most 
rapid structural changes in photo-biology, 
revealing how the proteins that partake in 
photosynthesis and vision have been opti-
mized for function throughout evolution. It 
will be fascinating to see how the collective 
movement of the atoms of light receptors 
initiate vision. ■
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Snapshots of a protein quake
Release of CO induces ultrafast collective motions in myoglobin
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content FUltrafast collective motions in myoglobin. Myoglobin 

consists of six α helices, which enclose a heme 

containing an iron atom (Fe2+) bound within a porphyrin 

ring (light gray). CO (gray spheres) is bound to Fe2+ in 

the resting state, and the Fe-CO bond is broken by a 

rapid laser flash, whereupon CO moves to its primary 

docking position (red) within 0.1 ps. Strain is released as 

functionally important motions that evolve collectively 

throughout the protein. The resting myoglobin 

conformation is shown as light gray, whereas protein 

motions are implied by a sequence of increasingly 

opaque excited conformations (red). Movements of the 

backbone carbon atoms are exaggerated up to ninefold 

to better illustrate these small-amplitude motions. 
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By Jane Lubchenco and Kirsten 

Grorud-Colvert*

T
he ocean has recently taken a more 

prominent role on the international 

policy stage. In June, the United Na-

tions (UN) initiated development of a 

treaty for conservation of biodiversity 

on the High Seas. One of the Sustain-

able Development Goals (SDGs) adopted by 

the UN in September focuses on the ocean. In 

early October, the second Our Ocean Confer-

ence (OO-2015) provided a high-

profile platform for nations to 

tout progress or make promises 

to protect and restore the ocean. We discuss 

recent progress in creating and enforcing 

strongly protected areas, and we emphasize 

the need to accelerate the pace and draw on 

scientific knowledge.

Two new large marine reserves were an-

nounced by Chile at OO-2015: Easter Island 

Marine Park and Nazca-Desventuradas Ma-

rine Park. These join other recent reserves, 

including a sixfold expansion of the U.S. Pa-

cific Remote Islands Marine National Monu-

ment (2014); Kiribati’s ban on commercial 

fishing in its Phoenix Island Protected Area 

(2015); the United Kingdom’s Pitcairn Islands 

Marine Reserve (2015), which will be the 

world’s largest fully protected marine area; 

and New Zealand’s Kermadec Ocean Sanctu-

ary (2015). Each of these new protected areas, 

if fully implemented and enforced, should 

bring significant ecological benefit. 

These areas contribute to global targets 

set in SDG Goal 14 and the Convention on 

Biological Diversity’s (CBD) Aichi Target 11 

to protect at least 10% of coastal and ma-

rine areas by 2020. These targets employ a 

loose definition of “protection.” We find it 

more useful to distinguish among “lightly 

protected” (some protection exists but signif-

icant  extractive activity is allowed), “strongly 

protected” (all commercial activity prohib-

ited, only light recreational and subsistence 

fishing allowed), and “fully protected” (no 

extractive activities allowed; also called “ma-

rine reserves”). The term “Marine Protected 

Area” (MPA) encompasses all three catego-

ries, among which ecological benefits vary 

greatly (1). 

Even lumping all categories together, only 

3.5% of the ocean is protected  (see the figure). 

Only 1.6% is “strongly” or “fully” protected. 

In contrast, the CBD 17% target for terrestrial 

protection is likely to be met by 2020—it cur-

rently stands at ~15% (2). Conservation or-

ganizations and scientific analyses support 

ocean protection ranging from 20 to 50% (3). 

Existing MPAs are solely within countries’ 

jurisdictions, leaving the High Seas (~58% 

of the ocean) without any permanent protec-

tion (hence the new UN High Seas process). 

Protecting the High Seas could bring signifi-

cant fishery enhancement in addition to the 

primary goal of biodiversity benefit (4). Rep-

resentativeness of protection across diverse 

habitats may be more important than total 

area (5), but no adequate measure exists to 

 OCEAN

Making waves: The science 
and politics of ocean protection
Mature science reveals opportunities for policy progress

Increases in global MPA coverage over time. The line graph shows increasing MPA area. MPAs and year established are shown below the x axis. Data include formal commitments 

for large MPAs made in mid-2015. Bar graphs (decadal from 1960 to 2010, plus 2015) show percent ocean surface area that is strongly or fully protected (dark blue) out of the total 

percent MPA coverage (light blue). Circled numbers highlight key international events or agreements: 1) First AAAS Marine Reserves Symposium; 2) First NCEAS Marine Reserves 

Working Group; 3) UN World Summit on Sustainable Development; 4) Vth IUCN World Parks Congress; 5) UN Convention on Biological Diversity (CBD); 6) CBD, Aichi Targets; 7) 

UN SDG 14. Chagos MR currently in negotiation (see SM). GBRMP, Great Barrier Reef Marine Park; PRIMNM, Pacific Remote Islands Marine National Monument; MP, Marine Park; 

MR, Marine Reserve; MTMNM, Marianas Trench Marine National Monument; OS, Ocean Sanctuary; PEI MPA, Prince Edward Islands Marine Protected Area; PIPA, Phoenix Islands 

Protected Area; PMNM, Papahānaumokuākea Marine National Monument. Pre-2015 data from World Database on Protected Areas and MPAtlas, collated by R. Moffitt, and from (6). 

Mid-2015 large MPA data compiled by authors from data made public as formal MPA commitments are announced. See SM for MPA sizes.
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assess how protection is distributed globally 

or within nations’ exclusive economic zones 

[see the supplementary materials (SM)]. 

Despite the low fraction of the ocean pro-

tected, significant progress has been made 

in the last decade (6) (see the figure and the  

SM)—from less than 0.1% to 1.6% strongly 

protected. This reflects increasingly strong 

scientific evidence about the social, eco-

nomic, and environmental benefits of full 

protection; greater attention to community, 

stakeholder, and governance dynamics; in-

creasing recognition of the need for more 

protection due to threats to biodiversity, 

overfishing, and the lack of assessment for 

many marine stocks; dedicated campaigns 

by nongovernmental organizations (NGOs); 

funding by philanthropies; and new tech-

nologies that enable more effective enforce-

ment. Complementary changes are under 

way in some fishery management to achieve 

more sustainable fisheries outside marine 

reserves [e.g., (7)].

MATURE SCIENCE. Although the science 

of MPAs is mature and extensive, politi-

cal discussions are frequently disconnected 

from that knowledge, and resistance from 

resource extractors is often intense. We high-

light seven important, relevant findings. 

Full protection works. Fully protected, ef-

fectively enforced reserves almost always 

achieve their primary goal of significant 

ecological gains, including more species in 

greater numbers and larger sizes [e.g., (8, 9)]. 

Fully protected areas have ecological benefits 

up to an order of magnitude greater than par-

tially protected areas (1). Strong potential also 

exists to help recover some depleted fisheries 

outside a reserve [e.g., (4)]. They also provide 

a control to evaluate the impact of fishing and 

thus improve fishery management. 

Habitats are connected. Networks of re-

serves that extend beyond coastal waters into 

deeper waters can protect more biodiversity; 

many species move among habitats during 

their life cycles. If seamounts are fully pro-

tected within a strategically placed reserve, 

they can also benefit migratory animals such 

as tuna and marine mammals. 

Networks allow fishing. Connected net-

works of reserves can protect species while 

allowing extractive use between reserves. 

Connectivity occurs through movement of 

larvae, juveniles, or adults, sometimes across 

political jurisdictions, leading to greater ben-

efits than from a set of unconnected reserves 

(10). Simply having multiple relatively small 

reserves within a region, without thoughtful 

design, does not guarantee connectivity. 

Engaging users usually improves out-

comes. Reserves or networks planned with 

fishers and managers can address both con-

servation and fishery goals. For example, Ter-

ritorial User Rights Fisheries (TURFs) can be 

combined with reserves, as fishing coopera-

tives with secure access recognize the bene-

fits of creating neighboring “fish banks” to 

provide spillover into their fishing areas (7). 

Reserves can enhance resilience. Large 

and strategically placed reserves with their 

full component of trophic levels and greater 

genetic and species diversity are likely to 

be more resilient to some environmental 

changes and could be important tools in cli-

mate adaptation [e.g., (11, 12)]. 

Planning saves money. Thoughtful plan-

ning can minimize the costs of reserves, 

including foregone revenue [e.g., (13)]. Re-

serves can increase economic benefits, such 

as through spillover of adults to fished ar-

eas or enhanced tourism revenues; in some 

cases, the value of the reserve can exceed the 

pre-reserve value (14).  

Ecosystems matter. Complementary ef-

forts beyond reserves and MPAs are needed 

to fully protect and restore ecosystem func-

tioning. Smart planning using science- and 

ecosystem-based approaches can enable a 

combination of sustainable uses (fishing, 

aquaculture, energy generation, recreation, 

and the like) and protected places (15). 

POLICY CONNECTIONS. Cognizant of the 

disparity between existing protection and 

policy—or scientific—targets, we offer six 

recommendations.

Embrace options. MPAs have been imple-

mented using myriad top-down (politically 

mandated) and bottom-up (citizen-driven) 

approaches (see SM). Both are needed to 

achieve adequate protection.

Bring users to the table. Involving stake-

holders during all stages can assist success-

ful MPA planning, improving outcomes of 

resource protection while minimizing the ef-

fects on resource users (see SM).

Change users’ incentives. Push-back is 

understandable from those who bear the 

immediate costs, especially if there is no 

guarantee of direct benefit. This has been 

the single biggest impediment to the cre-

ation of reserves. Good reserve design 

and explicit transition strategies can help 

minimize economic and social effects (e.g., 

fisheries buyouts, phasing out fishing over 

time, or training for alternative livelihoods). 

Even more powerful approaches turn losers 

into winners—for example through TURF-

reserves or other rights-based fishery man-

agement (7) or by treating reserves as a 

new business, with users as investors and 

shareholders, and a return on investment 

expected in future years (14).

Use new technologies for enforcement. 

Partnerships between NGOs, the technology 

industry, and agencies use satellite tracking 

to visualize boat traffic, identify potential il-

legal fishing, and direct law enforcement to 

offenders. These complement international 

initiatives to reduce what has been a major 

threat to fishery management and biodiver-

sity protection: Illegal, Unregulated, and Un-

reported (IUU) Fishing. 

Integrate reserves with other manage-

ment measures. Reserves cannot address all 

stressors affecting the ocean. Complemen-

tary management, ideally integrated with 

reserves, is necessary to address issues such 

as bycatch, unsustainable and IUU fishing, 

climate change, and ocean acidification. 

Expect surprises and use adaptive man-

agement. When reserve goals are identified, 

so, too, should plans be laid for accommodat-

ing unexpected changes. Monitoring is key 

to track progress and signal when manage-

ment plans should be reviewed. Management 

agencies need the capacity to effectively eval-

uate reserve outcomes and use sound data 

for adapting appropriately. 

An accelerated pace of protection will be 

needed for the ocean to provide the full range 

of benefits people want and need. ■
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By Karen Lloyd

R
ecent advances in DNA sequencing 

and analysis have shown that much 

of the microbial life on Earth differs 

from previously described organisms. 

The organisms in this “microbial dark 

matter” are globally ubiquitous and 

numerous but have largely unknown physi-

ologies (1−4). Given their great evolutionary 

distance from all laboratory cultures, these 

mysterious organisms may harbor unique 

functions with potentially useful biotechno-

logical applications. Like most environments 

on Earth, coal-bed reservoirs contain micro-

bial dark matter. On page 434 of this issue, 

Evans et al. (5) show that members of the mi-

crobial dark matter phylum Bathyarchaeota 

(6) from coal beds have the genetic potential 

to generate methane.

Coal-bed methanogens, if properly nur-

tured, could increase natural gas produc-

tion from existing wells (7). Past studies of 

methane-generating microbes (methano-

gens) in any environment, including coal-bed 

reservoirs, have searched for either taxo-

nomic marker genes or methyl coenzyme M 

reductase (mcrA) genes found in cultivated 

methanogens (8). Any methanogen from a 

new taxonomic group, or one that performs 

methanogenesis by an as-yet-undiscovered 

pathway, will have been missed by these 

studies.

Evans et al. now report the reconstruc-

tion of two bathyarchaeotal genomes from 

DNA sequences derived from coal-bed reser-

voirs. This approach differs from past ones 

in that nearly all the DNA in the environ-

ment is sequenced, so that genomes can be 

reconstructed without preselection bias. The 

mcrA genes that the authors ascribe to the 

Bathyarchaeota match the four-letter fre-

quencies of the rest of the Bathyarchaeota 

genes in their study and thus do not belong 

to other microbes in the community. Ad-

ditionally, the Bathyarchaeota mcrA genes 

differ significantly from all previously dis-

covered mcrA genes. It is therefore likely 

that these genes, along with other genetic 

components of the methanogenic pathway, 

were transferred vertically (rather than be-

ing brought in recently by a virus or a trans-

poson). These genes thus likely originated 

before this ancient lineage diverged. 

All cultivated methanogens are members 

of a single phylum, the Euryarchaeota, in the 

domain Archaea (see the figure). Because 

methanogenesis only requires substrates that 

were abundant on early Earth, it is thought 

to be one of life’s earliest metabolisms (9, 10). 

Expanding methanogenesis to the Bathyar-

chaeota provides support for this theory 

because it places the evolution of genes for 

methanogenesis before the divergence of the 

Euryarchaeota and Bathyarchaeota. 

Support for the placement of Bathyar-

chaeota as a phylum-level group comes 

from their deeply branching evolutionary 

history (4, 6) and their broad environmen-

tal distribution, ranging from the deep-sea 

subsurface to anoxic land environments (11). 

Another characteristic of phyla is that they 

contain species with diverse physiologies 

and ecological functions. Bathyarchaeota 

have been associated with degradation of 

protein-derived matter (4) and aromatics 

(6). By adding a third type of metabolism 

to the Bathyarchaeota, Evans et al. make it 

clear that it is a phylum-level group with a 

wide range of physiological capabilities. 

It is impossible to draw definitive proof 

that an organism performs a particular me-

tabolism based on its genes alone. However, 

the Mcr protein inferred from the Bathyar-

chaeota genome has many key features of the 

active site known to be essential for its func-

tion in cultured methanogens. Furthermore, 

the presence of these organisms in a deep 

coal bed, where methanogenesis is known to 

occur, supports the possibility that this is a 

previously unknown type of methanogen. 

Evans et al. show that common micro-

bial processes in the environment can occur 

through genes that have been completely 

missed in previous DNA-sequencing efforts. 

Most understanding of the roles of specific 

types of genes in the environment requires 

amplification. To be amplified, the target 

DNA sequence of the environmental DNA 

must match small strands of synthesized 

DNA (primers) that are designed to match 

all known target sequences. Because only the 

environmental DNA matching the sequence 

of those primers is amplified, this method 

will miss the target gene if it diverges 

strongly from the primers. 

Genomic sequencing of uncultivated mi-

croorganisms has always held the promise 

of removing this preselection for known 

genotypes. The work by Evans et al. fulfills 

that promise. The mcrA gene they found in 

the Bathyarchaeota has 10 to 18 mismatched 

DNA bases with commonly used primers. 

Two or three mismatches are usually suf-

ficient to prevent primer binding. Clearly, 

all known primers would have missed this 

particular mcrA gene. After the genomic bin 

showed them what to look for, Evans et al. 

found homologs of the novel methanogenesis 

genes in other coal-bed reservoirs, demon-

strating the presence of previously uninvesti-

gated forms of mcrA in those environments. 

Future investigations of this kind are likely to 

reveal further genetic adaptations to known 

metabolic processes, in addition to discover-

ing new processes or combinations of pro-

cesses not seen in pure cultures.        ■
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DNA sequences from a coal-bed reservoir show that 
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Early divergence. The Bathyarchaeota diverged early from other archaea, including the methane-generating 

Euryarchaeota. Evans et al. now show that Bathyarchaeota likely generate methane with the help of genes that differ 

fundamentally from those found in Euryarchaeota.
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By Julio Castaneda1,2,3 and 

Martin M. Matzuk  1,2,3,4,5,6

T
he population of our planet con-

tinues to rise at a rapid rate and is 

reaching unsustainable numbers. 

The Strategic Plan 2000 of the Na-

tional Institute of Child Health and 

Human Development (NICHD) states 

that uncontrolled fertility “is one of the 

most pressing public health challenges fac-

ing the world today” (1). However, while 

women have had the freedom to control 

their own reproductive destiny with the 

“pill” for more than 50 years, there remains 

no oral contraceptive for men. On page 442 

of this issue, Miyata et al. (2) demonstrate 

that genetic disruption of either the cata-

lytic subunit (PPP3CC) or the regulatory 

subunit (PPP3R2) of sperm-

specific calcineurin or short-

term in vivo pharmacological 

inhibition with cyclosporine 

A or FK506 yields dysfunc-

tional mouse sperm incapa-

ble of proper motility toward 

the egg. 

An exciting feature of this 

new study is that both the 

genetic knockout and the 

small-molecule inhibitor 

leave the testes function-

ally intact and only influ-

ence sperm maturation in 

the epididymis (see the first 

figure), which is a reservoir 

for maturation and transit 

of the sperm once they exit 

the testis. This feature of the 

work therefore has the added 

benefit that small-molecule 

inhibitors of sperm-specific 

calcineurin could act both 

quickly and reversibly.

Why is the work of Miyata 

et al. so globally important? 

During the time that the con-

traceptive pill has been avail-

able to women, the world’s 

population has increased 

more than 2.4-fold, growing 

from 3 billion people in 1960 

to over 7.2 billion today (see 

the second figure). This con-

tinued high rate of popula-

tion growth (where the birth 

rate exceeds the death rate) calls into ques-

tion whether every child born will have suf-

ficient food, water, and education (3). In the 

United States, more than 50% of all women 

have experienced an unplanned pregnancy, 

and unlike other areas of the world, unin-

tended pregnancy rates have not fallen (4). 

Contraception should be advocated glob-

ally to curb this population explosion, and 

we must come up with new approaches to 

contraception. One such prospect is a male 

pill that targets the male reproductive tract 

in a reversible manner while both sparing 

the other cells in the body of a reproduc-

tively healthy man and  leaving the con-

centrations of male reproductive hormones 

(e.g., testosterone) unaltered.

Miyata et al. identified a potential avenue 

for the development of a male contracep-

tive pill by targeting calcium signaling. Cal-

cium signaling is important for many cell 

types, especially in the immune system. It 

is mediated by the calcineurin protein com-

plex (5). Small-molecule inhibitors of calci-

neurin, FK506 and cyclosporine A, have 

long been used to suppress the immune re-

sponse following organ transplantation (6). 

In addition, both FK506 and cyclosporine 

A have adverse effects on sperm function in 

animals (7). Using mouse genetics, Miyata 

et al. were able to pinpoint the mechanism 

of decreased sperm function upon exposure 

to FK506 and cyclosporine A and the role 

of calcineurin in sperm production.

Calcineurin is composed of a regulatory 

subunit and a catalytic subunit (8). Mam-

mals contain three versions of the catalytic 

subunit (PPP3CA, PPP3CB, and PPP3CC) 

and only two versions of the 

regulatory subunit (PPP3R1 

and PPP3R2). Whereas most 

of these subunits are present 

in all cell types of the body, 

PPP3CC and PPP3R2 are 

relatively more abundant in 

the testis. Using different ex-

perimental approaches, Mi-

yata et al. demonstrated that 

PPP3CC and PPP3R2 form 

a testis-specific calcineurin 

complex that localizes to the 

sperm tail.

When Miyata et al. de-

pleted PPP3CC from mice 

using genetic tools, males 

became infertile, whereas 

females were unaffected. 

Testis morphology, sper-

matogenesis, sperm counts, 

and sperm motility were 

not affected in mice lacking 

PPP3CC. In addition, sperm 

from these males could 

reach the site of fertiliza-

tion in the female reproduc-

tive tract, which seems at 

odds with the observation 

that males are sterile. Using 

video recordings and com-

puter analysis, the authors 

found that sperm lacking 

PPP3CC have a subtle yet no-

ticeable rigidity in the sperm 

tail (see the first figure, top 

right). Through careful anal-

DEVELOPMENTAL BIOLOGY

Toward a rapid and reversible male pill
Sperm-specifi c calcineurin is a novel fertility and contraceptive target
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Mouse sperm mature in epididymis  for 10 days
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A

A sperm’s tale. Bottom right: 

The tubular network of 

mammalian testis and epididymis. 

Middle: The structure of a typical 

mouse sperm. The midpiece 

is highlighted in orange. Top: 

Superimposed tracings of flagellar 

movement of sperm with (right) 

and without (left) calcineurin 

inhibition, demonstrating the 

rigid midpiece, versus the flexible 

midpiece, respectively.

Published by AAAS

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/


INSIGHTS   |   PERSPECTIVES

sciencemag.org  SCIENCE

C
IR

E
D

IT
: 

(G
R

A
P

H
IC

) 
C

. 
S

M
IT

H
/
S
C
IE
N
C
E

; 
D

A
T

A
 F

R
O

M
 U

.S
. 

C
E

N
S

U
S

 B
U

R
E

A
U

ysis using in vitro fertilization, Miyata et al. 

discovered that these rigid sperm were un-

able to penetrate the zona pellucida (a gly-

coprotein layer surrounding oocytes). The 

infertility defect could be suppressed if the 

zona pellucida was removed. The offspring 

generated from this in vitro fertilization 

procedure had no abnormalities, which 

suggests that the sperm-specific calcineu-

rin is not needed for normal development. 

In the next set of experiments, Miyata 

et al. used FK506 and cyclosporine A to 

pinpoint when functional calcineurin 

was needed in sperm development. When 

isolated sperm were exposed to these in-

hibitors in vitro, sperm flexibility and fer-

tilization rates were unaffected. However, 

when male mice were subcutaneously in-

jected with these inhibitors, rigid sperm 

appeared as early as 4 days after adminis-

tration. In normal sperm production, the 

final maturation steps (which span 10 days 

in the mouse) occur in the epididymis of 

the male reproductive tract. The appear-

ance of rigid sperm after 4 days suggests 

that calcineurin function is needed dur-

ing these final maturation steps. The most 

exciting finding from a human health per-

spective is that sperm flexibility and fertil-

ization rates recovered completely within 7 

days of cessation of administration of these 

drugs. The rapid inhibition of male fertility 

and its reversibility identify the sperm-spe-

cific calcineurin complex as a tantalizing 

male contraceptive target

Although the study of Miyata et al. has 

global implications in identifying the pos-

sibility of generating a male contraceptive 

pill by targeting sperm-specific calcineurin, 

several important considerations remain. 

One major issue is the similarities between 

the testis-specific calcineurin and the cal-

cineurins present in other cell types. An 

effective and safe male contraceptive pill 

will need to target only testis-specific cal-

cineurin, as global inhibitors of this com-

plex have (undesirable) effects elsewhere in 

the body. Another consideration is public 

attitudes regarding gender-specific stereo-

types toward a “male pill.” Men worldwide, 

especially those in long-term relationships, 

may be more accepting of taking a pill that 

renders them only temporarily “infertile” 

(i.e., if the potential of rapid reversibility 

can be demonstrated, as in Miyata et al.), 

and there are also economic benefits of 

family planning that does not rely only 

on the woman to be solely responsible for 

contraception

Uncontrolled fertility has been identified 

as a pressing public health issue facing this 

and future generations worldwide (9). For 

the previous 50 years, contraceptive pills 

have only been available to half the popula-

tion (women). While a male “pill” is many 

years away, the study of Miyata et al. lays the 

groundwork for research into the production 

of new small-molecule contraceptives.        ■
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SYSTEMS BIOLOGY

Systems 
biology 
(un)certainties
How can modelers restore 
confi dence in systems and 
computational biology? 

By  P. D. W. Kirk,1* A. C. Babtie,2*

M. P. H. Stumpf 2*

S
ystems biology, some have claimed 

(1), attempts the impossible and 

is doomed to fail. Possible defini-

tions abound, but systems biology is 

widely understood to be an approach 

for studying the behavior of systems 

of interacting biological components that 

combines experiments with computational 

and mathematical reasoning. Modeling 

complex systems occurs throughout the 

sciences, so it may not be immediately clear 

why it should attract greater skepticism in 

molecular and cell biology than in other 

scientific disciplines. The way in which 

biological models are often presented and 

interpreted (and overinterpreted) may 

be partly to blame. As with experimental 

results, the key to successfully reporting 

a mathematical model is to provide an 

honest appraisal and representation of 

uncertainty in the model’s predictions, pa-

rameters, and (where appropriate) in the 

structure of the model itself. 

Deriving mathematical models in biol-

ogy is rarely straightforward. Although 

biology is, of course, subject to the same 

fundamental physical laws—for example, 

conservation of mass, energy, and momen-

tum—as the other sciences, these laws of-

ten do not provide a good starting point for 

understanding how biological organisms 

and systems work. Biological modeling is 

an example of the so-called inverse prob-

lem (1), and instead emphasizes context-

specific levels of abstraction and relies 

upon experimental observations to decide 

if a particular model is useful.

Typically, not all terms or parameters in 

a biological model are known or observ-

able directly, and—except for some highly 

specific systems—the abundances of all the 

key players (molecules, cells, or individu-

als) cannot be measured simultaneously 

and continuously. Thus, despite being of-

ten overlooked, the challenge is not only 
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to identify suitable mathematical descrip-

tions of biological systems (such as gene 

regulatory networks) and mathematical 

representations of such systems that pro-

vide mechanistic insight, but also to com-

municate the inevitable uncertainty in 

the model’s (possibly many) unknowns. 

Although substituting these unknowns for 

estimates obtained from exogenous experi-

mental assays that are related to the biolog-

ical system in question has been advocated 

(2), this is usually fraught with problems:  

It is often impossible to perform all of the 

necessary experiments to measure missing 

parameters directly; frequently these mea-

surements are themselves subject to con-

siderable uncertainty, or are only possible 

to make under very different conditions; 

and the approach misses an opportunity to 

extract this information from the original, 

and potentially most relevant, experimen-

tal data. In this context, Bayesian inference 

procedures (3), which naturally permit the 

integration of external prior knowledge 

or beliefs with newly observed data, may 

provide the most natural framework for 

expressing and reporting uncertainty, and 

for this reason have become  increasingly 

popular in systems biology. For example, a 

recent application provides insight into a 

debated mechanism for the way in which 

organisms may ameliorate dangerous dam-

age to mitochondrial DNA (3). 

The number of unknowns in a model 

is partly determined by the scale of the 

system being studied. A biological system 

may range in scale from a few interacting 

molecules to whole populations of organ-

isms, and this can have a huge impact on 

both the modeling approach and the as-

sociated assessment of uncertainty (see 

the figure).  For small systems, it might 

be possible to rely solely on strong prior 

knowledge and specify a model structure 

that reflects known interactions. For larger 

systems, automated “network inference” al-

gorithms have been employed (4, 5). These 

aim to identify statistical dependencies, 

such as those between messenger RNA 

expression measurements, to highlight 

potential (co)regulatory interactions. But 

here, too, information about known tran-

scription factor targets can be used as as 

prior information to guide network infer-

ence. These data-driven, hypothesis-gener-

ating approaches for creating a biological 

model from data alone are often opposed, 

because as the biological systems in ques-

tion become larger and more complex, it 

becomes increasingly impossible to learn 

the “true” and complete underlying net-

work (1). However, this opposition seems 

to be predicated upon misconceptions of 

the aims of large-scale network inference, 

which are typically to highlight and explore 

dependencies in data sets—and thereby 

help to generate new hypotheses worthy 

of further investigation—rather than to 

uncover a single grand unifying model of 

the system. Unfortunately, not all network 

inference algorithms are equally effective, 

and the most popular approach—using 

the correlation among expression levels of 

genes (6)—results in a particularly poor ba-

sis on which to conduct further studies, let 

alone mechanistic models. Several alterna-

tive network inference approaches exist (4, 

5) that provide better, more robust candi-

date networks, and can incorporate expert 

or domain knowledge. These methods may 

be used to investigate gene-regulatory re-

lationships, and how interactions between 

genes change over time or differ between 

disease cases and healthy controls. 

Although large-scale grand unifying 

biological models have occasionally been 

sought (for example, whole-cell models, 

which are designed to be comprehensive 

models of cells that are expressed in terms 

of each cell’s molecular components) (7), 

these efforts remain the exception and only 

exist in early draft forms. Many challenges 

remain for models of such scope, including 

how to validate their quality and adequately 

report the uncertainty in both their overall 

global structure and their implied submod-

els. Whatever the scale of the system and 

data set, many different models are likely 

to provide plausible fits, while still remain-

ing consistent with current knowledge. 

Even for a small-scale (five-gene) regulatory 

network, it can be possible to find tens of 

thousands of models that provide qualita-

tively perfect fits even to dense, low-noise 

data sets, but that yield a variety of (often 

contradictory) insights into the regulatory 

relationships between genes (8). Assessing 

robustness of predictions and inferences 

across multiple alternative models can 

therefore be illuminating (8–10), provided 

the conclusions are still understood to be 

dependent on the particular set of models 

that are specified, and influenced by the ex-

periments that are chosen (11, 12). 

Models should not be expected to work in 

every conceivable context, and the most ex-

citing results are frequently those that break 

existing models. Model uncertainty, as char-

acterized by the ability to identify multiple 

models that explain current observations, 

therefore calls for the design of maximally 

discriminative experiments that will break 

as many models as possible (12, 13). For ex-

ample, dose-response curves typically pro-

vide too little discriminatory power, whereas 

carefully designed time-resolved analyses al-

low the study of even complicated models, 

such as proteasomal dynamics (14). 

Many of the criticisms of model develop-

ment in systems biology stem from a lack 

of appreciation of the variety of roles that 

can be played by mathematical modeling (1). 

This is partly driven by overstating implica-

tions and consequences of models, perhaps 

due to poor understanding of the power of 

1MRC Biostatistics Unit, Cambridge Institute of Public Health, 
Cambridge CB2 0SR, UK. 2Centre for Integrative Systems Biology 
and Bioinformatics, Department of Life Sciences, Imperial 
College London, London SW7 2AZ, UK.  E-mail: a.babtie@
imperial.ac.uk; paul.kirk@mrc-bsu.cam.ac.uk; m.stumpf@
imperial.ac.uk *All authors contributed equally to this work.

Abstraction and simplification. Mathematical models 

usually represent elements of a biological system at one 

scale. Choosing the appropriate degree of abstraction 

and simplification can be influenced by current 

knowledge about the system, the quality and quantity 

of experimental data, the computational demands of a 

particular modeling approach, and the modeling aims.  

For example, when studying a signaling pathway, the 

scope of the model may be restricted to a single pathway 

or it might include the influence of parts of a wider 

interconnected network of signaling pathways. 

Question

Populations of organisms

How does factor X afect 

proliferation of cell type Y?

Single cells

Multicellular organisms

Subcellular pathways

Groups of cells

Biomolecules

Scales of biological systems

Models

x x
xCell 

type Y

A B C

Published by AAAS



INSIGHTS   |   PERSPECTIVES

388    23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org  SCIENCE

C
R

E
D

IT
S

: 
(T

O
P

 T
O

 B
O

T
T

O
M

) 
D

IM
IT

R
I 

H
A

P
IU

K
; 

I.
 R

Ö
M

E
R

-R
O

C
H

E
/

U
N

IV
. 

O
F

 B
IR

M
IN

G
H

A
M

NANOSAFETY

How safe are nanomaterials?  
There is still no consensus on the toxicity of nanomaterials

By Eugenia Valsami-Jones and Iseult Lynch

E
ngineered nanomaterials are widely 

used in consumer products such as 

cosmetics, paints, fabrics, and elec-

tronics. Because of their small size 

(diameter <100 nm), they often have 

unusual properties. Once released 

into the human body or the environment, 

they are also fiendishly difficult to find 

again. In 2006, Nel et al. described possible 

mechanisms by which engineered nanoma-

terials interact with biological entities and 

the toxicological responses that may be trig-

gered (1). Despite much research since then, 

mechanistic understanding remains lim-

ited. Evidence for acute toxicity from nano-

materials at realistic doses is limited; there 

also is no simple correlation between toxic 

responses and nanoparticle size or other 

predictable pattern of toxicity. For answers 

to emerge, the nanosafety community must 

embrace recent technical advances and 

build consensus on testing methodologies. 

Upon entering the environment, some 

engineered nanomaterials, such as met-

als (silver, copper) and metal oxides (zinc 

oxide, iron oxide), may dis-

solve quickly, whereas oth-

ers are more persistent (for 

example, titanium dioxide, 

silicon dioxide, carbon nano-

tubes, and graphene). From 

a safety point of view, solu-

ble nanomaterials represent 

a best-case scenario, because 

any hazard from exposure is 

likely to be no different from 

that of their constituent ions. 

Given their small size and 

the limited quantities used 

in applications, such release 

is unlikely to amount to a 

major environmental threat. 

Direct exposure of humans 

or organisms would, how-

ever, still be a concern, par-

ticularly if the nanomaterials 

were internalized by cells as 

particles, only to dissolve 

and deliver toxic metals in-

side the cell after entry—a 

mechanism known as “Tro-

jan horse”  (2) (see the sec-

ond figure) in analogy with 

Greek mythology. 

The Trojan horse effect is specific to the 

nanometer scale and results from the poten-

tial of small particles to be actively internal-

ized by cells via inadvertent recognition by 

cellular receptors. It remains unclear how 

prevalent such nanospecific effects are. In a 

recent review, Notter et al. found that most 

published ecotoxicity studies report no more 

harm from engineered nanomaterials than 

from their dissolved metal counterparts (3). 

However, some of these studies may have 

missed subtle effects or failed to monitor the 

fate of nanomaterials and ensure exposure 

throughout the experiment. The review also 

considered only three types of nanomaterials 

(Ag, CuO, and ZnO).

 Even a casual survey of the literature 

would find many studies reporting a nano-

specific effect. For example, uptake of silver 

nanoparticles by snails differs from that 

of dissolved ions and depends on whether 

the snails are exposed to them through 

their diet or via water that they consume 

(4).  Also, some engineered nanomaterials 

may cause damage to the digestive or pul-

monary system of different organisms and 

humans (4, 5) and even to secondary or-

gans, such as the liver, after 

translocation (5). At the bot-

tom of the food chain, algae 

take up metal nanoparticles 

in fundamentally different 

ways from dissolved met-

als (Zn, Cu, Ag) (6). In the 

case of nanoparticles, metal 

concentrations were highest 

in the cell walls, whereas for 

dissolved metals, concentra-

tions were highest in the 

cell. However, for all metals, 

toxicity was the same for 

both types of exposure. 

Aging of nanoparticles 

is another recently discov-

ered issue. For example, 

Stegemeier et al. have re-

ported very different up-

takes of pristine and aged 

particles by plants (7). Most 

published work to date has 

focused on pristine nano-

materials, which can be 

structurally and chemically 

distinct from their aged 

counterparts (see the first 

figure) and may thus have 

Young and old. Nanomaterials 

change or “age” upon release into 

the environment, as shown here for 

ceria nanoparticles. Data for the 

pristine nanomaterial are therefore 

meaningless for interpreting the 

environmental and toxicological 

impacts of the aged form.

modern statistical approaches and machine 

learning.  Overstating can also be attrib-

uted to a lack of understanding the value 

of reporting uncertainties. Frequent falla-

cies and bad practices continue to thrive, 

including the use of correlation to capture 

causal relationships, failure to address the 

multiple comparison problem (for example, 

when testing for the presence of potential 

regulatory interaction among all pairs of 

genes, one cannot apply standard hypoth-

esis testing, which would result in excessive 

numbers of false-positives; to prevent this, 

the threshold for significance must be ad-

justed to account for the large number of 

tests carried out), and a lack of error bars or 

more general confidence sets/intervals (8)  

for parameters and models.   

Models are simplified (but not simplistic) 

representations of real systems, and this is 

precisely the property that makes them at-

tractive to explore the consequences of our 

assumptions, and to identify where we lack 

understanding of the principles governing 

a biological system. Models are tools to un-

cover mechanisms that cannot be directly 

observed, akin to microscopes or nuclear 

magnetic resonance machines (15). Used 

and interpreted appropriately, with due at-

tention paid to inherent uncertainties, the 

mathematical and computational model-

ing of biological systems allows the explo-

ration of hypotheses. But the relevance of 

these models depends on the ability to as-

sess, communicate, and, ultimately, under-

stand their uncertainties.        ■
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different toxicity. The nanosafety com-

munity must demonstrate biological and 

environmental relevance of the studied 

nanomaterials, especially if aging is insuf-

ficiently accounted for. This will not be easy, 

because consensus in the literature is often 

lacking even for pristine nanomaterials (8).

Nanosafety is of course no different from 

many other areas of science where issues 

with reproducibility occur. Openness and 

data sharing can go a  long way toward re-

solving the issues (9).   The nanosafety com-

munity could benefit from harmonization of 

methodologies and approaches, given that in 

this young field, there is no consensus even 

on basic laboratory protocols. Characteriza-

tion must also be sufficiently detailed, par-

ticularly given that recent studies linking 

nanomaterial structure with toxicity point 

to subtle physicochemical characteristics 

(such as redox activity, band gap energy, and 

surface properties) not included in routine 

characterization (10). A recent review by the 

Organisation for Economic Cooperation and 

Development (OECD) also concluded that 

standardized hazard testing methods must 

be critically revised to correctly address haz-

ards from engineered nanomaterials (11). 

Recent advances may point the way to-

ward resolution and consensus. In particular, 

genomic approaches enable hypothesis-in-

dependent discovery of potential toxicity 

pathways. Ivask et al. recently used such an 

approach to demonstrate not only differ-

ences between ionic and nanoparticle toxic-

ity, but also different mechanisms of toxicity 

triggered by different forms of nanomaterial 

surface modification  (12). These methods 

allow subtle effects to be picked up and at-

tributed correctly.

High-throughput screening techniques 

also hold great potential, enabling faster and 

more reproducible toxicity testing of engi-

neered nanomaterials (13). Further progress 

is likely from novel approaches to quantita-

tive structure-activity relationships (QSARs), 

computational models that link specific 

structures or properties to the responses that 

they elicit. The models can, for example, use 

the specific combination of proteins and their 

relative concentrations on a nanomaterial’s 

surface (the “corona”) to predict its potential 

for cell association and internalization (14). 

Mechanistic models of toxicity could be the 

ultimate weapon against uncertainty, if they 

provide a reproducible link between specific 

nanomaterial features and a particular bio-

logical response; a less toxic material might 

then result from “designing-out” features 

identified as causing toxicity (15). 

Nanosafety research has reached a 

crossroads, with opportunities still com-

promised by uncertainties, but with great 

potential for answers to emerge from ap-

plication of state-of-the-art approaches. 

Future success will depend on converting 

laboratory and field discoveries into com-

putational models and on ensuring that 

consistent language is used to describe 

these findings. This will ensure reliable an-

swers to the question of nanomaterials tox-

icity and allow prediction of toxicity from 

structure and/or properties.        ■
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T
o put us, as book reviewers, in context, 

like many scientists, we study our sur-

roundings in an effort to understand 

where we came from. Jan, the histori-

cal geologist, likes to begin with the 

birth of our solar system 4.56 billion 

years ago. Before that, in his mind, there was 

nothing. Renske, the astrophysicist, works 

on much larger time scales, beginning with 

the birth of the earliest galaxies 13.2 billion 

years ago. For her, our solar system is just a 

little speck in recent history. It is therefore 

rare to come across a publication that piques 

the interest of both of us. Such was the case 

with particle physicist Lisa Randall’s new 

book, Dark Matter and the Dinosaurs.

The first thought that crossed  both our 

minds when reading the title of this book 

was: “Oh, no, not again, another outlandish 

proposal for the extinction of dinosaurs….” 

However, we were relieved to find that, right 

from the start, Randall dismisses almost all 

connections between dark matter and the 

mass-extinction event that wiped out the di-

nosaurs. Instead, the book takes the reader 

on a journey through the cosmos, describing 

what we know about dark matter and what 

more we are poised to learn as new and bet-

ter equipment becomes available.

Randall starts with an outline of “The Big 

Questions”: Why is there something rather 

than nothing? What happened during the 

Big Bang? What came before the Big Bang? 

She explains that there has to be dark mat-

ter because the behavior of merged galaxy 

clusters like the Bullet Cluster cannot be 

explained otherwise. She skims through 

the Big Bang, cosmic inflation, and how the 

galaxies formed when normal matter hitch-

hiked along with dark matter to form the 

seeds of the first stars. Without dark matter, 

we learn, our Milky Way and Earth as we 

know it would not exist.

Having covered the creation of stars, the 

book turns to our solar system. Here, Ran-

dall vividly describes the comets and as-

teroids that have hit or will hit Earth. She 

recounts how meteorites may have brought 

essential amino acids and perhaps some 

water to Earth and describes the Chicxulub 

asteroid/comet and its role in the mass ex-

tinction at the end of the Cretaceous. The 

story of the Chicxulub impact and its role in 

the extinction of the dinosaurs is highly en-

tertaining and largely correct.

In the last chapters of the book, Randall 

outlines an important new way of think-

ing that applies to the search for viable 

dark matter models. The only way to find 

out whether something is allowed or even 

preferred is to evaluate the consequences 

of new assumptions and determine their 

experimental implications. Although obser-

vations indicate that dark matter consists 

of a mostly noninteracting substance, no 

experiment can currently rule out that dark 

matter may have a weak interaction with its 

own particles or, alternatively, that a small 

fraction of particles of dark matter have a 

moderately large interaction with one an-

other. If true, these new models would be 

an extension of current theories, some of 

which can be tested in new experiments 

over the next few years.

One model explored in this book shows 

how a narrow disk of dark matter in the 

galactic plane could potentially explain the 

periodicity in the crater records on Earth 

and could have contributed to the impact 

66 million years ago that generated the 

mass extinction of the dinosaurs. Randall 

is quick to admit that the data that favor 

such a model are still tenuous and that the 

theory requires further testing. So does that 

mean that dark matter and dinosaurs are 

connected? Likely not, although there is a 

chance that they could be. In the end, draw-

ing a definitive connection between the two 

is not really the aim of the book.

 Randall has a manner of writing that is 

pleasant and compelling: Cliff-hangers at the 

end of each chapter reel you into the next. 

Her method of using everyday situations 

as metaphors for explaining complicated 

concepts in physics is also very effective. 

For example, she describes how scientists 

know that dark matter is present in much 

the same way that you may be able to infer 

that George Clooney is in busy downtown 

New York: You may not see, smell, or hear 

him, but you can observe that all faces on the 

street are directed toward him.

Despite the provocative title, the scien-

tific reasoning set out in this book is sound 

and interesting. Randall succeeds in guid-

ing the reader through the history of the 

cosmos and the Earth from the Big Bang to 

the emergence of life as we know it in a fun 

and captivating way. The rich metaphors 

and personal anecdotes peppered through-

out the book make this a very enjoyable 

read for both lay readers and scientists of 

various backgrounds.

10.1126/science.aad2604
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Dark matter in the galaxy 

cluster Cl 0024+17 distorts 

the light of more distant 

galaxies, an optical illusion 

called gravitational lensing.
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I
n Randy Olson’s new book, Houston, 

We Have a Narrative, he boldly states 

that the single biggest problem facing 

science today is “narrative deficiency.” 

“Science is a narrative process,” he ar-

gues, “…therefore science needs a story.” 

I agree that narratives have not been uni-

versally adopted in scientific communica-

tions, yet that tide appears to be turning. 

Houston, We Have a Nar-

rative fits into a growing 

list of publications, sci-

entific conferences, and 

academic institutions 

encouraging scientists to 

integrate narrative ele-

ments into research and 

public communications.

A former tenured pro-

fessor, Olson left aca-

demia for Hollywood in 

1994. This book offers his 

insights gained from over 

20 years of experience as 

a writer and director. In 

the book, Olson presents 

a series of anecdotes and 

useful tools that provide 

a strong justification for 

incorporating storytell-

ing into science.

Olson begins by show-

ing the reader how the 

“Introduction-Methods-

Results-And-Discussion” 

or “IMRAD” approach 

for publishing research 

manuscripts is basically 

a narrative structure. “It 

is simple in form and essentially identi-

cal to the three-act structure that is at the 

heart of virtually every movie or play writ-

ten today,” he argues. “It is the structure of 

a story, which has a beginning (I), middle 

(M&R), and end (D).”

In an effort to preempt boisterous crit-

ics who fear that narratives will overrun 

and dilute scientific data, Olson spends a 

considerable portion of the book describ-

The storytelling scientist
SCIENCE COMMUNICATION

By Rafael E. Luna

 Houston, We Have a 

Narrative

Randy Olson

University of Chicago Press,

2015. 260 pp.Practical tools for crafting compelling scientific narratives

The reviewer is the author of The Art of Scientif c Storytelling: 

Transform Your Research Manuscript with a Step-By-Step 

Formula (Amado International, Cambridge, 2013). E-mail: 

rafael_luna@hms.harvard.edu

ing why a lack of narrative in science is 

a problem and why better narratives 

could mean better scientific communi-

cation. He outlines how bad storytelling 

and exaggerated claims negatively affect 

the scientific enterprise and describes the 

difficulty that scientists often experience 

as they struggle to effectively communi-

cate their data. He then sets the stage for 

Hollywood to aid scientists in the devel-

opment of their narratives.

Among the communication strategies 

that he discusses is the “And, But, There-

fore” or “ABT” method, which Olson ar-

gues is a concise and compelling way to 

describe one’s research. “A scientist could 

say, for example, ‘I can tell you that in 

my laboratory we study physiology AND 

biochemistry, BUT in recent years we’ve 

realized the important questions are at 

the molecular level, THEREFORE we 

are now investigating the following mo-

lecular questions….’” He contrasts the 

ABT method with the “And, And, And” or 

“AAA” structure (“People are walking AND 

some have dogs AND some are alone…”), 

which Olson suggests is a tedious contin-

uum of data.

 Olson also describes a method for 

identifying the central theme of your sci-

entific message via a technique he dubs 

“The Dobzhansky Template” in reference 

to the famous quote from the geneticist 

Theodosius Dobzhansky, “Nothing in bi-

ology makes sense except in the light of 

evolution.” Olson argues that if you can 

effectively tell a granting agency that 

nothing in [insert your 

field here] makes sense 

except in light of [in-

sert your work here], 

“you’re probably going 

to get their attention.” I 

would counter that if a 

scientist were to use this 

type of language in a 

grant application, he or 

she may be criticized for 

making statements that 

are a bit far-reaching. 

However, this approach 

would be appropriate 

in settings such as at a 

dinner party or a com-

munity outreach event.

Do scientists need to 

improve their scientific 

communication? The 

answer is a resounding 

“yes.” However, when 

crafting a scientific nar-

rative, it is important to 

proceed with the same 

caution and precision 

as one would approach 

a scientific experiment 

and to remember that 

a narrative is only as good as the data on 

which it is based.

As a minor point of clarification, the 

book could have done a better job of de-

scribing which tools would work best 

for which audiences. Nonetheless, Olson 

presents useful narrative techniques that 

scientists at various career stages could 

easily implement. The speed with which 

scientists can hope to achieve narrative 

proficiency using the tools in the book is 

one of its remarkable strengths and a tes-

tament to Olson’s straightforward advice.

10.1126/science.aad2179

“…when crafting a scientific narrative, it is important 
to proceed with the same caution and precision as 
one would approach a scientific experiment…”
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Iran’s environment 
under siege
THE SPECIAL ISSUE on Science in Iran (4 

September, Editorial by M. Farhadi, p. 1029 

and News Feature by R. Stone, p. 1038) 

highlights the promise of a new era for my 

country. However, to achieve that promise, 

Iranians must learn how to be environmen-

tal stewards. 

When I was growing up in Senejan village 

near Arak, 260 km south of Tehran, our 

community depended on qanats—ancient 

tunnels for transporting water from aquifers 

to settlements. But by the 1970s and 1980s, 

those qanats had been drained by Arak’s 

rapid industrialization and heavy water 

consumption. 

Before the 1980s, Iran had 18 dams 

(1). Now it has 647 dams, with 146 more 

under construction and 537 in planning 

(2). Campaigns against dam construction 

in Iran started in 2004, when nongov-

ernmental organizations, activists, and 

scientists protested the loss of the Tange 

Bolaghi (3) archaeological sites submerged 

by Sivand Dam in Fars Province, as well 

as the dam’s threat to Persepolis and 

Pasargadae, UNESCO World Heritage Sites. 

The dam also led to the drying up of lakes 

and wetlands, submergence of forests, 

and desertification (4). Because of desicca-

tion of wetlands, dust storms commonly 

blight large swathes of Iran. On 8 February 

2015, the entire city of Ahvaz, the capital of 

Khuzestan Province, was covered by yellow 

soil (5). Ahvaz now ranks first on the list of 

the world’s most polluted cities according to 

the World Health Organization (6). 

The outcry over dams reached a cre-

scendo with the $3 billion Gotvand Dam, 

built on a saline formation, now operating. 

The dam increased the salinity of the Kārun 

River, damaging cropland in Khuzestan 

Province. Extensive damming combined 

with groundwater pumping from approxi-

mately 780,000 wells has ravaged aquifers, 

decreasing Iran’s water table by around 

20 m and accelerating subsidence (7). Water 

consumption stands at 85% of renewable 

resources.

Another practice that degrades Iran’s 

nature is overgrazing. According to official 

statistics, Iran has 90 million grazing live-

stock—2.2 to 3.5 times the country’s grazing 

capacity (8, 9). Many rare plants are threat-

ened, and the denuded land is a source 

of dust and prone to catastrophic floods, 

including one on 19 July 2015, in which 18 

people were killed (10). In Iran, soil erosion 

from flooding, wind, agriculture, and graz-

ing amounts to approximately 25 tons per 

hectare a year, 4.3 times more than world 

average (11).

When sanctions are lifted, Iran must 

implement new strategies to reduce the 

pressures on its fragile environment. 

Hossein Akhani

School of Biology, University of Tehran, Tehran, Iran. 
E-mail: akhani@khayam.ut.ac.ir 
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Policy in Iran (Forests, Range, and Watershed Management 
Organization, Tehran, 2008).

 10.  “Deputy Minister: Recent floods in the country left 18 dead 
and three missing” (www.irna.ir/fa/News/81695388/) [in 
Persian].

 11.  A. Jalalian, Proceedings of the 12th Iranian Soil Science 
Congress, Iran, Tabriz (2011), pp. 1–7.

Iran’s education and 
research potential
 I WAS INTRIGUED by R. Stone’s 4 September 

News Feature “Unsanctioned science” (p. 

1038). Nonetheless, as an American profes-

sor born and raised in Iran, I felt that Stone 

Edited by Jennifer Sills

LETTERS
overlooked certain factors that affect Iran’s 

higher education and scientific R&D. 

First, in my opinion, despite having 

endured an imposed 8-year-long war, three 

decades of sanctions, and myriad limitations 

from within and without, Iran has invested 

heavily in the pursuit of higher education 

and scientific R&D as a matter of national 

priority and pride. This, unrivaled in the 

region, is evident in Iran’s skyrocketing 

publications and citations, the proliferation 

of college graduates and entrepreneurs, 

and—unfortunately for Iran but fortuitously 

for the West—brain drain to renowned uni-

versities and corporations abroad.

Second, inconsistent standards among 

degree programs, in addition to nepotism 

in elite college seating and scarce job 

placements, have demoralized, disenfran-

chised, and even curtailed opportunities for 

independent scholars, many of whom have 

returned home after establishing their cre-

dentials overseas. Consequently, even though 

the nation’s higher education student capac-

ity has exceeded 4.5 million (1), hundreds 

of thousands of college seats remain vacant 

every year, because more than 30% of college 

graduates are unemployed (2).

Third, many in Iran seek a doctorate 

degree to achieve stature and grab power 

rather than to serve the nation. This is 

anathema to the Persian values of humil-

ity and modesty upheld not only by many 

contemporary Iranian scientists and scholars 

worldwide, but also by classical Iranian 

scholars such as al-Khwarizmi (Algorithm), 

Avicenna, Razes, Rumi, Khayyam, and al-

Biruni since antiquity (3, 4).

Finally, 60% of college students—even 

in medicine, health care, science, and 

engineering—are women. Closing the 

still-present gap for equal opportunities in 

postgraduate studies and employment will 

ensure a robust workforce as Iran moves 

into the 21st century (5, 6).

 With the recent “nuclear deal” (7) and 

the expected removal of U.N. and U.S. 

sanctions, I hope that Iran will once again 

fully (re-)gain its duly earned stature in the 

international community. I further trust 

that organizations such as the Institute 

for International Education, the Fulbright 

Board, and the Peace Corps will enhance 

scientific and cultural exchanges between 

Iran and the West. Tens of thousands of 

Iranian expatriate professors and scholars in 

the West are well prepared to play a pivotal 

role toward that mutual endeavor. 

Davood N. Rahni

Departments of Chemistry and Environmental 
Law, Pace University, New York, NY 10038, USA and 

Department of Dermatology, New York Medical 
College, Valhalla, NY 10595, USA. 
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Seimareh Arch Dam, western Iran
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With moralizing gods, 
exclusion reigns
WE ARE PUZZLED by some aspects of “Birth 

of the moralizing gods” (L. Wade, News 

Feature, 28 August, p. 918). It is true that a 

moralizing religion may enhance generosity 

and reduce the likelihood of cheating, but 

most often these behaviors are expressed 

only among coreligionists. Meanwhile, it is 

exactly this kind of selectivity and bias that 

can inhibit cooperation when large social 

scale entails ethnic and religious diversity, as 

it typically does today and has in the past.   

Wade cites Muslim traders in Africa, 

studied by Jean Ensminger, as an example 

consistent with the “Big Gods” hypothesis 

that religion promotes cooperation. Yet, if 

we take a broader view of Muslim trader 

cooperation within the larger framework 

of complex society, we see that religion was 

a path to social exclusion, not cooperation 

(1). As Ensminger discovered, the high cost 

of religious conversion to Islam served to 

restrict access to the profits of the long-

distance trade to a small number of success-

ful and privileged merchants. 

To foster cooperation at the scale of soci-

ety requires social architects to devise ways 

to overcome social and cultural heterogene-

ity and the resulting potential for exclusion 

and bias. Clearly this is a difficult task, as we 

see every day in the numerous failed states 

ravaged by religious sectarian conflict. In the 

language of collective action theory, in this 

kind of situation, the goal of social construc-

tion is to overcome the “assurance problem,” 

referring to how cooperation will be limited 

unless potential cooperators feel confident 

that the behavior of other group members 

will be consistent with collective benefit 

[e.g., (2)]. In cases of religious and ethnic 

heterogeneity, cooperation is enhanced 

when persons across ethnic and religious 

divides are confident that their interests will 

be recognized and that they will be accorded 

voice and meaningful forms of participation 

in the civic life of the community. 

In ancient Egypt, the state’s leader-

ship was not concerned with solving the 

assurance problem. They didn’t have to. 

The pharaohs maintained overwhelming 

control of society’s wealth and political and 

military apparatuses, and they were able to 

sustain inequality in part through religious 

beliefs and rituals that endowed them with 

near-divine status. This kind of domineer-

ing and highly centralized state-building 

should never be construed as an example of 

cooperation at the scale of society.
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INNATE IMMUNITY 

Inflammasomes take 
the wheel 
Cells require microbial ligand 

binding to sense pathogens 

(see the Perspective by Liu and 

Xiao). Binding to the family 

of NOD-like receptors trig-

gers the assembly of large 

protein signaling complexes 

called inflammasomes, lead-

ing infected cells to die and 

produce inflammatory media-

tors. Hu et al. and Zhang et al. 

use cryo–electron microscopy 

to uncover the structural and 

biochemical basis of two such 

receptors: NAIP2, which directly 

binds microbial ligands, and 

NLRC4, a protein function-

ing directly downstream. A 

self-propagating activation 

mechanism of downstream 

inflammasome signaling starts 

with one molecule of NAIP4 

Edited by Nick Wigginton
I N  SC IENCE  J O U R NA L S

RESEARCH
HIV proteins remodel 
clathrin-coated vesicles   
Shen et al., p. 398

directly binding its microbial 

ligand. NAIP4 then catalyzes 

the activation of 10 to 12 NLRC4 

molecules to form a wheel-like 

structure. — KLM

Science, this issue p. 399, 404;

 see also p. 376

SUPERCONDUCTIVITY 

A 3D approach to make 
2D superconductors
When the thickness of a 

superconducting film becomes 

comparable to the typical 

size of its electron pairs, its 

superconductivity enters a 

two-dimensional (2D) regime. 

Thinner films usually have higher 

amounts of disorder, making it 

difficult to isolate the 2D effects. 

To circumvent this limitation, 

Saito et al. induced charge car-

riers on the surface of the 3D 

insulator ZrNCl. This approach 

produced a clean superconduct-

ing layer thinner than the unit cell 

of the crystal. The superconduct-

ing state was extremely sensitive 

to the application of a perpendic-

ular magnetic field, as expected 

for clean systems. — JS 

Science, this issue p. 409 

QUANTUM OPTICS 

Probing the fluctuating 
vacuum 
According to quantum mechan-

ics, a vacuum is not empty 

space. A consequence of the 

uncertainly principle is that par-

ticles or energy can come into 

existence for a fleeting moment. 

Such vacuum or quantum 

fluctuations are known to exist, 

but evidence for them has been 

indirect. Riek et al. present an 

ultrafast optical based tech-

nique that probes the vacuum 

fluctuation of electromagnetic 

radiation directly. — ISO 

Science, this issue p. 420

MICROBIAL METABOLISM 

Methane cycling gets 
more diverse 
The production and consump-

tion of methane by microorgan-

isms play a major role in the 

global carbon cycle. Although 

these processes can occur 

in a range of environments, 

from animal guts to the deep 

ocean, these metabolisms are 

confined to the Archaea. Evans 

et al. used metagenomics to 

assemble two nearly complete 

archaeal genomes from deep 

groundwater methanogens (see 

the Perspective by Lloyd). The 

two reconstructed genomes 

are members of the recently 

described Bathyarchaeota 

CHLOROPLASTS 

Quality control one 
chloroplast at a time 

H
ow do plant cells get rid of 

chloroplasts that are not work-

ing as they should? Woodson 

et al. describe a chloroplast 

quality-control pathway that 

allows for the selective elimination 

of individual chloroplasts. Damage 

by reactive oxygen species during 

photosynthesis is recognized by a 

ubiquitin ligase, which marks out 

damaged chloroplasts for degrada-

tion. The findings reveal how cells 

balance inherently stressful energy 

production with organelle turnover. 

— SMH

Science, this issue p. 450

False-color TEM image 

of chloroplasts (green) 

undergoing various 

levels of degradation
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and not the phylum to which 
all previously known methane-
metabolizing archaea belonged. 
— NW

Science, this issue p. 434, 

see also p. 384

REPRODUCTIVE BIOLOGY 

Mouse work may lead to 
male contraceptive 
Unintended pregnancies are a 
major health issue worldwide. 
Although oral contraceptives 
were developed decades ago 
for use in women, there are no 
male oral contraceptives. Miyata 
et al. show that genetic deletion 
or drug inhibition of sperm-
specific calcineurin enzymes in 
mice cause male sterility (see 
the Perspective by Castaneda 
and Matzuk). Although calci-
neurin inhibitors resulted in 
male infertility within 2 weeks, 
fertility recovered 1 week after 
halting drug administration. 
Because the sperm-specific 
calcineuin complex is also found 
in humans, its inhibition may be 
a strategy for developing revers-
ible male contraceptives. — BAP 

Science, this issue p. 442, 

see also p. 385

ASTEROSEISMOLOGY 

Stellar oscillations as 
magnetic probes 
Unlike magnetic fields on the 
surfaces of stars, those within 
a star have so far remained 
difficult to observe. Fuller et al. 
have developed a method of 
delving into the magnetic depths 
by exploiting the oscillations of 

Edited by Sacha Vignieri 

and Jesse Smith
IN OTHER JOURNALS

NANOMATERIALS

A tough shell for 
nanoparticles
Nanoparticles made from 
compound semiconductors 
such as cadmium sulfide (CdS) 
can exhibit useful luminescent 
properties but can also be 

unstable with respect to ambi-
ent air and humidity, especially 
under conditions of strong illu-
mination. Li et al. show that the 
passivation of metals by form-
ing self-protecting oxides can 
be extended to nanoparticles. 
They added aluminum isoprop-
oxide to the reaction mixture 

red giant stars. A high magnetic 
field can cause sound waves to 
become trapped within the cen-
tral regions of the star, damping 
certain vibration modes. Using 
seismological techniques, this 
suppression can help infer the 
core magnetic field for several 
red giants. — KTS

Science, this issue p. 423

VASCULAR BIOLOGY

Stopping aneurysms 
before they start
The smooth muscle cells in 
aortas are connected to the 
extracellular matrix. Mutations 
in components of the extracellu-
lar matrix, such as fibulin-4, can 
lead to the enlargement of the 
aortic lumen, otherwise known 
as an aneurysm. Yamashiro et al. 

found that mice lacking fibulin-4 
in smooth muscle cells had 
disrupted connections with the 
extracellular matrix. The mice 
also had abnormal increases in 
mechanosensitive proteins and 
enhanced activity of an actin 
cytoskeleton–remodeling 
enzyme called cofilin. Inhibiting 
the activity of cofilin or its 
upstream activators could there-
fore prevent the development of 
aneurysms. — WW

Sci. Signal. 8, ra105 (2015).

BIOENGINEERING

Drugs ride waves across 
tissue barriers
Drugs that travel through the 

gastrointestinal (GI) tract meet 

tissue barriers that limit their 

uptake and dilute potency. 

Schoellhammer et al. used a 

common handheld ultrasonic 

probe to temporarily disrupt the 

barriers, allowing drugs to pass. 

The ultrasonic waves drove drugs 

into pig colonic tissue faster than 

natural absorption, without dam-

age to the tissue. The approach 

also encouraged drug delivery 

into mouse colon tissue, leading 

to the healing of acute colitis. 

Ultrasound-mediated drug deliv-

ery may offer a versatile solution 

to barrier challenge in the GI 

tract. — MLF

Sci. Transl. Med. 7, 310ra168 (2015).

LIGHT POLLUTION

Stay away from the light

W
e live in a world flooded with light 24 hours a 

day. Before our recent harnessing of electricity, 

light was a reliable indicator of seasonal vari-

ability in resources and many species evolved to 

take advantage of this signal. Robert et al. show 

that artificial light can alter these species physiological 

responses and desynchronize their seasonal reproduc-

tion. Specifically, they found that nocturnal tammar 

wallabies that lived near a continuously lighted military 

base secreted less melatonin at night and that this 

delayed reproduction by nearly a month, as compared to 

animals living without artificial light nearby. Animals living 

near the base attempted to avoid lighted areas, but these 

results suggest that light pollution may have unavoidable 

physiological effects. — SNV

Proc. R. Soc. London Ser. B 10.1098/rspb.2015.1745 (2015). 

Exposure to continual light conditions 

delays reproduction in tammar wallabies

Artistic representation of a magnetized 

red giant starP
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CLATHRIN ADAPTORS 

HIV proteins exploit 
clathrin coats 
Clathrin-coated vesicles are 

involved in the sorting of 

membrane and cargo at the 

trans-Golgi network. Clathrin 

coats exploit adaptor proteins, 

including AP-1 and AP-2, in 

selecting their cargoes, assisted 

by the small membrane-

trafficking associated GTPase 

Arf1. Shen et al. were interested 

in how the HIV-1 Nef protein 

affected this process. They 

leveraged a structure solved in 

the presence of Nef to show that 

the AP-1:clathrin coat is far more 

intricately organized than previ-

ously thought. Furthermore, 

Arf1 played a central structural 

role in these coated vesicles. 

It seems that HIV-1 Nef hijacks 

the clathrin pathway to its own 

ends through very sophisticated 

structural perturbations. — SMH

Science, this issue p. 398

MAGNETIC RESONANCE 

EPR, one atom at a time 
Electron paramagnetic reso-

nance (EPR) usually detects 

atoms with unpaired electrons 

as ensemble averages. Baumann 

et al. used a spin-polarized 

scanning tunneling microscope 

tip to measure EPR spectra of 

single iron atoms adsorbed on 

a magnesium oxide surface at 

cryogenic temperatures. The 

measurement depends on the 

atomic orbital symmetry; no 

signal was observed for cobalt 

atoms under the same condi-

tions — PDS 

Science, this issue p. 417

ENVIRONMENT

Detectives of 
the nanoscale
Many consumer products 

contain nanometer-sized 

components. Are these nano-

materials harmful when they are 

released into the environment? 

As Valsami-Jones and Lynch 

explain in their Perspective, 

answers to this question are not 

easy to come by. Nanoparticles 

undergo drastic changes that 

are difficult to predict and that 

affect their uptake by biological 

systems, including the human 

body. A lack of consensus on 

laboratory protocols further 

impedes progress. Application 

of state-of-the-art techniques 

holds promise for clearer 

answers to emerge on whether 

engineered nanomaterials are 

safe to use. — JFU 

Science, this issue p. 388

AUTOIMMUNITY 

An Aluring new 
autoantibody target 
Autoimmunity is the immune 

system’s ultimate act of betrayal. 

Cells designed to protect against 

invading microbes suddenly 

target the host instead. In the 

autoimmune disease systemic 

lupus erythematosus, antibodies 

target DNA and host proteins, 

including the RNA binding protein 

Ro60. Hung et al. discovered that 

Ro60 bound to endogenous Alu 

retroelements. They detected 

antibody-Ro60-Alu RNA immune 

complexes in the blood of 

individuals with lupus and an 

enrichment of Alu transcripts. 

Ro60 bound to Alu probably 

primes RNA-binding innate 

immune receptors within B 

cells, leading these cells to make 

antibodies that target Ro60-Alu 

RNA and drive disease-causing 

inflammation. — KLM 

Science, this issue p. 455

TOPOLOGICAL MATTER 

Breaking chiral 
symmetry in a solid 
Dirac semimetals have gra-

phene-like electronic structure, 

albeit in three rather than two 

dimensions. In a magnetic 

field, their Dirac cones split 

into two halves, one support-

ing left-handed and the other 

right-handed fermions. If an 

electric field is applied paral-

lel to the magnetic field, this 

“chiral” symmetry may break: 

a phenomenon called the 

chiral anomaly. Xiong et al. 

observed this anomaly in the 

Dirac semimetal Na
3
Bi (see 

the Perspective by Burkov). 

Transport measurements lead 

to the detection of the predicted 

large negative magnetoresis-

tance, which appeared only 

when the two fields were nearly 

parallel to each other. — JS 

Science, this issue p. 413, 

see also p. 378

PLANT SCIENCE 

Metered rehydration in 
pollen grains 
When a desiccated pollen grain 

lands on fertile territory, it 

rehydrates on the way to activat-

ing its growth and metabolic 

processes. Studying the small 

plant Arabidopsis, Hamilton et al. 

have identified a mechanosen-

sory ion channel that responds 

to the distention of the plasma 

membrane as the pollen grain 

rehydrates. With this channel 

damaged or absent, the pollen 

grains germinated overenthu-

siastically but then showed a 

tendency to burst. — PJH

Science, this issue p. 438

ROOT DEVELOPMENT 

Multifunctional 
root regulators 
The growing plant root under-

goes a variety of developmental 

steps that determine thickness 

and branching as the roots 

elaborate. Moreno-Risueno et al. 

identify a suite of transcription 

factors, some of which mobilize 

between cells, that regulate 

shifting fates during root growth. 

The same set of transcription 

factors governs identity and 

proliferation of the stem cells 

as well as the fates of daughter 

cells. — PJH 

Science, this issue p. 426

ALZHEIMER’S DISEASE 

Early signs of dementia
There is currently no cure for 

Alzheimer’s disease. One of the 

reasons could be that interven-

tions start too late, when there 

is already irreversible damage 

to the brain. Developing a 

biomarker that would help to 

effectively start therapy at very 

early stages of the disease is 

thus of high interest. Kunz et 

al. studied neural correlates of 

spatial navigation in the ento-

rhinal cortex in control study 

participants and individuals at 

risk of developing Alzheimer’s. 

The at-risk group showed a 

different brain signal many 

decades before the onset of 

the disease, and they navigated 

differently in a virtual environ-

ment. — PRS

Science, this issue p. 430

PROTEIN DYNAMICS 

Observing ultrafast 
myoglobin dynamics 
The oxygen-storage protein 

myoglobin was the first to have 

its three-dimensional structure 

determined and remains a 

workhorse for understanding 

how protein structure relates 

to function. Barends et al. used 

x-ray free-electron lasers with 

femtosecond short pulses to 

directly observe motions that 

occur within half a picosecond 

of CO dissociation (see the 

Perspective by Neutze). 

Combining the experiments with 

simulations shows that ultrafast 

motions of the heme couple to 

subpicosecond protein motions, 

which in turn couple to large-

scale motions. — VV 

Science, this issue p. 445, 

see also p. 381
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and not the phylum to which 
all previously known methane-
metabolizing archaea belonged. 
— NW

Science, this issue p. 434, 

see also p. 384

REPRODUCTIVE BIOLOGY 

Mouse work may lead to 
male contraceptive 
Unintended pregnancies are a 
major health issue worldwide. 
Although oral contraceptives 
were developed decades ago 
for use in women, there are no 
male oral contraceptives. Miyata 
et al. show that genetic deletion 
or drug inhibition of sperm-
specific calcineurin enzymes in 
mice cause male sterility (see 
the Perspective by Castaneda 
and Matzuk). Although calci-
neurin inhibitors resulted in 
male infertility within 2 weeks, 
fertility recovered 1 week after 
halting drug administration. 
Because the sperm-specific 
calcineuin complex is also found 
in humans, its inhibition may be 
a strategy for developing revers-
ible male contraceptives. — BAP 

Science, this issue p. 442, 

see also p. 385

ASTEROSEISMOLOGY 

Stellar oscillations as 
magnetic probes 
Unlike magnetic fields on the 
surfaces of stars, those within 
a star have so far remained 
difficult to observe. Fuller et al. 
have developed a method of 
delving into the magnetic depths 
by exploiting the oscillations of 

Edited by Sacha Vignieri 

and Jesse Smith
IN OTHER JOURNALS

NANOMATERIALS

A tough shell for 
nanoparticles
Nanoparticles made from 
compound semiconductors 
such as cadmium sulfide (CdS) 
can exhibit useful luminescent 
properties but can also be 

unstable with respect to ambi-
ent air and humidity, especially 
under conditions of strong illu-
mination. Li et al. show that the 
passivation of metals by form-
ing self-protecting oxides can 
be extended to nanoparticles. 
They added aluminum isoprop-
oxide to the reaction mixture 

red giant stars. A high magnetic 
field can cause sound waves to 
become trapped within the cen-
tral regions of the star, damping 
certain vibration modes. Using 
seismological techniques, this 
suppression can help infer the 
core magnetic field for several 
red giants. — KTS

Science, this issue p. 423

VASCULAR BIOLOGY

Stopping aneurysms 
before they start
The smooth muscle cells in 
aortas are connected to the 
extracellular matrix. Mutations 
in components of the extracellu-
lar matrix, such as fibulin-4, can 
lead to the enlargement of the 
aortic lumen, otherwise known 
as an aneurysm. Yamashiro et al. 

found that mice lacking fibulin-4 
in smooth muscle cells had 
disrupted connections with the 
extracellular matrix. The mice 
also had abnormal increases in 
mechanosensitive proteins and 
enhanced activity of an actin 
cytoskeleton–remodeling 
enzyme called cofilin. Inhibiting 
the activity of cofilin or its 
upstream activators could there-
fore prevent the development of 
aneurysms. — WW

Sci. Signal. 8, ra105 (2015).

BIOENGINEERING

Drugs ride waves across 
tissue barriers
Drugs that travel through the 

gastrointestinal (GI) tract meet 

tissue barriers that limit their 

uptake and dilute potency. 

Schoellhammer et al. used a 

common handheld ultrasonic 

probe to temporarily disrupt the 

barriers, allowing drugs to pass. 

The ultrasonic waves drove drugs 

into pig colonic tissue faster than 

natural absorption, without dam-

age to the tissue. The approach 

also encouraged drug delivery 

into mouse colon tissue, leading 

to the healing of acute colitis. 

Ultrasound-mediated drug deliv-

ery may offer a versatile solution 

to barrier challenge in the GI 

tract. — MLF

Sci. Transl. Med. 7, 310ra168 (2015).

LIGHT POLLUTION

Stay away from the light

W
e live in a world flooded with light 24 hours a 

day. Before our recent harnessing of electricity, 

light was a reliable indicator of seasonal vari-

ability in resources and many species evolved to 

take advantage of this signal. Robert et al. show 

that artificial light can alter these species physiological 

responses and desynchronize their seasonal reproduc-

tion. Specifically, they found that nocturnal tammar 

wallabies that lived near a continuously lighted military 

base secreted less melatonin at night and that this 

delayed reproduction by nearly a month, as compared to 

animals living without artificial light nearby. Animals living 

near the base attempted to avoid lighted areas, but these 

results suggest that light pollution may have unavoidable 

physiological effects. — SNV

Proc. R. Soc. London Ser. B 10.1098/rspb.2015.1745 (2015). 

Exposure to continual light conditions 

delays reproduction in tammar wallabies

Artistic representation of a magnetized 

red giant starP
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for synthesizing particles 8 nm 

in diameter, with a cadmium 

selenide core and a CdS shell. 

The aluminum dopant was 

transformed into a protective 

aluminum oxide coating that 

greatly improved photoprotec-

tion against blue light. — PDS

J. Am. Chem. Soc. 10.1021/
jacs.5b05462 (2015).

CELL RENEWAL

Factor adjusts cell 
number in gut
Cells read their environment to 

trigger an appropriate response 

for tissue homeostasis. Work 

now shows that intestinal 

progenitor cells use the RNA-

binding protein Lin-28 to detect 

such a change and trigger insu-

lin signaling as well as promote 

symmetric cell division to make 

full use of increased nutrient 

availability. Progenitor cells in 

the embryo and adult maintain 

their cell number by symmetric 

division but also generate 

specific cell types through 

asymmetric division. Lin-28 

functions in early development 

to ramp up cell number, but 

an adult role is less clear. 

Work by Chen et al. identifies 

Lin-28 in the fly adult intestine 

as a factor controlling adult 

stem cell division, and it does 

so via the insulin-like receptor 

InR and independently of its 

well-known target Let-7. 

— BAP

Development 10.1242/
dev.127951 (2015).

MINOR PLANETS

What shape is the 
asteroid Juno?
3 Juno was the third asteroid 

to be discovered. However, no 

spacecraft has ever been very 

close to it, so its shape and 

surface features have remained 

poorly understood. Viikinkoski 

et al. have produced a model 

of Juno’s shape by combining 

constraints from a full array 

of available data: optical light 

curves, near-infrared adaptive 

optics images, submillimeter 

interferometry, and the occulta-

tions of background stars. 

They find that the asteroid 

has a distorted lozenge-like 

shape with evidence of concave 

features, suggesting impact 

craters. The shape appears 

to be intermediate between 

that of the lumpy irregular 

smaller bodies and the near-

spherical larger asteroids. 

— KTS

Astron. Astrophys. 581, L3 (2015).

TEAM BUILDING

Lab management: 
Lessons over 35 years
A principal investigator is assem-

bling her lab team. Whom should 

she hire? With this question in 

mind, Conti and Liu collected 

annual reports from the MIT 

Department of Biology that identi-

fied every principal investigator, 

postdoc, student, and lab techni-

cian who worked there from 1966 

to 2000. They found that postdoc 

hiring drove a doubling in average 

lab size and in the number of 

publications per lab. The number 

of a lab’s “breakthrough” papers 

in Science, Nature, or Cell was also 

influenced by postdoc numbers 

but was limited to those who had 

secured external fellowships. The 

numbers of graduate students 

and technicians, neither of which 

influenced overall publication 

rates, affected breakthrough 

work. Although the amount of NIH 

funding influenced productivity, 

this effect was eliminated after 

controlling for lab size and compo-

sition. — BW

Res. Policy 44, 1633 (2015).

HEART DISEASE

Patching up the 
injured heart
During a heart attack, heart 

muscle is deprived of oxygen and 

nutrients and dies as a result. 

Because heart muscle cells, or 

cardiomyocytes, have a limited 

capacity to divide, this damage 

is often permanent. Wei et al.

describe an intervention that 

may help minimize the damage. 

Working with mice, they applied a 

collagen patch containing a protein 

called follistatin-like 1 to the heart 

immediately after a heart attack. 

Four weeks later, they saw signs 

of cardiomyocyte division, new 

blood vessel growth, and reduced 

scarring, which are consistent 

with heart muscle regeneration. 

Mysteriously, follistatin-like 1 has 

this beneficial activity only when 

it is synthesized by cells in the 

epicardium (a membrane layer 

surrounding the heart); myocar-

dial-derived follistatin-like 1 was 

inactive. — PAK

Nature 525, 479 (2015).

MICROBIOME 

Seeing through microbiome development 

T
he transparent zebrafish is an ideal model for studying 

the codevelopment of the vertebrate gut and its micro-

biome. Stephens et al. took a pair of zebrafish and kept 

about 250 of their offspring in identical conditions, from 

hatching until they died of old age. Despite high levels 

of replication, variation is the order of the day. Young fish are 

variably colonized with environmental organisms. As the fish 

continue to develop, distinct bacterial communities emerge at 

different life stages, driven by the changing morphology of the 

gut and diet. Ultimately, despite the general patterns, adult gut 

communities are as distinct from each other as they are from 

their environment. — CA

ISME J. 10.1038/ismej.2015.140 (2015).

Zebrafish show that 

the microbiome varies 

due to experience 

as animals age

Plausible reconstructed shapes of the asteroid Juno P
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CLATHRIN ADAPTORS

HIV-1 Nef hijacks clathrin coats by
stabilizing AP-1:Arf1 polygons
Qing-Tao Shen,* Xuefeng Ren,* Rui Zhang,* Il-Hyung Lee, James H. Hurley†

INTRODUCTION: Clathrin-coated vesicles
mediate endocytosis and sorting from the
trans-Golgi network (TGN) and endosomes
to lysosomes. Adaptor protein (AP) complexes
such as AP-1 connect membrane proteins to
clathrin. AP-1 needs to be “unlocked” by ac-
tivators in order to bind cargo and clathrin.
The small guanosine triphosphatase Arf1 un-
locks AP-1 at the TGN by coupling AP-1:Arf1
dimerization to conformational changes. Major
histocompatibility class I (MHC-I) proteins
and the viral restriction factor tetherin are
normally present on the cell surface. The vi-
ruses HIV-1, HIV-2, and simian immunodefi-
ciency virus (SIV) use their Nef proteins to
hijack clathrin and AP-1 and thus redirect
MHC-I and tetherin to lysosomes.

RATIONALE: The down-regulatory functions
of Nef are important for HIV-1 infectivity. Pre-
vious structural studies of Nef and AP com-
plexes revealed that Nef only binds to unlocked
APs. We sought to determine whether Nef could
potentiate the physiological unlocking mech-
anisms in down-regulation of tetherin and

MHC-I. We used Förster resonance energy
transfer (FRET) to determine the conforma-
tion of AP-1 complexes bound to Arf1, Nef, and
cargo. To understand the mechanism by which
Nef hijacks AP-1, we determined the structures
of trimeric AP-1:Arf1:tetherin-Nef complexes by
cryo–electron microscopy (cryo-EM) in active
and inactive conformations. We predicted that
the active AP-1:Arf1 trimer could form hexagonal
lattices, which we visualized directly. To study
the function of the hexagons, we reconstituted
clathrin cage formation in vitro and showed that
mutations in the lattice contacts blocked Arf1-
and Nef-promoted cage formation.

RESULTS: In the presence of a tetherin-Nef
fusion protein, AP-1:Arf1 complexes became tri-
meric. FRET analysis revealed that individual
AP-1 complexes in the trimer were in the un-
locked state. With the use of cryo-EM, we iden-
tified two kinds of trimers: closed and open. The
closed trimer yielded a 7 Å reconstruction, which
allowed docking of known atomic models of
unlocked AP-1, Arf1, and Nef. The trimer is cen-
tered on a trimeric Arf1 interface. Although AP-1

was unlocked, the closed trimer hides the mem-
brane binding sites and is thus inactive. The
open trimer was more mobile, and the structure
was resolved to 17 Å. The open trimer preserved
the Arf1 trimeric interface while exposing mem-

brane binding sites. Dock-
ing the open trimer with
the known AP-1:Arf1 dimer
yielded a hexagonal model
that matched the dimen-
sions of clathrin. The hex-
agons were visualized in

AP-1:Arf1:MHC-I–Nef mixtures. Efficient clathrin
cage assembly at neutral pH required Nef and
intact Arf1 dimer and trimer interfaces.

CONCLUSION: Although we set out to explain
how HIV-1 Nef hijacked the AP-1 complex, we
also found that the inner layer of the AP-1
clathrin coat is far more intricately organized
than anticipated. AP-1 and its Arf1 binding sites
are conserved throughout eukaryotes; thus, the
organization of the inner layer is ancient. HIV-1
has taken advantage of this complexity to sub-
vert membrane traffic. The degree to which
HIV-1 Nef can drive AP-1 hexagon formation
seems to be coupled to its cargo preferences,
as Nef recruits MHC-I more effectively than
tetherin. Our findings elucidate the structured
organization of the inner layer of clathrin coats
that is conserved across eukaryotes, as well as
the means by which HIV-1 uses Nef to subvert
this structure.▪

RESEARCH

398 23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org SCIENCE

The list of author affiliations is available in the full article online.
*These authors contributed equally to this work.
†Corresponding author. E-mail: jimhurley@berkeley.edu
Cite this article as Q.-T. Shen et al., Science 350, aac5137
(2015). DOI: 10.1126/science.aac5137

HIV-1 Nef, Arf1, and the hexagonal inner layer of an AP-1 clathrin coat. (Top) Cryo-EM reconstructions of closed (far left) and open (center left)
trimers of tetherin–HIV-1 Nef fusion protein, Arf1, and the AP-1 core. Combining the open trimer and known dimer structure leads to a hexagonal
model (center right) that matches the dimensions of the clathrin coat (right). (Bottom) Concept for Nef-activated assembly of the AP-1–clathrin coat.
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Read the full article
at http://dx.doi.
org/10.1126/
science.aac5137
..................................................

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


RESEARCH ARTICLE
◥

CLATHRIN ADAPTORS

HIV-1 Nef hijacks clathrin coats by
stabilizing AP-1:Arf1 polygons
Qing-Tao Shen,1* Xuefeng Ren,1* Rui Zhang,2* Il-Hyung Lee,1 James H. Hurley1,2†

The lentiviruses HIV and simian immunodeficiency virus (SIV) subvert intracellular
membrane traffic as part of their replication cycle. The lentiviral Nef protein helps viruses
evade innate and adaptive immune defenses by hijacking the adaptor protein 1 (AP-1) and
AP-2 clathrin adaptors. We found that HIV-1 Nef and the guanosine triphosphatase Arf1
induced trimerization and activation of AP-1. Here we report the cryo–electron microscopy
structures of the Nef- and Arf1-bound AP-1 trimer in the active and inactive states. A
central nucleus of three Arf1 molecules organizes the trimers. We combined the open trimer
with a known dimer structure and thus predicted a hexagonal assembly with inner and outer
faces that bind the membranes and clathrin, respectively. Hexagons were directly visualized
and the model validated by reconstituting clathrin cage assembly. Arf1 and Nef thus play
interconnected roles in allosteric activation, cargo recruitment, and coat assembly, revealing
an unexpectedly intricate organization of the inner AP-1 layer of the clathrin coat.

V
esicular coats are involved in intracellular
membrane traffic and are central to the
organization of eukaryotic cells (1). Coats
consist of (i) a structural scaffold and (ii)
adaptor elements that link the scaffold to

membrane proteins and lipids. The scaffold and
adaptor may exist as separate layers, or they may
be combined. Clathrin is the archetypal two-layer
vesicular coat (2) and is responsible for much of
the vesicular traffic originating at the plasma
membrane and trans-Golgi network (TGN), as
well as intraendosomal traffic. The clathrin heavy
and light chains form the scaffold, and the
heterotetrameric adaptor protein (AP) complexes
are the most prevalent adaptor components for
clathrin (3, 4). Clathrin does not bind directly to
cargo or membranes; rather, the AP complexes
connect cargo and membranes to clathrin. The
AP-1 complex functions at the TGN, where it is
recruited and activated by the small guanosine
triphosphatase (GTPase) Arf1 (ADP-ribosylation
factor 1) (5, 6). AP-1 consists of two large subunits
(b1 and g), a medium subunit (m1), and a small
subunit (s1) (3). The large subunits contain flex-
ibly tethered C-terminal ear domains, and con-
structs lacking the linkers and ears are referred
to asAP cores. AP-1 cargoes contain either tyrosine-
based sorting signals, which bind to the C-terminal
domain (CTD) of m1, or dileucine signals, which
bind to a site spanning the g and s1 subunits (4).
The activity of AP complexes is tightly regulated,
and in the absence of activation, the cargo bind-
ing sites are sequestered in a state known as the
locked conformation (7, 8). AP-1 is “unlocked” by

Arf1-GTP through an allosteric mechanism cou-
pled to the formation of a 2:2 AP-1:Arf1 dimer (9).
The lentiviruses HIV-1, HIV-2, and simian im-

munodeficiency virus (SIV) hijack the clathrin
pathway via their accessory proteins Nef (nega-
tive factor) and Vpu (viral protein unique) (10, 11).
Lentiviral hijacking facilitates viral immune eva-
sion, assembly, and release by down-regulating
cell surface receptors and restriction factors, in-
cluding CD4 (cluster of differentiation 4) (12, 13),
major histocompatibility complex I (MHC-I) (14),
and tetherin (15). AP-1 mediates the ability of Nef
and Vpu to reroute MHC-I and tetherin from the
plasma membrane to lysosomes (16, 17). Nef hi-
jacks AP-1 to down-regulate MHC-I via the tyro-
sine motif binding site on the CTD of m1 (18),
whereas AP-2 is hijacked to down-regulate CD4
via the dileucine binding site on the a-s2 complex
(19, 20). Both Nef binding sites are occluded in
the locked conformation (21, 22). Nef subversion
of membrane traffic thus requires that AP com-
plexes be unlocked. One report has suggested that
Nef can drive membrane localization of AP-1 in-
dependent of Arf1 (23), whereas another found
that Nef stabilizes the AP-1 coat only in the pres-
ence of Arf1 (24) and a third showed that Arf1 is
required for Nef-driven down-regulation of MHC-I
(25). Along with the subunits of AP-1 and MHC-I,
Arf1 is one of ~50 Nef-interacting proteins detected
in the human proteome (26). We set out to de-
termine whether Nef, in combination with host
cargo, could either bypass or amplify the endoge-
nous Arf1-dependent unlocking mechanism.

HIV-1 Nef and Arf1 trimerize AP-1

We fused the cytosolic 21 amino acids of tetherin,
which bind tightly to AP-1 (17), to full-length HIV-1
NL4-3 Nef. We co-incubated tetherin-Nef, the
AP-1 core (henceforward referred to as AP-1),
and the GTP-locked and N-terminally truncated

Arf1 mutant Gln71→Leu71 (Q71L) (27) (hence-
forward Arf1). These molecules formed a com-
plex that had a molecular weight of 850 kD, as
determined by multiangle light scattering (MALS)
(Fig. 1, A and B). This value corresponds to three
AP-1:Arf1:tetherin-Nef complexes. In contrast, the
AP-1 complex alone migrated at a mass consist-
ent with that of a single heterotetramer (Fig. 1B).
AP-1:Arf1 contained two peaks, with the higher-
mass peak corresponding to a species with a
known dimeric crystal structure (9) (Fig. 1A). Other
combinations of AP-1, Arf1, and Nef in the pres-
ence or absence of a physiological cargo peptide
(TGN38) or fused to the tail of MHC-I were also
tested. These complexes manifested an apparent
mixture of monomer, dimer, and trimer, or in
the case of MHC-I, a heterogeneous mixture of
higher-order species (Fig. 1A and fig. S1).
The AP-1:Arf1:tetherin-Nef trimers appeared

to be promising for structural characterization
on the basis of their monodispersity. To deter-
mine whether these trimers corresponded to the
unlocked conformation, we developed a Förster
resonance energy transfer (FRET) reporter for
AP-1 unlocking (Fig. 1, C and D). In the locked con-
formation (28), the separation between b1-E471
and m1-K333 was 17 Å, whereas the distance
increased to 58 Å in both the unlocked (9) and the
even more open hyperunlocked (17) conforma-
tions (Fig. 1D). We constructed an AP-1 variant in
which all 34 native Cys residues were replaced by
Ala. The mutation b1E471C m1K333C was gener-
ated in the Cys-free context and fluorescently
labeledwithCy3andCy5.The labeledAP-1 formed
the same 850-kD complex with tetherin-Nef and
Arf1, so we compared the spectra of the labeled
AP-1 alone and in complex with tetherin-Nef and
Arf1 (Fig. 1C). The spectra indicated a loss of FRET
in the presence of tetherin-Nef and Arf1, consist-
ent with AP-1 unlocking.

Cryo-EM reconstruction of
AP-1:Arf1:tetherin-Nef trimers

We collected negative-stain and cryo–electronmi-
croscopy (cryo-EM) images for the gel filtration
peak corresponding to the 850-kD complex and
carried out two-dimensional (2D) and 3D classi-
fications (Fig. 2A and figs. S2 and S3). The com-
plex consisted of two different types of trimers,
with a small proportion of dimers (Fig. 2, A and B).
Roughly 24% of the population consisted of tri-
lobed particles, whereas ~72% corresponded to
triangles. The reconstruction of the trilobed par-
ticles was improved by masking a subassembly to
yield a 7 Å reconstruction (Fig. 2, C and D; figs. S4
and S5; and movie S1). The density was readily
interpretable, and three crystal structures—one copy
of the hyperunlocked conformation of AP-1 (17);
one copy of Nef in the conformation bound to the
m1 CTD (21); and two Arf1 molecules, as bound to
b1 (Arf1b) (9) and to the coatomer [coat protein
complex I (COPI)] counterpart of g (Arf1g) (29)—
easily docked into each of the three lobes (fig.
S5). These molecules collectively accounted for
essentially all of the density (Figs. 2D and 3A).
Arf1g and Arf1b contacted AP-1 via their GTP-

responsive switch I and II (SwI/II) regions,
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consistent with the GTP-dependence of Arf1 activa-
tion of AP-1 (Fig. 3B). The region of Arf1g com-
prising residues H80, Q83, E113, D114, and E115
(outside the SwI/II regions) contacts the tip of
the cargo-binding m1 CTD (Fig. 3C). This part of
the m1 CTD moves ~27 Å from its position in the
conventional unlocked structure to make these
contacts. These m1-CTD contacts with Arf1 pre-
sumably help drive the hyperunlocked confor-
mation in the Arf1-linked trimer. The trimer is
held together in part by direct contacts between
three copies of Arf1g. The N175-R178 region and
the C-terminal K181 of one Arf1 molecule contact
the H146-W153 region and the Q176-N179 residues

of the next Arf1 (Fig. 3D). Arf1 is not known to
trimerize in isolation, and we surmise that either
(i) AP-1 promotes a distinct conformation of Arf1
that is prone to trimerization or (ii) additional
contacts elsewhere in the assembly cooperate to
promote the trimer. With respect to (i), at 7 Å
resolution it is not possible to determine whether
AP-1 induces subtle conformational changes in
Arf1. With respect to (ii), a major interleaf bridge
that stabilizes the trimer is formed by a contact
between the N termini of Nef and b1 (Figs. 2D and
3E). This trimer structure sequesters the cargo-
binding site of the three m1 CTDs such that
they face the center of the trimer; hence, mem-

brane interactions are precluded. Even though
the individual AP-1 complexes are in the hyperun-
locked conformation, the overall trimer is closed
(Fig. 3F). Thus, we refer to this minority popu-
lation of trimers as “closed” and conclude that
this state would be inactive for vesicle formation.
The majority population of triangle-shaped par-

ticles yielded a 17 Å reconstruction (Fig. 4A, figs.
S6 to S8, and movie S2). The resolution was lim-
ited by heterogeneity in the position of the three
monomers within the triangle, which visibly con-
tact one another only in the center. The density
can be reasonably explained by docking three
copies of the monomeric AP-1:Arf1g unit of the
closed-state model described above (Fig. 4A).
Each AP-1:Arf1g complex was docked as a rigid
body while maintaining the central nucleus of
three Arf1g molecules. Owing to the mobility of the
monomers, we could not visualize clear density for
Nef or Arf1b, although Nef was stoichiometrically
bound in the sample (Fig. 1A). The C termini of
the b1 subunit come into close approach at the
center. In this structure, the tyrosine and dileucine
binding sites, the myristoylation site at the N
terminus of Arf1, and the phosphatidylinositol
4-phosphate binding site of AP-1 fall into an ap-
proximate plane (Fig. 4B). Because all of the sites
are accessible, we refer to this state as “open.”

AP-1:Arf1 hexagonal rings

A previous crystal structure of a 2:2 unlocked
AP-1:Arf1 complex solved in the absence of Nef
and cargo led to a model for Arf1 activation in
the context of a dimeric assembly (9). In that
structure, the SwI/II Arf1b contact was present,
and a second contact was made between W172
of the back side of Arf1b and the a12-a16 region
of the g subunit (Fig. 4C). The mutation W172D
prevents Arf1 from activating AP-1, which val-
idated the role of the dimer contact in activation.
This finding prompted us to consider the rela-
tion between the previous dimer and the current
trimer structure. In the open trimer structure,
the Arf1b site and g–a12-a16 are unobstructed
and aligned in a plane parallel to the membrane.
We docked the dimeric crystal structure onto
these sites (Fig. 4C). Iterative docking of the
dimers and trimers linked by Arf1b bridges gen-
erated a hexagonal ring consisting of 18 AP-1
complexes and 36 Arf1 molecules (Fig. 4D). The
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Fig. 1. Arf1, cargo, and Nef trimerize and unlock AP-1. (A) Size exclusion chromatography of AP-1
complexes. Partners are indicated with color codes at right. Peak 1 (PK1) indicates the high–molecular
weight AP-1:Arf1:tetherin-Nef complex, whose central fraction was used for subsequent biophysical and cryo-
EM studies.The gel shown at right was loaded with samples from PK1 for AP-1:Arf1:tetherin-Nef, and the
highest–molecular weight peak eluted for each of the other samples tested. UV, ultraviolet; mAU,
milliabsorbance units. (B) Multiangle light scattering (MALS) of AP-1:Arf1:tetherin-Nef (red) and free AP-
1 (blue). (C) Emission spectra of free AP-1 and the AP-1:Arf1:tetherin-Nef complex, with excitation at 532 nm.
The increase in Cy3 emission and the decrease in Cy5 emission illustrate the FRETefficiency decreases in the
complex.The original intensity counts were normalized by the estimation of the total Cy5 amount. AU, arbitrary
units. (D) Distance changes anticipated between the locked and unlocked AP-1 complexes, obtained from
the indicated PDB entries.The distance increase from 17 to 58 Å corresponds to a twofold decrease in FRET

efficiency difference for the Cy3-Cy5 pair (R6
0 ¼ 60 Å) and E = R6

0=ðR6
0 þ R6Þ (R, distance between

fluorophores; E, FRET efficiency).

Fig. 2. Cryo-EM reconstruction of two types of AP-1:Arf1:tetherin-Nef trimers. (A) Representative 2D and 3D classes of trimers. (B) Relative populations
of dimers and closed and open trimers. (C) Submasking and 7 Å reconstruction of a subassembly of the closed trimer. (D) Overall view of the docking of the
hyperunlocked AP-1 structure, Arf1, and Nef into the closed trimer reconstruction.
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ring is essentially identical in diameter to the
hexagons seen in the cryo-EM reconstruction of
the clathrin cage (30) (Fig. 4E). The clathrin bind-
ing sequence of the b1 subunit is located directly
under the projections of the clathrin density cor-
responding to the clathrin terminal domain (Fig.
4F). Thus, the AP-1:Arf1 hexagon is in almost per-
fect alignment to template the recruitment and
organization of clathrin.
Spurred by this model, we revisited the

high–molecular weight tail of the polydisperse
AP-1:Arf1:MHC-I–Nef sample (Fig. 1A and fig.
S9). We had originally considered this material
too heterogeneous for EM analysis, even though
MHC-I is the best known substrate for HIV-1 Nef
down-regulation via AP-1. The earliest-eluting
fractions of this material were subjected to
negative-stain EM (Fig. 5A). We observed an
abundance of polygons, including a substantial
population of closed hexagons, with dimensions
that were consistent with the mode of oligomer-
ization suggested by the model. To quantitate the
relative numbers of different particles, we subjected
them to 2D class averaging (Fig. 5A). The particles
were not perfectly identical, so the class averages
lost density near the edges. Nevertheless, when
atomic models were superimposed on the raw
images, convincing fits were obtained (Fig. 5B).

Clathrin cage assembly promoted
by AP-1 hexagons

To validate the Arf1-mediated dimer and trimer
interfaces, we constructed Arf1 mutants in the

SwI region (I49D) (31), the dimer contact with
the back side of Arf1b (W172D) (9), and the two
regions involved in the central trimer contacts
(Fig. 5C). All of these mutants were stable and
purified in isolation as monomers (fig. S10). We
then tested their ability to oligomerize in the
context of the AP-1:Arf1:unfused Nef complex.
The wild-type (WT) complex runs as a mixture
of trimer and higher-order species (Fig. 5D). No
isolated dimeric species was seen in the size
exclusion chromatography (SEC) of this com-
plex, but the higher-order species were presumed
to arise via a combination of dimer and trimer
interactions. The dimer interface mutant W172D
yields a sharper trimer peak and reduces the
proportion of higher-order species (Fig. 5D). The
SwI mutant I49D and the trimer-interface loop
replacement Arf1D148-152GS completely eliminate
the trimer and larger species. The C-terminal
deletion Arf1D178-181 reduces but does not elim-
inate the trimer. These findings are all consist-
ent with the observed set of structural contacts.
We went on to reconstitute clathrin cages in vitro

(Fig. 5E) to determine whether the formation of
Nef- and Arf1-promoted polygons in turn led to
clathrin assembly. WT Arf1 and Nef supported
efficient cage assembly (Fig. 5F). In contrast, the
SwI and dimer mutants and one of the trimer in-
terface mutants had near-background levels of
cage assembly (Fig. 5F). The second trimer inter-
face mutant, the deletion of the C-terminal four
residues, had a modest effect of marginal im-
portance (Fig. 5F). The limited effect of this

mutant is consistent with the modest reduction
in the trimer peak seen in Fig. 5D. Thus, the Arf1
bridges that hold the dimer and trimer together
are essential for the promotion of clathrin cage
assembly.
We mutated key residues in Nef contacts with

AP-1 to probe their role in the activation of clathrin
cage formation. Nef is capable of binding to the
g-s1 hemicomplex of AP-1 via its dileucine motif
(32) (Fig. 6A). The dileucine–g-s1 interaction is not
essential for down-regulation of MHC-I by AP-1,
and Nef is not visualized at this site in the EM
density. Nevertheless, we reasoned that WT Nef
can still bind to this site and could promote AP-1
unlocking. We tested the ability of NefLL164-165AA

andMHC-I–NefLL164-165AA to promote AP-1 oligo-
merization and clathrin cage assembly. In the
presence of NefLL164-165AA, AP-1 and Arf1 migrated
as if Nef were absent (Fig. 6B), and clathrin cage
assembly was reduced to the same background
level seen without Nef (Fig. 6C). MHC-I and
tetherin cooperate with Nef to bind to the m1 CTD
via an interface that does not involve the dileucine
motif but does involve Asp123 (21). This is the
site that is well ordered in the EM density of the
closed trimer in the presence of cargo. MHC-I–
NefLL164-165AA still trimerizes AP-1 (Fig. 6D), al-
though the presence of higher-order oligomers
was reduced. MHC-I–NefLL164-165AA promotes
clathrin cage assembly (Fig. 6E) with efficiency
relatively near that of the wild type, consistent
with the biological finding that MHC-I down-
regulation does not require the dileucine motif
(33). Conversely, MHC-I–NefD123R, which desta-
bilizes the m1-CTD interface, decreased the pro-
portion of trimeric AP-1 (Fig. 6D) and reduced
clathrin cage assembly to ~30% of WT levels
(Fig. 6E). In the absence of MHC-I, NefD123R

displayed near-WT oligomerization (Fig. 6B) and
cage assembly behavior (Fig. 6C), consistent with
the dependence of the Nef–m1-CTD interaction
on the presence of m1-CTD–directed cargo (21).

Conclusions

Previous models of AP-mediated clathrin recruit-
ment have emphasized the plasma membrane
adaptor AP-2, which is activated principally by
phosphatidylinositol 4,5-bisphosphate, not Arf1
(34). In the reconstruction of an AP-2 clathrin
coat, the AP-2 complexes were disordered and
substoichiometric (30). The recruitment of clathrin
to the plasma membrane appears to be coupled
to recruitment of AP-2 complex pairs (35) rather
than a larger scaffold. Our contrasting obser-
vations of an ordered inner layer for AP-1 point
to a fundamental difference between the AP-1
and AP-2 coats. Our findings for AP-1 will likely
also apply to the Arf1-activated AP-3 adaptor
complex. In a very recent cryo-EM tomographic
study of COPI vesicles, Dodonova et al. noted
Arf1-mediated trimers similar to those seen here
(36). In other ways, the two-layer hexagonal or-
ganization described here for AP-1 and clathrin
differs from the interwoven assembly of COPI. In
summary, our results show that the inner layer
of the AP-1 clathrin coat, and probably other
Arf1-dependent clathrin coats, has a far more
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Fig. 3. Molecular interactions in the closed AP-1:Arf1:tetherin-Nef trimer. (A) Exploded view of
subunit-by-subunit fits into the closed trimer reconstruction. (B) Details of interactions between Arf1
and the b1 and g subunits. (C) Interactions between Arf1 and the m1 CTD drive hyperunlocking. (D) Inter-
actions at the center of the Arf1 nucleus stabilize the trimer. (E) Interactions between Nef and the m1 CTD
(left) mirror those seen previously (21), whereas a distinct trimer-bridging interaction is observed
between Nef and the N terminus of b1 (right). (F) The closed AP-1:Arf1:tetherin-Nef trimer. The reported
membrane and cargo binding subunits including Arf1, m1, and Nef are illustrated with the same colors
used previously, whereas the other parts are shown in gray.
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organized structure than previously appreciated.
Moreover, Arf1 plays a far more central role than
previously understood. Not only does Arf1 drive
recruitment and allosteric activation of AP-1, but
it is also an integral component of the structure
of the inner layer, bridging the individual AP-1
complexes into dimers and trimers and thence to
hexagons.
The highly organized inner-layer structure in-

troduces an additional level at which regulation
can occur. HIV-1 Nef appears to take advantage
of the additional complexity by promoting trimer
formation, which could allow it to template clathrin
cages under conditions that would otherwise
fall short of full activation (Fig. 6F). Trimer pro-
motion appears to occur by both indirect and
direct mechanisms. The structural observation
that Nef can bridge between different AP-1 com-
plexes within the trimer suggests that Nef can
also drive trimerization directly. The loss of func-
tion for NefLL164-165AA in the absence of MHC-I is
consistent with an indirect mechanism, where-
in Nef binds tightly to g-s1 (32), driving the
thermodynamic equilibrium toward the unlocked
state, which in turn is capable of forming a trimer.

We currently believe that these two mechanisms
can work either alone or together in different
contexts.
MHC-I–Nef is much more effective than

tetherin-Nef at promoting polygon formation,
even though both constructs bind tightly to
AP-1. HIV-1 NL4-3 (the source of Nef used in
this study and a member of group M) down-
regulates MHC-1 via Nef and tetherin via Vpu.
However, HIV group O, like SIV, uses Nef to
down-regulate tetherin (37). Perhaps HIV-1 O-Nef
and SIV Nef might be more effective than HIV-1
NL4-3 or other M- and N-Nefs at promoting
polygon formation in the presence of tetherin.
If confirmed, this would provide a molecular
mechanism for virus-specific differences in the
mode of tetherin down-regulation.
Our observations of the ordered inner layer of

the AP-1 clathrin coat were made in the stabilizing
presence of HIV-1 Nef and cargo. The conserva-
tion of the Arf1-binding sites in the evolution of
AP-1 from yeast to humans leaves little doubt that
the ordered inner layer is far more ancient than
the appearance of the primate lentiviruses. The
elaborate organization of the AP-1:Arf1 inner layer

might offer advantages to the cell in terms of
clathrin assembly speed, regulatory versatility, or
both. Clathrin coats can be generated on synaptic
endosomes within a span of 2 s (38), a pathway
that most likely involves the Arf1-activated AP-1
and/or AP-3 complexes. Cooperative assembly of a
symmetry-matched hexagonal inner layer would
be a clear asset in catalyzing the rapid nucleation
of an endosomal clathrin coat. These benefits
could have been adaptive early in the evolution
of eukaryotes.

Materials and methods
Plasmid construction

The His6- and glutathione S-transferase (GST)–
tagged AP-1 core expression construct was de-
scribed by Ren et al. (9). In the variant FLb.AP-1
complex used for clathrin assembly experiments,
b1 (residues 1 to 584) was replaced with full-length
b1 DNA. A tobacco etch virus (TEV) cleavage site
and His6 tag were fused to the C terminal of full-
length b1. To generate the Cys-free construct,
DNAs encoding the AP-1 core subunits were
codon-optimized and synthesized (Genescript,
Piscataway, NJ). The Cys-free (C2A) construct was
then used as a template for site-directed muta-
genesis to produce the desired Cys pair construct.
HIV-1 NL4-3 Nef, tetherin (1 to 21)–10 amino acid
linker-Nef, and MHC-I (338 to 365)–Nef were ex-
pressed as TEV-cleavable N-terminal His6 fusions.
His6-tagged full-length Nef was used for clathrin
cage assembly. The N-terminal truncation of
Nef (56 to 206) was used for SEC of AP1:Arf1:
Nef trimer complexes. Human Arf1 (17 to 181)
Q71L or other Arf1 mutants made in this back-
ground were expressed with a TEV-cleavable
N-terminal His6 tag.

Protein expression and purification

The AP-1 complexes were expressed in BL21
(DE3) Star (Life Technologies, Grand Island, NY)
or BL21 (DE3) pLysS (Promega, Madison, WI)
strains and induced with 0.3 mM isopropyl-b-D-
thiogalactopyranoside (IPTG) at 20°C overnight.
The cells were lysed by sonication in 50 mM Tris
at pH 8.0, 300 mM NaCl, 10% glycerol, 3 mM
b-mercaptoethanol (b-ME), and a protease inhibitor
cocktail (Sigma-Aldrich, St. Louis, MO). The clari-
fied lysate was first purified on a Ni–nitrilotriacetic
acid (NTA) column (Qiagen, Valencia, CA). The elu-
ate was further purified on glutathione–Sepharose
4B resin (GE Healthcare, Piscataway, NJ). After
TEV cleavage at 4°C overnight, the sample was
concentrated and then loaded onto a HiLoad
16/60 Superdex 200 column (GE Healthcare) in
20 mM Tris at pH 8.0, 200 mMNaCl, and 0.3 mM
tris(2-carboxyethyl)phosphine (TCEP). The sam-
ple fractions were pooled together, adjusted to
30 mM imidazole, and passed through 1 ml of
glutathione–Sepharose 4B and then onto a Ni-
NTA column (Qiagen) to capture the residual
GST- and His-tag fragments. The sample was
adjusted to 20 mM Tris at pH 8.0, 200 mM NaCl,
and 0.3 mM TCEP by buffer exchange in the
concentrator.
His6-tagged tetherin-Nef and other Nef con-

structs were expressed in BL21 (DE3) Star cells
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Fig. 4. The open AP-1:Arf1:tetherin-Nef trimer suggests a hexagonal assembly model. (A) Recon-
struction and docking of the open AP-1:Arf1:tetherin-Nef trimer. (B) The open AP-1:Arf1:tetherin-Nef trimer.
The reported membrane and cargo binding subunits including Arf1, m1, and Nef are colored as before,
whereas the other parts are shown in gray. The membrane is represented by a horizontal line. The C
terminus of the b1 core, which is the location of the clathrin binding region, is shown in purple. (C) The
open AP-1:Arf1 trimer formed in the presence of Nef (left) and the known Nef-free AP-1:Arf1 dimer (to the
right of the plus sign) (9) were docked onto one another by overlaying one copy each of the b1 subunit and
Arf1b (outlined in black) to yield the composite structure at far right. (D) Iterating the docking operation
shown in (C) generates the hexagon illustrated here. Nef was docked onto all copies of AP-1 in the mode
identified in the closed trimer and is shown in yellow. (E) Juxtaposition of the modeled hexagon and one
hexagonal segment of the cryo-EM reconstruction of the clathrin D6-barrel (30). The membrane binding
face is represented by a curved line. (F) A close-up view of the hexagon model and the clathrin D6-barrel
density shows that the clathrin binding site on b1 adjoins the AP-1 binding site on clathrin.
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and induced with 0.3 mM IPTG at 20°C over-
night. The purification was carried out using
Ni-NTA resin, and the eluate was loaded onto a
HiLoad 16/60 Superdex 200 column in the
sample buffer. His6-tagged Arf1 constructs were
expressed in BL21 (DE3) Star cells by induc-
tion at 20°C overnight. The cell pellet was
lysed by sonication and purified on a Ni-NTA
column in 50 mM Tris at pH 8.0, 300 mM NaCl,
20 mM imidazole, 5 mM MgCl2, 3 mM b-ME,
and a protease inhibitor cocktail. The proteins
were eluted with 100 mM imidazole and then
loaded onto a HiLoad 16/60 Superdex 75 col-
umn (GE Healthcare) in sample buffer contain-
ing 5 mM MgCl2. Proteins were quantified by
the bicinchoninic acid assay (Pierce BCA pro-
tein assay kit) using bovine serum albumin as a
standard.
For clathrin purification, a bovine brain was

homogenized using a Waring blender in 500 mM
Tris at pH 7.0, 2 mM EDTA, and 3 mM b-ME. The
clarified lysate was precipitated at 10% satu-
rated ammonium sulfate. The pellet was resus-
pended in 500 mM Tris at pH 7.0, 2 mM EDTA,
and 3 mM b-ME and was purified by dialysis
overnight at 4°C in a buffer containing 30 mM
Tris at pH 8.5 and 2 mM EDTA. The dialyzed
sample was purified through a monoQ 5/50GL

column (GE Healthcare), and the clathrin frac-
tions were eluted in 28 to 35 mS/cm of NaCl
concentration. The sample was pooled together
and then loaded onto a Superose6 10/100GL
column in 30 mM Tris at pH 8.0.

Size exclusion chromatography with
multiangle light scattering (SEC-MALS)

The AP-1 core was incubated with Arf1 and
tetherin-Nef at 4°C overnight in 20 mM Tris
at pH 8.0, 200 mM NaCl, 0.3 mM TCEP, 5 mM
MgCl2, and 1 mM GTP. The molar ratio of AP-1
core:Arf1 (17 to 181) Q71L:tetherin-Nef was fixed
at 1:4:6. The final concentration of the AP-1 core
was 4 mg/ml (20 mM). SEC-MALS experiments
were performed using an Agilent 1200 high-
performance liquid chromatography system (Agi-
lent Technologies, Santa Clara, CA) coupled to a
Wyatt DAWN HELEOS-II MALS instrument and
a Wyatt Optilab rEX differential refractometer
(Wyatt, Santa Barbara, CA). For chromatographic
separation, a WTC-050S5 size-exclusion column
(Wyatt) with a 20-ml sample loop was used at a
flow rate of 0.3 ml/min in phosphate-buffered
saline at pH 7.4, 5 mMMgCl2, and 0.2 mM TCEP.
The outputs were analyzed by the ASTRA V soft-
ware (Wyatt). MALS signals, combined with the
protein concentration determined by the refrac-

tive index, were used to calculate the molecular
mass of the AP-1:Arf1:tetherin-Nef complex and
AP-1 alone.

AP-1:Arf1:Nef complex assembly for EM

The recombinant AP-1 core was mixed with Arf1
and Nef or tetherin-Nef proteins at a molar ratio
of 1:4:6 and then incubated with 1 mM GTP at
4°C overnight. The mixture was then subjected
to a Superose 6 10/100GL column in 20 mM Tris
at pH 8.0, 200 mM NaCl, 5 mM MgCl2, and
0.3 mM TCEP.

Clathrin cage assembly

The total volume of each reaction was 30 ml in
HKM buffer [25 mM HEPES at pH 7.2, 125 mM
potassium acetate, 2 mM MgCl2, and 1 mM
GppCp (Jena Bioscience, Jena, Germany)]. His6-
tagged Arf1 (17 to 181) Q71L proteins (final
concentration: 0.4 mM) were incubated at 37°C
for 15 min for GTP loading. The mixture was
further supplemented with FLb.AP-1 (final con-
centration: 0.1 mM) and His-Nef or His–MHC-I–
Nef (final concentration: 0.4 mM) on ice for 15
min. At the last step, clathrin was added into
the mixture at the final concentration of 0.3
mM on ice for 15 min and then warmed to 37°C
for 15 min.

Fluorescent dye labeling

The AP-1 double cysteine mutant b1E471C
m1K333C, in which all 34 native Cys residues were
replaced by Ala, was purified and labeled with
Cy3 and Cy5 through the simultaneous incuba-
tion of AP-134CAb1E471C m1K333C (20 mM)with an 8-fold
molar excess of Cy3-maleimide and a 10-fold ex-
cess of Cy5-maleimide. After overnight incubation
at 4°C, unreacted materials were removed on a
HiTrap desalting column (GE Healthcare, USA).
The final concentration and labeling efficiency
were determined by Nanodrop (Thermo Scientific)
measurement and the BCA protein concentra-
tion assay (Pierce). For Arf1:tetherin-Nef com-
plex formation, the mutant AP-1 was diluted with
a 50-fold excess of WT AP-1. Incubation and puri-
fication conditions were identical to those in other
experiments.

Bulk FRET assay

A Fluorolog spectrofluorometer (Horiba, Kyoto,
Japan) was used for bulk FRET measurements.
Micro square open-top fluorometer cells (Starna
Cells, Atascadero, CA) were used to contain sam-
ples. Emission spectra of samples were ob-
tained by scanning emission wavelengths from
600 to 900 nm with a 532-nm excitation wave-
length. A 5-nm slit width was used. The same
emission-wavelength scan was also performed
with 640-nm excitation to estimate the total
amount of Cy5. We summed emission counts
from 660 to 664 nm to normalize the 532-nm
excitation spectrum to facilitate comparison
between spectra.

Negative-stain EM

The AP-1 core, Arf1, Nef, tetherin-Nef, MHC-I–
Nef, and their derivatives at different conditions
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Fig. 5.Visualization and validation of AP-1 polygons. (A) Negative-stain EM of the high–molecular weight
tail of the size exclusion separation of AP-1:Arf1:MHC-I–Nef.The top row shows representative particles. The
bottom row shows 2D class averages, which were carried out to quantitate the relative frequency of different
assemblies.The number of particles within each class is indicated.The class averages show blurring and loss
of density at the edges, which suggests heterogeneity within the classes. (B) The corresponding docked
model. The scale is the same as in (A), indicating good agreement with the single-particle images.
(C) Location of Arf1 mutants in interfaces. Arf1 is shown in red, whereas the other parts are in gray. (D) Size
exclusion chromatography of AP-1:Arf1:Nef mixtures, showing that Arf1 mutants interfere with dimerization or
trimerization of AP-1. In Arf1D148-152GS, residues L148-RHR-N152 were replaced by AGSGS. (E) Negative-stain
EM of clathrin cages assembled in vitro from purified clathrin; the AP-1 core, including full-length b1 [FLb.
AP-1, following terminology used for AP-2 (39)]; WT Arf1; Nef; and the nonhydrolyzable GTP analog
GppCp. Arrows indicate clathrin cages. (F) The relative percentage of clathrin cages was counted in 22
randomly chosen fields of view for the indicated mixtures of WT and/or mutant Arf1 proteins.
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were adjusted to total protein concentrations of
0.02 mg/ml for negative-stain EM. Four-microliter
droplets of the sample were placed on glow-
discharged carbon-coated copper grids and were
negatively stained using 2% (w/v) uranyl acetate.
For clathrin-related samples, we allowed an extra
5 min of incubation time on the grid with 3%
glutaraldehyde to fix clathrin cages before the
application of uranyl acetate, as described previ-
ously, with minor modifications (39). Negatively
stained samples were examined under a Tecnai
F20 microscope (FEI, Eindhoven, Netherlands)
operated at an accelerating voltage of 120 keV
with a defocus from –1.0 to –1.5 mm at tilts of 0°
or 45°. Micrographs were recorded on a charge-
coupled device camera (Ultrascan 4000, 4 k × 4 k;
Gatan, Pleasanton, CA) at a nominal magnifica-

tion of 80,000× with a 1.37 Å calibrated pixel size
at the specimen level, using the semiautomated
Leginon data collection software (40).

Cryo-EM

Droplets of 2.5-ml AP-1, Arf1, and the tetherin-Nef
complex sample at a concentration of 0.06 mg/ml
were applied to Quantifoil grids with continu-
ous carbon support and plunge frozen into liquid
ethane using a Vitrobot Mark IV (FEI). The vi-
trified samples were examined using a Titan mi-
croscope (FEI) operated at 300 keV. The vitrified
samples were imaged under parallel illumination
conditions, with a beam diameter of ~2 mm on
the specimens and a defocus range from –1.5
to –3.5 mm. All cryo-EM images were recorded
on a K2 Summit direct electron detector camera

(Gatan) at a nominal magnification of 27,500×,
corresponding to a calibrated pixel size of 1.32 Å.
The camera was operated in counting mode,
with a dose rate of about eight electrons per pixel
per s on the camera. A total exposure time of
10 s, corresponding to an accumulated dose of
45.9 electrons/Å2 on the specimen, was fractionated
into 25 movie frames, with 0.4-s exposure time and
a dose of 1.84 electron/Å2 for each frame. The data
were collected semiautomatically, using the Leginon
data collection software (40). Drift correction for
movie frames was performed using the University
of California, San Francisco (UCSF) MotionCorr
program (41). The parameters of the contrast
transfer function (CTF) were estimated from the
drift-corrected micrographs using CTFFIND4
(http://grigoriefflab.janelia.org/ctffind4).

Image processing

The program XMIPP/3.1 was used for 2D analysis
and random conical tilt (RCT) analysis of nega-
tively stained samples (42). A total of 11,589 untilted
and tilted particle pairs was manually selected from
176 micrograph pairs. The untilted image stack
was subjected to reference-free 2D classification
(50 classes) (43). For 38 representative classes, the
corresponding tilted particle images were used
to compute 3D reconstructions via the RCT ap-
proach (44). The obtained 3D reconstructions
were classified into three groups (open trian-
gles, closed three-leaf clover, and dimer-like)
by visual inspection. Both untilted and tilted
particles corresponding to each trimeric shape
were combined and used to generate a final
structure based on projection match. The final
resolutions for the open and closed trimers were
detrmined to be 27 and 26 Å, respectively, based
on the 0.5 criterion of the Fourier shell correla-
tion (FSC).
Further cryo-EM data analysis of images ob-

tained from the Titan microscope was performed
using the RELION/1.4-beta-1 program (45). Par-
ticles were picked from 1445 drift-corrected micro-
graphs using the DoG Picker software (46) inside
the APPION image processing suite (47), and the
particle coordinates were transferred to RELION
for particle extraction. A total of 144,261 individ-
ual particles were subject to reference-free 2D
classification (using 100 classes) to remove poor-
quality particles. The remaining data set compris-
ing 111,183 particles was used for further analyses.
With the RCT structure low-pass filtered to 60 Å
as an initial model, we performed 3D classifi-
cation with 10 classes, which, after 50 iterations,
revealed two major conformations: closed (one
class) and open trimers (eight classes). Further
3D classification of the closed class (26,069 par-
ticles) into five subclasses revealed that the third
subunit is wobbling with respect to the other two
subunits (fig. S5D). The flexibility of the third
subunit limited the refinement resolution of
the whole trimer to 9.0 Å. To improve the reso-
lution of the round-edge class, we masked the
third subunit during the autorefinement process
and produced a reconstruction for the two rigid sub-
units at 8.1 Å. A similar strategy tomask only one
subunit from the trimer during autorefinement
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Fig. 6. The hexagonal inner coat promotes clathrin cage assembly. (A) Diagram of Nef mutants.
Structures from AP-2-a-s2:Nef (PDB ID 4NEE) and AP-1-m1:MHC-I–Nef (PDB ID 4EMZ) were com-
bined. Homologs are colored as before. (B) Size exclusion chromatography of AP-1:Arf1:Nef mixtures,
showing that Nef mutants interfere with dimerization or trimerization of AP-1. (C) The relative
percentage of clathrin cages was counted in 20 randomly chosen fields of view for the indicated
mixtures of WT and/or mutant Nef proteins. (D) Size exclusion chromatography of AP-1:Arf1:
MHC-I–Nef mixtures, showing that MHC-I–Nef mutants interfere with dimerization or trimerization
of AP-1. (E) The relative percentage of clathrin cages was counted in 20 randomly chosen fields of
view for the indicated mixtures of WTand/or mutant MHC-I–Nef proteins. (F) Concept for the role of
AP-1:Arf1 polygons in clathrin assembly with Nef. Nef (yellow) stabilizes the AP-1:Arf1 polygon such
that closed polygons can form even without clathrin, creating a preformed template for rapid clathrin
assembly.
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further improved the resolution to 7.0 Å. The
other eight open-state classes were reorganized
into four classes, and32,535 particleswere selected
for the subsequent autorefinement process. Due
to the sample heterogeneity, the refinement
was limited to 23.8 Å resolution. All classes su-
perimpose reasonably well with respect to each
other, revealing an apparent C3 symmetry, at least
at low-to-medium resolution. Therefore, we en-
forced C3 symmetry during the refinement,
which resulted in a final resolution of 16.7 Å.
All reported resolutions for the RELION recon-
struction are based on the gold standard 0.143
FSC criterion, using two independent half-maps,
with correction of the effects from the soft-edged
mask. The angular distribution of each structure
was also calculated with the RELION package.

Docking and structural analysis

Crystal structures of the hyperunlocked AP-1 core
bound to tetherin [Protein Data Bank identifica-
tion code (PDB ID) 4P6Z] (17), the unlocked AP-1
core with Arf1 (PDB ID 4HMY) (9), and the closed
AP-1 core (PDB ID 1W63) (28) were used as trial
structures for docking. The docking was fulfilled
in UCSF Chimera on the basis of a rigid-body
docking strategy (48). In closed trimer, the crys-
tal structure of hyperunlocked AP-1 fit well into
the EM density map as an intact unit. Most of the
a helices of the b and g subunits in AP-1 were
clearly visualized in the density, and the b sand-
wich of the m1 subunit also fit well in the den-
sity. In addition to densities occupied by AP-1 core,
two of the three unassigned EM densities were
identified as Arf1 (PDB ID 1O3Y) (49), based on
excellent matching of a helices with the EM
densities. The third unoccupied EM density lies
close to the m1 domain and was docked well using
Nef (PDB ID 4EMZ), which is further verified by
the known interface between AP-1:Arf1:Nef (9)
and the solved structure of the m1 domain, Nef,
and MHC-I (21). Hyperunlocked AP-1 with Arf1g

fit into the EM density map for the open trimer,
with or without C3 symmetry, as an intact unit.
Preliminary docking results were selected from 500
random placements with the best cross-correlation
values and the most hits. The possible candi-
dates were further screened on the basis of both
symmetrized C3 docking and the position of
Arf1g in the EM density.
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INNATE IMMUNITY

Structural and biochemical basis for
induced self-propagation of NLRC4
Zehan Hu,1* Qiang Zhou,2* Chenlu Zhang,1* Shilong Fan,1 Wei Cheng,3 Yue Zhao,4

Feng Shao,4 Hong-Wei Wang,1 Sen-Fang Sui,2† Jijie Chai1†

Responding to stimuli, nucleotide-binding domain and leucine-rich repeat–containing
proteins (NLRs) oligomerize into multiprotein complexes, termed inflammasomes,
mediating innate immunity. Recognition of bacterial pathogens by NLR apoptosis
inhibitory proteins (NAIPs) induces NLR family CARD domain–containing protein
4 (NLRC4) activation and formation of NAIP-NLRC4 inflammasomes.The wheel-like structure
of a PrgJ-NAIP2-NLRC4 complexdetermined bycryogenic electronmicroscopy at 6.6 angstrom
reveals that NLRC4 activation involves substantial structural reorganization that creates
one oligomerization surface (catalytic surface). Once activated, NLRC4 uses this surface to
catalyze the activation of an inactive NLRC4, self-propagating its active conformation to form
the wheel-like architecture. NAIP proteins possess a catalytic surface matching the other
oligomerization surface (receptor surface) of NLRC4 but not those of their own, ensuring that
one NAIP is sufficient to initiate NLRC4 oligomerization.

N
ucleotide-binding domain (NBD)– and
leucine-rich repeat (LRR)–containing pro-
teins (NLRs) are critical for the cytosolic
immunosurveillance system of mammals
(1–4). Dysregulation of NLR function is as-

sociated with several human diseases (5–8). NLRs
are pattern recognition receptors that recognize
pathogen-associated molecular patterns (PAMPs)
or host-derived danger components, resulting
in NLR activation and oligomerization (1, 4).
The oligomerized NLRs then recruit procaspase-1
(pro-Casp1) either directly or through the adap-
tor protein apoptosis-associated speck-like pro-
tein containing CARD (caspase activation and
recruitment domain) (ASC), forming inflamma-
somes that catalyze Casp-1 activation (1, 9). Once
activated, Casp-1 proteolytically processes pro-
interleukin 1b (pro-IL-1b) and pro-IL-18 to ini-
tiate host innate immune responses.
NLR proteins contain a varied N-terminal

domain such as CARD or pyrin domain (PYD),
a central nucleotide binding and oligomerization
domain (NOD), and a C-terminal LRR domain
(4). The NOD module, containing an NBD and a
helical domain 1 (HD1) followed by a winged-
helical domain (WHD) (10), is an adenosine

diphosphate–adenosine triphosphate binding
motif conserved in the apoptotic proteins Apaf-1
and CED-4 (11). NLRs are maintained in an
autoinhibited state by their C-terminal LRR
domains (12, 13). Recent studies support a uni-
fied model of NLR activation in which ligand-
induced clustering of PYD from an NLR [or
absent in melanoma 2 (AIM2)] serves to nucleate
the ASCPYD filament for Casp-1 polymerization
and activation (14, 15).
NLRC4 inflammasomes are activated by bac-

terial pathogens carrying flagellin or the compo-
nents of type III secretion system (T3SS) (16–23).
Specificity of the NLRC4 inflammasomes for
different bacterial ligands is dictated by NLR
apoptosis inhibitory proteins (NAIPs) (24, 25)
that contain three baculoviral inhibitor of apopto-
sis (IAP) repeat (BIR) domains at their N-terminal
sides. In mice, direct recognition of the bacterial
flagellin and the T3SS rod protein PrgJ ismediated
by NAIP5/6 and NAIP2, respectively (24, 25). The
structural determinants for recognition of the
two bacterial PAMPs lie in the NOD module of
a NAIP protein (26). Ligand binding induces
NAIP interaction with NLRC4, followed by oli-
gomerization of their complex (24, 25). Assembly
of flagellin-NAIP5-NLRC4 inflammasomes was
proposed to follow a sequential manner (27), but
evidence for this model is lacking.

Results
The wheel-like structure of a
PrgJ-NAIP2-NLRC4 complex revealed
by cryo-EM

A protein complex composed of PrgJ, NAIP2, and
full-length NLRC4 (NLRC4FL, fig. S1A) but not
a CARD-truncated NLRC4 (residues 90 to 1024,
NLRC4DCARD) (fig. S1B) contained double-ring
structures as revealed by cryogenic electron mi-

croscopy (cryo-EM) (figs. S2A and S3A), indicat-
ing that the double-ring structures are mediated
by the CARD of NLRC4. Two-dimensional (2D)
class averages of the latter complex revealed
particles featuring wheel-like structures contain-
ing mainly 11, some 10 (fig. S2A, bottom panel),
and a small fraction of 12 protomers, and mul-
tilayer structures (fig. S2, B and C). The wheel-
like architectures are further supported by com-
parison of the single-layer side-view averages
with their mirrored images (fig. S2D).
Intriguingly, particles of theNLRC4FL-containing

complex mainly contained 11 and 12 protomers
(fig. S3, A to F, and table S1), similar to those
purified from mammalian cells (27). In the 2D
class averages without imposing any symmetry,
the 10, 11, or 12 protomers within one particle are
highly similar (figs. S2A and S3A), suggesting
that NAIP2 and NLRC4 have a conserved struc-
ture, as evidenced by sequence alignment of NLR
proteins (fig. S4). Further supporting their con-
served structures, the 3D reconstructions of
the 11- and 10-protomer without imposing any
symmetry revealed wheel-like structures with
pseudosymmetry (fig. S2E). We thus performed
3D reconstruction refinement of the two types of
complexes with c11 or c10 symmetry averaging.
The resulting cryo-EM maps (Fig. 1A) had an
overall resolution of 6.6 Å for the 11-protomer
(NLRC4DCARD-containing complex) and 6.7 Å
for the 10-protomer complex (fig. S2, F to K,
and table S1). These two types of complexes
slightly differ in diameter and height (Fig. 1A).
Separate rigid-body fitting of the NBD-HD1
module and its following C-terminal segment
(WHD-HD2-LRR) from the inactive NLRC4 (13)
into the EM volumes demonstrated a high com-
patibility with the 3D reconstructions (Fig. 1A).
Local resolution analysis indicated that the inner
part of the 11-protomer wheel-like structure
was of significantly higher resolution (5.5 Å)
(Fig. 1B), allowing an easy assignment of second-
ary structure elements of the NOD module
(Fig. 1C).
Some registry errors will be present in our

models, as NAIP2 was approximated to NLRC4,
but the models are sufficient to characterize do-
main organization and interactions between sec-
ondary structural elements, the main focuses
of our current study. We limit our discussions
to the 11-protomer model of the PrgJ-NAIP2-
NLRC4DCARD complex that is nearly identical with
that of the 11-protomer PrgJ-NAIP2-NLRC4FL

complex (fig. S3G).

A single NAIP2 initiates progressive
assembly of the wheel-like structure

To determine the stoichiometry of the PrgJ-
NAIP2-NLRC4DCARD complex, we performed
Ni-NTA-nanogold labeling EM (against the N-
terminally His-tagged NAIP2) for the oligomer-
ized complex eluted at higher molecular weights
(fig. S1C, bottom panel). The results showed that
each single particle of the complex was bound by
one gold particle (Fig. 1D and fig. S5A), suggest-
ing that the complex contained one NAIP2 mol-
ecule. Ni-NTA-nanogold labeling EM against the
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N-terminally His-tagged PrgJ for the same complex
gave a similar result (fig. S5B). Consistently, gel
filtration analysis showed that PrgJ-NAIP2-NLRC4FL

and PrgJ-NAIP2-NLRC4DCARD were substoichio-
metric complexes (fig. S1C).
PrgJ-NAIP2-NLRC4DCARD eluted at the positions

of lowermolecular weights (fig. S1C, bottom panel)
formed unclosed and twisted structures with var-
iable sizes (Fig. 1E). Owing to the absence of
pseudo-symmetry in these complexes, the 2D
classification tends to align the open ends of the
particles for maximal overlap and thus likely re-
veals subtle structural differences between NAIP2
and NLRC4 if the single NAIP2 in one structure
is not randomly positioned. Indeed, for each
particle type the protomer at one end appears
different from the remaining copies in the 2D
class averages (Fig. 1E, bottom panel), suggesting
that it corresponds to NAIP2. This agrees with
the concept that assembly of the NAIP-NLRC4
inflammasomes starts with ligand-induced acti-
vation of a NAIP molecule (24, 25). Further sup-
porting our conclusion, a nanogold-labeling EM
(against NAIP2) study showed that a single
nanogold particle bound to one partially oligo-
merized complex particle (fig. S5C). This con-
clusion is also in line with our observation that
NAIP2 and NAIP5, although highly conserved
in their sequences, failed to coexist in the same
single-ring structure (fig. S6).

NOD-mediated formation of the wheel-like
structure of PrgJ-NAIP2-NLRC4DCARD

One side of the NOD module from each pro-
tomer packs against the opposite side of the

NOD from the adjacent protomer in an in-
variant fashion (Fig. 2, A and B), providing the
major protomer-protomer interactions that sta-
bilize the wheel-like structure. Two adjacent
LRRs contact each other largely through com-
plementary charged surfaces (fig. S7). The wheel-
like architecture (Fig. 2A) is reminiscent of the
structures of Apaf-1 (28), DARK (29, 30) and
CED-4 (31) apoptosomes. However, marked dif-
ferences exist between NLRC4 and Apaf-1 in oli-
gomeric assembly (fig. S8, A and B). Apaf-1 and
DARK oligomerization is predominantly medi-
ated by the structural elements from NBD and
HD1 (28, 30). By contrast, the WHD of NLRC4 is
also involved in the formation of a lateral dimer
besides NBD and HD1 (Fig. 2B).

Structural remodeling creates
one oligomerization surface during
NLRC4 activation

Structure comparison revealed that NLRC4 un-
dergoes striking structural remodeling during
activation, with WHD-HD2-LRR rotating largely
as a rigid body ~90 degrees around the hinge
region (residues 354 to 356) between HD1 and
WHD (Fig. 2C and figs. S9 and S10). One dimeric
surface, formed by structural elements from NBD
andHD1, is largely exposed in the inactiveNLRC4
(Fig. 2D and fig. S11, right panel). This surface
(hereafter called receptor surface) is preformed,
because NBD and HD1 undergo little change rel-
ative to each other during activation. Interaction
of the inactive NLRC4 with an activated NLRC4
is sterically hindered by the C-terminal end of
a15 (labeled in red) from theWHDof the inactive

NLRC4 (Fig. 2D), located immediately after the
hinge region (Fig. 2C). By contrast, the LRR do-
main is positioned by the other oligomeric sur-
face (hereafter called catalytic surface) in the
inactive NLRC4 and completely overlaps with
its neighboring NLRC4 protomer from a lateral
dimer (Fig. 2E and fig. S11, left panel). In further
contrast with the receptor surface, half of the
catalytic surface is composed of structural ele-
ments from the WHD (Fig. 2E), indicating that
this oligomerization surface is activation-created
and can be fully formed only after structural re-
organization ofNLRC4during activation. By com-
parison, both of the two oligomeric surfaces of
Apaf-1 are preexistent in an inactive Apaf-1
(28, 32) (fig. S8C).

The catalytic surface initiates
NLRC4 autoactivation

Formation of the unclosed structures (Fig. 1E)
starting with NAIP2 indicates that their assem-
bly is a unidirectional process. The propagation
direction of these structures can be unambiguously
determined by the observation that the C-terminal
portion of LRR domain from each protomer is
located at the same side as the catalytic surface of
NLRC4 (Figs. 1E and 2B). These results strongly
suggest that an activated NLRC4 uses the cat-
alytic surface for interaction with and activation
of an inactive NLRC4 (Fig. 3, A and B), leading
to progressive intermolecular autoactivation of
NLRC4. On the other hand, the equivalent po-
sitioning of NAIP2 to NLRC4 in the 2D class
averages (Fig. 1E) suggests that the receptor sur-
face of NLRC4 contacts NAIP2. Fully supporting
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Fig. 1. A PrgJ-NAIP2-NLRC4 complex forms wheel-like structures. (A) Three-
dimensional reconstructions of the PrgJ-NAIP2-NLRC4DCARD complex with the
crystal structure (Protein Data Bank code 4KXF) docked. The NLRC4 monomer
was divided into two halves between HD1 and WHD domains. The two halves
were joined together again with Modeller after rigid-body docking into the cryo-EM density map by UCSF Chimera. (Top) the 11-protomer complex; (bottom)
the 10-protomer complex. (B) The local resolution of cryo-EM density map of the PrgJ-NAIP2-NLRC4DCARD complex with c11 symmetry. (C) Finally refined cryo-
EM density map surrounding the NOD module of NLRC4. (D) Ni-NTA-nanogold labeling (5.0 nm) of the N-terminally His-tagged NAIP2 in complex with PrgJ
and NLRC4DCARD eluted at positions of higher molecular weights (see fig. S1C). On the left is a representative negative-stain micrograph of the nanogold-
labeled complex. Particles highlighted in red squares are shown in the insets. (E) Partially oligomerized structures of the PrgJ-NAIP2-NLRC4DCARD complex
eluted at lower molecular weights (see fig. S1C). (Top) A representative negative-stain micrograph of the PrgJ-NAIP2-NLRC4DCARD complex. (Bottom)
Representative 2D class averages of PrgJ-NAIP2-NLRC4DCARD particles.
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this conclusion, NLRC4R288A from the catalytic
surface still displayed flagellin-induced interac-
tion with NAIP5 but failed to form higher-order
oligomeric complexes (13). Gel filtration anal-
ysis and negative staining EM 3D reconstruction
showed that the flagellin-NAIP5-NLRC4R288ADCARD

complexwas dimeric in solution (Fig. 3C; fig. S12,
A to E; and table S1). The 3D reconstruction (Fig.
3D) revealed a region of extra density for one of
the two protomers, which is probably fromNAIP5.
NLRC4L435DDCARD located at the same side

as NLRC4R288ADCARD (Fig. 3B) generated similar
effects on flagellin-induced NLRC4 oligomeriza-
tion and interactionwithNAIP5 (Fig. 3, C and E).
Consistently,NLRC4L435D andNLRC4Q433A but not
NLRC4R285A andNLRC4R434A abrogated flagellin-
NAIP5 or PrgJ-NAIP2 mediated production of

IL-1b, phenocopying NLRC4R288A (fig. S13, A
and B). Further supporting these results,
NLRC4R285ADCARD and NLRC4R434ADCARD in-
teracted with NAIP5 in a stoichiometry sim-
ilar to the wild NLRC4DCARD but different from
NLRC4R288ADCARD, NLRC4L435DDCARD, and
NLRC4Q433ADCARD (Fig. 3E and fig. S14).
Asp125 from the receptor surface was modeled

to form polar interactions with Arg288 (Fig. 3B)
fromthe catalytic surface. Consistently,NLRC4D125A

abrogated flagellin-NAIP5 or PrgJ-NAIP2 medi-
ated generation of IL-1b (fig. S13, C and D). Sim-
ilar results were obtained with the mutants
NLRC4D123A andNLRC4I124D (Fig. 3B) located at
the same oligomeric surface. However, a higher
level of NLRC4D123A protein was still responsive
to flagellin or PrgJ (fig. S13, C and D), indicating

that this mutation only partially inhibited NLRC4
activation.NLRC4I124DDCARD andNLRC4D125ADCARD

displayed no detectable interaction with NAIP5
induced by flagellin in our pull-down assay (Fig.
3E), in sharp contrast with NLRCL435DDCARD

and NLRC4R288ADCARD from the catalytic surface
(Fig. 3, C and E).
Our model (Figs. 3A and 4A) predicts that an

activated NAIP or NLRC4 molecule can interact
with and activate the inactivemutantNLRC4R288A

that has an intact receptor surface. The NLRC4
mutant, however, is unable to activate a second
inactive NLRC4 molecule due to its impaired
catalytic surface. Thus, NLRC4R288A is expected
to inhibit formation of thewheel-like structure of
the PrgJ-NAIP2-NLRC4FL complex by terminat-
ing the propagation of NLRC4, forming partially
oligomerized structures. Indeed, the complex con-
taining the four proteins was shifted to the lower
molecular weight species as compared with the
PrgJ-NAIP2-NLRC4FL complex (Fig. 4B). As
predicted, structures similar to those of the
partially oligomerized PrgJ-NAIP2-NLRC4DCARD

were observed in theNLRC4R288ADCARD-containing
complex (Fig. 4C). In further support of our
model (Fig. 3A and fig. S15A), the constitutively
active mutant NLRC4H443LDCARD (13) interacted
with and induced oligomerization of wild-type
NLRC4FL (fig. S15, B to E).

NAIPs possess catalytic surfaces
matching the receptor surface of NLRC4

Our data (Figs. 1E, 3D, and 3E) support the
idea that NAIP5 interacts with the receptor sur-
face of NLRC4 (Fig. 5A). Well agreeing with this
conclusion, Arg288 and the b-hairpin tip of WHD
from the catalytic surface of NLRC4 are highly
conserved in the NAIP members (Fig. 5B). In
contrast, the critical amino acids from the re-
ceptor surface of NLRC4 are highly variable in
all the NAIP members (Fig. 5B). Further sup-
porting our model (Fig. 5A), mutations of Arg590

(Arg590Ala) and Leu737 (Leu737Asp) from NAIP5
or Arg634 (Arg634Ala) and Leu780 (Leu780Asp)
from NAIP2 that are equivalents of Arg288 and
Leu435 of NLRC4, respectively (Fig. 5B), re-
sulted in no detectable activity ofNLRC4-mediated
production of IL-1b (fig. S16, A and B). Substantial
increases in protein expression, however, resulted
in partial activity of the NAIP5 or NAIP2 mutants
in producing IL-1b (fig. S16, A and B). Interest-
ingly, the twoNAIP5mutations were less effective
in inhibiting flagellin-inducedNAIP5-NLRC4DCARD

interaction (Fig. 5C, top panel) than those from
the receptor surface of NLRC4 (Fig. 3E). The
reason for this might be that the residual activity
of these NAIP5 mutant proteins still activated a
small amount of NLRC4 that can proceed with
autocatalytic activation. This differs from the mu-
tations from the receptor surface that have an
accumulating effect on inhibiting the assembly
of NAIP-NLRC4 inflammasomes. Supporting these
ideas, the two NAIP5 mutants exhibited nearly
no detectable flagellin-induced interaction with
NLRC4R288ADCARD (Fig. 5C, bottom panel) that
has an impaired catalytic surface. By contrast, the
immunoactivemutantsNAIP5R587A andNAIP5Q735A
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Fig. 2. NLRC4 activation creates the catalytic surface for oligomerization. (A) Cartoon represen-
tations of oligomerized NLRC4DCARD in top and side views. Color codes for domains of NLRC4 are indi-
cated. (B) A lateral dimer of NLRC4DCARD.The N- and C-terminal sides of NLRC4 are labeled. (C) Striking
structural reorganization occurs to NLRC4 during activation. Cartoon representations of the inactive (left)
and active (right) structures of NLRC4. The two structures superimposed with the NOD module of the
inactive NLRC4as the template are shown in the same orientation.The red arrow indicates the direction of
the C-terminal LRR domain movement from inactive to active state.The hinge region is highlighted in the
red circle. The middle panel illustrates a structure comparison of the hinge region from the inactive and
active structure. (D) The NODmodule of the inactive NLRC4 (in transparent surface) was aligned with one
NLRC4monomer (right) from a lateral dimer (in cartoon). (E) The NODmodule of the inactive NLRC4 (in
transparent surface) was aligned with one NLRC4 monomer (left) from a lateral dimer (in cartoon).
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displayed similar interactions with either wild-
type NLRC4DCARD or NLRC4R288ADCARD as com-
pared with the wild-type NAIP5.
Together, our data showed that NAIPmembers

do not possess a receptor surface matching the
conserved catalytic surface of their ownorNLRC4’s,
thus precluding them from self-oligomerization
and further recruitment into an existing NAIP-
NLRC4–containing complex by an activatedNLRC4.
These ensure incorporation of a single NAIP
molecule into one NAIP-NLRC4 inflammasome.

Discussion

Our present study, together with others (33, 34),
supports a sequential ligand-induced assembly of

NAIP-NLRC4 inflammasomes (fig. S17). The par-
tially exposed receptor surface in the inactive
NLRC4 (Figs. 2D and 3A) may adopt a meta-
stable active state that has a higher binding
affinity with the catalytic surface of an activated
NLRC4. This interaction might also involve an
induced-fit mechanism. Regardless of conforma-
tional selection or induced fit or both pathways,
to avoid the clashes between the b-hairpin tip of
WHD from an activated NLRC4 and the receptor
surface of an inactive NLRC4 (Fig. 2D and fig.
S11), their interaction may induce a concerted
reorientation of the WHD from the inactive
NLRC4 (Fig. 2C and fig. S9). This results in
NLRC4 activation and formation of the catalytic

surface that activates a second inactive NLRC4
molecule, thus self-propagating the active con-
formation of NLRC4 to assemble the wheel-like
structure of inflammasomes (fig. S17). Apaf-1 likely
follows a different paradigm for oligomerization.
Cryo-EM studies clearly showed a 1:1 stoichiom-
etry between Apaf-1 and cytochrome c in apopto-
some (28), suggesting that each Apaf-1 molecule
needs activation by cytochrome c for oligomeriza-
tion. This is supported by the observation that
both of the two oligomerization surfaces of in-
active Apaf-1 are completely buried (fig. S8C),
ruling out the possibility of self-propagation.
The properties of NLRC4 oligomerization are

reminiscent of the replication mechanism of a
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Fig. 3. The catalytic surface initiates NLRC4 self-oligomerization. (A) A
model depicting formation of a lateral NLRC4 dimer through the interaction
of an activated NLRC4 and with an inactive NLRC4. The red and blue arrows
indicate the catalytic surface (in active NLRC4) and receptor surface, respec-
tively. Positions of some residues from the catalytic surface and receptor
surface are indicated. (B) Amino acids located at a lateral NLRC4 dimeric
interface. Residues from the catalytic surface and receptor surface are colored
in yellow and cyan, respectively. (C) GST-FliC_D0L, NAIP5, and NLRC4DCARD

wild type or mutants as indicated were coexpressed in insect cells, and the
purified proteins were subjected to gel filtration analysis after removal of

glutathione S-transferase (GST). (Left) Gel filtration profiles of protein
complexes as indicated. (Right) Samples of peak fractions shown in the left
panel were visualized by Coomassie staining after SDS–polyacrylamide gel
electrophoresis (SDS-PAGE). (D) Surface representation of 3D reconstruction
of the FliC_D0L-NAIP5-NLRC4

R288ADCARD complex shown in (C), with two
NLRC4DCARD monomers docked. The red arrow indicates the extra density
map in which NLRC4DCARD cannot be fitted. (E) GST-FliC_D0L, NAIP5, and
wild-type NLRC4DCARD or its mutants as indicated were coexpressed in insect
cells.The proteins were purified using GS4B resin. Proteins bound to the resin
were detected by Coomassie blue staining after SDS-PAGE.
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prion in which conformational conversion from
its properly folded isoform into the prion form
(misfolded) is propagated in an autocatalytic
manner (35). Such a mechanism would render
the gain-of-function mutations mapped to de-

stabilize the inactive conformation of NLRC4
(36–38) more efficient to induce NLRC4 acti-
vation. However, self-propagation of NLRC4
differs from that of a canonical prion in that
the former is initiated by the PAMP-activated

NAIPs rather than self-seeded. Furthermore, self-
propagation of NLRC4 leads to a soluble wheel-
like structure with finite copies, whereas replication
of a prion is self-perpetuating and thus results in
formation of insoluble aggregates. Nonetheless,
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Fig. 4. NLRC4 is activated in a self-propagatedmanner. (A) A cartoon illustrating inhibition of the wheel-like structure of the PrgJ-NAIP2-NLRC4FL complex
by the mutant protein NLRC4R288ADCARD. The red star represents the position of Arg288Ala mutation from the catalytic surface. (B) Gel filtration analysis of the
PrgJ-NAIP2-NLRC4FL and PrgJ-NAIP2-NLRC4FL-NLRC4R288ADCARD complexes. The peak fractions were visualized by SDS-PAGE with Coomassie blue staining.
(C) Partially oligomerized structures of the PrgJ-NAIP2-NLRC4FL-NLRC4R288ADCARD complex [sample from elution volume of 11 ml in (B)]. (Top) A repre-
sentative negative-stain micrograph of the complex. (Bottom) Representative 2D class averages of the complexes.

Fig. 5. NAIP members have a conserved catalytic surface with NLRC4.
(A) A cartoon showing effects of mutations from NAIP or NLRC4 on their
ligand-induced interaction. The red star and the red cross indicate muta-
tions of key amino acids in the catalytic and receptor surface, respectively.
(B) Sequence alignment of NAIP members with NLRC4 around the cat-
alytic and receptor surface of NLRC4. The red dots on the top indicate
the amino acids whose mutations disrupt or compromise formation of the
wheel-like structures of NAIP-NLRC4 complexes. Numbers indicate the

positions of NLRC4 residues. Single-letter abbreviations for the amino acid
residues are as follows: A, Ala; C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; H, His;
I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P, Pro; Q, Gln; R, Arg; S, Ser; T, Thr; V,
Val; W, Trp; and Y, Tyr. (C) GST-FliC_D0L, wild-type NAIP5 or its mutants,
and wild-type NLRC4DCARD or NLRC4R288ADCARD as indicated were coex-
pressed in insect cells. The proteins were purified using GS4B resin. Pro-
teins bound to the resin were detected by Coomassie blue staining after
SDS-PAGE.
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the homologies between NLRC4 oligomeriza-
tion and prion replication may help to better
understand their underlying mechanisms. It
remains unknown whether the prion-like mech-
anism is conserved in other immune NLR sen-
sors for oligomerization. However, one apparent
advantage of this mechanism is that a single
PAMP or a host-derived danger molecule is suf-
ficient for inducing formation of a fiber assem-
bly, which in principle contains endless ASC
because of its self-perpetuation property (39) and
thus generates an all-or-none response (40). The
requirement of ligand for initiation of this ac-
tivity could serve to minimize inadvertent acti-
vation of anNLRprotein through intermolecular
collisions.
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INNATE IMMUNITY

Cryo-EM structure of the activated
NAIP2-NLRC4 inflammasome reveals
nucleated polymerization
Liman Zhang,1,2* Shuobing Chen,3,4* Jianbin Ruan,1,2 Jiayi Wu,3,4

Alexander B. Tong,1,2 Qian Yin,1,2 Yang Li,1,2 Liron David,1,2 Alvin Lu,1,2

Wei Li Wang,4,5 Carolyn Marks,6 Qi Ouyang,3 Xinzheng Zhang,7

Youdong Mao,3,4,5† Hao Wu1,2†

The NLR family apoptosis inhibitory proteins (NAIPs) bind conserved bacterial ligands,
such as the bacterial rod protein PrgJ, and recruit NLR family CARD-containing protein 4
(NLRC4) as the inflammasome adapter to activate innate immunity. We found that the
PrgJ-NAIP2-NLRC4 inflammasome is assembled into multisubunit disk-like structures
through a unidirectional adenosine triphosphatase polymerization, primed with a single
PrgJ-activated NAIP2 per disk. Cryo–electron microscopy (cryo-EM) reconstruction at
subnanometer resolution revealed a ~90° hinge rotation accompanying NLRC4 activation.
Unlike in the related heptameric Apaf-1 apoptosome, in which each subunit needs to
be conformationally activated by its ligand before assembly, a single PrgJ-activated NAIP2
initiates NLRC4 polymerization in a domino-like reaction to promote the disk assembly.
These insights reveal the mechanism of signal amplification in NAIP-NLRC4
inflammasomes.

T
he nucleotide-binding domain (NBD) and
leucine-rich repeat (LRR)–containing pro-
tein (NLR) family participates in the for-
mation of inflammasomes that activate
caspase-1 for cell death induction and cy-

tokine maturation. NLR family apoptosis inhib-
itory proteins (NAIPs) are so far the only NLR
family members with specifically defined ligands
(1–4). NAIP2 detects the inner rod protein of the
bacterial type III secretion system, including
Salmonella typhimurium PrgJ, whereas NAIP5
and NAIP6 detect bacterial flagellin such as
Salmonella typhimurium FliC (2, 4, 5). NLR
family caspase recruitment domain (CARD)–
containing protein 4 (NLRC4) was initially found
to participate in caspase-1 activation and inter-

leukin (IL)–1b secretion in response to cyto-
plasmic flagellin (6) and was only recently shown
to be the common adapter for NAIPs (2, 4). The
NAIP-NLRC4 inflammasomes perform effec-
tor functions against intracellular bacteria (7, 8),
play protective roles in mouse models of colitis-
associated colorectal cancer (9, 10), and serve as a
potential strategy in tumor immunotherapy (11).
Mutations in NLRC4 also induce auto-inflammatory
diseases in humans (10, 12–14).
We assembled the FliC-activated NAIP5-NLRC4

complex and the PrgJ-activated NAIP2-NLRC4 com-
plexwith the use of CARD-deletedNLRC4 (NLRC4D)
to avoid potential CARD-mediated aggregation
(Fig. 1A). Either full-length NAIP2 or N-terminal
baculovirus inhibitor of apoptosis protein repeat
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(BIR) domain–deleted NAIP2 (NAIP2DBIR) was
used. During purification, sucrose gradient frac-
tions showed variable molar ratios between NAIP2
and NLRC4D (Fig. 1B). The fraction with the
highest amount of NLRC4D relative to NAIP2, by

approximately one order of magnitude, contained
mostly single, complete disk-like particles (Fig. 1C
and fig. S1A). Similarly, overstoichiometry of
NLRC4D to NAIP5 was observed in the recon-
stituted FliC-NAIP5-NLRC4D complex (Fig. 1D),
also with mostly complete disks under electron
microscopy (fig. S1B). In contrast, our earlier PrgJ-
NAIP2-NLRC4D preparations exhibited much
lower NLRC4D/NAIP2 molar ratios (fig. S1C),
with mostly incomplete disks (fig. S1D). Labeling
of NAIP2 with 5-nm Ni-NTA gold particles in the
PrgJ-NAIP2DBIR–His-NLRC4D inflammasome re-
vealed singularly labeled complexes (Fig. 1E). These
data, together with the previous report that NAIP5
did not oligomerize in the presence of flagellin
(15), demonstrated that a single NAIP exists in
each complex, whether in a full disk or a partially
assembled disk (Fig. 1F).
We collected cryo–electron microscopy (cryo-

EM) data on the PrgJ-NAIP2-NLRC4D complex
(Fig. 1G and figs. S2 and S3A). Reference-free
two-dimensional (2D) classification revealed
mostly 11-bladed, but also 12- and 10-bladed in-

flammasome complexes (fig. S3B), implying con-
formational flexibility. From the top or bottom
view, an inflammasome disk comprises an inner
ring and an outer ring (Fig. 1H); 3D classification
yielded models with apparent C10, C11, and C12
symmetries (fig. S2). The individual blades did
not show observable differences to indicate the
single PrgJ-NAIP2 complex in each disk, prob-
ably due to similar domain organizations of
NAIP2 and NLRC4 (Fig. 1A). Upon imposing the
apparent symmetry, the C11, C12, and C10 re-
constructions were refined to resolutions of 4.7 Å,
7.5 Å, and 12.5 Å, respectively (Fig. 2, A to F, and
fig. S3, C to G). Local resolution estimation of the
C11 reconstruction suggests that the inner ring
possesses resolutions of 4.0 to 6.0 Å (Fig. 2A and
fig. S4), with secondary structural features con-
sistent with a resolution of at least 6.0 Å (Fig. 2,
A to D, and fig. S5). Using the crystal structure
of NLRC4D in the inactive conformation (PDB
ID 4KXF) (16), we built and refined an atomic
model of the active NLRC4D (table S1). All struc-
tures have a domed center and a prominent
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Fig. 1. Preparation and characterization of NAIP-NLRC4D complexes. (A) Do-
main organizations of Salmonella typhimurium PrgJ, mouse NAIP2, mouse
NLRC4, and mouse caspase-1. Domain size is drawn approximately to scale;
residue numbers are labeled. (B) SDS–polyacrylamide gel electrophoresis (PAGE)
of different fractions of the sucrose gradient ultracentrifugation during the
purification of the PrgJ-NAIP2-NLRC4D complex. Locations of the three com-
ponent proteins are labeled.The asterisk indicates a contaminating band. (C) A
representative negative-stain EM image from fraction 7 in (B). (D) SDS-PAGE of
amylose resin elution (lane 1), anti-Flag flow-through (lane 2), and anti-Flag

elution (lane 3) fractions during the purification of the coexpressed His-FliC–
Flag-NAIP5–His-MBP-NLRC4D complex. An enlarged image of lane 3 is shown.
(E) Ni-NTA gold labeling (5 nm) of purified His-Sumo-PrgJ–NAIP2DBIR-His–
His-Sumo-NLRC4D complex upon removal of the His-Sumo tag. (F) Schematic
diagram of partial and complete inflammasome particles that contain variable
ratios between NAIP2 (yellow) and NLRC4 (cyan). (G) Representative cryo-EM
micrograph of PrgJ-NAIP2-NLRC4D particles. (H) An averaged 2D class of the
11-bladed PrgJ-NAIP2-NLRC4D inflammasome complex.The dimensions of the
image are 43.5 nm × 43.5 nm.
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inner hole (Fig. 2, B, E, and F). The inner ring of
the disk contains the NBD, helical domain 1 (HD1),
and the winged helix domain (WHD); the outer
ring comprises helical domain 2 (HD2) and the
LRR domain (Fig. 1A and Fig. 2B).
We focus our further discussions on the 11-

bladed structure with the highest resolution.
The conformation of active NLRC4D in the 11-
bladed inflammasome exhibits differences from
that of inactive NLRC4D (16). When the NBD-

HD1 regions of NLRC4 in the two states are
aligned, the WHD-HD2-LRR module needs to
rotate 87.5° along an axis at the junction be-
tween HD1 and WHD to turn from the inactive
state to the active state (Fig. 2, G and H). The
pivot point of the long-range hinge motion is
where the inactive and active conformations of
the a14 helix of WHD intercept (Fig. 2H). The
rotation rearranges the intramolecular interac-
tions between WHD and the NBD-HD1 module.

Several missense mutations in human NLRC4
that are associated with auto-inflammatory con-
ditions (12–14)—Thr337 → Ser, Val341 → Ala, and
His443 → Pro—localize to this highly dynamic
region (fig. S6A).
We do not know whether NLRC4 conforma-

tional transition is accompanied by exchange of
adenosine diphosphate (ADP) in the inactive state
to adenosine triphosphate (ATP) in the active
state, as observed for apoptosome assembly by

406 23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org SCIENCE

Fig. 2. Cryo-EM structure determination and conformational activation of
NLRC4. (A) Cryo-EM map of the C11 PrgJ-NAIP2-NLRC4D complex colored
with local resolution calculated by ResMap using two separately refined half
maps. (B) Superimposed ribbon diagram and transparent surface of the C11

NLRC4D structure. (C) Cryo-EM density superimposed with one NLRC4D
subunit. (D) A close-up view of the structure of the NBD of NLRC4D super-
imposed with the cryo-EM density. (E and F) Cryo-EM maps and fitted
NLRC4D models for the C10 reconstruction at 12.5 Å resolution (E) and the C12

reconstruction at 7.5 Å resolution (F). (G) The WHD-HD2-LRR domain of
NLRC4 swings 87.5° to transit from the inactive conformation (left, PDB ID
4KXF) to the active conformation (right). NBD and HD1 are shown in su-
perimposed ribbon diagram and transparent surface, and the WHD-HD2-LRR
module is shown in ribbon diagram. (H) Superimposed inactive (colored) and
active (gray, except for a14 helix, which is in dark blue) conformations of
NLRC4D. The a14 helices in the two conformations are labeled to show the
relative rotations and the rotational pivot point.
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the related adenosine triphosphatase (ATPase)
Apaf-1 (17, 18). Lack of nucleotide density in the
cryo-EM map, local conformational changes, a
modified Walker B motif, and absence of a con-
served Arg in the sensor I motif (19) may all sug-
gest alternative mechanisms (fig. S6, B and C).
Consistently, the NLRC4 Walker A motif mutant
Lys175 → Arg induced cell killing almost as
effectively as did the wild type when coexpressed
with NAIP5, flagellin, and caspase-1 (2).
To facilitate analysis on NAIP2-NLRC4 inter-

actions, we generated a homology model of
NAIP2DBIR based on the NLRC4D structure (20)
(Fig. 3A). By replacing one of the NLRC4 mol-
ecules in the initially fitted C11 structure, we gen-
erated a NAIP2-NLRC4 inflammasome model with
one NAIP2 and 10 NLRC4 molecules, in which a
single PrgJ-activated NAIP2 initiates NLRC4 ac-
tivation and polymerization in a domino-like
reaction (Fig. 3B). This mechanism differs from
other oligomeric ATPases such as apoptosome
proteins Apaf-1, CED-4, and DARK, which need
to be activated before assembly, either conforma-
tionally (by its ligand cytochrome c) or by removal
of the inhibitory protein CED-9 (21–23).
The NAIP2-NLRC4 interactions are extensive,

with a total surface area of ~1000 Å2 per sub-
unit per interaction, and contain a mixture of

hydrophobic, hydrophilic, and charged interac-
tions. For brevity, we named one surface as A
and the opposing surface as B (Fig. 3C), each
comprising a large patch near the NBD and a
small patch at the LRR (Fig. 3D). The LRR does
appear to play a minor role in strengthening the
oligomerization interactions because an LRR-
deleted NLRC4 showed attenuation, not abroga-
tion, of killing and oligomerization in comparison
with ligand-activated wild-type NLRC4 (2). Cal-
culation of surface electrostatics shows that the
NAIP2-A surface, formed by NBD and WHD, is
largely basic, whereas the NLRC4-B surface,
formed by NBD, HD1, and WHD, is largely acid-
ic; this would suggest that the NAIP2-A surface
interacts with the NLRC4-B surface to initiate
the directional formation of an inflammasome
disk (Fig. 3D). Consistently, the NAIP2-B surface
is largely incompatible with either NLRC4-A
(fig. S7, A and B) or NAIP2-A (fig. S7, C and D).
We thus named NAIP2-A the nucleating surface.
Interaction analysis revealed that residues Lys613,

Tyr615, Arg631, Arg634, Pro635, Tyr636, and Gln778 of
NAIP2-A and residues Pro112, Asn116, Glu122, Asp123,
Asp125, Ile127, Leu220, Leu313, Met349, and Asp368 of
NLRC4-B bury a large surface area at the interface
(Fig. 3E). To test this interface, we used the His-
FliC–Flag-NAIP5–His-MBP-NLRC4D inflammasome

system because of the availability of differentially
tagged constructs for coexpression in 293T cells
and because of the sequence similarity between
NAIP2 and NAIP5 (Fig. 3F). For NAIP5-A, we
mutated Arg587 and Arg590, which correspond to
Arg631 and Arg634 of NAIP2-A, to Asp (mutation
RR2D). For NLRC4-B, we mutated the three
acidic residues, Glu122, Asp123, and Asp125 to Ala
(mutation EDD2A). Whereas the wild-type con-
structs showed robust copurification of NAIP5
and FliC by NLRC4, mutations on either NAIP5-A
or NLRC4-B reduced the amount of copurified
NAIP5 and FliC (Fig. 3F).
For NAIP2 to initiate NLRC4 polymerization,

we hypothesized that it must have weak affini-
ty with the inactive NLRC4. Mapping NLRC4-A
and NLRC4-B residues onto the inactive NLRC4
conformation showed that NLRC4-B, but not
NLRC4-A, is already largely formed, with only a
small part of the WHD in clash with an interacting
NAIP2-A (Fig. 3G and fig. S7E). The bound
NAIP2-A at this site would push the WHD of
NLRC4 exactly at a14, the hinge for conforma-
tional changes to occur (Fig. 2, G and H). We
propose that the active NAIP2-A surface makes
an initial encounter with the NLRC4-B surface in
the inactive conformation to initiate the activating
conformational change (fig. S7F).
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Fig. 3. Conformational activation of NLRC4 by activated NAIP2.
(A) Superposition of the NLRC4D structure and the NAIP2DBIR homology
model in the active conformations. (B) A ribbon diagram of the 11-bladed
NAIP2-NLRC4 inflammasome disk, with the single NAIP2 molecule in yel-
low and NLRC4 molecules in cyan. (C) Locations of A and B surfaces, in
particular NAIP2-A and NLRC4-B, in the PrgJ-NAIP2-NLRC4D inflamma-
some. (D) Mapped interactions at the NAIP2-A surface (pink) and the
NLRC4-B surface (green) and their surface electrostatic potentials. Dotted
ovals show the approximate locations of the interface on the electrostatic
surfaces. (E) Detailed interactions between the NAIP2-A surface and the

NLRC4-B surface. Those on the A surface are labeled in boldface. (F) Mu-
tations at the NAIP5-A and NLRC4-B surfaces impaired complex for-
mation.The mutated residues in NAIP5 are completely conserved in NAIP2
and NLRC4. The three proteins were coexpressed in 293T cells; the MBP
tag was used to pull down the complex, and the component proteins were
detected using Western blots. (G) Ribbon diagram of NLRC4D in inactive
conformation. The region of WHD at the tip of the a14, a15, and a16 helices,
in slight clash with an interacting NAIP2, is shown in yellow. Amino acid
abbreviations: D, Asp; E, Glu; H, His; I, Ile; K, Lys; L, Leu; M, Met; N, Asn; P,
Pro; Q, Gln; R, Arg; S, Ser; V, Val; Y, Tyr.
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Calculation of surface electrostatics revealed
charge complementarity between the mostly
basic NLRC4-A surface and the opposing, large-
ly acidic NLRC4-B surface (Fig. 4, A and B); this
finding supports unidirectional polymerization
nucleated by NLRC4-A. Structural analysis iden-
tified interfacial residues including His144, Arg145,
His269, Arg285, His286, Arg288, His289, Gln433, and
Arg434 of NLRC4-A, and Asn116, Glu122, Asp123,
Asp125, Ile127, Leu220, Leu313, and Asp368 of the

opposing NLRC4-B (Fig. 4C). Wemutated NLRC4-A
residues Arg288 and His289 to Asp (mutation
RH2D) and Arg285 to Asp (mutation R285D) and
tested their interactions using the same 293T cell
coexpression system of His-FliC, Flag-NAIP5, and
His-MBP-NLRC4D. Both RH2D and R285D mu-
tations reduced the amount of NLRC4D in the
inflammasome complex (Fig. 4D). Therefore, like
a ligand-activated NAIP2, a newly activated NLRC4
triggers activation of another NLRC4 molecule by

inducing conformational changes (fig. S7F). The
NBD-NBD interactions between adjacent NLRC4
subunits differ from those in the heptameric
apoptosome, with distinct angular relationships
that may have explained the existence of more sub-
units in each NLRC4 disk (21, 22) (fig. S8, A to C).
ASC, like NLRC4, is an inflammasome adap-

ter protein. We showed previously that ASC-
dependent inflammasomes activate caspase-1 by
ASCCARD-mediated caspase-1CARD polymerization

408 23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org SCIENCE

Fig. 4. NLRC4 polymerization and caspase-1 activation. (A) Locations of
NLRC4-A and NLRC4-B surfaces. (B) Mapped interactions at NLRC4-A (pink)
and NLRC4-B (green) surfaces and the surface electrostatic potentials. (C) De-
tailed interactions between two neighboring NLRC4 molecules. Those on the
A surface are labeled in boldface. (D) Mutations at the NLRC4-A surface im-
paired NLRC4 recruitment. Three proteins were coexpressed in 293T cells.
The Flag tag was used to pull down the complex; component proteins were

detected using Western blots. (E) NLRC4CARD, instead of NLRC4FL, nucleates
filament formation of labeled caspase-1CARD, as shown by increase in flu-
orescence polarization. (F) The PrgJ-NAIP2-NLRC4FL inflammasome nucle-
ates filament formation of labeled caspase-1CARD at substoichiometric ratios,
as shown by increase in fluorescence polarization. (G) Schematic diagram for
mechanism of PrgJ-NAIP2–nucleated polymerization of NLRC4, followed by
caspase-1 dimerization and activation.
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(24). To examine whether the PrgJ-NAIP2-NLRC4
inflammasome may directly activate caspase-
1 through the CARD in NLRC4, we adopted the
same fluorescence polarization assay of caspase-
1CARD (24). We reconstituted the full-length
PrgJ-NAIP2-NLRC4 inflammasome, which showed
stacked disk-like structures similar to the pre-
viously reconstituted FliC-NAIP5-NLRC4 complex
(15) (fig. S8D), and expressed NLRC4CARD fused to
green fluorescent protein (GFP-NLRC4CARD),which
was filamentous under EM (fig. S8E). GFP-
NLRC4CARD augmented the rate of caspase-1CARD

polymerization, whereas full-lengthNLRC4 from
either the monomeric or the void fraction had
little effect (Fig. 4E). The PrgJ-NAIP2-NLRC4
inflammasome robustly promoted filament forma-
tion of caspase-1CARD even at a 1:100 substoichio-
metric ratio (Fig. 4F).
Given that NLRC4CARD alone is filamentous,

we expect that the ~10 molecules of NLRC4CARD

in each NAIP2-NLRC4 inflammasome form a
short filament at the center of the disk. The ob-
served stacking in full-length NAIP-NLRC4 in-
flammasomes (15) is likely due to interactions
betweenunengagedNLRC4CARDs. In the presence
of caspase-1, the inflammasome may change into
singledisks, just like the transitionof theDrosophila
apoptosome from double rings to single rings in
the presence of the caspase (21). Curiously, the cen-
tral hole of the inflammasomehas a diameter just a
bit smaller than that of CARD filaments at ~9 nm,
which may provide a perfectly sized “basin” to
cradle the protrudedCARD filament. These studies
demonstrate that ASC-independent NAIP-NLRC4
inflammasomes make use of a similar mecha-
nism for caspase-1 activation, as shown for ASC-
dependent inflammasomes (24).
Our studies suggest that activation of NAIP-

NLRC4 inflammasomes may proceed through the
following steps (Fig. 4G), a conclusion also reached
independently by the accompanying study (25): (i)
Because of the domain similarity of NAIPs to
NLRC4, we propose that the NAIP resting state
is similar to the NLRC4 inactive conformation.
After a cell is infected and bacterial products ap-
pear in the cytosol, a NAIP recognizes its specific
bacterial ligand, likely through a surface on the
HD1, WHD, and HD2 region (26). The specific
ligand drives the NAIP into the open, activated
conformation. (ii) The ligand-bound NAIP uses
its nucleating surface to interact with the adapt-
er NLRC4 that is yet to be activated. The interac-
tion forces the WHD and its linked C-terminal
region to change into the activated conformation,
overcoming NLRC4 auto-inhibition. The activated
NLRC4 uses its newly exposed nucleating sur-
face to repeat recruitment and activation of addi-
tional NLRC4 molecules, until a complete disk is
formed or until the NLRC4 concentration falls
below the dissociation constant of the interaction.
(iii) NLRC4 clustering induces oligomerization of
the CARD of NLRC4, enabling the recruitment of
caspase-1 through CARD-CARD interactions and
triggering caspase-1 dimerization, autoproteolysis,
and activation. The activation mechanism ensures
signal amplification from the receptor to the adapt-
er, and then to the effector.

As the most abundant energy source in living
organisms, ATP is used widely in enzymes to me-
diate force generation, conformation change, oligo-
merization, and transport. The ATPase-mediated
nucleated polymerization through a domino-like
chain reaction identified here adds an important,
elegant mechanism to this universal and already
complex enzyme family. Nucleated polymerization
in NAIP-NLRC4 inflammasomes also presents yet
another mode of higher-order oligomerization,
which may play a role in facilitating proximity-
induced enzyme activation, threshold response,
and prion-like propagation in immune signaling
(27–30).
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SUPERCONDUCTIVITY

Metallic ground state in an ion-gated
two-dimensional superconductor
Yu Saito,1 Yuichi Kasahara,1,2*† Jianting Ye,1,3,4†
Yoshihiro Iwasa,1,4‡ Tsutomu Nojima5‡

Recently emerging two-dimensional (2D) superconductors in atomically thin layers and
at heterogeneous interfaces are attracting growing interest in condensed matter physics.
Here, we report that an ion-gated zirconium nitride chloride surface, exhibiting a
dome-shaped phase diagram with a maximum critical temperature of 14.8 kelvin, behaves as a
superconductor persisting to the 2D limit.The superconducting thickness estimated from the
upper critical fields is ≅ 1.8 nanometers, which is thinner than one unit-cell.The majority of the
vortex phase diagram down to 2 kelvin is occupied by a metallic state with a finite resistance,
owing to the quantum creep of vortices caused by extremely weak pinning and disorder. Our
findings highlight the potential of electric-field–induced superconductivity, establishing a new
platform for accessing quantum phases in clean 2D superconductors.

R
ecent technological advances of materials
fabrication have led to discoveries of a va-
riety of superconductors at heterogeneous
interfaces and in ultrathin films; examples
include superconductivity at oxide interfaces

(1, 2), electric-double-layer interfaces (3), andmechan-

ically cleaved (4), molecular-beam-epitaxy–grown
(5, 6), or chemical-vapor-deposited (7) atomically
thin layers. These systems are providing oppor-
tunities for searching for superconductivity at
higher temperatures, as well as investigating
the intrinsic nature of two-dimensional (2D)
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superconductors, which are distinct from bulk
superconductors because of enhanced thermal
and quantum fluctuations.
One of the issues to be addressed is how zero

electrical resistance is achieved or destroyed. In
2D superconductors exposed to magnetic fields,
vortex pinning, which is necessary to achieve zero
electrical resistance under magnetic fields, may
be too weak. To address this question, supercon-
ductivity in vacuum-depositedmetallic thin films
has been studied (8). The conventional way to ap-
proach the 2D limit is to reduce the film thick-
ness, but this concomitantly increases disorder.
In such thin films, a direct superconductor-to-
insulator transition (SIT) is observed in most
cases when the system is disordered (8). This SIT
has been understood in the framework of the so-
called “dirty boson model” (9); however, this sim-
ple picture needed to be modified because an
intervening metallic phase between the super-
conducting (SC) and insulating phases under
magnetic fields was observed in less-disordered
systems (8, 10). Therefore, investigating 2D super-
conductivity in even cleaner systems is desirable.
In contrast to the conventional metallic films,

the recently discovered 2D superconductors are
highly crystalline, displaying lower normal state
sheet resistance. The electric-double-layer tran-
sistor (EDLT), which is composed of the interface
between crystalline solids and electrolytes, can
be a good candidate to realize such a clean sys-
tem, because the conduction carriers are induced
electrostatically at the atomically flat surfaces
without introducing extrinsic disorder. In addi-
tion, the EDLT has the greatest advantage of
their applicability to awide range ofmaterials, as
exemplified by gate-induced superconductivity in
3D SrTiO3 (3, 11, 12), KTaO3 (13), quasi-2D layered
ZrNCl (14), transitionmetal dichalcogenides (15–17),
and cuprates (18–22). Here, we report comprehen-
sive transport studies on a ZrNCl-EDLT, which pro-
vide evidence of 2D superconductivity in this system
based on several types of analyses. In particular,
we found that the zero-resistance state is imme-
diately destroyed by the application of finite out-
of-plane magnetic fields, and, consequently, a
metallic state is stabilized in a wide range of mag-
netic fields. This is a manifestation of the quan-
tum tunneling of vortices due to the extremely
weak pinning in the ultimate 2D system.
ZrNCl is originally an archetypal band insulator

with a layered crystal structure (23, 24), inwhich a
unit cell comprises three (ZrNCl)2 layers (Fig. 1A).
Bulk ZrNCl becomes a superconductor with a
critical temperature,Tc, as high as 15.2 K by alkali-
metal intercalation (25–28). Figure 1B shows the

relation between the sheet conductance, ssheet,
and the gate voltage,VG, for a ZrNCl-EDLT with a
20-nm-thick flake without any monolayer steps
(29), measured at a source-drain voltage of VDS =
0.1 V and at a temperature of T = 220 K. ssheet
abruptly increased at VG > 2 V, demonstrating a
typical n-type field-effect transistor behavior. As
shown in the temperature dependence of the
sheet resistance, Rsheet, at different VG values (Fig.
1C), the insulating phase is dramatically sup-
pressed with increasing VG, and finally a re-
sistancedropdue to a SC transitionappears atVG=
4V. Zero resistance (below~0.05W) was achieved
at VG = 6 and 6.5 V. Despite such relatively large
gate voltages, any signature of electrochemical
process was not observed (figs. S1 and S2) (29).
The tail of the resistance drop at 6.5 V can be
explained in terms of the Berezinskii-Kosterlitz-
Thouless (BKT) transition (Fig. 1D), which realizes
a zero-ohmic-resistance state driven by the bind-
ing of vortex-antivortex pairs. To determine the
BKT transition temperature,weused theHalperin-
Nelson equation (30, 31), which shows a square-
root-cusp behavior that originates from the energy
dissipation due to theBardeen-Stephen vortex flow
above the BKT transition temperature. On the
other hand, a gradual decrease of Rsheet at tem-
peratures far above Tc, leading to a broadened SC
onset (Fig. 1D, inset), was observed. This feature
can be well reproduced by an analysis that takes
both the Aslamazov-Larkin andMaki-Thompson
terms (32–34) for the 2D fluctuation conductiv-
ities into account (fig. S4) (29). These results
suggest that 2D superconductivity is achieved at
zero magnetic field.
Figure2,AandB,display temperature-dependent

Rsheet(T) values at VG = 6.5 V for magnetic fields
applied perpendicular and parallel to the surface

of ZrNCl, respectively. For the out-of-plane mag-
netic fields, Tc is dramatically suppressed with a
considerable broadening of the SC transition even
at a smallmagnetic field of m0H = 0.05 T, which is
in marked contrast to those observed in the in-
planemagnetic field geometry (see also fig. S5).
Such a large anisotropy suggests that the super-
conductivity is strongly 2D in nature and in-
dicates a large contribution of the vortex motion
in the out-of-plane magnetic field geometry.
Figure 2C shows the angular dependence of the
upper critical field, m0Hc2 (q) (q represents the
angle between the c axis of ZrNCl and applied
magnetic field directions), at 13.8 K, which is
just below Tc (= 14.5 K at zero magnetic field). Tc
(Hc2) was defined as the temperature (magnetic
field) where Rsheet becomes 50% of the normal
state resistance,RN, at 30 K (29). A cusp-like peak
is clearly resolved at q = 90° (Fig. 2C, inset) and is
qualitatively distinct from the 3D anisotropic
mass model but is well described by the 2D
Tinkham model (35). Similar observations have
been reported in a SrTiO3-EDLT (36), implying
that the EDLT is a versatile tool for creating 2D
superconductors. Figure 2D shows the temper-
ature dependence of m0Hc2 at q = 90° (m0H

k
c2) and

at q = 0° (m0H
⊥
c2), which exhibits a good agree-

ment with the phenomenological Ginzburg-
Landau (GL) expressions for 2D SC films.

m0H
⊥
c2 ¼

F0

2pxGL2 ð0Þ 1 −
T

Tc

� �
ð1Þ

m0H
k
c2 ¼

F0

ffiffiffiffiffi
12

p

2pxGLð0ÞdSC

ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1 −

T

Tc

r
ð2Þ

where F0 is the flux quantum, xGL(0) is the
extrapolation of the GL coherence length,
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Fig. 1. Crystal structure of ZrNCl and transport properties of a ZrNCl-EDLT. (A) Ball-and-stick
model of a ZrNCl single crystal. The monolayer is 0.92 nm thick. (B) Sheet conductance, ssheet, of a
ZrNCl-EDLTas a function of gate voltage, VG, at 220 K. (C) Temperature, T, dependence of the sheet
resistance, Rsheet, at different gate voltages, VG, from 0 to 6.5 V. The device was cooled down to low
temperatures after applying VG gate voltages at 220 K. (D) Resistive transition at zero magnetic field
and VG = 6.5 V, plotted on a semilog scale (linear scale in the inset). The black solid line represents

the BKT transition using the Halperin-Nelson equation (30), R ¼ R0 exp −2b Tc0−T
T−TBKT

� �1=2
� �

, where R0

and b are material parameters. This gives a BKT transition temperature of TBKT = 12.2 K with b = 1.9.
The red dashed line in the inset represents the superconducting amplitude fluctuation taking into
account both the 2D Aslamazov-Larkin (32) and Maki-Thompson terms (33, 34), which give the tem-
perature, Tc0, at which the finite amplitude of the order parameter develops (fig. S4) (29).
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xGL, at T = 0 K, and dsc is the temperature-
independent SC thickness. As a result of the
fit, we obtained xGL(0) ≅ 12.8 nm and dsc ≅ 1.8 nm.
The latter parameter approximately corresponds
to the bilayer thickness of the (ZrNCl)2 layer,
which is less than one unit-cell thick. The es-
timated thickness is indeed in the atomic scale
and demonstrates that the superconductivity
persists to the extreme 2D limit. The dsc for this
system ismuch smaller than the reported value
of ~11 nm for the interface superconductivity
on SrTiO3 (1, 36), which is presumably owing to
the huge dielectric constant in the incipient
ferroelectric SrTiO3. Recently, it was suggested
based on theoretical calculations that the depth
of the induced charge carriers in ion-gated su-
perconducting ZrNCl is only one layer (37). The
difference from the present observation might be
ascribed to the proximity effect of the super-
conductivity, which is a phenomenonwhereby the
Cooper pairs in a SC layer (the topmost layer, in
the present case) diffuse into the neighboring
non-SC layers (the second layer), resulting in
broadening of the effective thickness. This could
occur even if there are only a small number of
electrons in the second layer. Another possibil-
ity for this discrepancy might come from the

situation that the measured Hc2 is suppressed
because of the paramagnetic effect as compared
with the orbital limit, leading to an estimated dsc
thicker than the real value.
In the present system, we found that the

Pippard coherence length, xPippard, is equal to
43.4 nm, as calculated from xPippard ¼ ℏvF=pDð0Þ
by using vF ¼ ℏkF=m*; kF ¼ ð4pn2D=ss′Þ1=2, and
the Bardeen-Cooper-Schrieffer (BCS) energy gap
ofD(0) = 1.76kBTc = 2.2meV,where vF, kF,m*, ℏ, s,
and s′ are the Fermi velocity, the Fermi wave
number, the effective mass, Planck’s constant
divided by 2p, the spin degree of freedom, and
the valley degree of freedom, respectively, forVG =
6.5 V (the sheet carrier density of n2D = 4.0 × 1014

cm−2) with Tc = 14.5 K and the effective mass of
m* = 0.9m0 (38). Here, s and s′ are both 2. The
Pippard coherence length is larger than kF

−1 =
0.28 nm and much larger than dsc ≅ 1.8 nm. We
also note that the H

k
c2may exceed the Pauli

limit for weak-coupling BCS superconductors,
m0H

BCS
P = 1.86Tc = 27.0 T. However, to confirm

this phenomenon, it is necessary to investigate
Hc2 at lower temperatures and higher mag-
netic fields.
Having estimated dsc, we can now compare

the phase diagrams of electric-field–induced 2D

and bulk superconductors (28) (Fig. 3). A direct
comparison ismade by using n2D estimated from
Hall-effect measurements in ZrNCl-EDLTs (fig.
S6) (29) and n2D in the (ZrNCl)2 bilayer for the
bulk. In contrast to the bulk, where Tc abruptly
appears at n2D = 1.5 × 1014 cm−2, followed by a
decrease with increasing n2D, ZrNCl-EDLTs ex-
hibit a gradual increase of Tc, forming a dome-
like SC phasewith amaximumTc of 14.8K atn2D =
5.0 × 1014 cm−2. The different phase diagrams
between electric-field–induced and intercalated
superconductivity in Fig. 3 suggest the importance
of two dimensionality and broken inversion sym-
metry in the presence of an electric field, which
may lead to exotic superconducting phenome-
na such as the spin-parity mixture state and the
helical state. On the other hand, the coincidence
of the critical n2D in the 2D and bulk system im-
plies that the mysterious phase diagram in the
bulk LixZrNCl—that is, an abrupt drop of Tc near
n2D ~ 1 × 1014 cm−2—might be related to the
quantum SIT phenomena realized in the 2D limit
(8). Similar dome-like SCphases have already been
reported in EDLTs based on the band insulators
KTaO3 (13) andMoS2 (15), suggesting a common-
ality among electric-field–induced superconductors.
In an Arrhenius plot of Rsheet(T) for out-of-

plane magnetic fields at VG = 6.5 V (Fig. 4A),
Rsheet(T) exhibits an activated behavior just
below Tc described by R ¼ R0expð− U ðHÞ=kBTcÞ,
where kB is Boltzmann’s constant, as shown by the
dashed lines. The magnetic field dependence of the
extracted activation energy U(H) (Fig. 4B), and
the relation between U(H)/kBTc and ln R′(Fig. 4B,
inset) are consistent with the thermally assisted
collective vortex-creep model in two dimen-
sions (39),UðHÞº lnðH0=HÞ and ln R0 ¼ U ðHÞ=
kBTc þ const: The activation energy becomes
almost zero at m0H ≅ 1.3 T, allowing the vortex
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Fig. 2. Two-dimensional superconductivity in ion-gated ZrNCl. (A and B) Sheet resistance of a
ZrNCl-EDLT as a function of temperature at VG = 6.5 V, for (A) perpendicular magnetic fields, m0H

⊥
c2,

varying in 0.05 Tsteps from 0 to 0.1 T, in 0.1 Tsteps from 0.1 to 0.9 T, and in 0.15 Tsteps from 0.9 to

2.7 T, and of 3 T and 9 T, and (B) parallel magnetic fields, m0H
k
c2, varying in 1 T steps from 0 to 9 T,

respectively. The inset of Fig. 2B is a magnified view of the region between 12 and 16 K. (C) Angular
dependence of the upper critical fields m0Hc2(q) (q represents the angle between a magnetic field and
the perpendicular direction to the surface of ZrNCl). The inset shows a close-up of the region around
q = 90°. The blue solid line and the green dashed line are the theoretical representations of Hc2(q),

using the 2D Tinkham formula ðHc2ðqÞsinq=Hk
c2Þ2 þ jHc2ðqÞcosq=H⊥

c2j ¼ 1 and the 3D anisotropic mass

model Hc2ðqÞ ¼ H
k
c2=ðsin2qþ g2cos2qÞ1=2with g ¼ H

k
c2=H

⊥
c2, respectively. (D) Temperature dependence of

m0Hc2 perpendicular and parallel to the surface, m0H
⊥
c2ðTÞ and m0H

k
c2ðTÞ. Solid black curves are theoretical

curves obtained from the 2D Ginzburg-Landau equations.

Fig. 3. Electronic phase diagram of electric-
field–induced and bulk superconductivity in
ZrNCl.The SC transition temperatures, Tc (defined
as the temperature at which Rsheet reaches half the
value of RN at 30 K), for ZrNCl-EDLTs were mea-
sured in seven different devices, indicated by the
colored circles. The data for Li-intercalated ZrNCl
was taken from (28), and the thickness of a bilayer
was used to calculate n2D from the 3D carrier
density. The sheet carrier density for ZrNCl-EDLTs
was determined by Hall-effect measurements at
60 K (fig. S6) (29).
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flow motion above this field, as explained below.
At low temperatures, on the other hand, each

Rsheet–T curve clearly deviates from the activated
behavior and then is flattened at a finite value
down to the lowest temperature (=2 K) even at
m0H (=0.05 T) ~ m0Hc2/40. This implies that a
metallic ground state exists for at least m0H >
0.05 T and may be a consequence of the vortex
motion driven by quantum mechanical proces-
ses. Our results are markedly distinct from con-
ventional theories that predict a vortex-glass
state and a direct SIT at T = 0 with RN close to
the quantum resistance RQ = h/4e2 = 6.45 kW,
where h and e are Planck’s constant and the
elementary charge, respectively. The metallic
ground state has been reported in MoGe (10)
and Ta (40) thinfilms, where RN values (≥1 kW)

are smaller than RQ. In the ZrNCl-EDLT, RN

values at VG = 6 and 6.5 V are ~120 and ~200 W,
respectively, which are even lower, reaching
values as small as ~1/50 of RQ. This leads to kFl =

1
ss′

2h
e2

1
RN
~ 77 – 130 (for RN ~ 120 – 200 W), with the

mean free path l, which is much larger than the
Ioffe-Regel limit (kFl ~ 1), indicating that the nor-
mal states are relatively clean. We also note that
the estimated values of l ~ 35 nm (6 V) and 18 nm
(6.5 V) result in the relation xPippard ≅ 1.1 – 2.4 l,
which is far from the dirty limit ðxPippard >> lÞ.
Indeed, the expression for xGL(0) in the dirty
limit 0:855ðxPippard lÞ1=2 is not applicable to our
result. Furthermore, our Rsheet-T data under mag-
netic fields do not follow the scaling relations for
a magnetic-field–induced SIT, which have been

demonstrated in disordered systems (8). All of
these features indicate that the ZrNCl-EDLT at
VG = 6.5 V is out of the disordered regime and
may be entering a moderately clean regime with
weak pinning.
The most plausible description of the metallic

state is temperature-independent quantum tun-
neling of vortices (quantum creep). In this model,
the resistance obeys a general form in the limit of
the strong dissipation (41).

Rsheet e ℏ
4e2

k
1 − k

;

k e exp C
ℏ
e2

1

RN

H − Hc2

H

� �� �
ð3Þ

where C is a dimensionless constant. As seen in
Fig. 4C, the Rsheet–H relation at 2 K is well fit-
ted by Eq. 3 up to 1.3 T, indicating that the
quantum-creep model holds for a wide range. It
should be noted that (i) finite-size effects (42)
or (ii) the model of random Josephson junction
arrays that originate from surface roughness
(for example, amorphous Bi thin films) (31) or
inhomogeneous carrier accumulation, both of
which can cause the flattening of the resistance
with a finite value, can be excluded because of
the following reasons: (i) a BKT transition, and
a zero resistance state (below ~0.05 W) are ob-
served (see Fig. 1D); and (ii) the channel surface
preserved atomically flat morphology with an
average mean square roughness of ~0.068 nm,
which is less than 4% of dsc, even after all the
measurements (fig. S3) (29). Also, all the different
voltage probes used to measure the longitudinal
resistances and the tranverse Hall resistances
in four-terminal geometry (29) showed almost
the same values with the differences of less
than 5% at the high carrier concentrations (VG = 6
and 6.5 V), which suggests that the surface carrier
accumulation in the present system is homoge-
neous. Above 1.3 T, Rsheet is well described by an
H-linear dependence (Fig. 4C, inset), indicating
pinning-free vortex flow. The crossover from the
creep to the flow motion occurs at ≅ 1.3 T, where
U(H) for the thermal creep approaches zero (Fig.
4B), implying that the pinning or the elastic
potential effectively disappears at high magnetic
fields. Based on the above observations, we
obtained the field-temperature phase diagram
of ion-gated ZrNCl shown in Fig. 4D. A true zero-
resistance state occurs only at very small magnetic
fields below 0.05 T. The key parameters here are
the dimensionality and RN of the system. The
former enhances the quantum fluctuations,
whereas the latter controls the coupling of
vortices to a dissipative bath, which stabilizes
the metallic region when RN is low (43). Our
results indicate that the EDLT provides a model
platform of clean 2D superconductors with
weak pinning and disorder, which may poten-
tially lead to realizing intrinsic quantum states
of matter.
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Fig. 4. Vortex dynamics in ion-gated ZrNCl. (A) Arrhenius plot of the sheet resistance of a ZrNCl-
EDLT at VG = 6.5 V for different magnetic fields perpendicular to the surface of ZrNCl. The black
dashed lines demonstrate the activated behavior described by Rsheet ¼ R′expð−UðHÞ=kBTÞ. The ar-
rows separate the thermally activated state in the high-temperature limit and the saturated state at
lower temperatures. (B) Activation energy, U(H) /kB, which is derived from the slopes of the dashed
lines in Fig. 4A, is shown on a semilogarithmic plot as a function of magnetic field. The solid line is a
fit by using the equation UðHÞ ¼ U0 lnðH0=HÞ. The inset shows the same data plotted as ln R′ versus
U/kBTc. These plots indicate that the resistance is governed by the thermally activated motion of
dislocations of the 2D vortex lattice (2D thermal collective creep). (C) Low-temperature saturated
values of the resistance as a function of magnetic field at 2 K. The red solid line is a fit using Eq. 3,
which gives C ≅ 4.8 × 10−3. The inset shows H-linear dependence of Rsheet above 1.3 T (black solid line).
(D) Vortex phase diagram of the ZrNCl-EDLT.The boundary between the thermally assisted vortex-creep
regime (thermal creep) and the quantum creep regime, Tcross, is determined from the Arrhenius plot as
shown by the arrows in Fig. 4A. TBKT and Tc0 are the BKT transition temperature and the temperature
obtained by analyses of the superconducting amplitude fluctuation, respectively (fig. S4) (29).
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TOPOLOGICAL MATTER

Evidence for the chiral anomaly in
the Dirac semimetal Na3Bi
Jun Xiong,1 Satya K. Kushwaha,2 Tian Liang,1 Jason W. Krizan,2 Max Hirschberger,1

Wudi Wang,1 R. J. Cava,2 N. P. Ong1*

In a Dirac semimetal, each Dirac node is resolved into two Weyl nodes with opposite
“handedness” or chirality. The two chiral populations do not mix. However, in parallel
electric and magnetic fields (E||B), charge is predicted to flow between the Weyl nodes,
leading to negative magnetoresistance. This “axial” current is the chiral (Adler-Bell-Jackiw)
anomaly investigated in quantum field theory. We report the observation of a large,
negative longitudinal magnetoresistance in the Dirac semimetal Na3Bi. The negative
magnetoresistance is acutely sensitive to deviations of the direction of B from E and is
incompatible with conventional transport. By rotating E (as well as B), we show that it is
consistent with the prediction of the chiral anomaly.

T
he notion of handedness, or chirality, is
ubiquitous in the sciences. A fundamental
example occurs in quantum field theory.
Massless fermions segregate into left- or
right-handed groups (they spin clockwise

or anticlockwise, respectively, if viewed head on).
Because the two groups never mix, we say that
chirality is conserved. However, mixing occurs
once electromagnetic fields are switched on. This
induced breaking of chiral symmetry, known as
the chiral anomaly (1), was first studied in pion
physics, where it causes neutral pions to decay
faster than charged pions by a factor of 3 × 108

(1–3). In 1983, it was proposed that the anomaly
may be observed in a crystal (4). This goal now
seems attainable (5–11) in the nascent field of
Dirac/Weyl semimetals (12–15).
In Na3Bi (14), strong spin-orbit coupling

inverts the bands derived from the Na-3s and
Bi-6p orbitals, forcing them to cross at the wave
vectorsK± = (0, 0, ±kD), with kD ~ 0.1 Å–1 (16, 17).
Because symmetry constraints forbid hybridiza-
tion (13, 15), we have topologically protected Dirac
states with energy E(k) = ħv|k|, where the wave
vector k is measured fromK± and v is the Fermi
velocity (Fig. 1A). Furthermore, symmetry dictates
that each Dirac node resolves into two massless
Weyl nodes with chiralities c = ±1 that preclude
mixing [we calculate c in (18)]. As discussed in (4),
parallel electric and magnetic fields E||B should
cause charge pumping between the Weyl nodes,
observable as a negative longitudinal magneto-
resistance (LMR) (6–11).
Inspired by these ideas, experimental groups

have recently reported negative LMR in Bi1–xSbx
(19), Cd3As2 (20, 21), ZrTe5 (22), and TaAs (23).
However, because negative LMR also exists in
semimetals that do not have a Dirac dispersion
[e.g., CdxHg1–xTe (24) and PdCoO2 (25)], it is de-
sirable to go beyond this observation. Here, we

found that in Na3Bi the enhanced current is
locked to theB vector and hence can be steered
by rotating B, even for weak fields.
Crystals of Na3Bi grow as millimeter-sized,

deep purple, hexagonal plates with the largest
face parallel to the a-b plane (26). We annealed
the crystals for 10 weeks before opening the
growth tube. Crystals were contacted using sil-
ver epoxy in an argon glovebox to avoid oxida-
tion, and were then immersed in paratone in a
capsule before rapid cooling. Initial experiments
in our lab (27) on samples with a large Fermi
energy EF (400 mV) showed only a positive mag-
netoresistance (MR) with the anomalous B-linear
profile reported in Cd3As2 (20).
Progress in lowering EF in Na3Bi has resulted

in samples that display a nonmetallic resistivity
r versus T profile, a low Hall density nH ~ 1 ×
1017 cm–3 (Fig. 1C), and a notably large, negative
LMR (Fig. 1D). We explain why the negative
LMR is not from localization in (18). We esti-
mate the Fermi wave vector kF = 0.013 Å–1

(smaller than kD by a factor of 8). Below ~10 K,
the conductivity is dominated by conduction
band carriers with mobility m ~ 2600 cm2 V–1 s–1.
Because the energy gap is zero, holes in the
valence band are copiously excited even at low
T. Above 10 K, the increased hole population
leads to a steep decrease in r and an inversion
of the sign of RH at 62 K. From the maximum in
RH at 105 K, we estimate that EF ~ 3kBT ~ 30 mV.
These numbers are confirmed by Shubnikov–
de Haas (SdH) oscillations observed in the re-
sistivity matrix element rxx when B is tilted
toward c (Fig. 2A). The index plot of 1/Bn (Fig.
2B), where Bn locates the SdH extrema, yields
a Fermi surface (FS) cross section SF = 4.8 ±
0.3 T, which gives EF = 29 ± 2 mV, in good
agreement with RH. The density inferred from
SF (ne = 1.4 × 1017 cm–3) is slightly higher than
nH. The deviation from the straight line in Fig.
2B is consistent with a (spin gyromagnetic) g
factor of ~20, whereas g ≈ 40 has been estimated
for Cd3As2 (28). The SdH oscillations imply that
EF enters the N = 0 Landau level at B = 6 to 8 T.
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The Landau levels (LLs) of the Weyl states
in a strong B are sketched in Fig. 1B. In addi-
tion to the LLs, the spin Zeeman energy shifts
the nodes away from K+ by dkN = cg*mBB/(ħn),
where ħ is the Planck constant divided by 2p
and mB is the Bohr magneton (14, 18). For clarity,
we show the shifts exaggerated. A distinguishing
feature of Weyl states is that the lowest LL (N = 0)
disperses linearly to the right or left depend-
ing on c. Application of E||B leads to a charge
pumping rate between the two branches

W ¼ c
e3

4p2ℏ2
E ⋅ B ð1Þ

This is the chiral anomaly (4–11). The longitudi-
nal (axial) current relaxes at a rate 1/ta ~ |M|2eB/
ħv, where M is the matrix element for impurity
scattering and eB/ħv is the LL degeneracy (8).
Hence, the chiral conductivity sc ~ Wta is in-
dependent of B in the quantum limit. Equation
1 and the expression for 1/ta apply in the quan-
tum limit at high fields (when only the lowest
LL is occupied). However, we emphasize that
even in weak fields when many LLs are oc-
cupied, the axial current remains observable. In
theweak-B limit, Son and Spivak (9) showed that

sc ¼ e2

4p2ℏc
v

c

ðeBvÞ2
E2
F

ta ð2Þ

with 1/ta now independent of B. As B increases,
sc grows as B

2 [see also (29)] but saturates to a
B-independent value in the quantum limit.
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Fig. 1.Weyl nodes and negative longitudinal mag-
netoresistance inNa3Bi. (A) Sketch of a Dirac cone
centered at K+ represented as two massless Weyl
nodes (slightly displaced) with distinct chiralities
c = –1 (gray cone) and +1 (yellow). (B) An intense
B field widens the node separation due to the spin
Zeeman energy (separation exaggerated for clarity).
The Weyl states are quantized into LLs. The N = 0
LL has a linear dispersion with slopes determined
by c. The yellow and green balls represent c. An
E-field ||B generates an axial current observed as
a large, negative LMR. (C) The Tdependence of the
resistivity r in B = 0, as inferred from R14,23 (I
applied to contacts 1 and 4, voltage measured
across contacts 2 and 3) and the Hall coefficient
RH (inferred from R14,35). Inset shows the hexago-
nal crystal J4 (1 mm on each side and 0.5 mm
thick), contact labels, and the x and y axes. RH is
measured in B < 2 T applied ||c. At 3 K, RH

corresponds to a density n = 1.04 × 1017 cm–3. The
excitation of holes in the valence band leads to a
sign change in RH near 70 K and a steep decrease
in r. (D) Longitudinal magnetoresistance rxx(B, T)
at selected T from 4.5 to 300 K measured with Bjj x̂
and I applied to contacts 1 and 4.The steep decrease
in rxx(B, T) with increasing B at 4.5 K reflects the
onset of the axial current in the lowest LL. As T
increases, occupation of higher LLs in conduction
and valence bands overwhelms the axial current.

Fig. 2. Shubnikov–de
Haas oscillations in
Na3Bi. (A) SdH oscilla-
tions resolved in rxx for
several tilt angles q (rel-
ative to x̂) after sub-
traction of the positive
B-linear MR background
(vertical scale as
shown). The subtraction
is explained in (18).
(B) Landau level index N
versus 1/Bn, where Bn

locates the extrema of
the oscillations at
selected q (q is defined
in the inset). Uncertain-
ties in 1/Bn are less than
10% (18). The slope at
small B yields SF = 4.8 T

0.3 T, kF = 0.013 Å–1,
and EF = 29 T 2 mV. The
deviation at large B is
consistent with a g*
value of ~20 (18).
(C) Field profiles of rxx
(inferred from R14,23) in
samples J1 and J4, with
B||I. The N = 0 LL is
entered at B = 6 to 8 T.
The slight increase for
B > 5 T reflects the
narrow width of the axial current. A slight misalignment of B (the uncertainty here is T1°) allows the
B-linear positive MR component to appear as a background at large B.
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As shown in Fig. 1D, the resistivity rxx displays
a large negative LMR (Bjjx̂jjI, the current; the
notch atB = 0 is discussed below). The resistance
measured is R14,23 (see Fig. 1C, inset). Raising T
above ~100 K suppresses the peak. In Fig. 2C, rxx
(in samples J1 and J4) falls rapidly to saturate
to an almost B-independent value above 5 T (the
slight upturn is a hint that the axial current is
sensitive tomisalignment ofB at the level ±1°). A
large negative LMR is anomalous in a conven-
tional conductor, evenwith band anisotropy (18).
The axial current is predicted to be large when

B is aligned with E. A crucial test then is the dem-
onstration that, if E is rotated by 90°, the negative
MR pattern rotates accordingly; that is, the axial
currentmaximum is locked toB andE rather than
being pinned to the crystal axes, even for weak B.
To carry out this test, we rotated B in the x-y

plane while still monitoring the resistance R14,23.
Figure 3A shows the curves of the resistivity rxx
versus Bmeasured at 4.5 K at selected values of f
(the angle between B and x̂). The MR is positive
for f = 90° (Bjjŷ), displaying the nominalB-linear

form observed in Cd3As2 (20) and Na3Bi (27) with
B||c. As B is rotated toward x̂ (f decreased), the
MR curves are pulled toward negative values.
At alignment (f = 0), the longitudinal MR is very
large and fully negative [see (18) for the unsym-
metrized curves and results from sample J1].
We then repeated the experiment in situwith I

applied to contacts 3 and 5, so that E is rotated
by 90° (the measured resistance is R35,26). Re-
markably, the observed MR pattern is also rota-
ted by 90°, even when B < 1 T. Defining the angle
ofB relative to ŷ as f′, we now find that theMR is
fully negative when f′ = 0. The curves in Fig. 3, A
and B, are nominally similar, except that f = 0
and f′ = 0 refer to x̂ and ŷ , respectively. As we
discuss below, we identify the locking of the
negative MR direction to the common direction
of E||B as a signature of the chiral anomaly.
The acute sensitivity of the axial current to

misalignment at large B, as hinted in Fig. 2C, is
surprising. To determine the angular variation,
we performed measurements in which R14,23 is
measured continuously in fixed field versus tilt

angle (with B either in the x-y or the x-z plane).
Figure 4 displays the curves of Dsxx(B, f) =
sxx(B, f) – sxx(B, 90°) versus f (B in the x-y
plane at angle f to x̂), with B fixed at values
0.5 → 2 T (Fig. 4A) and 3→ 7 T (Fig. 4B). Shown
in Fig. 4, C andD, are the samemeasurements but
now withB in the x-z plane at an angle q to x̂. In
both cases, the low-field curves (B ≤ 2 T) are
reasonably described with cosp f (or cosp q) with
p = 4. However, for B > 2 T, the angular widths
narrow considerably. Hence, at large B, the axial
current is observedas a strongly collimatedbeam in
the direction selected byB andE as f or q is varied.
The strong collimation has not been predicted.
The large negative MR in Fig. 3 implies a long

relaxation time ta for the axial current. By fitting
Eq. 2 to the parabolic profile of G = 1/R35,26

shown in Fig. 3C, we find that ta = 40 to 60 × t0,
the Drude lifetime. Despite its importance, the
matrix element M in 1/ta is not well studied.
There is debate onwhether a largenode separation
2dkN is needed to obtain a long ta [using the
estimate (18) of g* ~ 20,we find that dkN>kFwhen
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Fig. 3. Evidence for axial current in Na3Bi. Transport measurements were
taken on sample J4 in an in-plane field B. (A) Resistivity rxx versus B at se-
lected field-tilt angles f to the x axis (inferred from resistance R14,23; see inset).
For f = 90°, rxx displays a B-linear positive MR. However, as f → 0° (Bjjx̂),
rxx is strongly suppressed. (B) R35,26 with E rotated by 90° relative to (A)
(B makes an angle f′ relative to ŷ; see inset). The resistance R35,26 changes

from a positive MR to negative as f′ → 0°. In both configurations, the
negative MR appears only when B is aligned with E. (C) Conductance G ≡
1/R35,26. In weak B, it has the B2 form predicted in Eq. 2 (9). A fit to the
parabolic form gives ta/t0 = 40 to 60. (D) rxx [as in (A)] extended to 35 T.
Above 23 T, a knee-like kink appears at Hk. Above Hk, rxx increases very
steeply (for f > 35°).
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B> 12T].Recently, however, itwas shown (29) that
the ratio ta/t0 can be very large (in a superlattice
model) even for negligible dkN because Berry
curvature effects hinder axial current relaxation
and chiral symmetry is only weakly violated. This
issue should be resolvable by LMR experiments.
A notable feature in the LMR profile (Fig. 1D)

is the notch at B = 0, which persists to 120 K.
Above 140 K, the notch expands to a V-shaped
positive LMR profile. The insensitivity of this
feature to the tilt angle of B implies that it is
associated with the Zeeman energy. A similar
feature is seen in Cd3As2 (20).
We extended measurements of R14,23 to B =

35 T. From the curves of rxx versus B (Fig. 3D),
we find a new feature at the kink field Hk ~ 23 T
when Bjjŷ. As B is tilted away from ŷ (f → 55°),
the feature at Hk becomes better resolved as a
kink. The steep increase in rxx aboveHk suggests
an electronic transition that opens a gap. However,
as we decrease f below 45°,Hk(f) moves rapidly to
above 35 T. The negative MR curve at f = 0 re-
mains unaffected by the instability up to 35 T (the
small rising background is from aweak Bz due to a
slight misalignment).
Within standardMR theory, the feature that is

most surprising is the locking of the MR pattern
to the B vector in Fig. 3, A and B. If one pos-
tulates that the narrow plume in Fig. 4 arises
from anisotropies in the FS properties (v and t0

versus k), the direction of maximum conductiv-
ity should be anchored to the crystal axes. We
should not be able to rotate the resistivity tensor
by orienting theweakE and B fields (this violates
linear response). However, it agrees with the pre-
diction of the chiral anomaly; the axial current
peaks whenE aligns withB, even for weak fields.
We believe that this locking pattern in weak

B is the quintessential signature of the axial cur-
rent. The experiment confirms the B2 behavior in
weak B and provides a measurement of ta. The
narrow angular width of the axial current may
provide further insight into its properties.
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Fig. 4. Angular
dependence of the
axial current. The
dependence is inferred
from measurements of
R14,23 in tilted B(q,f) in
sample J4 at 4.5 K.
(A and B) B lies in the
x-y plane at an angle f
to x̂ (sketch in insets).
The conductance
enhancement Dsxx at
fixedB is plotted against
f for values of B ≤ 2 T
(A) and for 3 ≤ B ≤ 7 T
(B).Fits tocos4f (dashed
curves), although reason-
able below 2 T, become
very poor as B exceeds
2 T.The insets show the
polar representation of
Dsxx versus f. (C andD)
B is tilted in the x-z plane.
As sketched in the insets,
q is the angle between
B and x̂. Curves of Dsxx
versus q forB=1, 1.5, and
2 Tare shown in (C);
shown in (D) are curves
for 3 ≤ B ≤ 7 T.The axial
current is peaked when
f → 0 (or q → 0) with an
angular width that
narrows as B increases.

RESEARCH | REPORTS



MAGNETIC RESONANCE

Electron paramagnetic resonance of
individual atoms on a surface
Susanne Baumann,1,2* William Paul,1*† Taeyoung Choi,1 Christopher P. Lutz,1

Arzhang Ardavan,3 Andreas J. Heinrich1

We combined the high-energy resolution of conventional spin resonance (here
~10 nano–electron volts) with scanning tunneling microscopy to measure electron
paramagnetic resonance of individual iron (Fe) atoms placed on a magnesium oxide film.
We drove the spin resonance with an oscillating electric field (20 to 30 gigahertz)
between tip and sample. The readout of the Fe atom’s quantum state was performed by
spin-polarized detection of the atomic-scale tunneling magnetoresistance. We determine
an energy relaxation time of T1 ≈ 100 microseconds and a phase-coherence time of
T2 ≈ 210 nanoseconds. The spin resonance signals of different Fe atoms differ by much
more than their resonance linewidth; in a traditional ensemble measurement, this
difference would appear as inhomogeneous broadening.

I
na spin resonance experiment, radio-frequency
(RF) radiation excites transitions between
low-energy electron or nuclear spin states.
Electron paramagnetic resonance (EPR), also
known as electron spin resonance (ESR), re-

veals, for example, the electronic environment of
paramagnetic defects in solids (1) and distances
between spin labels in biological macromolecules
(2). Conventionally,magnetic resonance depends
on absorption and emission of electromagnetic
radiation and generally requires a large ensem-
ble of nearly identical spins. However, in certain
systems, magnetic resonance can be detected on
individual spin centers, notably by optical read-
out (3) or by force microscopy (4). Couplings
between itinerant and localized spins have been
exploited to electrically detect magnetic resonance
in small ensembles (5), in individual spins in quan-
tum dots (6), in individual P atoms in Si (7, 8),
and in individual magnetic molecules in an elec-
tromigration device (9).
A promising avenue to improve the spatial res-

olution of spin measurements is the use of scan-
ning tunneling microscopy (STM). STM can drive
inelastic excitations in spin systems (spin excita-
tion spectroscopy), revealing the energy spacing
between levels of a quantum spin (10, 11). In
addition, spin-polarized STM can measure the
spin orientation in magnetic nanostructures via
a change in the tunnel current caused by atomic-
scale tunneling magnetoresistance (12–14). Al-
though spectroscopy in STM offers atomic-scale
spatial resolution, it suffers from temperature-
limited energy resolution. Previous attempts to
combine ESR and STM have focused on the
detection of increased noise in the tunnel cur-
rent I at the spin precession frequency (15–17),
and a number of theoretical mechanisms for

non–spin-polarized contrast have been proposed
(18). However, the experiments operated at room
temperature, and the presence of a frequency-
dependent current signal has been sporadic (18).
A recent STM experiment applied an RF electric
field to a magnetic molecule (19) and attributed
an RF-frequency–dependent dI/dV signal to spin
resonance, where V is the tunneling voltage.
A schematic of our experimental setup (Fig.

1A) shows that Fe atoms are separated from the
Ag substrate via a one-monolayer MgO film.

Iron atoms adsorb on the oxygen binding site
of MgO and have four Mg atoms as second-
nearest neighbors, in a C4v symmetry (Fig. 1C).
This bonding structure results in a strong easy-
axis magnetic anisotropy perpendicular to the
surface (z direction), i.e., along the Fe-O bond.
Figure 1B and fig. S1 (20) show STM topographic
images of the Fe atoms studied. The energy
landscape of the lowest five states of the Fe atom
(Fig. 1D) consists of low-energy states j0iand j1i
that are degenerate states except for the Zeeman
splitting, separated by an anisotropy barrier
formed by the additional spin states.
A spin-polarized (SP) STM tip was fabricated

by transferring one Fe atom from the surface to
the nonmagnetic tip apex (20). The SP tip was
positioned over the Fe atom under study, and a
gigahertz frequency voltage VRF was applied
between tip and sample, in addition to the DC
bias voltage VDC. The RF voltage created a time-
dependent electric field between tip and sample
(Fig. 1A, blue). This RF electric field drove the
resonant transition between states j0iand j1i.
During EPR measurements, we swept the RF fre-
quency andvaried the source power to compensate
for the frequency-dependent transmission of
the wiring, and thereby obtained a constant-
amplitude VRF at the tunnel junction (figs. S2
and S3). The DC voltage was used to measure
the tunneling magnetoresistance of the tunnel
junction with the SP tip, which resulted in a
tunnel current that depended on the relative
population of states j0iand j1i (14).
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Fig. 1. Experimental setup for EPR of Fe on MgO. (A) Schematic model: a spin-polarized STM tip is
brought close to an Fe atom on a thinMgO film. Amagnetic field is applied to produce a large in-plane field
BX and a small proportional out-of-plane field BZ. Spin resonance of the Fe atom is driven by a gigahertz
frequency electric field E

→ðtÞ. (B) Constant-current STM image of Fe (yellow) and Co (green) atoms on a
single atomic layer of MgO. EPR curves shown in subsequent figures were measured on the indicated Fe
atom. Imaging conditions: 10 pAat0.1 V,T= 1.2K,B=5.375T. (C) Geometryof Fe atom (yellow) bindingon
top of O (red) on an MgO layer. (D) Diagram of the five lowest energy levels of the Fe atom.The BZ field
splits the lowest two energy levels, j0iand j1i, by an amount hf0 ≈ 0.1 meV, where h is Planck’s constant.
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We applied a large static magnetic field, B ¼
jB⇀j, mostly in the plane of the sample but tilted
out by ~2°, which created a strong in-plane mag-
netic field, BX, and a small out-of-plane field, BZ.
The out-of-plane BZ established an energy split-
ting between states j0iand j1i, and the in-plane
magnetic field BX modified the spin components
of these two quantum states to strengthen the
spin resonance transition between them (see be-
low). We set BZ so that the frequency f0 of the RF
electric field needed to excite the transition be-
tween states j0iand j1i fell at ~25GHz (~100 meV).
Given the known magnetic moment 5.2 mB (Bohr
magneton) of Fe onMgO (21), this energy spacing
was obtained for BZ ≈ 0.18 T. At the STM op-
erating temperature of 0.6 K and at low tunnel
currents, the spin system was mostly (>75%) in
state j0i, except when resonantly excited.
To obtain EPR spectra, we swept the frequency

f of the RF electric field and monitored the time-
average tunnel current. Figure 2A shows a constant
tunnel-current signal over the entire frequency
sweep, except for a single EPR peak. The peak
position changed linearly with themagnetic field
(Fig. 2D). On resonance, the tunnel current in-
creased from the set-point current of 1.0 pA to
1.1 pA. The full-width at half-maximum (FWHM)
of the resonance signal was 21 ± 2 MHz, which
is limited here by the strong driving RF field
and tip-sample vibrations (20). When a non–spin-
polarized tip was used, the EPR signal was absent
(fig. S11), so the contrast observed represented
spin-polarized detection. We excited spin reso-
nance in the Fe on the MgO surface, not on the
Fe atom on the tip apex, which served only as
spin-polarized detector, owing to its subpico-
second excited-state lifetimes (22).
To understand the mechanism of coherent

transition, we describe the spin and orbital
nature of the magnetic states j0iand j1i. Fe on
MgOwas recently measured with spin excitation
spectroscopy and x-ray absorption spectroscopy
to determine its low-energy quantum states (21).
When bound to MgO, the free-atom’s spin and a
large portion of its orbital angular momentum
are preserved (21). By using the approximation
that the Fe atom is in the d6 configuration and
in the lowest Hund’s rule term (orbital moment
L = 2 and spin S = 2), the quantum states deter-
mined previously (21) are well approximated by
the ligand-field Hamiltonian

H0 ¼ DL2
z þ F0ðL4

þ þ L4
−Þ þ l

⇀
L⋅⇀S

þ mBð⇀Lþ 2
⇀
SÞ⋅⇀B ð1Þ

Here D = −433 meV gives the axial (out-of-
plane) anisotropy;F0 = 2.19meV is the tetragonal
(fourfold rotational) ligand field that describes
the splitting between in-plane orbitals (dxy and
dx2−y2) that results from the four nearest Mg
atoms; l = −12.6 meV gives the spin-orbit cou-
pling; and the last term determines the Zeeman
energy. Operators Lz, L–, and L+ refer to the or-
bital moment’s z-axis and ladder operators. The
use of this Hamiltonian, rather than an effective-
spin Hamiltonian (1, 11, 14), gives richer insight
into the effects of electric fields (20).

We propose that the large RF electric field E
→ðtÞ,

applied mostly along z, moves the Fe atom with
respect to theMgO lattice. This structural change
modifies the ligand field parameters, which re-
sults in a time-dependent Hamiltonian H1 that
can drive coherent transitions between states
j0iand j1i

H1ðtÞ ¼ F1ðtÞðL4
þ þ L4

−Þ ð2Þ

In the absence of an in-plane magnetic field,
the largest terms of the eigenstates of H0, ex-
pressed in the basis of z-axis orbital and spin
quantum numbers jML;MSi, are

j0i ¼ 0:92jþ2;þ2i − 0:40j−2;þ2iþ ::: ð3Þ
j1i ¼ 0:92j−2;−2i − 0:40jþ2;−2iþ ::: ð4Þ
These two states overlap in their orbital com-

ponents under application of H1 (both contain

ML = ±2), but are effectively polarized in their
spin component. The absence of overlap in the
spin component leads to a nearly vanishing co-
herent transition rate h0jH1j1i. In accordance, we
did not observe any EPR signals on Fe at BX ≈ 0.
When BX >> 0, the states j0iand j1i contain other
jML;MSi components [see (20)] making the spin
component less polarized, thus increasing the co-
herent transition rate.
We did not observe a spin resonance signal

for Co atoms on the MgO surface, even though
Co’s magnetic moment is similar to that of Fe
(21, 23) (fig. S11). The orbital symmetry of Fe
matches the fourfold symmetry of the binding
site and leads to resonant transitions, whereas
the same binding site symmetry does not lead
to resonant transitions in Co because its lowest-
energy states are dominantly composed of ML =
±3 components. These are not mixed by the
fourfold symmetric effect of ðL4

þ þ L4
−Þ, so no
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Fig. 2. EPR spectra of individual Fe atoms. (A) EPR peaks in the tunnel current as a function of fre-
quencyof RFelectric field at five different values ofB.Tip height setpoint 1 pAat 5mV,T=0.6K,VRF = 5mV.
Plots show the change in tunnel current, DI, between RFon and RFoff, obtained by chopping VRFat 95 Hz.
The spin-polarized tip is positioned at the topographic peak of Fe atom indicated in Fig. 1B (and identified
as “FeB” in Fig. 2D). For clarity, traces are offset vertically in proportion to the magnetic field. (B and C)
Enlargement of a small frequency window at two B fields as labeled, using the same conditions as in (A).
Averaging timewas 50min per data set. (D) EPRpeak positions of five different Fe atoms as a function of
BZ and B. The B = 0 intercepts of the linear fits (lines) for each atom fall at −0.8 ± 0.9 GHz.We use the
mean value of the measured slopes and compare it to the known magnetic moment 5.2 mB of Fe on MgO
(21) to infer BZ relative to B (20). STM images of all five atoms are shown in fig. S1.
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resonant transitions between states j0i and
j1iunder application of the time-dependent
H1 are expected.
To estimate the magnitude of the driving RF

electric field available in our STM geometry, we
used a simple plate capacitor model. The dis-
tance from the tip to the surface of the Ag sub-
strate is ~0.8 nm, and applyingVRF = 5mV results
in an electric field of ~6 × 106 V/m. The effects
of similar strengths of electric fields were studied
in bulk EPR to modulate parameters of a spin
Hamiltonian (24, 25), nitrogen vacancy centers
in diamond for the purpose of electric-field sensing
(26), and P in Si to electrically control quantum
gates (27).
In a traditional EPR experiment, an ensemble

average over a large number of spins is required
to obtain sufficient signal. Variations in the local
environments of individual spins in the ensem-
ble inhomogeneously broaden the EPR peak.
We compared the EPR signal of five different
Fe atoms in our experiment (Fig. 2D), whose

resonance energies at a givenmagnetic field dif-
fer from each other by up to 3 GHz (~10 meV).
However, all resonances move in proportion to
the magnetic field. The subtly different local
environments lead either to different magnetic
moments or to variable tilting of the easy axis
relative to the magnetic field. STM images of
the local environment of each Fe atom (fig. S1)
show no detectable imperfections within ~1 nm
of each Fe atom. This comparison demonstrates
the importance of single-atommeasurement, as
the linewidth in the equivalent ensemble mea-
surement would be broadened to ~1 GHz.
To investigate the influence of the tip on the

measured EPR spectra, we measured the same
set of atoms for a different Fe-terminated tip. The
EPR frequency shifted by a constant ~800MHz
for all (except one) atom on the surface (fig. S8).
Thus, differences in resonance frequency remain
independent of the tip, and energy differences
canbe interpretedwith high accuracy even though
the absolute frequencies are somewhat tip de-

pendent. A plausible origin of the observed shift
is a local magnetic field created by the spin-
polarized tip.
A resonantly driven magnetic moment is typ-

ically described with three parameters: (i) the
energy relaxation time T1; (ii) the quantumphase
coherence time T2; and (iii) the strength of the
driving field, or equivalently, the rate at which
the driving field coherently rotates the quantum
system (Rabi rate W).
The energy relaxation time T1 describes the

time to relax from the excited state j1i to the
ground state j0i. More precisely, it is the time
to relax to steady-state population, which typi-
cally is thermally distributed. We used an elec-
trical pump-probe technique (28) and observed
an exponentially decaying tunnel current yield-
ing T1 = 88 ± 20 ms (Fig. 3A) at the tip height
and voltage used in the EPR measurements of
Fig. 2. A lower bound of the coherence time T2
(20) can be obtained from the resonance peak
width of Df = 3.6 ± 0.4 MHz (Fig. 3B), which
gives T2 exceeding 1/pDf ≈ 100 ns.
The Rabi rate W and a more accurate value

of T2 can be determined from the EPR signal
as a function of RF drive amplitude (Fig. 3C).
Simultaneous fits to all five spectra of Fig. 3C
yielded a coherence time T2 = 210 ± 50 ns, and
a driving strength of W = 2.6 ± 0.3 rad/ms for a
driving voltageVRF = 8mV (20). This gives a Rabi
flop time, the time needed to reverse the mag-
netic state coherently, of p/W = 1.2 ± 0.1 ms.
Despite the flop time exceeding T2 by a factor of
~6, the EPR peaks reached saturation. As is
known from traditional EPR, this saturation oc-
curs because of the long T1 time, which allows
the spin to perform a random walk consisting of
many successive periods of coherent evolution
before T1 elapses (1).We did not observe anyRabi
oscillations in pulsed EPR experiments; instead,
we observed a simple exponential change in
polarization because of the small ratio of T2 to
Rabi flop time. We cannot increase VRF much
further to improve this ratio without exceeding
the spin excitation at 14 meV. Thus, we expect
that fully coherent reversal of the spin will
require further increases in T2—for example, by
increasing the MgO thickness.
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QUANTUM OPTICS

Direct sampling of electric-field
vacuum fluctuations
C. Riek, D. V. Seletskiy, A. S. Moskalenko, J. F. Schmidt, P. Krauspe, S. Eckart,
S. Eggert, G. Burkard, A. Leitenstorfer*

The ground state of quantum systems is characterized by zero-point motion.This motion, in
the form of vacuum fluctuations, is generally considered to be an elusive phenomenon that
manifests itself only indirectly. Here, we report direct detection of the vacuum fluctuations
of electromagnetic radiation in free space. The ground-state electric-field variance is
inversely proportional to the four-dimensional space-time volume, which we sampled
electro-optically with tightly focused laser pulses lasting a few femtoseconds. Subcycle
temporal readout and nonlinear coupling far from resonance provide signals from purely
virtual photons without amplification. Our findings enable an extreme time-domain
approach to quantum physics, with nondestructive access to the quantum state of light.
Operating at multiterahertz frequencies, such techniques might also allow time-resolved
studies of intrinsic fluctuations of elementary excitations in condensed matter.

V
acuum fluctuations give rise to a variety
of phenomena, from spontaneous photon
emission (1, 2) and the Lamb shift (3) via
the Casimir force (4) to cosmological per-
turbations (5, 6). Representing the ground

state, the quantum vacuum does not possess in-
tensity. However, finite noise amplitudes of elec-
tric and magnetic fields should exist because of
Heisenberg’s uncertainty principle. These fluctu-
ations are best explained by analogy with a har-
monic oscillator of mass m, resonance angular
frequency W, and total energy

HHO ¼ 1

2

p2

m
þmW2x2

� �
¼ m

2
ðẋ2 þW2x2Þ ð1Þ

Quantization results in noncommuting oper-
ators for momentum p and displacement x. The
Gaussianwave function of the ground state exhib-
its a root-mean-square (RMS) standard deviation
of Dx = (ħ/2Wm)1/2 (7, 8), where ħ is the reduced
Planck constant. The total energy of a radiation
field of wavevector k in free space, with electric

and magnetic amplitudes E and B (respectively),
and vector potentialA in theCoulombgauge is (9)

HRF ¼ e0V
2

ðE2 þ c2B2Þ
¼ e0V

2
ð Ȧ2 þ c2jk � Aj2Þ ð2Þ

Considering one polarization direction and
the transverse character of electromagnetic waves,
Eq. 1 maps onto Eq. 2 by replacing x with A
(amplitude of vector potentialA),mwith e0V (e0,
vacuum permittivity; V, spatial volume), and W
with ck ≡ W (c, speed of light; k = |k|). Instead
of x and p, an uncertainty product now links E
and B or the amplitudes and phases of E, B, or A.
An RMS amplitude of vacuum fluctuations DA =
(ħ/2We0V)1/2 results. In contrast to the mechan-
ical case where Dx is known, understanding DA
is less straightforward: Outside any cavities,
there are no obvious boundaries that define a
normalization volume V. This situation raises
the question of whether direct measurement of
the vacuum field amplitude in free space is
physically meaningful and feasible.
The quantum properties of light (10) are typi-

cally analyzed either by photon correlation (11–14),
homodyning (15–18), or hybrid measurements
(19). In those approaches, information is averaged
over multiple cycles, and accessing the vacuum
state requires amplification. Femtosecond studies

still rely on pulse envelopes that vary slowly
relative to the carrier frequency (20–23). In our
work, we directly probed the vacuum noise of the
electric field on a subcycle time scale using laser
pulses lasting a few femtoseconds. In ultrabroad-
band electro-optic sampling (24–27), a horizon-
tally polarized electric-field waveform (red in Fig.
1A) propagates through an electro-optic crystal
(EOX), inducing a change Dn of the linear re-
fractive index n0 that is proportional to its local
amplitude ETHz (Fig. 1A and fig. S1). The geometry
is adjusted so that a new index ellipsoid emerges
under 45° to the polarization of ETHz, with ny' and
nx' = n0 ± Dn. An ultrashort optical probe pulse at
a much higher carrier frequency np (green in Fig.
1A; intensity, Ip; electric field, Ep) copropagates
withETHz at a variable delay time td. The envelope
of Ip has to be on the order of half a cycle of light at
the highest frequencies W/2p of ETHz that are
detected. We used probe pulses as short as tp =
5.8 fs, corresponding to less than 1.5 optical cycles
at np = 255 THz (fig. S2). Upon passage through
the EOX, the x' and y' components ofEp acquire a
relative phase delay proportional to Dn and
ETHz(td). The final polarization state of the probe is
analyzed with ellipsometry. The differential photo-
current DI/I is proportional to the electric field
ETHz(td). We used a radio-frequency lock-in ampli-
fier (RFLA) for readout.
We adjusted for optimal conditions to measure

the vacuum signal by studying classical multi-
terahertz transients, which were synchronized to
the probe (8). In Fig. 1B, DI/I is plotted in red
against delay time td. Figure 1C shows the am-
plitude spectrum (red) and phase deviations
(blue) within ±p, corroborating calculations (8)
of an effective sampling bandwidth ofDn =DW/2p
= 66 THz (figs. S3 and S4) around a center
frequency of nc = Wc/2p = 67.5 THz (free-space
wavelength lc = 4.4 mm). The electric-field am-
plitude ĒTHz(td) is calibrated using (28–30)

DI
I

¼ sin
2p np r41 n3

0 l j RðWcÞj
c

ETHz

� �

≈
2p np r41 n3

0 l jRðWcÞj
c

ETHz ð3Þ

r41 denotes the electro-optic coefficient, and l is
the thickness of the EOX. The amplitude response
|R(Wc)| includes the pulse duration of the probe
and velocitymatching to themultiterahertz phase
(8). The classical field transient in Fig. 1B was
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sampled with a signal-to-noise ratio better than
103 at a RFLA detection bandwidth set to 94 Hz.
From the confocal amplitude trace and cross sec-
tion, we estimated a mean photon number below
900 per pulse. This result proves the capability of
our approach to characterize ultrabroadband co-
herent wave packets containing less than 10−3

photons, on average, within 1 s.
But can we directly access the ground state

F0 of the radiation field? With the pump branch
switched off, electro-optic phase shifts might
still be caused by vacuum fluctuations copropa-
gating with the probe. This effect should lead
to a statistical distribution of the signal around
the average of <Ēvac> = 0. The ground-state
expectation value of the squared operator for the

electric field in free space (31) yields the RMS
amplitude

DEvac¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi*
F0

�����
XWcþDW=2

W¼Wc−DW=2

−ℏW
2e0V

�
^aW − ^a†W

�2�����F0

+vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi*
F0

�����
XWcþDW=2

W¼Wc−DW=2

ℏW
2e0V

− ^a2W þ ^aW
^a†W þ ^a†W

^aW − ^a†2W
� ������F0

+vuut

¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiXncþDn=2

n¼nc−Dn=2

hn
2e0V

vuut ð4Þ

âW and âW
† are the operators for annihilation

and creation of a photon with angular frequency
W, respectively (n, frequency; h, Planck constant).

Because of the commutation relation [âW,âW
†] = 1,

only âWâW
† provides a nonvanishing contribution.

Summing frequencies over our finite sensitivity
interval ensures convergence of Eq. 4. The lateral
extension of the volume V is now identified with
the effective cross section Aeff, defined by the
Gaussian intensity profile of the near-infrared
probe beam inside the EOX. Theoretical model-
ing based onLaguerre-Gaussianmodes (30) yields
Aeff = w0

2p, where w0 is the probe spot radius (8).
Because V = Aeff L, only the length L remains to be
determined. Periodic boundary conditions are ap-
plicable when the EOX is short relative to the
Rayleigh range of the multiterahertz transverse
mode, resulting in a density of free-space modes
L/c. Summing over all longitudinalmodeswithin
a bandwidth of Dn eliminates L, and we obtain

DEvac ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

hncDn
2pcn0e0w2

0

s
¼ 20:2

V

cm
ð5Þ

A factor of n0
–1/2 accounts for dielectric screen-

ing inside the EOX (8). Thus, the vacuum ampli-
tude ismaximizedwhen averaging over aminimal
space-time volume, determined in the transverse
directions by w0 = 4.25 mm (fig. S5). The longi-
tudinal cross section cn0/(ncDn) is defined by the
Fourier transform of R(W), containing the inten-
sity envelope of the 5.8-fs probe pulse and phase-
matching conditions within the EOX (8).
Are such fluctuations discernible on top of the

shot noise due to the Poissonian photon sta-
tistics of the coherent probe? An average num-
ber of Np = 5 × 108 photons detected per pulse
causes a relative RMS shot-noise current of
DISN/I =Np

–1/2. With Eq. 3, we obtain the noise-
equivalent field

DESN ¼ c

2pnpr41n3
0l

ffiffiffiffiffiffi
Np

p jRðWcÞj
¼ 65:0

V

cm
ð6Þ

Because the shot noise of the near-infrared
probe, which is centered around np, and the vacu-
um fluctuations at multiterahertz frequencies W
are uncorrelatedwith each other and lack spectral
overlap, the two contributions add up in quadra-
ture. Therefore, the RMS width of the total de-
tected noise distribution is expected to rise by a
factor of

DEtotal

DESN
¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
DE2

SN þ DE2
vac

q
DESN

¼ 1:047 ð7Þ

corresponding to a 4.7% increase, due to the
multiterahertz vacuum noise.
To experimentally access the statistics of the

quantum vacuum, we extended the RFLA band-
width to 1.6 MHz and sampled the probability
distribution of the electric field P(Etotal) every 5 ms.
The contribution of the multiterahertz vacuum
can be modified to discriminate against the shot-
noise baseline by longitudinal or transverse expan-
sion of the probed space-time volume (Eq. 5). In
the first approach, we decreased nc and Dn by
chirping the probe pulse to 100 fs (fig. S3), via
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Fig. 1. Our experimental principle, with a demonstration of ultrahigh bandwidth and sensitivity.
(A) Scheme of electro-optic sampling of an electric-field waveform (red) by an ultrafast probe pulse (green),
consisting of an EOX, a quarter-wave plate (l/4), a Wollaston polarizer (WP), and a differential photocurrent
detector (DD). (B) Classical electro-optic signal DI/I and corresponding electric-field amplitude versus delay
time td (red line).The intensity envelope of the 5.8-fs probe pulse is shown in arbitrary units for comparison
(green line). (C) Spectral multiterahertz amplitude (red) and phase (blue) obtained by Fourier transform.

Fig. 2. Studying vacuum fluctuations via statistic readout and longitudinal modification of the probed
space-time volume. (A) Diagram showing longitudinal expansion of the probe volume: Stretching the
sampling pulse from 5.8 fs (green) to 100 fs (black) causes temporal averaging over the vacuum field (red),
leading to a reduction of the detected noise amplitude (tp, pulse duration; vg, group velocity). (B) Normalized
counting probability as a function of electro-optic readout by the short pulse (green) and long pulse (stretched
to 100 fs; black). The deconvolved wave function |Y0|

2 of the electric-field ground state is shown in red.
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translation of an SF10 prism in the compressor
stage (Fig. 2A). A distinct reduction in peak counts
around P(Etotal = 0) is observed when comparing
the probability distribution obtained with the
5.8-fs probe (green in Fig. 2B) to the measurement
with a stretched pulse (black). Also, the proba-
bilities in the wings of the distribution including
the multiterahertz vacuum (5.8-fs probe) are con-
sistently higher than the corresponding values in
the stretched-pulse distribution. The total change
of the normalized noise amplitude amounts to 4%,
in good agreement with the theoretical consid-
erations underlying Eqs. 5 to 7. The red histogram
inFig. 2B emerges fromadeconvolution algorithm
that searches for the best link between distribu-
tions of P(Etotal) obtained with and without
vacuum noise. This result directly mirrors the
ground-state wave function |Y0(E)|

2 of the electro-
magnetic field in the polarization plane and space-
time volume that we probed. From |Y0(E)|

2, a
RMS standard deviation of DĒvac = 18 V/cm is
obtained, in good agreement with the theoretical
prediction of 20.2 V/cm in Eq. 5.
In the transverse option, we kept the short pulse

duration and expanded the probe radius w0 by

translating the EOX out of the confocal plane
(Fig. 3A). Averaging over a larger cross section
causes a decrease in fluctuation amplitude, which
is projected onto the transverse mode of the gate.
The effect of progressive narrowing is emphasized
withdifferential probabilities obtainedby subtracting
a distribution atw0 = 4.25 mm from P(Etotal) sampled
at increasing spot radii (Fig. 3B).When all original
histograms are normalized, themaximum change
in probability DP(Etotal = 0) of 0.04 ≡ 4% directly
corresponds to the difference between the relative
noise amplitudes measured with and without
multiterahertz vacuum fluctuations, inquantitative
agreement with Eq. 7. The dependence of the
vacuum RMS amplitude on the transverse exten-
sion of the probed space-time volume is shown in
Fig. 4. The normalized increase of total noise,
measured with respect to bare shot noise (right
vertical axis), is plotted against the probe spot
radiusw0 (blue squares). Conversion to the vacuum
electric amplitude DEvac (left vertical axis) has been
carried out analogously to |Y0(E)|

2 in Fig. 2B. The
functional dependence expected from Eq. 5 is
shown as a red line. The inset in Fig. 4 illustrates
the data recorded at low beam cross sections on a

linear scale to highlight the hyperbolic increase of
vacuum fluctuations for the smaller space-time
volumes that we probed.
In our study, we directly monitored vacuum

fluctuations without amplifying them. The only
effective part

P
W>0 âWâW

† of the operator that
extracts the variance of the field in Eq. 4 indicates
that vacuum fluctuations correspond to photons,
which spontaneously arise and vanish in the
ground state F0. Time-energy uncertainty de-
mands that virtual excitations have a limited life-
time on the order of their oscillation cycle (32).
The subcycle temporal resolution provided by the
ultrashort probe ensures that we can directly
detect effects originating from purely virtual
photons. Phase-matched copropagation of the
vacuum field and probe inside the EOX maxi-
mizes those signals. But does this measurement
influence the quantum vacuum at all? Based on
the electro-optic change of the refractive index
Dnp ~ r41ETHz, the local multiterahertz field im-
prints a phase shift onto the ultrashort probe,
which we detected. Because sum- and difference-
frequency mixing occur simultaneously in this
process (29), it requires no net transfer of energy,
momentum, or angular momentum, and it even
avoids modulation of the refractive index at fre-
quenciesW/2p << np. Our second-order nonlinear
element operates far from resonance. Virtual
driving of the transitions avoids problems with
decoherence, distinguishing our experiment from
detection approaches in quantum optics or circuit
quantum electrodynamics inwhich resonant two-
level systems are involved (33). In consequence,
our approach may be used to study the multi-
terahertz ground state while imposing negligible
influence on it. Back-action might arise only in
third order: The nonlinear refractive index n2 gen-
erates a local anomaly of phase velocity copropa-
gating with the intensity envelope of the probe,
because DnW ~ n2|Ep|

2. When Np/w0
2tp suffices to

induce phase shifts of the multiterahertz field
during passage through the EOX, depletion of the
vacuum amplitude in the sampled space-time
volume and enhanced fluctuations in an adjacent
interval are expected.
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ASTEROSEISMOLOGY

Asteroseismology can reveal strong
internal magnetic fields in red
giant stars
Jim Fuller,1,2*† Matteo Cantiello,2*† Dennis Stello,3,4 Rafael A. Garcia,5 Lars Bildsten2,6

Internal stellar magnetic fields are inaccessible to direct observations, and little is known
about their amplitude, geometry, and evolution. We demonstrate that strong magnetic
fields in the cores of red giant stars can be identified with asteroseismology. The fields can
manifest themselves via depressed dipole stellar oscillation modes, arising from a
magnetic greenhouse effect that scatters and traps oscillation-mode energy within the
core of the star. The Kepler satellite has observed a few dozen red giants with depressed
dipole modes, which we interpret as stars with strongly magnetized cores. We find that
field strengths larger than ~105 gauss may produce the observed depression, and in one
case we infer a minimum core field strength of ≈107 gauss.

D
espite rapid progress in the discovery and
characterization of magnetic fields at the
surfaces of stars, very little is known about
internal stellar magnetic fields. This has
prevented the development of a coherent

picture of stellar magnetism and the evolution of
magnetic fields within stellar interiors.
After exhausting hydrogen in their cores, most

main sequence stars evolve up the red giant
branch (RGB). During this phase, the stellar
structure is characterized by an expanding con-
vective envelope and a contracting radiative core.
Acoustic waves (p modes) in the envelope can

couple to gravity waves (g modes) in the core (1).
Consequently, nonradial stellar oscillationmodes
become mixed modes that probe both the envel-
ope (the p-mode cavity) and the core (the g-mode
cavity), as illustrated in Fig. 1. Mixed modes (2)
have made it possible to distinguish between
hydrogen- and helium-burning red giants (3, 4)
and have been used to measure the rotation rate
of red giant cores (5, 6).
A group of red giants with depressed dipole

modes were identified using observations from
the Kepler satellite [(7), see also Fig. 2]. These
stars show normal radial modes (spherical har-
monic degree ℓ ¼ 0) but exhibit dipole (ℓ ¼ 1)
modeswhose amplitude ismuch lower thanusual.
Until now, the suppression mechanism was un-
known (8). Below, we demonstrate that dipole
mode suppression may result from strong mag-
netic fields within the cores of these red giants.
Red giant oscillationmodes are standing waves

that are driven by stochastic energy input from
turbulent near-surface convection (9, 10). Waves
excited near the stellar surface propagate down-
ward as acoustic waves until their angular fre-
quency w is less than the local Lamb frequency
for waves of angular degree ℓ; i.e., until w ¼
Lℓ ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ℓðℓþ 1Þp

ns=r, where ns is the local sound
speed and r is the radial coordinate. At this boun-

dary, part of the wave flux is reflected, and part of
it tunnels into the core.
The wave resumes propagating inward as a

gravity wave in the radiative core where w < N ,
where N is the local buoyancy frequency. In
normal red giants, wave energy that tunnels into
the core eventually tunnels back out to produce
the observed oscillation modes. We show here
that suppressed modes can be explained if wave
energy leaking into the core never returns back
to the stellar envelope.
The degree of wave transmission between the

core and envelope is determined by the tunnel-
ing integral through the intervening evanescent
zone. The transmission coefficient is

T e � r1
r2

� ffiffiffiffiffiffiffiffiffi
ℓðℓþ1Þ

p
ð1Þ

where r1 and r2 are the lower and upper boun-
daries of the evanescent zone, respectively. The
fraction of wave energy transmitted through the
evanescent zone is T 2. For waves of the same fre-
quency, larger values of ℓ have larger values of r2,
thus Eq. 1 demonstrates that high ℓ waves have
much smaller transmission coefficients through
the evanescent zone.
The visibility of stellar oscillations depends on

the interplay between driving and damping of
themodes (10, 11). To estimate the reducedmode
visibility due to energy loss in the core, we as-
sume that all mode energy that leaks into the
g-mode cavity is completely lost. The mode then
loses a fraction T 2 of its energy in a time 2 tcross,
where tcross is the wave crossing time of the
acoustic cavity. Due to the larger energy loss rate,
the mode has less energy Eac within the acoustic
cavity and produces a smaller luminosity fluctu-
ation V at the stellar surface, whose amplitude
scales as V 2Eac. We show (12) that the ratio of
visibility between a suppressedmodeVsup and its
normal counterpart Vnorm is

V 2
sup

V 2
norm

¼ ½1þ Dn t T 2�−1 ð2Þ

where Dn ≃ (2 tcross)
–1 (13) is the large frequency

separation between acoustic overtone modes,
and t is the damping time of a radial mode with
similar frequency. We evaluate T 2 from our stel-
lar models using Eq. 6, whereas t ≈ 5 to 10 days
(10, 14–16) for stars ascending the RGB.
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Most observed modes are near the frequency
nmax, which is determined by the evolutionary
state of the star. On the RGB, more-evolved stars
generally have smaller nmax. Figure 2 compares
our estimate for suppressed dipole mode visibility
(Eq. 2) with Kepler observations (7, 8). The objects
identified by (7) as depressed dipole mode stars
lie very close to our estimate. The striking agree-
ment holds over a large baseline in nmax extend-
ing from the very early red giants KIC8561221 (8)
and KIC9073950 at high nmax to near the lumi-
nosity bump at low nmax. The observations are
consistent with nearly total wave energy loss in
the core, because partial energy loss would create
stars with less-depressed modes, which seem to
be rare.
We conclude that the cores of stars with de-

pressed dipole modes efficiently trap or disrupt
waves tunneling through the evanescent region.
This is further supported by their normal ℓ ¼ 0
mode visibility, because radial modes do not
propagate within the inner core, and because
much larger field strengths are required to alter
acoustic waves. The absence (or perhaps smaller
degree) of depression observed for ℓ ¼ 2 modes
(7) occurs because quadrupole modes have a
smaller transmission coefficient T , and less of
their energy leaks into the core.
An additional consequence is that the larger

effective damping rate for depressed modes will
lead to larger linewidths in the oscillation power
spectrum.The linewidthof adepresseddipolemode
is t−1 þ DnT 2

ℓ and is generally much larger than
that of a normal mode. The depressed dipole
modes in KIC8561221 (8) indeed have much
larger linewidths than normal dipole modes in
similar stars.
Magnetic fields can provide the mechanism

for trapping oscillation mode energy in the core
by altering gravity wave propagation. The nearly
horizontalmotions and short radial wavelengths
of gravity waves in RGB cores will bend radial
magnetic field lines, creating strongmagnetic ten-
sion forces. The acceleration required to restore a
wave of angular frequency w and horizontal dis-
placement xh is xhw

2, whereas the magnetic ten-
sion acceleration due to a radial magnetic field of
strength Br is xhB

2
rk

2
r=ð4prÞ, where kr is the

radial wavenumber and r is the density. Gravity
waves are strongly altered by the magnetic fields
when the magnetic tension force dominates,
which for dipole waves occurs at a critical
magnetic field strength (12)

Bc ¼
ffiffiffiffiffiffi
pr
2

r
w2r

N
ð3Þ

This field strength approximately corresponds
to the point at which the Alfvén speed becomes
larger than the radial group velocity of gravity
waves.
Magneto-gravity waves cannot exist in re-

gions with Br > Bc, where magnetic tension
overwhelms the buoyancy force; i.e., the stiff
field lines cannot be bent by the placid gravity
wave motion. Consequently, dipole magneto-
gravity waves become evanescent when w < wMG,

where the magneto-gravity frequency wMG is
defined as

wMG ¼
"
2

p
B2
rN

2

rr2

#1=4

ð4Þ

Figure 3 shows awave propagation diagram in
which a strong internal magnetic field prevents
magneto-gravity wave propagation in the core.

In red giants, Bc is typically smallest at the
peak inN corresponding to the sharp density gra-
dient within the hydrogen-burning (H-burning)
shell. Therefore, gravity waves aremost susceptible
tomagnetic alteration in the H-burning shell, and
the observation of a star with depressed dipole
modes thus provides a lower limit to the radial field
strength (Eq. 3) evaluated in the H-burning shell.
We refer to this field strength as Bc;min. Magnetic

424 23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org SCIENCE

Fig. 1.Wave propaga-
tion in red giants with
magnetized cores.
Acoustic waves excited
in the envelope couple
to gravity waves in the
radiative core. In the
presence of a magnetic
field in the core, the
gravity waves are
scattered at regions of
high field strength.
Because the field can-
not be spherically sym-
metric, the waves are
scattered to high angu-
lar degree ℓ and
become trapped
within the core, where
they eventually dissi-
pate (dashed wave
with arrow). We refer
to this as the magnetic
greenhouse effect.

Fig. 2. Normalizedvisibilityofdipolarmodesasafunctionofnmax.The star and circle symbols represent the
observed visibility V2 of ℓ ¼ 1 modes (12).The data are taken from (7) and divided by 1.54, so that in normal
oscillators, the average visibility isV2 ¼ 1 (22). Starswith depressed dipolemodes (orange stars) are identified
following the same criteria as in (7).The theoretical band shows the visibility of depressed dipole modes in a
1:6 M⊙,whereM⊙ is themass of the sun, star, as predicted by Eq. 2, and is quite insensitive to themass of the
model.The visibility of the depressed dipoles in KIC 8561221 (8) and KIC 9073950 is also shown (square and
diamond symbols, respectively).We used values for t in the range of 5 to 20 days, consistent with (10, 16).
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suppression via horizontal fields can also occur,
but in general requiresmuch larger field strengths.
In stars with field strengths exceedingBc (Eq. 3)

somewhere in their core, incoming dipole gravity
waves will become evanescent where Br > Bc. At
this point, the waves must either reflect or be
transmitted into the strongly magnetized region
as Alfvén waves. In either case, the reflection/
transmission process modifies the angular struc-
ture of the waves so that their energy is spread
over a broad spectrum of ℓ values (12). Once a
dipole wave has its energy transferred to higher
values of ℓ, it will not substantially contribute to
observable oscillations at the stellar surface,
because higher-ℓ waves are trapped within the
radiative core by a thicker evanescent region
(Eq. 1 and Fig. 1) separating the core from the
envelope. Even if some wave energy does even-
tually return to the surface to create an oscilla-
tion mode, the increased time spent in the core
results in a very large mode inertia, greatly re-
ducing the mode visibility. Additionally, high-ℓ
waves will not be detected in Kepler data because
of the geometric cancellation, which makes ℓ > 3
modes nearly invisible (17).
Themagnetic greenhouse effect arises not from

the alteration of incoming wave frequencies but
rather from modification of the wave angular
structure. Such angular modification originates
from the inherently nonspherical structure of
even the simplest magnetic field configurations.
Dipole oscillation modes can be suppressed if

the magnetic field strength exceeds Bc (Eq. 3) at
some point within the core. We therefore posit
that stars with depressed dipole oscillationmodes
haveminimum core field strengths ofBc;min. Stars
with normal dipole oscillationmodes cannot have
radial field strengths in excess of Bc;min within
their H-burning shells. However, they may con-
tain larger fields away from the H-burning shell,
or they may contain fields that are primarily hor-
izontal (e.g., strong toroidal fields).
Figure 4 shows the value of Bc;min as stars

evolve up the RGB. We have calculated Bc;min for
angular frequencies w ¼ 2pnmax and evaluated
nmax using the scaling relation proposed by (18).
On the lower RGB, where nmax ≳ 250 mHz, field
strengths on the order of Bc;min ≳ 106 G are re-
quired formagnetic suppression. As stars evolve up
the RGB, the value of Bc;min decreases sharply, pri-
marily because nmax decreases. By the luminosity
bump (near nmax e 40 mHz), field strengths of
only Bc;min e 104G are sufficient for magnetic
suppression. Magnetic suppression during the
sub-giant phase (higher nmax) and in higher-mass
stars (M ≳ 2 M⊙) may be less common due to
the larger field strengths required.
For a given field strength, there is a transition

frequency nc belowwhichmodes will be strongly
suppressed and above which modes will appear
normal. Stars that show this transition are espe-
cially useful because they allow for an inference
of Br at the H-burning shell via Eq. 3, evaluated
at the transition frequency w ¼ 2pnc. The RGB
star KIC8561221 shows this transition (8). Using
the observed value of nc ≈ 600 mHz, we infer that
the radial component of the magnetic field
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Fig. 3. Propagation dia-
gram for a magnetized
red giant model.The
model has M ¼ 1:6 M⊙,
R ¼ 6:6 R⊙, nmax ¼
120 mHz, and a core
magnetic field of

≈ 6� 106 G (fig. S1).
(A) The red, blue, and
green lines are the dipole
Lamb frequency L1, the
buoyancy frequency N,
and the magneto-gravity
frequency wMG (defined in
Eq. 4), respectively.
Regions are colored by
the types of waves they
support: The red region is
the acoustic wave cavity,
the blue region is the
magneto-gravity wave
cavity, and the green
region hosts only Alfvén
waves. The horizontal line
is the frequency of maxi-
mum power, nmax, for this
stellar model. Waves at
this frequency behave like
acoustic waves near the surface, magneto-gravity waves in the outer core, and Alfvén waves in the inner
core. (B) Critical radial magnetic field strength Bc needed to suppress dipole modes. Bc (Eq. 3) is
evaluated at the angular frequency w ¼ 2pnmax. Bc has a sharp minimum at the H-burning shell, which
determines the minimum field strength Bc;min required for dipole mode suppression.

Fig. 4. Minimum field
strength Bc,min

required for magnetic
suppression of dipole
oscillation modes in
stars evolving up the
RGB. (A) Bc;min is shown
as a function of the fre-
quency of maximum
power, nmax, for stars of
different mass. L, lumi-
nosity; Lʘ, luminosity of
the Sun. Bc;min has been
computed for modes
with angular frequency
w ¼ 2pnmax.We have
labeled the observed
value of nmax and inferred
core field strength Br for
the lower RGB star
KIC8561221 (8) and a
lower limit to the field
strength in KIC9073950.
(B) Asteroseismic HR
diagram showing stellar
evolution tracks over the
same range in nmax.
Stars evolve from left to
right as they ascend the
RGB. Dashed lines show
the end ofmain sequence
evolution, thin solid lines are the sub-giant phase, and thick solid lines are the RGB.We do not show any
evolution beyond the RGB (i.e., no clump or asymptotic giant branch).
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within the H-burning shell is Br ≈ 1:5� 107 G, al-
though we cannot rule out the presence of
stronger fields away from the H-burning shell.
This large field strength may indicate that
KIC8561221 is the descendant of a magnetic
A-type star whose internal fieldwasmuch stronger
than the typical surface fields ofB e 3kG of A-type
stars (19).
Inprinciple, it is possible that another symmetry-

breaking mechanism within the core could sup-
press dipole mode amplitudes. The only other
plausible candidate is rapid core rotation. In or-
der for rotation to strongly modify the incoming
waves so that theywill be trapped in the core, the
core must rotate at a frequency comparable to
nmax, roughly two orders of magnitude faster
than the values commonlymeasured in red giant
cores (2, 6, 20). The depressed dipole mode star
KIC8561221 (8) does not exhibit rapid core ro-
tation and disfavors the rotation scenario.
A magnetic field of amplitude B > 104 G (Fig.

4) could be present in the core of a red giant if it
was retained from previous phases of stellar for-
mation and evolution (12). These strong fields
may reside within the inner core with little ex-
ternal manifestation apart from the reduced vis-
ibility of the dipole modes. However, fields of
similar amplitude have been discussed in order
to explain the suppression of thermohaline mix-
ing in a small fraction of red giant stars, as in-
ferred from the observations of their surface
abundances (21). The inferred core field strength
of Br ≳ 1:5� 107 G in KIC8561221 shows that
very strongmagnetic fields (B ≫ 106 G) can exist
within the radiative cores of early RGB stars. Be-
cause these fields are probably inherited from
previous stages of stellar evolution, slightly weak-
er (B ≫ 105 GÞ fields could exist in the cores of
exceptional very highlymagnetizedmain sequence
stars.
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PLANT DEVELOPMENT

Transcriptional control of
tissue formation throughout
root development
Miguel A. Moreno-Risueno,1 Rosangela Sozzani,2* Galip Gürkan Yardımcı,2†
Jalean J. Petricka,2‡ Teva Vernoux,3 Ikram Blilou,4 Jose Alonso,5 Cara M. Winter,2

Uwe Ohler,6 Ben Scheres,4 Philip N. Benfey2§

Tissue patterns are dynamically maintained. Continuous formation of plant tissues
during postembryonic growth requires asymmetric divisions and the specification of cell
lineages. We show that the BIRDs and SCARECROW regulate lineage identity, positional
signals, patterning, and formative divisions throughout Arabidopsis root growth. These
transcription factors are postembryonic determinants of the ground tissue stem cells and
their lineage. Upon further activation by the positional signal SHORT-ROOT (a mobile
transcription factor), they direct asymmetric cell divisions and patterning of cell types.
The BIRDs and SCARECROW with SHORT-ROOT organize tissue patterns at all formative
steps during growth, ensuring developmental plasticity.

O
rgansare formed, patterned, andmaintained
during growth. In the root of Arabidopsis,
tissues are organized as concentric cylin-
ders around the internal vascular tissue.
Much progress has been made in identi-

fying factors responsible for patterning some
of these tissues, such as the ground tissue. The
ground tissue lineage is continuously generated
by the cortex endodermis initial stem cell (CEI),
which divides in the transverse orientation (anti-
clinal division) to produce a daughter cell (CEID)
and regenerate itself. The ground tissue is pat-
terned when the CEID divides asymmetrically
in the longitudinal (periclinal) orientation, gen-

erating two cell types: endodermis and cortex (1).
The mobile transcription factor SHORT-ROOT
(SHR) moves from the stele to the ground tissue,
where SCARECROW (SCR) and the C2H2 tran-
scription factor JACKDAW (JKD) sequester it in
the nucleus. Nuclear SHR is required for the peri-
clinal asymmetric divisions of the CEID that pat-
tern the ground tissue (2, 3). These divisions are
activated through a bistable switch involving SHR,
SCR, and other components and correlate with
the temporal activation of transcriptional pro-
grams (4, 5). Absence of SHR results in abnor-
mal ground tissue patterning, with loss of the
endodermis anda remaining single layer of ground
tissue due to absence of asymmetric cell divisions
(5, 6). Because the ground tissue lineage remains,
this indicates that other factors participate in its
specification.
Specific roles for JKD and several close rela-

tives have been recently identified (7). JKD and
BALD-IBIS regulate SHR movement by promot-
ing its nuclear retention, and cooperatively with
MAGPIE (MGP) and NUTCRACKER (NUC) are
required for the formative divisions that pattern
the ground tissue into cortex and endodermis.
Here we show that JKD, MGP, and NUC, along
with two newmembers of this family (collectively
known as the BIRDs; table S1) named BLUEJAY
(BLJ) and IMPERIAL EAGLE (IME), organize the
ground tissue after embryogenesis. They function
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as identity determinants of the CEI, which main-
tains and gives rise to the lineage, and act as
effectors of asymmetric cell divisions of the CEID

upon SHR activation. Furthermore, the BIRDs
regulate the transcriptional identity of the two
ground tissue cell types and form a regulatory

network associated with lineage determination,
asymmetric division, cell-type specification, and
differentiation.
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Fig. 1. BIRDs are required for ground tissue maintenance and are expressed in the ground tissue. (A to H) Confocal images of roots of wild-type
(WT), shr, scr, jkd, nuc, blj, and mgp, at 6 days post-imbibition (dpi), showing the ground tissue (GT) marked by J0571. (I to L) Expression patterns of the
BIRDs in WT or shr roots at 6 dpi; rec: regulatory regions using recombineering; p: promoter. (M) SCR expression. En, endodermis; C, cortex; QC,
quiescent center; LRCEI, lateral root cap/epidermis initial; Pe, pericycle. Scale bars, 10 mm.

Fig. 2. BLJ, JKD, and SCR specify identity of ground tissue initial cells. (A) Mature embryos of blj jkd scr. (B to E) Lineage analyses in blj jkd scr using the
J0571, cortex (CO2), epidermis (WER), and stele (WOL) markers. Blue arrows: stele; white arrows: epidermis. (F to J) blj jkd scr roots from 1 to 5 days after
resection (d.a.r.). Regenerated ground tissue (green arrows) is visualized with J0571 marker. Yellow arrows: cells missing J0571 expression. Scale bars, 10 mm.
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To explore the role of the BIRDs in ground
tissue specification, we used expression from
the J0571 enhancer trap line as a robust marker
for ground tissue identity (Fig. 1A). This is ex-
emplified by its expression in themutant layer of
shr (Fig. 1B). However, its expression was lost in
some cells of double- and triple-mutant combi-
nations of BIRDs, and was almost undetectable
in the quadruple mutant, blj jkd mgp nuc (Fig. 1,
D to G), suggesting that these transcription fac-
tors play a role in ground tissue identity.We next
introgressed combinations of the BIRD mutants
into scr. In both jkd scr and blj jkd scr, ground
tissue marker expression was reduced, and a
number of blj jkd scr roots lacked the entire
ground tissue (Fig. 1H). These results indicate
that the BIRDs and SCR are required for main-
tenance of ground tissue identity in addition to
their established role in patterning divisions and
endodermis specification (1, 7).
The mRNAs of JKD, MGP, and NUC are pri-

marily expressed in the ground tissue (6, 7). To
accurately determine where the encoded proteins
and BLJ and IME accumulate, we tagged the pro-
teins with green fluorescent protein (GFP) (8).
BLJ was specifically expressed in the ground tis-
sue, more highly in the shootward part of the
meristem, although it was occasionally detected
in ground tissue stem cells. Similarly, IME was
also expressed more strongly in the shootward
part of the meristem. By contrast, JKD, MGP,
and NUC expression was higher toward the root
tip (fig. S1). Previously, expression of the BIRDs
and SCR appeared to require SHR (5, 6). How-

ever, when we introgressed the expression con-
structs into shr, we could detect all of the BIRD
fusion proteins, although BLJ expression was re-
duced in this background (Fig 1, I to L). SCR is
also detectable in the ground tissue of shr (9).
Taken together, our results indicate that the BIRDs
and SCR can be regulated in a manner that is
both dependent and independent of SHR, which
is consistent with the difference in the pheno-
types of blj jkd scr and shr.
The ground tissue lineage is initially specified

in the embryo (10). Inspection of blj jkd scr em-
bryos revealed that they developed ground tissue
during embryogenesis (Fig. 2A). In seedling roots,
we found that the ground tissue was present in
mature zones but frequently did not continue to
the meristem (fig. S2, A to L). Loss of the ground
tissue was detected after germination but became
more severe over time (fig. S2M).When the ground
tissue disappeared, the epidermis became direct-
ly juxtaposed with the stele, as shown by tissue-
specific markers (Fig 2, B to E). These results
indicate that the combined activity of the BIRDs
and SCR is crucial to maintain the ground tissue
lineage postembryonically.
The ground tissue marker J0571 was also lost

in cells that were apparently formed by division
of ground tissue cells (Fig. 1, D to G) and thus, the
critical role of BLJ, JKD, and SCR in maintain-
ing the ground tissue appears to be more than
maintenance of the division potential of the CEI.
Consistent with this hypothesis, other mutations
affecting stem cell niche activity or the orienta-
tion plane of niche asymmetric cell divisions do

not result in loss of cell lineages (11, 12). To deter-
mine if the loss of ground tissue was due to in-
correct specification of the CEI, we regenerated
roots from wild-type, scr, and blj jkd scrmutants
after resection of the root tip (fig. S3, A to C). In blj
jkd scr, there was a low regeneration frequency
(fig. S3D), but in those meristems that did regen-
erate, we found severely impaired regeneration
of ground tissue with, at most, one or two cells
after 2 days (Fig. 2, F and G). These cells failed
to establish a new ground tissue lineage and,
although a small amount of division occurred, ex-
pression of the ground tissue marker was nor-
mally lost (Fig. 2, H to J). scrmutants also showed
impaired regeneration of the ground tissue line-
age and failed to complete an entire layer (fig.
S4). Our results indicate that BLJ, JKD, and SCR
maintain CEI stem cells and their progeny post-
embryonically through specification of CEI identity.
The BIRDs and SCR are involved in regulation

of transcription associated with formative divi-
sions of the CEID and ground tissue cells (2, 6, 7).
To further investigate the dual role of the BIRDs
and SCR in generating and patterning the ground
tissue, we reconstructed a gene regulatory net-
work. Among the BIRDs, we focused on BLJ and
JKD because they have a specific role in ground
tissue establishment and identified their direct
targets through chromatin immunoprecipitation
(ChIP) followed by sequencing (table S2). To re-
construct the network, we used transcriptionally
regulated targets that were identified by the in-
tersection of ChIP-bound genes with previous
genome-wide expression data (for SHR), as well
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Fig. 3. BIRDs are determinants of ground tissue gene expression and form a network with SHR and SCR. (A) Network of SHR, BIRDs, SCR, and down-
stream transcription factor hubs. (B) Comparison of transcriptionally regulated targets. (C) Principal component analysis of the transcriptional profiles of ground
tissue–expressed genes in different mutants; inset: component weights. (D) Same profiles hierarchically clustered. (E) Redundancy among regulated genes.
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as with new microarray data that we generated
from blj jkd scr root meristems and from ground
tissue sorted cells of shr mutants in which we
amplified BIRDs and SCR expression using the
J0571xUAS system [tables S3 and S4; a detailed
description of network reconstruction is in (13)].
The resulting network (table S5) showed pro-
nounced overlaps between the genes regulated
by more than one transcription factor (Fig. 3A
and fig. S5). A more detailed analysis of the net-
work showed that in addition to directly regulat-
ing genes (~55%) in the SHR pathway (table S6),
the BIRDs and SCR also directly regulate genes
in other pathways, suggesting that genes not in
the SHRpathway are likely to be involved inmain-
taining ground tissue identity and may be acti-
vated through a transcriptional cascade (Fig. 3B).
To better understand how the BIRDs and SCR

regulate ground tissue identity, we analyzed their
ability to “rescue” ground tissue gene expression
in the shr background. As these factors are down-
regulated in shr, we amplified their expression
using the J0571xUAS-driven lines in shr (see
Methods). We then compared mRNA expres-
sion profiles of sorted ground tissue cells from
these lines with the expression profile of wild-
type ground tissue using principal component
analysis (PCA) and hierarchical clustering. As
an initial test, we asked if PCA could distinguish
between the ground tissue and other root tissues
as profiled in the RootMap (14) and found clear

separation (fig. S6, A and B). This provided con-
fidence to use PCA to infer the identity of the
transcriptome when each of the BIRDs was ex-
pressed in the shr ground tissue. Consistently,
PCA localized the BIRDs’ ground tissue tran-
scriptomes between shr and wild type (Fig. 3C).
This was also true for SCR, indicating that a
degree of rescue had occurred. In agreement
with the PCA, hierarchical clustering separated
the ground tissue transcriptome from other root
tissues and showed different levels of rescue pro-
vided by the BIRDs and SCR (Fig 3D and fig. S6,
C and D). JKD and SCR were able to rescue the
ground tissue transcriptomemore effectively than
did BLJ. This suggests that BLJ’s role may be to
regulate a set of genes that are complementary
to those regulated by JKD and SCR, leading to
a combinatorial action responsible for the phe-
notype of blj jkd scr. The contrasting expression
patterns of BLJ and JKD are consistent with
complementary activities. In addition, there was
greater overlap among genes regulated by SCRand
the BIRDs that showed a higher level of rescue of
the ground tissue transcriptome than with the
BIRDs that showeda lower level of rescue (Fig. 3E).
Our network indicated that SCR, BLJ, JKD,

MGP, and NUC are direct targets of SHR, where-
as IME is regulated through an intermediate tran-
scription factor. SCR, NUC, andMGP are activated
upon SHR induction (5). To better understand the
role of BLJ, JKD, and IMEdownstreamof SHR,we

performed a real-time polymerase chain reaction
analysis of gene expression after SHR induction
(Fig. 4A). We found that mRNA levels of SCR, BLJ,
JKD,MGP,NUC, and IME genes peaked at 6 hours,
coincident with the time of onset of asymmetric
divisions patterning the ground tissue. A large pro-
portion of the genes down-regulated in shr are acti-
vated by the BIRDs and SCR (Fig 4B), and some of
these had been previously identified to be acti-
vated at the time of the asymmetric divisions (fig.
S7A). This indicates that SHR activates the BIRDs
and SCR to induce gene expression associatedwith
patterning. It is, therefore, possible that activation
of downstream targets could be dependent on the
level of SCR and the BIRDs, with SHR being the
amplifying signal required for patterning. Inspec-
tion of the ground tissue in the J0571xUAS lines
showed formative divisions (fig. S7, B to H)
with high penetrance when BLJ was expressed
in the shr background (80% of roots, n = 20),
whereas other BIRDs and SCR could induce these
divisions onlywith substantially lower penetrance
(IME: 50%; others: 10%; n = 20).
As suggested by our network, we next asked if

BLJ, JKD, and SCR are required for SHR func-
tion in the ground tissue. For this purpose, we
fused SHR to a nuclear localization signal and
expressed it directly in the ground tissue under a
two-component system driven by the En7 pro-
moter, which is specific to the endodermis and
CEI (fig. S7, I to L).When expressed in awild-type

SCIENCE sciencemag.org 23 OCTOBER 2015 • VOL 350 ISSUE 6259 429

Fig. 4. BIRDs are activated by SHR and specify endodermis and cortex. (A) BIRD expression in ground tissue cells at different times after SHR induction.
(B) Venn diagrams comparing genes activated by BIRDs and SHR. (C) Heatmap of BIRD contribution to tissue-enriched expression. Ph: phloem; Xy: xylem; Va:
vasculature; Col: columella. (D to F) Optical root sections at 10 dpi.White arrows: Casparian strip; green arrows: lignin in xylem. (G to H) Cortex marker in 6 dpi
roots. (I and J) Model of postembryonic formation and maintenance of ground tissue. Scale bars, 10 mm.
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background, SHR generated additional ground
tissue layers, as previously described (7, 9). How-
ever, when expressed in combinations of mutants
involving blj jkd and scr, SHR failed to rescue the
formative cell divisions within the ground tissue.
These results indicate that BLJ, JKD, and SCR are
essential for SHR to carry out ground tissue pat-
terning. Furthermore, analysis of the contribution
of the BIRDs and SCR to generate specific gene
expression patterns showed that these transcrip-
tion factors were able to activate expression of
endodermis and cortex genes (Fig. 4C). Staining
for endodermis-specific attributes (the Casparian
strip) in the shr J0571xUAS lines showed that
BLJ (Fig. 4, D to F), along with the other BIRDs
and SCR (fig. S7, M to Q), could induce Casparian
strip formation subsequent to periclinal divisions
of the ground tissue. Expression of cortex-specific
markers required at least JKD, MGP, and NUC
(Fig. 4, G and H). SCZ, which is required for ex-
pression of some cortex-specific markers (15), is
also a target in the network. Our analysis suggests
that cortex identity requires multiple inputs from
the BIRDs. Therefore, the BIRDs and SCR, in ad-
dition to mediating SHR transcriptional compe-
tence (7), are endogenous effectors of ground tissue
patterning and can provide all the necessary in-
formation for the asymmetric divisions that are
activated by SHR to pattern the ground tissue.
Cell fate choices in all multicellular organisms

are governed by transcription factors. Their com-
binatorial expression and interactions are key to
tissue identity. The BIRDs and SCR play critical
roles in maintaining ground tissue identity in
postembryonic roots by specifying the CEI stem
cells that generate the ground tissue lineage (Fig.
4I). In addition, they are effectors of asymmetric
divisions that pattern the progeny of the CEIs
(Fig. 4J). The continuous control of multiple steps
of tissue formation by the same set of transcrip-
tion factors, independently of and dependent on
positional cues, is a sophisticated mechanism en-
suring plasticity in the regulation of cell fate.
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ALZHEIMER'S DISEASE

Reduced grid-cell–like representations
in adults at genetic risk for
Alzheimer’s disease
Lukas Kunz,1,2 Tobias Navarro Schröder,3 Hweeling Lee,1 Christian Montag,4

Bernd Lachmann,4 Rayna Sariyska,4 Martin Reuter,5,6 Rüdiger Stirnberg,1

Tony Stöcker,1 Paul Christian Messing-Floeter,1,2 Juergen Fell,2

Christian F. Doeller,3* Nikolai Axmacher1,2,7*†

Alzheimer’s disease (AD) manifests with memory loss and spatial disorientation. AD pathology
starts in the entorhinal cortex, making it likely that local neural correlates of spatial navigation,
particularly grid cells, are impaired. Grid-cell–like representations in humans can be measured
using functional magnetic resonance imaging.We found that young adults at genetic risk for AD
(APOE-e4 carriers) exhibit reduced grid-cell–like representations and altered navigational
behavior in a virtual arena. Both changes were associated with impaired spatial memory
performance. Reduced grid-cell–like representations were also related to increased hippocampal
activity, potentially reflecting compensatory mechanisms that prevent overt spatial memory
impairment in APOE-e4 carriers. Our results provide evidence of behaviorally relevant entorhinal
dysfunction in humans at genetic risk for AD, decades before potential disease onset.

L
ate-onset AD is the most common form of
dementia and one of the most challenging
diseases ofmodern society (1). Curative ther-
apies are still lacking, presumably because
they start too late (2). Therefore, the elu-

cidation of early pathomechanisms underlying
symptoms of AD is of high interest. We aimed at
identifying one of the potentially earliest neuro-
cognitive pathomechanisms in the development
of AD symptoms: We hypothesized entorhinal
dysfunction in young APOE-e4 carriers. Our hy-
pothesis was built on three previous findings:
First, the e4allele of theAPOE gene is the strongest
genetic risk factor for late-onset AD (3). Individ-
uals carrying one APOE-e4 allele are at threefold
increased risk of AD, and those carrying two
APOE-e4 alleles are atmore than 10-fold increased
risk (4). Second, early ADhistopathology appears in
the entorhinal cortex (EC) (5), where tau abnormal-

ities can already be observed in adults under the
age of 30 (6), especially in APOE-e4 carriers (7).
Third, the EC contains grid cells, a cell type in-
volved in spatial navigation. Grid cells fire when-
ever animals (8) or humans (9) traverse the vertices
of an internally generated grid tiling the spatial
environment into equilateral triangles. Their func-
tion has been linked to path integration (10, 11),
error correction (12), and themaintenance of place
cells (13), which exhibit only a singular firing field
(14). Hence, a possible dysfunction of grid cells
may provide an explanation for the symptom of
spatial disorientation in patients suffering from
AD. Proxies for grid cells, termed grid-cell–like
representations, are detectable in humans by
functional magnetic resonance imaging (fMRI).
The blood oxygenation level–dependent signal
of the EC depends on movement direction with
sixfold rotational symmetry. More specifically,
the contrast of brain activity during movements
aligned versus misaligned to the main axes of
a putative grid in a virtual arena leads to a
macroscopically visible fMRI signal in the right
EC (15).
We examined the effect of APOE-e4 on grid-

cell–like representations by comparing two groups
of healthy young adults (n = 38 APOE-e4/e3
carriers, termed “risk participants” from now on;
n = 37 e3/e3 carriers, “control participants”; table
S1). Participants completed a previously established
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paradigm for the detection of grid-cell–like rep-
resentations (15), during which they performed an
object-location memory task while navigating
freely in a virtual environment (Fig. 1 and figs. S1
and S2). Briefly, the analysis split the fMRI data
into two halves (Fig. 2 and tables S4 and S5): The
first half served to identify the angular orienta-
tion of the putative grid axes (separated by
angles of 60°, which is equivalent to the sixfold ro-
tational symmetry of the grid) relative to the en-
vironment in each participant’s right EC (16). The
second half of the data was then used to contrast
brain activity during movements aligned with
these grid axes versus brain activity during mis-
aligned movements. The averaged contrast val-
ues of aligned versus misaligned movements
across all voxels in the right EC reflect the mag-
nitude of grid-cell–like representations [exem-
plary participant-specific EC region of interest
(ROI); Fig. 2D]. We found significant grid-cell–
like representations in control participants (t36 =
2.318, P = 0.026) but not in risk participants (t37 =
–1.730, P = 0.092). In fact, the magnitude of grid-
cell–like representations was strongly reduced in
risk participants as compared to control partic-
ipants [t73 = 2.875, P = 0.005; Fig. 2; two-way
genotype × sex analysis of variance (ANOVA):
main effect of genotype, F1,71 = 8.695, P = 0.004;
nomain effect of sex, F1,71 = 0.709, P = 0.403; no
interaction, F1,71 = 1.838, P = 0.179]. Control analy-
ses showed that our finding in control partic-
ipantswas specific for sixfold rotational symmetry
and specific for the right EC (fig. S3). No struc-
tural changes of the right EC, which could po-
tentially account for the functional changes, were
observed (fig. S4).
In contrast to the genotype effect on grid-

cell–like representations, both genetic subgroups
showed similar spatial memory performance

(t73 = –0.109, P = 0.913; Fig. 1) as well as similar
basic behavioral characteristics (table S2). We as-
sume that the detrimental effect of APOE-e4 on
spatial memory becomes apparent only at older
age (17), when histopathological changes due to
presymptomatic AD have reached adjacent lim-
bic regions such as the hippocampus. However,
risk participants exhibited altered navigational
behavior. They showed a reduced preference to
navigate in the center of the arena (“central navi-
gational preference”; methods) as compared to
control participants (t73 = 2.551, P = 0.014; Fig.
1 and fig. S1; two-way genotype × sex ANOVA:
main effect of genotype, F1,71 = 6.293, P = 0.014;
no main effect of sex, F1,71 = 0.094, P = 0.761; no
interaction, F1,71 = 1.978, P = 0.164). This finding
was also reflected in a greater mean distance of
all virtual positions relative to the arena center in
risk participants (t73 = –3.003, P = 0.004; fig. S5).
Next, we examinedwhether theAPOE-dependent

changes of grid-cell–like representations and cen-
tral navigational preference were related to spa-
tial memory performance. Using linear multiple
regression (Table 1), we found that greater grid-
cell–like representations (in addition to higher
values of central navigational preference, younger
age and male sex) were positively related to spa-
tial memory performance (supplementary text
and fig. S6). This result strengthens the hypothesis
that EC-specific representations of space guide
behavior in humans (15, 18). Nevertheless, this
result also seemed paradoxical to us: Given that
APOE-e4 reduces grid-cell–like representations
and that reduced grid-cell–like representations
are associatedwith impaired spatialmemory per-
formance, how can we explain similar perform-
ance between both genetic subgroups? Therefore,
we hypothesized that there are compensatory
mechanisms in risk participants (19).

We anticipated hippocampal task-related ac-
tivity to be a compelling option for a potential
compensatorymechanismbecause the importance
of the hippocampus for spatial memory is well
established (20), and hippocampal activity is al-
tered in APOE-e4 carriers (21). Hippocampal
task-related activity (contrast of task versus im-
plicit baseline; methods and table S6) was nega-
tively correlated with grid-cell–like representations
across all participants (bilateral hippocampus:
Pearson’s r = –0.317, P = 0.006; Fig. 2; right hippo-
campus: r = –0.292, P = 0.011; left hippo-
campus: r = –0.320, P = 0.005). Particularly in
the posterior hippocampus, which is especially
relevant for spatial navigation [the bilateral
posterior third; see (22)], this relationship was
significantly more pronounced in risk partic-
ipants than in control participants (risk partic-
ipants: r= –0.545, P < 0.001; control participants:
r = –0.064, P = 0.707; difference between cor-
relation coefficients, z = –2.27, P = 0.023; fig. S7).
Because reduced grid-cell–like representations
were also correlated with increased task-related
activity of the EC and amygdala (fig. S8), we
then examined the behavioral relevance of hip-
pocampal task-related activity. Detailed analyses
revealed that increased task-related activity, par-
ticularly in the left posterior hippocampus, was
associated with better spatial memory perfor-
mance (supplementary text, tables S3 and S7,
and fig. S9). In short, increased hippocampal
activity could serve as a behaviorally relevant
compensatory mechanism for reduced grid-
cell–like representations. Nevertheless, increased
hippocampal activitymay also indicate a broader
disruption of medial temporal lobe computa-
tions promoting pathological processes [(23, 24);
for further discussion, see the supplementary
text].
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Fig. 1. Paradigm and behavioral results. (A) Participants performed an
object-location memory task while navigating freely in a circular virtual arena.
At the beginning of each trial, an everyday object was presented (“cue”) which
had to beplaced as accurately as possible at its correct location during retrieval
(“retrieval”). Participants received feedback via smiley faces (“feedback”) and
re-encoded the object position afterward (“re-encoding”). Dt, time for specific

trial phase. (B) For each participant, the drop error was calculated as the difference between response locations and correct locations averaged across trials.To
improve readability, drop error values were transformed into spatial memory performance values (methods). (C) Spatial memory performance does not differ
between control (APOE-e3/e3; n = 37) and risk (APOE-e4/e3; n = 38) participants. (D) Risk participants show a reduced preference to navigate within the arena
center as compared to control participants. All bars show mean and standard error of the mean (SEM) across participants. *P < 0.05.
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Next, we aimed at understanding the reduc-
tion of grid-cell–like representations in risk par-
ticipants in greater detail. In principle, reduced
grid-cell–like representations in fMRI could be
due to (i) temporal instability of the putative grid
axes across the entire experiment, (ii) spatial in-
stability of the putative grid axes within each half
of the experiment, or—similar temporal and spa-
tial stability between genetic subgroups in smaller
data segments provided—(iii) a relatively weaker
right EC contrast of aligned versus misaligned
movements. We sought to disentangle this ambi-
guity by first calculating one temporal stability
and one spatial stability value for each partic-
ipant (methods; Fig. 3). Temporal stability values
differed between genetic subgroups (t73 = 2.408,
P = 0.019), were positively correlated with grid-
cell–like representations (Pearson’s r = 0.736, P <
0.001; Fig. 3B), and were also negatively corre-
lated with hippocampal task-related activity (r =
–0.311, P = 0.007). Reduced temporal stability val-
ues were related to decreased functional connec-
tivity between the right EC and hippocampus,
possibly indicating a decoupling of both regions
associated with entorhinal dysfunction (r = 0.298,
P = 0.009; supplementary text and fig. S10). In
contrast, spatial stability values did not differ
between genetic subgroups and were not related
to the grid-cell–like representations (t73 = –0.143,
P = 0.887; r = –0.079, P = 0.501; Fig. 3). Finally, to
disentangle reduced grid-cell–like representations
from reduced temporal stability, we analyzed grid-
cell–like representations on shorter data segments
(methods). This analysis revealed significant grid-
cell–like representations in control participants
(t36 = 2.708, P= 0.010) but not in risk participants
(t37 = –0.788, P = 0.436), with a significant dif-
ference betweenboth groups (t73 = 2.315,P=0.023;
fig. S11), although the corresponding temporal
and spatial stability values did not differ between
groups (temporal stability: t73 = 1.459, P = 0.149;
spatial stability: t73 = –0.421, P = 0.675). Taken
together, this demonstrates that grid-cell–like rep-
resentations in risk participants were less robust
than in control participants (on a shorter time
scale) and that the grid orientations of potential
grid-cell–like representations were additionally
temporally instable in risk participants (on a
longer time scale).
Our results (summarized in fig. S12) support

the hypothesis that AD involves the dysfunction
of entorhinal grid cells. Adults at genetic risk for
AD exhibit strongly reduced fMRI representa-
tions of grid cells, and reduced grid-cell–like
representations are related to impaired spatial
memory performance (for a speculative inter-
pretation of the underlying mechanistic basis,
see the supplementary text). We also found a
reduced preference of risk participants to navi-
gate in the center of a virtual arena. This change
in navigational strategy may be interpreted (i) as
an attempt to correct errors in the grid code by
encounters with environmental boundaries (25),
(ii) as an uncertainty to rely on entorhinal path
integration mechanisms, (iii) as a shift toward
a response-based strategy relying on different
mountain-wall conjunctive features, or (iv) as a

result of inaccurate place fields in the arena
center due to impaired grid cell input on place
cells (26). Moreover, our results offer an expla-
nation for the previously observed hyperactivity
of certain brain areas in APOE-e4 carriers (27):
They may compensate for entorhinal dysfunc-
tion. Specifically, our data would be in line with
behaviorally relevant compensatory hyperactivity
of the hippocampus that could indicate a stronger
hippocampus-dependent boundary-based strat-

egy (28) or enhanced hippocampal path integra-
tion computations (29, 30) to counter impaired
entorhinal path integration. Such neuronal hy-
peractivity could cause partial benefits at a young
age (31) but may induce further pathological
spreading afterward (24), including the degrada-
tion of place cell firing, which has already been
shown in a mouse model of AD (32). Thus, the
increased hippocampal activationmay also reflect
an adverse condition. Our results could provide a
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Fig. 2. Grid-cell–like representations and compensatory hippocampal activity. (A) Analysis proce-
dure. (Left) The first half of the data was modeled with a general linear model (GLM), including one
regressor formovement in the virtual arena.Two parametric modulatorsmodel movement direction in 60°
space (sixfold rotational symmetry). t, time; a, running angle. (Middle) The putative grid orientation in 60°
space is calculated via the b values of these parametricmodulators (b1 and b2). Dividing by 6 yields the grid
orientation in 360° space. Blue areas depict resulting aligned bins. (Right) Fitting a newGLM to the second
half of the data allows the contrast of aligned versus misaligned movements to be calculated. (B) Grid-cell–
like representations in the right entorhinal cortex (EC) are present for control participants but not for risk
participants. In fact, grid-cell–like representations are reduced for risk participants as compared to
control participants. (C) Negative correlation of task-related hippocampal activity with themagnitude of
grid-cell–like representations (P=0.006). (D) Exemplary ROIs of one participant, created using Freesurfer
(methods). Red, right EC; blue, bilateral hippocampus; green, right amygdala. All bars showmean andSEM
across participants. Green dots represent control participants; red dots represent risk participants. Units
of all contrasts are parameter estimates. *P < 0.05, **P < 0.01.

Table 1. Multiple regression to predict spatial memory performance (N = 75 participants). Adjusted
coefficient of determination (R2) = 0.170. Multicollinearity was not a concern (all variance inflation

factors < 1.214).

Predictor b t P

Grid-cell–like representations 0.237 2.077 0.042
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Central navigational preference 0.236 2.130 0.037
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Genotype (control/ risk) 0.138 1.179 0.242
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Sex (male/female) –0.282 –2.643 0.010
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Age (years) –0.306 –2.830 0.006
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new basic framework for preclinical research on
AD and may provide a neurocognitive explana-
tion of spatial disorientation in AD. We empha-
size their early occurrence in young adulthood,
which may help to determine treatment onset
and to establish entorhinal dysfunction as a prog-
nostic marker. The amelioration of entorhinal
dysfunctionmight be a new therapeutic target in
the treatment of AD.

REFERENCES AND NOTES

1. H. W. Querfurth, F. M. LaFerla, N. Engl. J. Med. 362, 329–344 (2010).
2. R. A. Sperling, C. R. Jack Jr., P. S. Aisen, Sci. Transl. Med. 3,

111cm33 (2011).
3. E. H. Corder et al., Science 261, 921–923 (1993).
4. C. C. Liu, T. Kanekiyo, H. Xu, G. Bu, Nat. Rev. Neurol. 9,

106–118 (2013).
5. H. Braak, E. Braak, Acta Neuropathol. 82, 239–259 (1991).
6. H. Braak, K. Del Tredici, Acta Neuropathol. 121, 171–181 (2011).
7. E. Ghebremedhin, C. Schultz, E. Braak, H. Braak, Exp. Neurol.

153, 152–155 (1998).
8. T. Hafting, M. Fyhn, S. Molden, M. B. Moser, E. I. Moser, Nature

436, 801–806 (2005).
9. J. Jacobs et al., Nat. Neurosci. 16, 1188–1190 (2013).
10. G. Buzsáki, E. I. Moser, Nat. Neurosci. 16, 130–138 (2013).
11. M. E. Hasselmo, M. P. Brandon, Neural Plast. 2008, 658323

(2008).
12. S. Sreenivasan, I. Fiete, Nat. Neurosci. 14, 1330–1337 (2011).

13. D. Bush, C. Barry, N. Burgess, Trends Neurosci. 37, 136–145
(2014).

14. A. D. Ekstrom et al., Nature 425, 184–188 (2003).
15. C. F. Doeller, C. Barry, N. Burgess, Nature 463, 657–661 (2010).
16. Materials and methods are available as supplementary

materials on Science Online.
17. F. Berteau-Pavy, B. Park, J. Raber, Neuroscience 147, 6–17 (2007).
18. M. J. Chadwick, A. E. Jolly, D. P. Amos, D. Hassabis,

H. J. Spiers, Curr. Biol. 25, 87–92 (2015).
19. S. Y. Bookheimer et al., N. Engl. J. Med. 343, 450–456 (2000).
20. B. A. Strange, M. P. Witter, E. S. Lein, E. I. Moser, Nat. Rev.

Neurosci. 15, 655–669 (2014).
21. N. Filippini et al., Proc. Natl. Acad. Sci. U.S.A. 106, 7209–7214

(2009).
22. M. S. Fanselow, H. W. Dong, Neuron 65, 7–19 (2010).
23. A. Bakker et al., Neuron 74, 467–474 (2012).
24. A. W. Bero et al., Nat. Neurosci. 14, 750–756 (2011).
25. K. Hardcastle, S. Ganguli, L. M. Giocomo, Neuron 86, 827–839

(2015).
26. L. Muessig, J. Hauser, T. J. Wills, F. Cacucci, Neuron 86,

1167–1173 (2015).
27. A. J. Trachtenberg, N. Filippini, C. E. Mackay, Neurobiol. Aging

33, 323–334 (2012).
28. C. F. Doeller, J. A. King, N. Burgess, Proc. Natl. Acad. Sci. U.S.A.

105, 5915–5920 (2008).
29. T. Wolbers, J. M. Wiener, H. A. Mallot, C. Büchel, J. Neurosci.

27, 9408–9416 (2007).
30. K. R. Sherrill et al., J. Neurosci. 33, 19304–19313 (2013).
31. C. R. Mondadori et al., Cereb. Cortex 17, 1934–1947 (2007).
32. F. Cacucci, M. Yi, T. J. Wills, P. Chapman, J. O’Keefe, Proc. Natl.

Acad. Sci. U.S.A. 105, 7863–7868 (2008).

ACKNOWLEDGMENTS

The authors thank H. Boecker, V. Heise, W. Huijbers, T. Reber,
and S. Remy for comments on the manuscript and A. Rühling
and Y. Sagik for their help with fMRI scanning. We also thank all of
the participants for their participation in this study. L.K. was
supported by a Bonfor dissertation stipend of the Medical Faculty
of the University of Bonn and a stipend of the German National
Academic Foundation (Studienstiftung des deutschen Volkes).
C.M. is funded by a Heisenberg grant awarded to him by the
German Research Foundation (DFG, MO 2363/3-1). P.C.M.F. was
supported by a stipend of the Konrad Adenauer Foundation
(Konrad-Adenauer-Stiftung). C.F.D. and T.N.S. are supported by
the European Research Council (grant ERC-StG 261177) and
the Netherlands Organisation for Scientific Research (grant
NWO-Vidi 452-12-009). N.A. received DFG funding from Emmy
Noether grant AX82/2 and together with J.F. via the
Sonderforschungsbereich 1089. The authors declare no
conflicts of interest. All raw data are archived at the German
Center for Neurodegenerative Diseases (DZNE), Bonn.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/350/6259/430/suppl/DC1
Materials and Methods
Supplementary Text
Figs. S1 to S12
Tables S1 to S7
References (33–62)

17 June 2015; accepted 23 September 2015
10.1126/science.aac8128

SCIENCE sciencemag.org 23 OCTOBER 2015 • VOL 350 ISSUE 6259 433

Fig. 3. Stability metrics of grid-cell–like representations. (A) Exemplary
plots from one participant per group show temporally stable grid orientations
(connected by green lines) and temporally instable grid orientations (red lines)
of individual voxels, leading to one percentage value per participant (“temporal
stability”). The exemplary plot for the risk participant indicates that the voxel-
wise grid orientations change between the two halves of the data (lines be-
tween circles), but that within each half, the voxel-wise grid orientations are
clustered (dots placed on the different circles, see spatial stability). (B) Tem-
poral stability values show a reduction in risk participants and are highly

correlated with grid-cell–like representations (P < 0.001), suggesting temporal
instability as a cause of reduced grid-cell–like representations. (C) Exemplary
plots showing spatially stable grid orientations estimated from the first half of
the data (Rayleigh’s z > 11 for both). (D) Contrarily to temporal stability, spatial
stability values do not differ between genetic subgroups and are not related to
grid-cell–like representations. All bars show mean and SEM across partic-
ipants, separately for both groups. Green dots represent control participants;
red dots represent risk participants. Units of all contrasts are parameter es-
timates. *P < 0.05, **P < 0.01, ***P < 0.001.
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MICROBIAL METABOLISM

Methane metabolism in the archaeal
phylum Bathyarchaeota revealed by
genome-centric metagenomics
Paul N. Evans,1* Donovan H. Parks,1* Grayson L. Chadwick,2 Steven J. Robbins,1

Victoria J. Orphan,2 Suzanne D. Golding,3 Gene W. Tyson1,4†

Methanogenic and methanotrophic archaea play important roles in the global flux of
methane. Culture-independent approaches are providing deeper insight into the diversity
and evolution of methane-metabolizing microorganisms, but, until now, no compelling
evidence has existed formethanemetabolism in archaea outside the phylumEuryarchaeota.
We performed metagenomic sequencing of a deep aquifer, recovering two near-complete
genomes belonging to the archaeal phylum Bathyarchaeota (formerly known as the
Miscellaneous Crenarchaeotal Group). These genomes contain divergent homologs of
the genes necessary for methane metabolism, including those that encode the
methyl–coenzyme M reductase (MCR) complex. Additional non-euryarchaeotal
MCR-encoding genes identified in a range of environments suggest that unrecognized
archaeal lineages may also contribute to global methane cycling. These findings
indicate that methane metabolism arose before the last common ancestor of the
Euryarchaeota and Bathyarchaeota.

A
naerobic archaea are major contributors
to global methane cycling. Methanogenic
archaea are estimated to produce one bil-
lion tons of methane per year, with an
equal amount estimated to be oxidized by

archaeal methanotrophs (1). All previously de-
scribed archaeal methane-metabolizing micro-
organisms belong to the phylum Euryarchaeota
(2) and share a core set of bidirectional enzymes
responsible for their respective metabolisms (3).
This restricted phylogenetic distribution has led
to the hypothesis that archaeal methane metabo-
lism originated within the Euryarchaeota (4),
although an origin outside this phylum has also
been proposed (5). Recent advances in metage-
nomic techniques are allowing population ge-
nomes to be recovered en masse across many
previously uncultivated archaeal lineages and
from increasingly complex environments (6, 7).
This has greatly expanded our understanding of
the metabolic capabilities of these lineages; how-
ever, nomethanogenic ormethanotrophic archaea
have been discovered thus far outside of the
Euryarchaeota phylum.
The recently proposed Bathyarchaeota phy-

lum (formerly the Miscellaneous Crenarchaeotal
Group, MCG) represents an evolutionarily di-
verse group of microorganisms (8–11) found in a
wide range of environments, including deep-

ocean and freshwater sediments (9, 12, 13). The
high abundance of bathyarchaeotal 16S ribo-
somal RNA (rRNA) genes and lipid biomarkers
within sulfate-methane transition zones has led
to speculation that members of this lineage may
be involved in dissimilatory anaerobic oxidation
of methane, coupled to organic carbon assimila-
tion (14). However, no Bathyarchaeota have been
successfully cultured, and the only genomic rep-
resentative is a ~21% complete single-cell ge-
nome, AB-536-E09 (E09), which was obtained
from marine sediments (13). Although the E09
genome appears to belong to a peptide fermenter,
its full metabolic potential is not understood
because of its genome being incomplete. Given the
wide environmental and phylogenetic diversity of
Bathyarchaeota, additional genomes are required

to understand the metabolic capabilities of this
understudied phylum.
In this study, we collected microbial biomass

from filtered formation waters in 11 coal-bed
methane wells within the Surat Basin (Queens-
land, Australia; fig. S1). Recovered DNA was se-
quenced, assembled, and binned into population
genomes (supplementary materials). From the
CX-10 sample, 19 population genomes were re-
covered (table S1), including two Bathyarchaeota
genomes estimated to be ~92% (BA1) and ~94%
(BA2) complete, as determined by the presence of
single-copy marker genes (Table 1). A genome
tree, inferred from 144 phylogenetically inform-
ative genes, places the BA1 and BA2 genomes
and the E09 single-cell genome in a well-supported
phylum that is sister to the Thaumarchaeota
and Aigarchaeota phyla (Fig. 1A). The 16S rRNA
gene tree is congruent with the genome tree and
places these genomes with environmental clones
belonging to Bathyarchaeota (Fig. 1B). The BA1
and BA2 genomes only share 656 genes (31.5%),
with an average amino acid identity of 67.0%,
and they have a 16S rRNA sequence identity of
90.5% (table S2), indicating that they represent
separate genera or families (15, 16). E09 repre-
sents a distinct bathyarchaeotal family from BA1
and BA2, based on 16S rRNA sequence identity
(81.5% to BA1, 83.5% to BA2), and shares 56 of
its 603 genes (9.3%) with these genomes (fig. S2
and table S3).
Metabolic reconstruction of the BA1 genome

revealed the presence of many genes in the
Wood-Ljungdahl pathway and key genes as-
sociated with archaeal methane metabolism
(Fig. 2 and table S4)—most importantly, those
that encode the methyl–coenzyme M reductase
complex (MCR) (mcrABG and putativelymcrCD;
supplementary text). The BA1 genome contains
genes for methanogenesis from methyl sulfides
(mtsA),methanol (mtbA), andmethylated amines
(mtaA, mttBC,mtbBC), as well as threemtrH sub-
units, each collocatedwith a corrinoid protein (Fig.
2). The presence of these genes suggests the po-
tential for diverse methyl compound utilization,
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Table 1. Summary statistics of Bathyarchaeota genomes.

BA1 (this study) BA2 (this study) E09 [from (13)]

Completeness* 91.6% 93.8% 21.5%
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Contamination* 2.8% 3.7% 0.0%
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Total length (base pairs) 1,931,714 1,455,689 529,171
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

GC content 47.1% 44.2% 43.3%
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of scaffolds 89 57 87
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of contigs 96 58 87
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

N50 of contigs 32,677 43,519 13,721
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Number of coding sequences† 2403 1761 603
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Coding density 80.8% 83.6% 81.7%
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Average coverage 35.8 49.8 no data
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

Relative abundance‡ 0.92% 1.03% no data
. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... .. ... ... .. ... ... .. ... ... .. ... .. ... ... .

*Based on lineage-specific marker sets determined with CheckM (28). †Inferred with Prodigal (29).
‡Estimated from the proportion of reads mapped to the genome.

RESEARCH | REPORTS

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
O

ct
ob

er
 2

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

O
ct

ob
er

 2
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


similar to that found in obligate H2-utilizing
methylotrophic methanogens belonging to the
orderMethanomassiliicoccales (17). Additionally,
these genes may be sufficient for methyl group
transfer directly to tetrahydromethanopterin
(H4MPT) for carbon assimilation (18). Further,
12 novel methyltransferases with high similarity
to each other, but divergent from known methyl-
transferases, were also identified in the genome,
suggesting that this microorganism may use ad-
ditional methylated compounds. However, the
absence of most subunits of the Na+-translocating
methyl-H4MPT:coenzyme M methyltransferase
(MTR; encoded by mtrABCDEFG) suggests that
BA1 is unable to perform hydrogenotrophic
methanogenesis.
BA1 also contains genes (hdrABC andmvhADG)

that encode a conventional heterodisulfide
reductase–F420 nonreducinghydrogenase electron-
bifurcating complex, which is needed for the
cycling of coenzyme M (CoM) and coenzyme B
(CoB). In addition, three copies of the gene for
heterodisulfide reductase subunit D (hdrD) were
found collocated with the gene for cytoplasmic
flavin adenine dinucleotide–containing dehydro-
genases (glcD), a gene arrangement also found in
the lactate utilization operon of Archaeoglobus
fulgidis (19). This indicates that lactate may also

serve as an electron donor for the reduction of
the heterodisulfide in methanogenesis, function-
ally replacing methanophenazine and HdrE as
the source of electrons for HdrD. The absence of
HdrE is also seen in some methylotrophic metha-
nogens belonging to the recently described order
Methanomassiliicoccales,which also lack the genes
for the MTR complex (17). In addition to the
missingMTR subunits, the BA1 genome also lacks
most other energy-conserving complexes, includ-
ing the F420H2 dehydrogenase (encoded by fpo),
energy-converting hydrogenases A and B (eha and
ehb), Rhodobacter Nitrogen Fixation complex, and
V/A-type adenosine triphosphate (ATP) synthase.
The only complex capable of conserving energy
via ion pumping is an energy-converting hy-
drogenase (encoded by ech), which may be suf-
ficient for energizing the membrane for solute
transport in the absence of energy-generating
mechanisms. To ensure that our results did not
reflect contamination within the BA1 population
genome, we examined contigs encoding genes
associated with methane metabolism to ensure
that they agreedwith the average guanine-cytosine
(GC) content, coverage, and tetranucleotide fre-
quencies of the genome (fig. S3).
Similar to BA1, the BA2 genome contains genes

that encode the MCR complex (mcrABGCD) and

a number of additional genes typical of methane
metabolism (hdrABC, hdrD, andmvhADG) (Fig. 2
and fig. S4). These include homologs to the genes
for the novel methyltransferases found in BA1,
suggesting that BA2 may also be capable of
methylotrophic methanogenesis. However, in
contrast to BA1, the majority of genes involved
in the methyl branch of the Wood-Ljundahl
pathway either were not identified or appeared
to be repurposed. For example, the gene for
formylmethanofuran:H4MPT formyltransferase
(ftr) was present in the BA2 genome, but it was
found in an operon for purine biosynthesis and
may have been co-opted into the formyl trans-
ferase reactions in this pathway. Additionally, the
H4MPT biosynthesis genes (mptBN) have greater
sequence similarity to bacterial homologs than to
euryarchaetoal or BA1 homologs. Chemiosmotic
energy-conserving complexes were also absent in
the BA2 genome, including the energy-conserving
hydrogenase complex (ech) found in BA1.
In addition to the differences between their

methane-metabolism pathways, comparative
genomic analysis identified other metabolic dif-
ferences between the BA1 and BA2 genomes.
Similar to the peptide-fermenting lifestyle inferred
from the E09 single-cell genome (13), BA1 can
generate acetyl–coenzyme A (CoA) from oxidative
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Fig. 1. Phylogenetic trees showing the placement of the BA1, BA2, and E09
genomes in the archaeal phylum Bathyarchaeota. (A) Maximum-likelihood
tree of 295 archaea, inferred from a concatenated alignment of 144 proteins
and rooted with the DPANN (Diapherotrites Parvarchaeota Aenigmarchaeota
NanoarchaeotaNanohaloarchaeota) superphyla (27). Support values are shown
withwhite (≥80%) and black (≥90%) circles and indicate theminimumsupport
under nonparametric bootstrapping, gene jackknifing, and taxon jackknifing
(supplementary materials). (B) Maximum-likelihood 16S rRNA gene tree

showing the placement of bathyarchaeotal representatives relative to environ-
mental sequences, including genes recovered from Coal Oil Point.Thaumarch-
aeota and Aigarchaeota 16S rRNA sequences from reference genomes were
used as an outgroup. Bathyarchaeota (formerly MCG) groups are based on
the classification in (9). Nonparametric support values are shown with white
(≥80%) and black (≥90%) circles. Environmental context and genomes or
National Center for Biotechnology Information accession numbers are given.
Scale bars indicate expected number of substitutions per site.
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deamination of amino acids by glutamate de-
hydrogenase (encoded by gdh), aspartate amino-
transferases (aspC), and 2-oxoacid:ferredoxin
oxidoreductases (kor, ior, por, and vor). Alde-
hydes generated by these oxidoreductases can
also be used to generate reduced ferredoxin and
oxoacids viamultiple aldehyde:ferredoxin oxidor-
eductases (aor or for) (20). Consistentwithpeptide
fermentation, the BA1 genome contains multiple
peptidases and amino acid and oligopeptide
transporters (Fig. 2). Acetyl-CoA generated in the
above reactions, or through the reductive acetyl-
CoA pathway, can be used for ATP formation
through theadenosinediphosphate (ADP)–forming
acetyl-CoA synthase (encoded by acd). The BA1
genome also contains a putative maltose trans-
porter and an a1-4 glycosyl hydrolase (GH family
38), indicating that glucose may be used as a
carbon or energy source. Similar characteristics
of peptide fermentation and maltose utilization
are seen in Pyrococcus and other nonmethanogen-
ic archaea (20). In contrast, BA2 appears to be a
fatty-acid oxidizer, generating ATP from acetyl-
CoA formed through b-oxidation and oxidation
of pyruvate via the pyruvate:ferrodoxin oxidore-
ductase (encoded by por). Genes for acetate as-
similation via phosphotransacetylase (pta) or
acetate kinase (ack) were not identified in either

genome. BA2 is predicted to be able to synthesize
all 20 standard amino acids, whereas BA1 appears
to be auxotrophic for histidine, proline, trypto-
phan, tyrosine, andphenylalanine, consistentwith
its ability to take up amino acids from the envi-
ronment (Fig. 2).
MCR is the only catabolic enzyme shared by all

methane-metabolizing organisms and has not
previously been identified in microorganisms
outside Euryarchaeota. To further explore the dis-
tribution and diversity of this complex,mcrA gene
sequences fromBA1 andBA2were used to identify
homologs across the Surat Basin and 2705 publicly
availablemetagenomes.Non-euryarchaeotalmcrA
genes were recovered from 8 of the 11 Surat Basin
samples, and these genes cluster with those from
BA1 and BA2 (Fig. 3 and table S5). An additional
five nearly full-lengthmcrA genes were recovered
from hydrocarbon-seep samples from Coal Oil
Point (Santa Barbara, California), and these se-
quences constitute sister lineages to the Surat
Basin mcrA sequences (Fig. 3 and table S5).
Non-euryarchaeotalmcrA gene fragments (50 to
98% amino acid similarity) were also identified
in other high–methane flux environments, in-
cluding tar sand tailing ponds (Alberta, Canada),
petroleum reservoir sediments (North Sea, UK),
and several aquatic environments (table S6).

These results show that there is substantialmcrA
diversity outside of the Euryarchaeota phylum,
which may even extend beyond the Bathyarch-
aeota phylum. This diversity has previously gone
unrecognized, because commonly used polymer-
ase chain reaction primers formcrA fail to amplify
these divergent genes (fig. S5). Our results also
indicate that not all Bathyarchaeota encodemcrA.
Bathyarchaeotal mcrA genes were not identified
in many metagenomes, where a substantial pro-
portion of the community were inferred to be-
long to this phylum (table S7), which explains
conflicting observations about Bathyarchaeota
and their role in methane metabolism (11, 21).
Consistent with the MCR subunit A (McrA) tree
(Fig. 3), trees for McrB and McrG show substan-
tial divergence between euryarchaeotal sequences
and homologs from the Surat Basin and Coal Oil
Point, including the gene sequences identified
within the BA1 and BA2 genomes (figs. S6 to S8).
The congruent topologies of these gene trees sup-
port the hypothesis that the MCR complex has
coevolved as a functional unit and that methane
metabolism was present in the last common an-
cestor of Euryarchaeota and Bathyarchaeota.
Despite the divergence of these novel McrA

genes from their euryarchaeotal homologs (Fig.
3), they appear to be functionally conserved. The
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Fig. 2. Key metabolic pathways in the BA1 and BA2 genomes. Genes and pathways found in both BA1 and BA2 (black), only found in BA1 (blue), only
found in BA2 (orange), or missing from both genomes (gray) are indicated. Genes associated with the pathways highlighted in this figure are presented in
tables S9 (BA1) and S10 (BA2). In the BA1 genome, +mtrH genes are adjacent to corrinoid proteins. A bathyarchaeotal contig containing mcrCD genes
was identified in the metagenome, which probably belongs to the BA1 genome (supplementary text). EMP/ED, Embden-Meyerhof-Parnas/Entner–Doudoroff
pathway; TCA, tricarboxcylic acid.
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ligand-binding sites for CoB, CoM, and cofactor
F430 (22) are largely conserved or have comple-
mentary amino acid substitutions to extant pro-
teins (fig. S9 and table S8). Additionally, all
functionally important residues in McrB and
McrG proteins are conserved across the BA1 and
BA2 proteins and their euryarchaeotal homologs
(table S8). This strongly suggests that the MCR
complex in these genomes can perform the same
chemistry as its euryarchaeotal counterparts. Struc-
ture prediction of the McrA, McrB, and McrG
proteins within the BA1 genome revealed high
conservation with the crystal structures from
Methanopyrus kandleri (fig. S10), indicating the
potential for protein-ligand binding of CoB, CoM,
and F430 (fig. S11). Despite the absence of almost
all genes required for the synthesis of CoM and
CoB in BA1 and BA2 (tables S9 and S10), these
compounds remain the most likely substrates,
based on the conserved nature of theMCR active
sites. An N-terminal extension and a 19–amino
acid insertion specific to the non-euryarchaeotal
McrA protein sequences reside close to each other
in the tertiary structure, despite being separated
by ~300 amino acids in the primary sequence,
suggesting that these may be involved in novel
interactions with other protein complexes (fig.
S10). Additionally, BA2 contains a homolog of
the ATP-binding protein AtwA (component A2)
that was recently shown to be necessary forMCR

activation in vitro (23), providing further evidence
that a functional MCR complex is present in
Bathyarchaeota (table S10).
The ability of BA1 and BA2 to carry out com-

plex fermentation and b-oxidation, respectively,
is unique among archaeal methanogens and
methanotrophs (2). The presence of methane-
metabolizing genes in a genome capable of com-
plex fermentation leads us to hypothesize that
BA1 is a methylotrophic methanogen that uses
reduced ferredoxin, generated during fermenta-
tion of amino acids and maltose, to reduce
methyl groups from diverse organic sources to
methane (Fig. 2 and supplementary text). In
contrast, we predict that BA2 derives its energy
from fatty acid metabolism, and the presence of
a gene for acetyl-CoA synthase (acs) suggests that
carbon can be incorporated into biomass from
acetate. However, like BA1, BA2 also appears to
have the potential for methylotrophic methano-
genesis using a wide range of methylated com-
pounds (Fig. 2). Both BA1 and BA2 appear to
lack ATP synthase genes, suggesting that they
are restricted to substrate-level phosphorylation
to gain energy. Although bacterial and archaeal
genomes lacking ATP synthase genes have been
recovered from a contaminated aquifer (7, 24),
the absence of these genes in microorganisms
with a methanogenic lifestyle is unexpected. These
genes may be contained in the missing fraction

(<10%) of the BA1 or BA2 genome, although this is
unlikely, because they are absent in both genomes
and could not be identified in the metagenomic
data. Given the outstanding questions about these
bathyarchaeotal genomes and the bidirectionality
of the enzymes involved in archaeal methane
metabolism, it remains possible that these orga-
nisms could gain energy from the oxidation of
methane (14). Although no genes were identi-
fied for coupling methane oxidation to known
electron acceptors (25, 26), it is possible that
CO2 could act as an electron acceptor in the
reversal of acetoclastic methanogenesis, produc-
ing acetate for a syntrophic association (supple-
mentary text). The discovery of bathyarchaeotal
and non-euryarchaeotal methane-metabolizing
lineages has potentially important consequences
for our understanding of the carbon cycle and
directly affects our interpretation of the origin
and evolutionary history of the MCR complex.
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Mechanosensitive channel MSL8
regulates osmotic forces during
pollen hydration and germination
Eric S. Hamilton, Gregory S. Jensen, Grigory Maksaev, Andrew Katims,*
Ashley M. Sherp, Elizabeth S. Haswell†

Pollen grains undergo dramatic changes in cellular water potential as they deliver the
male germ line to female gametes, and it has been proposed that mechanosensitive ion
channels may sense the resulting mechanical stress. Here, we identify and characterize
MscS-like 8 (MSL8), a pollen-specific, membrane tension–gated ion channel required
for pollen to survive the hypoosmotic shock of rehydration and for full male fertility.
MSL8 negatively regulates pollen germination but is required for cellular integrity during
germination and tube growth. MSL8 thus senses and responds to changes in
membrane tension associated with pollen hydration and germination. These data
further suggest that homologs of bacterial MscS have been repurposed in eukaryotes
to function as mechanosensors in multiple developmental and environmental contexts.

M
echanosensitive (stretch-activated) ion
channels provide an evolutionarily con-
served mechanism for the perception of
mechanical force at the membrane (1).
The mechanosensitive channel of small

conductance (MscS) fromEscherichia coli belongs
to a large and structurally diverse family of pro-
teins encoded in bacterial, archaeal, plant, and
fungal genomes (2, 3). Bacterial MscS homologs
prevent cellular lysis upon hypoosmotic shock by
releasing osmolytes from the cell in direct re-
sponse to increased lateralmembrane tension (4).
MscS-like (MSL) proteins in plants exhibit homol-
ogy to the pore-lining domain of E. coli MscS;

outside of this region, they showdiverse domains
and topologies (3) (fig. S1, A and B). Arabidopsis
thaliana mutants lacking functional MSL genes
respond normally to externally applied osmotic
or mechanical stresses (5).
We therefore hypothesized that MscS homo-

logs in plants may sense and respond to rapid
changes in water status (and thereforemembrane
tension) that are intrinsic to the plant life cycle
rather than environmentally imposed. Several
such events occur during the development of pol-
len, the multicellular haploid life stage of plants
that harbors the male gametes (6). In most an-
giosperms, including A. thaliana, the last stage
of pollenmaturation is partial dehydration (<30%
water content) (7). Once the desiccated pollen
grain contacts the stigma cells of a compatible fe-
male flower, stigma exudate enters the grain and
reactivates its metabolism (8). The pollen tube

germinates, breaking through the grain cell wall
and proceeding via polarized tip growth toward
female gametes inside the ovaries (9). The me-
chanical stress exerted on pollen membranes and
cell walls (10, 11) and the spatially and temporally
dynamic ion fluxes known to be essential for pol-
len grain germination and tube growth (12) sug-
gest a role for stretch-activated ion channels (13).
Mechanosensitive cation channel activities have
beendetected in pollen grain and tubemembranes
(14), but their molecular identity and physiological
functions remain unknown.
A. thalianaMSL8 (At2g17010) transcripts were

detected in mRNA isolated from floral but not
leaf or root tissue (fig. S1C). In transgenic plants
expressing genomic MSL8 fused to green fluo-
rescent protein (gMSL8-GFP) under the control
of native sequences, fluorescence was observed
inside half of the pollen grains within the anthers
of the hemizygous first transformed T1 generation
(Fig. 1A). gMSL8-GFP signal was observed in tri-
cellular and mature pollen (Fig. 1, B to F) (6) but
not in any other tissue. MSL8 transcripts were
identified in an RNA-sequencing data set from
mature, dry pollen (15) (fig. S1D). Phylogenetic
analysis suggests that male-specific expression of
MSL genes evolved in both monocot and dicot
lineages (fig. S2).
MSL8-GFP expressed from endogenous se-

quences localized both to the plasma membrane
and to endomembrane compartments in pollen
grains, and upon germination was mobilized to
the tube periphery (Fig. 1, G andH), as didMSL8-
YFP (yellow fluorescent protein) expressed from
the strong pollen-specific promoter LAT52 (Fig. 1I)
(16). MSL8-YFP colocalized with the pollen plas-
ma membrane protein CPK34 (17) but not with
an endoplasmic reticulum marker (maximum
Pearson’s correlation coefficients of 0.66 and 0.09,
respectively) (Fig. 1, J to L, and fig. S3), and there
was no substantial overlap with Golgi or vacuole
markers (fig. S4). A similar internal localization
pattern has been observedwith other pollen plas-
ma membrane proteins (18, 19).
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MSL8 produced mechanosensitive ion chan-
nel activity when expressed in Xenopus laevis oo-
cytes (Fig. 2A and fig. S5, A and B). In this system,
MSL8 (orMSL8-YFP,whichwas indistinguishable)
(fig. S5C) had a unitary conductance of 57 pS un-
der negative membrane potentials and 39 pS un-
der positive membrane potentials (Fig. 2B); the
conductance of MscS is ~300 pS under similar
conditions (20). MSL8 exhibited a 6.3-fold pref-

erence for chloride over sodium (Fig. 2C) and is
therefore more anion-selective thanMscS, which
has a permeability ratio (PCl:PK) of 1.2 to 3.0 (21).
Finally, the gating threshold pressure for MSL8
was higher than that ofMscS (–48.2 ± 14.8mmHg
and –19.1 ± 5.1 mmHg, respectively; n = 9 patches)
(fig. S5, D and E). MSL8 activity was unaffected by
treatment withMgCl2, ruthenium red, or tetrame-
thylammonium-Cl (figs. S5C and S6, A to C). A

mechanosensitive channel activity with conduct-
ance similar to MSL8 under the same conditions
was occasionally detected in wild-type Col-0 pol-
len protoplasts (5 of 58 patches) and may corre-
spond to the endogenous MSL8 channel (Fig. 2D
and fig. S6, D to F). Final confirmation will re-
quire demonstrating the loss of channel activity
in msl8mutant pollen grains.
Two transfer DNA (T-DNA) insertion alleles

were identified that resulted in the reduction and
loss of detectableMSL8 transcripts in the flower,
msl8-1 andmsl8-4, respectively (fig. S7, A and B).
The null msl8-4 allele was transmitted through
the male germ line with reduced efficiency, while
it was transmitted normally through the female
germ line (Fig. 3A). Even modest transmission
defects will result in rapid purification from a
natural population, as pollen-specific genes are
subject to strong selection against deleterious
mutations (22). We detected no obvious morpho-
logical defects in the coat or cell wall of desiccated
msl8-4 pollen grains (Fig. 3B).
To test the hypothesis that MSL8 is required

for pollen to survive the osmotic downshift ex-
perienced during rehydration, we quantified the
viability of mature pollen after rehydration in
distilled water. Whereas wild-type pollen exhib-
ited 83 to 95% viability over the 2-hour time
course,msl8-4 pollen viability dropped from38%
to 21%, andmsl8-1 pollen viability dropped from
wild-type levels to 46% (Fig. 3C-D). This pheno-
typewas rescuedby the gMSL8-GFP transgene in
both mutant backgrounds (fig. S7, C and D).
While the osmotic shock of in vitro hydration

in distilled water is more extreme than pollen
grains are likely to experience in vivo,msl8-4 pol-
len also shows a defect in viabilitywhen hydrated
in low concentrations of polyethylene glycol (PEG)
3350 (Fig. 3E). These results are consistent with
previous work showing that even slow rates of os-
motic downshock are lethal to an E. coli strain lack-
ingmechanosensitive ion channels (23). Increasing
the osmolarity of the hydration medium led to
corresponding increases in pollen viability. The
in vivo hydration rate of msl8-4 pollen did not
differ from the wild type (fig. S7E). Finally,msl8-4
pollen grains dissected from anthers before des-
iccation showedwild-type viability uponhydration
(Fig. 3F). Thus, msl8 pollen developed normally
and was fully viable before dehydration, and its
loss of viability when hydrated can be attributed
to the hypoosmotic challenge of water entering
the desiccated grain.
MSL8 also plays a role in pollen germination.

During in vitro germination assays,msl8-4 pollen
grains and germinated tubes burst 26% of the
time, whereas only 3% of the wild type burst
(Fig. 4, A to C). Pollen bursting is associated with
cell-wall defects and lesions in ion channel genes
and is thus thought to result from a failure to
balance osmotic pressure with the strength of
the cell wall (19).msl8-4 andmsl8-1 pollen germ-
inated at a higher rate than the corresponding
wild type (both burst and intact tubes: 43% in
msl8-4 and 57% inmsl8-1; compare to 20% and
23% in Ler and Col-0, respectively) (Fig. 4, A to C).
Conversely, overexpression of LAT52pMSL8-YFP
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Fig. 1. MSL8 is expressed in mature pollen grains and localizes to the plasma membrane and
endomembranes of pollen grains and germinating tubes. (A) Confocal image of GFP signal in a
dissected anther from stage 12 flowers of a gMSL8-GFP T1 plant. Asterisks mark transgenic pollen. The
pollen cell wall is autofluorescent, but internal fluorescence is ascribed to MSL8-GFP. (B to F) Confocal
images of GFP (green) and 4´,6-diamidino-2-phenylindole (DAPI) signal (blue) during pollen devel-
opment. (B) Tricellular pollen from a nontransformed line. Pollen was isolated from a gMSL8-GFP–
expressing line at the (C) microspore, (D) bicellular, (E) tricellular, and (F) mature stages of development.
(G and H) Confocal images of ungerminated (G) and in vivo germinated (H) pollen grains in a gMSL8-
GFP–expressing line. (I) A germinated pollen tube from a line expressing LAT52pMSL8-YFP. (J) MSL8-
YFP (green) overlaid with CPK34-mCherry (red). (K) Magnification of box indicated in (J), green channel
only. (L) MSL8-YFP overlaid with endoplasmic reticulum–mCherry (red). Arrow indicates plasma mem-
brane. Scale bars, 10 mm [(B) to (J) and (L)] or 5 mm (K).
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inhibited germination, and three independent
homozygous lines exhibited only 4 to 39% of
wild-type germination rates (Fig. 4D). The germi-
nation ratewas inversely correlatedwith the level
of MSL8-YFP transcript in these lines (Fig. 4E),

confirming thatMSL8 negatively regulates in vitro
germination.MSL8-YFP overexpression lines were
impaired in transmission of the transgene to the
next generation (Fig. 4F and fig. S8A), but only
through the male parent (Fig. S8B-C). Because

these lines exhibited wild-type hydration sur-
vival (fig. S8D), this defect can be attributed to
reduced rates of pollen germination.
Changes in osmotic potential are part of normal

pollen function, in addition to being environmental
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Fig. 3. MSL8 is required for mature pollen grains to survive hypoosmotic
shock during rehydration. (A) Transmission ratio analysis of the msl8-4
allele. The progeny of reciprocal crosses between msl8-4 heterozygotes and
wild-type plants were genotyped. P values were determined by a chi-square
test against the expected ratio of 50:50. (B) Scanning electron micrograph
of desiccated pollen from the indicated genotypes. Scale bar is 20 mm.
(C) Viability of wild-type and mutant pollen after hydration. Pollen was in-
cubated for 30 min in distilled water containing fluorescein diacetate and pro-
pidium iodide, dyes that stain viable and unviable pollen, respectively. Asterisks

mark compromised pollen. Scale bar, 100 mm. (D) Hydration viability time
course.The average of three experimentswithN= 55 170 pollen grains is shown.
Error bars, mean T SD. Asterisks indicate significant (P < 0.05) differences from
thewild typebyStudent’s t test. (E) Effect of aPEGseries on viability (bars, 3 to 5
trials per genotype; N = 48 to 440 pollen grains per trial; error bars, mean T SE)
and pollen diameter (lines,N= 15 pollen grains per genotype; error bars, mean T

SD) after hydration. (F) Viability after hydration of nondehiscent tricellular pollen
grains dissected from the antherof the indicatedgenotypes.N>50pollen grains
per genotype. Error bars, mean T SD.
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stresses that must be tolerated. Here, we show
that MSL8 is required for a tuned response to
developmentally normal osmotic challenges. Dur-
ing pollen rehydration, MSL8 maintains cellular
integrity upon osmotic downshift, playing a role
analogous to that of E. coli MscS. During pollen
germination, however, MSL8 maintains the opti-
mal osmotic potential required to drive germi-
nation yet prevent lysis of the nascent pollen
tube. MSL8 may accomplish these functions by
releasing osmolytes directly in response to mem-
brane tension and/or function indirectly in path-
ways that regulate pollen desiccation,membrane
trafficking, or cell-wall dynamics. This study il-
lustrates howMSL8, a eukaryotic homolog of the
bacterial osmotic safety valve MscS, has been re-
purposed to help pollen cope with predictable
osmotic changes that are characteristic of pollen
development. It also contributes to a growingbody
of evidence that mechanical signaling plays a crit-
ical role in plant and animal development (24, 25).
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Fig. 4. MSL8 negatively regulates germination and is required for cel-
lular integrity during germination. Wild-type (A) and msl8-4 (B) pollen
germinated for 4 hours in liquid germination media and stained with aniline
blue for callose, a marker of germination. Examples of ungerminated
(single asterisk), ungerminated and burst (double asterisk), germinated
(white arrow), or germinated and burst (black arrow) pollen are indicated. Scale bar, 50 mm. (C) Germination rate and bursting frequency in the indicated
genotypes. N ≥ 396 pollen grains per genotype. Asterisks indicate significant (P < 0.05) differences by Student’s t test (D) Percentage germination overnight on
solid media of pollen from wild-type and three independent homozygous LAT52pMSL8-YFP transgenic lines. Error bars, mean T SE. (E) Quantitative reverse-
transcription polymerase chain reaction of MSL8-YFP and MSL8 transcripts relative to ACTIN in flowers from Ler, msl8-4, and the LAT52pMSL8-YFP lines in
(D). Two technical replicates of three biological replicates are presented. Error bars, mean T SE. (F) Survival of selection for the Bialophos resistance gene in
offspring of the LAT52pMSL8-YFP lines in (D). P values were determined by a chi-square test against 75% expected survival.
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Sperm calcineurin inhibition
prevents mouse fertility with
implications for male contraceptive
Haruhiko Miyata,1 Yuhkoh Satouh,1 Daisuke Mashiko,1,2 Masanaga Muto,1,3

Kaori Nozawa,1,2 Kogiku Shiba,4 Yoshitaka Fujihara,1 Ayako Isotani,5

Kazuo Inaba,4 Masahito Ikawa1,2,3,5*

Calcineurin inhibitors, such as cyclosporine A and FK506, are used as immunosuppressant
drugs, but their adverse effects on male reproductive function remain unclear. The testis
expresses somatic calcineurin and a sperm-specific isoform that contains a catalytic
subunit (PPP3CC) and a regulatory subunit (PPP3R2). We demonstrate herein that male
mice lacking Ppp3cc or Ppp3r2 genes (knockout mice) are infertile, with reduced sperm
motility owing to an inflexible midpiece. Treatment of mice with cyclosporine A or FK506
creates phenocopies of the sperm motility and morphological defects. These defects
appear within 4 to 5 days of treatment, which indicates that sperm-specific calcineurin
confers midpiece flexibility during epididymal transit. Male mouse fertility recovered a
week after we discontinued treatment. Because human spermatozoa contain PPP3CC
and PPP3R2 as a form of calcineurin, inhibition of this sperm-specific calcineurin may
lead to the development of a reversible male contraceptive that would target spermatozoa
in the epididymis.

C
alcineurin is a Ca2+- and calmodulin-
dependent serine-threonine phosphatase
that plays amajor role in calcium signaling
(1, 2). In the immune system, calcineurin
activates T cells by dephosphorylating the

transcription factor NFAT (nuclear factor of ac-
tivated T cells), and the dephosphorylated NFAT
up-regulates the expression of interleukin-2 (1, 2).
This process is suppressed by calcineurin inhib-
itors, such as cyclosporine A (CsA) and FK506,
that aremainstays of immunosuppressive therapy
after organ transplantation (1, 2). In the male re-

productive system, animal experiments have
revealed that CsA and FK506 have deleterious
effects on spermatogenesis and epididymal sperm
maturation (3, 4). Further, in vitro treatment of
spermatozoa with these drugs impairs sperm
motility and the acrosome reaction (5, 6). These
data suggest important roles of calcineurin in
male fertility; however, the existence of several
isoforms expressed in the testis hampered the
clarification of their functions and pharmaco-
logical processes.
Calcineurin exists as a heterodimer composed of

a catalytic and a regulatory subunit. In mammals,
three isoforms of the catalytic subunit (PPP3CA,
PPP3CB, and PPP3CC) and two isoforms of the
regulatory subunit (PPP3R1 and PPP3R2) have
been identified. Ppp3ca, Ppp3cb, and Ppp3r1
are expressed ubiquitously, whereas Ppp3cc and
Ppp3r2 are expressed strongly in themouse testis
(fig. S1A) (7). PPP3CC and PPP3R2 were not
detected in the testis and epididymis of c-Kitw/wv

mice, which lack differentiating germ cells (Fig.
1A). This indicates that Ppp3cc and Ppp3r2 are
the only subunits expressed in spermatogenic
cells. In mature spermatozoa, both PPP3CC and
PPP3R2 are localized in the tail (Fig. 1B). Con-
sistent with the existence of the calcineurin iso-
forms, Ca2+-dependent phosphatase activity is
inhibited by CsA inmouse spermatozoa (fig. S1B).
Whenmouse Ppp3cc and Ppp3r2were expressed
in human embryonic kidney 293T (HEK293T)
cells, heterodimerizaion of PPP3CC and PPP3R2
stabilized the calcineurin complex (Fig. 1C). This
is consistent with genetic deletion of Ppp3r1,
which leads to loss of PPP3CA and/or PPP3CB
(8). Protein extracts from transfected cells con-
tain Ca2+-dependent phosphatase activity that
was blocked by CsA (Fig. 1D). Thus, we conclude
that the PPP3CC-PPP3R2 complex is the sperm-
specific calcineurin (sperm calcineurin).
To elucidate the physiological functions of

sperm calcineurin, we deleted (i.e., knocked out)
the Ppp3cc gene in mice (fig. S2, A and B). We
confirmed that PPP3CC was depleted in both
testis and spermatozoa in Ppp3cc−/− males (fig.
S2C). The PPP3R2 signal was less in Ppp3cc-null
testis and spermatozoa, which further indicated
that PPP3CC stabilizes PPP3R2 (fig. S2D). As ex-
pected, Ca2+-dependent phosphatase activity was
reduced in Ppp3cc-null spermatozoa (fig. S2E).
In Ppp3cc−/− mice, there were no overt abnormal-
ities in spermatogenesis, epididymal sperm mor-
phology, or sperm counts (fig. S3, A to F).
Although Ppp3cc−/−males copulated, they were

infertile (Fig. 2A). When we investigated sperm
migration in the female reproductive tract using
transgenic spermatozoa that have DsRed2 in the
mitochondria (9), fewer spermatozoa reached the
ampulla compared with those of controls (fig.
S4A). Although this could explain, in part, the
male infertility, the presence of spermatozoa in
the ampulla suggests that there are other fac-
tors that render the Ppp3cc−/−males infertile. To
examine other possible factors, we performed
in vitro fertilization (IVF) and found that Ppp3cc-
null spermatozoa cannot fertilize cumulus-intact
oocytes (Fig. 2B). Further analysis revealed that
Ppp3cc-null spermatozoa could pass through the
cumulus cell layers (fig. S4B) and could bind to
the zona pellucida (ZP) (Fig. 2C) but failed to
fertilize cumulus-free ZP intact oocytes (fig. S4C);
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Fig. 1. Sperm calcineurin is a complex of PPP3CC and PPP3R2. (A) Both PPP3CC and PPP3R2 were detected in differentiating germ cells. (B) Both
PPP3CC and PPP3R2 are localized in the sperm tail. IZUMO1 localized in the head and BASIGIN localized in the tail were used as controls. (C) Mouse
PPP3CC-FLAG (cc-FLAG) and/or mouse PPP3R2 (r2) were overexpressed in HEK293T cells. (D) HEK293T cells that overexpressed both PPP3CC-FLAG
and PPP3R2 have Ca2+-dependent phosphatase activity that is blocked by 100 nM CsA. n = 3.
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therefore, the ZP was the site of the problem. Once
the ZP was removed, Ppp3cc-null spermatozoa
could fusewith oocytes (fig. S4D),which confirmed
that Ppp3cc-null spermatozoa are defective in zona
penetration. When IVF was performed in a me-
dium containing glutathione as a reducing agent
to destabilize the ZP (fig. S5A) (10, 11), oocytes
were fertilized by Ppp3cc-null spermatozoa (Fig.
2D and fig. S5A). These fertilized eggs developed
to term (Fig. 2E and fig. S5B), which indicates
that sperm calcineurin is not required for sperm
genomic integrity. Fertility of Ppp3cc−/−males was
also rescued by expressingmCherry-tagged Ppp3cc
transgene under a testis-specific Clgn promoter
(fig. S6, A to C) (12).
To understand why null spermatozoa could

not penetrate the ZP,we investigated the acrosome
reaction, as this is a prerequisite for spermato-
zoa to penetrate through the ZP (13). However,
the acrosome reaction occurred normally in
Ppp3cc-null spermatozoa (fig. S7, A and B). Next,
we investigated sperm motility using computer-
assisted sperm analysis. Although there were no
differences in the percentage of motile spermato-
zoa (fig. S7C), velocity parameters of Ppp3cc-null
spermatozoa (C57BL6/DBA2 background) were
lower than those of control C57BL6/DBA2 spermato-
zoa (Fig. 3A). However, knockout (KO) sperm
motility was still comparable to that of C57BL6
wild-type (WT) mice (table S1). Therefore, differ-
ences in velocities alone cannot explain the pene-
tration defect.
We then investigated the percentage of hyper-

activated spermatozoa and discovered that it was
significantly lower in Ppp3cc−/− mice than in
control spermatozoa (Fig. 3B and fig. S7D),
which suggests that Ppp3cc-null spermatozoa are
defective in ZP penetration due to impaired
hyperactivation. To elucidate why Ppp3cc-null

spermatozoa fail to exhibit hyperactivation, we
further analyzed sperm motility. Although beat
frequencies of Ppp3cc-null spermatozoa were
normal (fig. S7E), the midpiece of null spermato-
zoa bent slightly in a direction opposite from the
hook of the acrosome (anti-hook) (99%, 110 out of
111 spermatozoa) (14) and was inflexible (Fig. 3, C
and D, and movies S1 to S4). In contrast, defects
were not observed in the principal piece of null
spermatozoa (Fig. 3C). When WT spermatozoa
are hyperactivated, the curvature of the midpiece
bend increases (14); however,Ppp3cc-null spermato-
zoa do not exhibit this increase. Thus, PPP3CC is
required to develop the flexible midpiece for hy-
peractivation and to penetrate the ZP. Identical
phenotypes were observed in Ppp3r2 KO mice
(fig. S8, A to F), which reconfirmed the impor-
tance of sperm calcineurin in midpiece flexibility
and male fertility.
PPP3CC is localized close to CATSPER1, a Ca2+

channel required for hyperactivation (15, 16). To
investigate whether PPP3CC is downstream of
CATSPER1, we analyzed spermmotility ofCatsper1−/−

mice. However, the midpiece of Catsper1-null
spermatozoa was not rigid (fig. S8G), which
indicates that sperm calcineurin is activated by
calcium influx from different calcium channels
and/or internal calcium stores.
To understand why the Ppp3cc-null midpiece

remains rigid, we investigated microtubule (MT)
sliding using spermatozoa from which mem-
branes had been removed. MTs extend from the
neck region in both control and null spermato-
zoawith comparable frequencies, which suggests
that axonemal dyneins can slide the MTs even in
the KO midpiece (fig. S9, A to C, and movie S5).
The midpiece that was bent in the direction of
the hook of the acrosome (pro-hook) appeared in
null spermatozoa (fig. S9A) (32% ± 8.0, no. of

males = 3, no. of spermatozoa = 55). Because the
mitochondrial sheath was removed in this assay
(17), the mitochondrial sheath may contribute to
the rigid midpiece bending in an anti-hook di-
rection. Interaction between the mitochondrial
sheath and the outer dense fibers may keep the
midpiece rigid (18).
To further analyze the function of sperm

calcineurin, we treated WT spermatozoa in vitro
with CsA or FK506. Spermmotility andmidpiece
flexibility of these mature spermatozoa were not
affected by calcineurin inhibitors (fig. S10, A and
B). Furthermore, WT spermatozoa were able to
fertilize normally in vitro, even in the presence of
CsA or FK506 in themedia (fig. S10C). Thus, sperm
calcineurin activity is no longer necessary to con-
fer midpiece flexibility in mature spermatozoa
collected from the cauda epididymis.
To determine the effects of immunosuppres-

sant drugs on immature spermatozoa, WT male
mice were treatedwith CsA or FK506 for 2weeks;
thesemales became infertile (Fig. 4A), and sperm-
atozoa from treated mice did not fertilize in vitro
(Fig. 4B). When spermmotility was investigated,
their midpiece was as inflexible as Ppp3cc- or
Ppp3r2-null spermatozoa (Fig. 4C, movie S6 to
S9). These results indicate that sperm calcineurin
activity is important during the later stages of
spermatogenesis or during sperm maturation in
the epididymis. To elucidate where sperm cal-
cineurin works, we administered CsA or FK506
for short periods. Spermatozoa with rigid mid-
pieces appeared as early as 5 days after CsA
administration and 4 days after FK506 admin-
istration (Fig. 4D). Because it takes ~10 days for
spermatozoa to transit the epididymis (19), these
results indicate that sperm calcineurin is essen-
tial to confer midpiece flexibility during epidid-
ymal transit. This is consistent with the fact that
the spermmidpiece becomes flexible during epi-
didymal transit (fig. S11A) (20). Fast transit of
spermatozoa through the epididymis suggests that
male fertility may recover quickly after stopping
drug administration. As expected, fertility of male
mice treated with CsA or FK506 recovered 1 week
after halting drug administration (Fig. 4E). Sperm
motility and midpiece flexibility also recovered
after treatment (fig. S11, B toD). Considering these
results inmice, we suggest that sperm calcineurin
may be a target for reversible and rapidly acting
human male contraceptives.
In human spermatozoa, the catalytic subunit of

calcineurin was detected using a pan-calcineurin
antibody (21). With specific antibodies, we con-
firmed the existence of PPP3CC and PPP3R2 but
not PPP3CA and PPP3CB in human spermatozoa
(fig. S12A). The recombinant human PPP3CC-
PPP3R2 exhibited Ca2+-dependent phosphatase
activity that was blocked by CsA (fig. S12, B and
C). Thus, human spermatozoa contain PPP3CC-
PPP3R2 as a functional calcineurin. In support
of this idea, it has been reported that human
spermatozoa exhibit Ca2+-dependent phosphatase
activity (21). In humans, sperm motility develops
during epididymal transit (22). Although male
patients treated with a therapeutic dosage of CsA
did not show signs of infertility (23), there are
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Fig. 2. Ppp3cc−/−male is infertile because of impaired ZP penetration. (A) Pregnancy rate (pregnancy
over vaginal plug) is presented as a percentage. (B) IVFwith cumulus-intact oocytes. (C) Sperm-ZP binding
assay in vitro. (D) IVFwith cumulus-intact oocytes in medium containing glutathione (GSH). (E) Pups were
obtained from eggs fertilized with Ppp3cc-null spermatozoa in (D).
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studies showing that CsA treatment impairs the
motility of spermatozoa (24). Further, the concen-
tration of CsA in the blood correlates inversely
with sperm motility (25), which suggests that the
PPP3CC-PPP3R2 complex is also involved in
sperm motility development in humans.
In the present study, we demonstrated that

PPP3CC associates with PPP3R2 to form sperm
calcineurin during spermatogenesis. Our KO
mice reveal that sperm calcineurin is not essen-
tial for spermatogenesis. The impaired spermato-
genesis reported with CsA and FK506 treatment
could be attributed to the inhibition of somatic
calcineurin and/or nonspecific inhibition of other
molecules. We conclude that sperm calcineurin
confers midpiece flexibility during epididymal
transit, and this process is required to gener-
ate fertilization-competent spermatozoa. In the
immune system, calcineurin dephosphorylates
the transcription factor NFAT (1, 2); however,
in spermatozoa, calcineurin plays roles in the
epididymis after transcription has ceased. There-
fore, sperm calcineurin does not confer midpiece
flexibility by dephosphorylating transcription
factors such as NFAT. Specific inhibition of
sperm calcineurin or its interaction with sub-
strates may lead to the development of rever-
sible and rapidly acting male contraceptives that
target spermatozoa in the epididymis but leave
testicular function intact.
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Fig. 3. Sperm calcineurin is necessary for a flexible midpiece. (A) Sperm motility at 10 min and
120 min after sperm suspension. VAP, average path velocity; VSL, straight-line velocity; and VCL, curvilinear
velocity. (B) The percentage of hyperactivated spermatozoa. (C) Flagellar bending patterns. Single frames
throughout one beating cycle are superimposed.The midpiece (black arrow) was inflexible in the Ppp3cc-null
spermatozoa. (D) The percentage of the spermatozoa with a rigidmidpiece.The number of spermatozoa with
a rigidmidpiece over the numberof spermatozoa examined is presented in theparentheses above the column.

Fig. 4. Sperm calcineurin confers midpiece flexibility during epididymal transit. (A and B) Male mice
were treated with CsA or FK506 for 2 weeks, and we analyzed their in vivo fertility using superovulated
females (A), and fertilization rate in vitro (with cumulus cells) (B). (C) The percentage of spermatozoa with a
rigid midpiece.The number of spermatozoa with a rigid midpiece over the number of spermatozoa examined
was presented in the parentheses above the column. (D) Male mice were treated with CsA or FK506 for a
short period, and their midpiece was analyzed. (E) Male mice were treated with CsA or FK506 for 2 weeks,
and their in vivo fertility was analyzed 1 week after stopping drug administration. Drug concentration for CsA,
80 mg/kg per day, and for FK506, 8 mg/kg per day.
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PROTEIN DYNAMICS

Direct observation of ultrafast
collective motions in CO myoglobin
upon ligand dissociation
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The hemoprotein myoglobin is a model system for the study of protein dynamics.
We used time-resolved serial femtosecond crystallography at an x-ray free-electron laser
to resolve the ultrafast structural changes in the carbonmonoxy myoglobin complex
upon photolysis of the Fe-CO bond. Structural changes appear throughout the protein
within 500 femtoseconds, with the C, F, and H helices moving away from the heme
cofactor and the E and A helices moving toward it. These collective movements are
predicted by hybrid quantum mechanics/molecular mechanics simulations. Together with
the observed oscillations of residues contacting the heme, our calculations support
the prediction that an immediate collective response of the protein occurs upon
ligand dissociation, as a result of heme vibrational modes coupling to global modes
of the protein.

D
ynamics is an essential aspect of protein
structure and function. This concept has
been recognized ever since the first protein
crystal structure—of the oxygen-storage
protein myoglobin (Mb)—was solved. The

Mb active site was found to be shielded from
solvent, and no path for a ligand to enter or leave
the binding site at the heme iron was apparent.
Thus, in addition to regulating heme chemistry,
structural dynamics of the protein matrix must
control access to the active site. Ligand binding
to and dissociation from Mb have been studied
in great detail using numerous approaches, ex-
ploiting the fact that the Fe-CO bond is sensi-

tive to light and can be cleaved with a very high
quantum yield (1–7). However, in synchrotron-
based time-resolved x-ray crystallography, the
time resolution was limited by the 100-ps dura-
tion of the x-ray pulse (8), and the structural
changes emanating from the breaking ligand
bond had already spread throughout the pro-
tein by the time the data could be collected.
The advent of x-ray free-electron lasers (FELs),

with their high peak brilliance and femtosecond
short pulses, extends the 100-ps time resolution
of synchrotron-based Laue crystallography to the
chemical reaction time scale of femtoseconds.
The feasibility of high-resolution time-resolved
serial femtosecond crystallography (SFX) mea-
surements at FELs was established recently by
Tenboer et al., using pump-probe experiments
on photoactive yellow proteins on the nanosec-
ond time scale (9). Ultrafast time-resolved solution
small-angle x-ray scattering (SAXS) measurements
on a multiphoton-excited photosynthetic reaction
center (10)—and, recently, on photodissociated
carbonmonoxy Mb (7)—showed conformational
changes within picoseconds, providing direct
structural evidence for a protein quake (11). We
analyzed the ultrafast light-induced structural

changes in the myoglobin–carbon monoxide
complex (MbCO) at high spatial and temporal
resolution by time-resolved SFX at the Linac
Coherent Light Source (LCLS). The high peak
brilliance of the x-ray laser allows analysis of
micrometer-sized crystals (12), which can be fully
photolyzed due to their relatively low absorption
(9). In contrast, the synchrotron-based Laue mea-
surements required the use of macroscopic crys-
tals, resulting in partial photolysis [23% (8)] and
the need for difference refinement (13).
Horse heart (hh) MbCO microcrystals were

injected in random orientations in a thin liquid
microjet into the FEL beam (fig. S1). We used a
pump-probe scheme for data collection (14), with
time delays of (nominally) 0.5, 1.0, 3, 10, 50, and
150 ps between the photolyzing optical laser flash
[532 nm, 150 fs, 5 mJ, 380 GW/cm2; see (15) for
multiphoton absorption and ionization effects]
and the probing x-ray FEL pulse (6.7 to 6.9 keV,
80 fs). For comparison, we also collected “dark”
exposures, which were interleaved nonuniformly
with the “light” exposures. Data from the nomi-
nally 0.5-ps delaywere sorted [using the FELdata
analysis software suite CASS (16)] according to
the information froma timing tool (17) andbinned
into groups (with approximate time delays of –0.1,
0, 0.1, 0.2, 0.3, 0.4, 0.5, and 0.6 ps) containing
20,000 indexed diffraction patterns each, with
an overlap of 5000 patterns with the adjacent
groups on either side of the window (see fig. S2
for details). The timing-tool correction resulted
in a ~50-fs effective time jitter (timing error)
between optical and x-ray pulses, which is sub-
stantially smaller than the intrinsic uncorrected
shot-to-shot time jitter (~300 fs). The main con-
tributions to the overall time resolution of our
experiment, which we estimate to be ~250 fs, are
the duration of the optical pump pulse and the
manner in which we binned the diffraction data.
The diffraction data at each time delay were in-
dexed and integrated using the SFX data pro-
cessing software suite CrystFEL (18). The hhMbCO
structure [Protein Data Bank (PDB) ID 1DWR]
(19) was used as a starting model for refinement,
with CO and water molecules omitted. The reso-
lution was 1.8 Å, owing to a temporarily reduced
performance of the FEL, which limited the photon
energy to 6.9 keV (l = 1.8 Å). The data and re-
finement statistics are shown in table S1. The
1DWR (19) structure was also the starting point
for quantum mechanics/molecular mechanics
simulations (QM/MM) simulations. The heme
cofactor, CO, His64, and His93 were treated quan-
tummechanically in these calculations of solvated
MbCO, and photodissociation was induced by
transition from the singlet to the quintet state.
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Myoglobin is an a-helical hemoprotein. The
CO-binding heme cofactor is coordinated by
the proximal histidine residue (His93), located
in the F helix. In the distal pocket, the bound
CO is in close contact with the residues Leu29

and Phe43, with His64 and Val68 located in the
E helix, with the CD loop, and with the B helix
(Fig. 1A). Consistent with the 150-fs pump-pulse
duration, the –0.1-, 0-, and 0.1-ps data show a
mixture of bound and photodissociated CO
(fig. S3), whereas the 0.2-ps data show a mostly
dissociated CO. For all later time points, the
photoexcited state is fully occupied. The un-
bound CO is located in the primary docking
site (Fig. 1, A to D) atop the pyrrole C ring,
contacting Val68, Leu29, Phe43, Ile107, His64, and
Leu32, which is the same position as was ob-
served in the structure of photolyzed hhMbCO
determined at cryogenic temperature (19). With-
in the time resolution of our experiment, the
heme has adopted the “domed” configuration

and the iron has moved 0.2 Å out of the heme
plane, reaching its final out-of-plane position
of 0.3 Å between 0.6 and 3 ps (Fig. 1E). These
observations agree with the biexponential iron
motion in our QM/MM simulations (Fig. 1E),
which shows a 90-fs fast phase of 60% relative
amplitude and a 1.3-ps slow phase. This is in
line with previous classical molecular dynam-
ics (MD) calculations (20–22) and with recent
ultrafast x-ray absorption spectroscopy (23),
which showed a fast initial Fe displacement oc-
curring within 50 to 70 fs, followed by a 0.4-ps
phase. Time-resolved resonance Raman stud-
ies indicate that the iron-histidine out-of-plane
mode (nFe-His)—which corresponds to heme dom-
ing and, thus, iron movement—has reached 90%
(±10%) within 700 fs (1, 2), consistent with the
observation of a deoxy-like species with a time
constant of 250 to 300 fs (24, 25).
The structural differences between the 5-

coordinated deoxy Mb conformation and the

6-coordinated MbCO are relatively small, with
a root mean square displacement of 0.11 Å for
152 Ca atoms. Accordingly, the structural changes
occurring during the transition are even smaller
(see supplementary materials for accuracy of our
structures). Nevertheless, after refinement of the
structures, we observe clear differences for our
time-resolved structures in comparison with the
dark-state structure in the region stretching from
the F helix to the beginning of the G helix, the A
helix, the region spanning the C helix to the CD
corner, the E helix, and the C-terminal side of
theH helix. Importantly, these regions are linked
directly or indirectly to the heme group (26). Se-
quence displacement graphs (27)—which illustrate
the change in distance of the protein main-chain
atoms to the center of the four porphyrin N
atoms as a function of the time delay between
the pump and probe pulses—show substantial
main-chain changes within 1 ps throughout the
whole protein (Fig. 2A), in line with the global

446 23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org SCIENCE

Fig. 1. Ligated and unligated carbonmonoxy Mb. (A)
Stereo image showing the structure of Mb, as well as the
F(light) – F(dark) difference electron density for the 0.5-ps
time delay data, contoured at +3s (green) and –3s (red).
In the distal pocket, the bound CO is in contact with Val68

(Cg2-O distance: 3.1 Å), His64 (Ne2-O: 3.2 Å), Phe43 (Cz-O:
3.5 Å), and Leu29 (Cd2-O: 4.3 Å), located in the E helix
(Val68 and His64), the CD loop, and the B helix, respec-
tively. The dissociated CO is located in the primary dock-
ing site atop the porphyrin ring, contacting Val68 (Cg2-C
distance: 3.3 Å in the 3-ps structure), Leu29 (Cd2–O: 3.2 Å),
Phe43 (Cz-O: 3.6 Å), Ile107 (Cd1-O: 3.6 Å), His64 (Ne2-C: 3.9 Å),
and Leu32 (Cd2-O: 4.2 Å). The proximal histidine (His93)

coordinates the heme iron. Leu69 interacts with Val17, providing a steric link between the E and A helices. (B toD) Difference electron densitymaps [F(light) –
F(dark)] showing bound (–3s contour level, red) and photodissociated (+3s, contour level green) CO, doming of the heme, out-of-plane movement of the
iron, and concomitant movement of His93 away from the heme, as well as rotation of His64 andmovement of Phe43, which is displaced in different directions
at the two time delays shown (0.5 and 10 ps). The orientation in (B) is rotated by 90° with respect to the orientation in (C) and (D). (E) Iron out-of-plane
displacement, as observed in the time-resolved SFXexperiments (white circles), deoxy hhMb (dashed horizontal line), Laue experiments [black square (42)
and white triangle (13)], and the dark-state SFX structure (black circle).The average displacement over 146 QM/MM trajectories as a function of time is also
indicated (blue line). The shaded area shows the interquartile range of displacements in individual QM/MM trajectories.
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changes observed in ultrafast SAXS measure-
ments on photolyzed MbCO (7). These motions
are reproduced well by the QM/MM simulations
(fig. S4). In contrast to the other structural ele-

ments, the displacement of the E helix keeps
increasing until the 150-ps time point, as does
that of the C-terminal end of the F helix, reach-
ing values similar to those observed previously

with Laue crystallography after a time delay of
100 ps (8, 13) (fig. S5A). Comparison of these
displacements to those observed for a room tem-
perature synchrotron structure of deoxymyoglobin
(fig. S5B) suggests that most of the motions are
essentially complete after 150 ps, even though
some residual displacements occur in the E and
F helices. When these changes in relative position
are plotted onto the protein structure (Fig. 2, B
and C, and figs. S6 and S7), color-coding to illus-
trate whether a residue moves toward the heme
center (blue) or away from it (red), “hotspots” of
motion appear at subpicosecond time delays
around the proximal and distal histidines,moving
away from and toward the center, respectively.
These displacements seem to spread out at later
time points over the E helix and the regions ad-
jacent to the C helix. This is not caused by
choosing the heme as the point of reference, as it
is also observed when calculating the displace-
ments with respect to the center of mass of the
protein or the dark-state atomic positions (figs.
S8 and S9). In this case, it becomes even more
obvious that the F-helixmotion occurs before the
E-helix motion, with the F helix starting to move
almost instantaneously, and the E helix follow-
ing later.
Plots depicting the changes in pairwise dis-

tances between all Ca atoms as a function of
pump-probe delay time show that the F helix
moves away from several other elements (B, C, D,
E, and G helices) at subpicosecond time delays.
After 3 ps, the E helix moves toward several
elements, such as the FG corner and the H helix
(Fig. 3 and fig. S10). As can be seen in the color-
coded structures (Fig. 2C and fig. S6), the E andA
helices move together, probably due to their di-
rect steric coupling between Val17 and Val68

through the side chain of Leu69, as well as
through the heme cofactor, Leu72, and Trp14

(26, 28). The rapid displacement of the A and E
helices is in line with ultraviolet time-resolved
resonance Raman spectroscopic experiments
(6) that suggested a fast displacement of the E
helix toward the heme within the instrument re-
sponse time (3.3 ps) and a slower movement of
the FG corner with a time constant of 2 ps. In-
deed, as can be seen in fig. S10, substantial
changes in relative position of the FG corner do
not occur until ~3 ps. The observation of sub-
picosecond global structural changes is consist-
ent with results from recent ultrafast solution
scattering experiments (7) that additionally
showed a 3.6-ps damped oscillation of the radius
of gyration.
At several time points, residues at either side

of loops between helices show marked changes
in relative position, suggesting that these loops
function as hinges between the various struc-
tural elements (26). For instance, at all time
delays, there is a clear change in relative po-
sition with respect to the dark state of residues
43 to 45 at the N terminus of the CD loop. This
includes Phe43, which is mechanically coupled
to the heme (26) and in contact with the CO mol-
ecule. At 150 ps, there are also marked changes
in the positions of residues at the C terminus of
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Fig. 2. Structural changes in the protein main chain. (A) Sequence displacements (27) showing
the distance of the protein main-chain atoms (C, N, and Ca) to the center of the four porphyrin N
atoms for time delays between the pump and probe pulses of 0.5, 3, and 150 ps. Letters at the
bottom of the plot represent helices. (B) Matrix representation of the displacement shown in (A)
for all time delays collected. The magnitude and direction of the displacement is color-coded, with
a movement toward the heme shown in blue and movement away in red. (C) Displacement of the
main-chain atoms toward or away from the center of the four porphyrin N atoms, as a function of
the time delay between the pump and probe pulse, mapped onto the structure. The dark state was
used as the reference.
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the CD loop, possibly due to the much larger
changes in the E helix position. The changes at
the C terminus of the GH loop at 150 ps (Fig. 3)
probably result from coupling to the E helix of
an adjacent molecule via a crystal contact.
The data also allowed us to study the tem-

poral evolution of the conformation of some
heme-coupled residues (26). At subpicosecond
time delays, the c1 torsion angles of Phe43, Val68,
and Ile107 show an exponential change with
time (Fig. 4A). Their side chains have a high
probability of being hit by the dissociating CO
(29), which would result in a large momentum
transfer, causing a movement of the side chain
followed by an exponential relaxation. Interest-
ingly, the c1 torsion angles of His93, as well as the
H-bond distance between the propionate side
chain and His97 (O1A-Ne2) and between the car-
bonyl oxygen of Lys98 and the amino group of
Lys42, seem to oscillate with time at subpico-
second time delays (Fig. 4B), as do, e.g., the side-
chain torsion angles of Phe43 (c2), Leu

29 (c1, c2),
Ile107 (c2), and His93 (c1, c2) (Fig. 4B and fig. S11).
The oscillation period (500 ± 150 fs) is remi-

niscent of the 417- to 430-fs period of the heme
doming motion of the photoproduct [80 cm−1

(30, 31) to 75 cm−1 (4)]. This observation is in
line with a coupling of the heme doming mode
to collective modes of the protein, as suggested
earlier (31–33).
We can directly monitor the dynamics of the

heme normalmodes by QM/MMcalculations. As
shown in fig. S12, the amplitude of the n7 in-
plane breathing mode of the porphyrin ring,
which is excited by CO photodissociation, decays
exponentially with a time constant of ~1.3 ps,
consistent with the measured decay time of 1.9 ±
0.6 ps (34). The n7 mode exhibits a distinct amp-
litude modulation with a period of ~0.35 ps. The
observed oscillatory dynamics in the heme envi-
ronment thus appears to reflect coherent mo-
tions excited by photodissociation in the heme
(35, 36).
Our high-resolution observations of ultrafast,

global, and asymmetric structural changes are in
line with observations from SAXS experiments
(7) and femtosecond optically heterodyne-detected
transient grating spectroscopy studies showing

that Mb changes shape within 500 fs upon CO
dissociation (5). The dynamics of the anisotro-
pic mass displacement and, thus, of protein strain
were interpreted as evidence for the activation
of low-frequency collective modes of the protein
by the photodissociation of the Fe-CO bond to
drive the system from its ligated to the unligated
conformation (5, 32, 37). Based on femtosecond
coherence spectroscopy, it has been suggested
that electronic rearrangements in the heme iron
upon ligand photodissociation can simultaneous-
ly excite associated low-frequency vibrational
modes (38).
The experimental and computational results

reported here are consistent with this conceptual
view of Mb dynamics, in which ultrafast modes
of the heme couple with lower-frequency protein
modes and, ultimately, with large-scale motions
such as the displacements of the E and F helices
(Fig. 4C). This notion that functional protein
dynamics are governed by a network of coupled
modes spanning a broad range of frequencies
and length scales is emerging as a general model
for the explanation of protein function (39–41).
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Fig. 3. Difference distance
matrix plots. Matrices depicting
the observed changes in
pairwise distances between all
Ca atoms (26), with respect to
the dark-state structure as a
function of the pump-probe
delay time. Very early on, the
F helix moves away from
several other elements (B, C, D,
E, and G helices). At longer
time delays, the E helix moves
toward the FG corner and the
H helix. For the 0.5-ps time
delay, the SFX results (top left
plot, lower left corner) are
compared with the QM/MM
calculations (top left plot, upper
right corner). Accounting for
scatter in the SFX-derived

distance differences (s ~ 0.04 Å), which also explains the somewhat larger
blue areas in the plot, the SFX and QM/MM distance differences are quan-
titatively consistent. A linear regression of SFX against QM/MM data has a
slope of 0.91 and passes through the origin. The Pearson correlation coef-
ficient is 0.59 (fig. S15A).
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Fig. 4. Ultrafast dynamics. (A) The c1 torsion angles of Phe43,
Val68, and Ile107 show an exponential change over time, possibly due
to impact by the photodissociating CO (29) The position of these
residues is indicated on the right. (B) The heme O1–His97 Ne2
distance, the His93 c1 torsion angle, and the Lys98 O–Lys42 Nz
distance show oscillations with a period of 500 T 150 fs. The
position of these residues in Mb is indicated on the right. In all
cases, the data-binning scheme will have smoothened the –0.1- to
0.6-ps data considerably. (C) Coupling of ultrafast local modes to
slower, global motions. Ultrafast heme modes, such as heme
doming (1), are coupled to the F helix through residues in contact
with the heme, such as His93 and His97 (2). These motions are
transmitted to other parts of the protein such as the CD corner
[through the Lys98-Lys42 interaction, see (B)], ultimately resulting in
a coupling with slower normal modes of the protein, such as the
motions of the E and F helices (3).
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CHLOROPLASTS

Ubiquitin facilitates a
quality-control pathway that
removes damaged chloroplasts
Jesse D. Woodson,1 Matthew S. Joens,2* Andrew B. Sinson,1,3 Jonathan Gilkerson,1,4†
Patrice A. Salomé,5‡ Detlef Weigel,5 James A. Fitzpatrick,2* Joanne Chory1,4§

Energy production by chloroplasts and mitochondria causes constant oxidative damage.
A functioning photosynthetic cell requires quality-control mechanisms to turn over
and degrade chloroplasts damaged by reactive oxygen species (ROS). Here, we generated
a conditionally lethal Arabidopsis mutant that accumulated excess protoporphyrin IX in
the chloroplast and produced singlet oxygen. Damaged chloroplasts were subsequently
ubiquitinated and selectively degraded. A genetic screen identified the plant U-box
4 (PUB4) E3 ubiquitin ligase as being necessary for this process. pub4-6 mutants had
defects in stress adaptation and longevity. Thus, we have identified a signal that leads to
the targeted removal of ROS-overproducing chloroplasts.

I
n chloroplasts, an electron transport chain
allows energy from sunlight to be used.When
the chloroplast’s capacity to transfer electrons
is exceeded (owing tohigh irradiance, drought,
or extreme temperatures) reactive oxygen spe-

cies (ROS) (e.g., singlet oxygen (1O2) or peroxides)
are generated (1). ROS can then damage DNA,
proteins, lipids, and other cellular components.
Thus, safeguards have evolved that allow for rap-
id cellular responses to these injuries.
Information about ROS damage is relayed by

chloroplast-to-nucleus (retrograde) signals that
broadly regulate nuclear genes involved in chlo-
roplast function and stress adaptation (2, 3).
Retrograde signals involve chloroplast-localized
tetrapyrroles (hemes and chlorophylls) (4), chlo-
roplast gene expression (5), chloroplast-produced
ROS (6, 7), and metabolites (8–10). These signals
are assumed to affect the function of all 50 to 100
chloroplasts in a cell. Here, we looked for other
quality-control mechanisms that could work at
the level of the individual chloroplast.

Plastid ferrochelatases 1 and 2 (FC1 and FC2)
are conserved enzymes at the heme-chlorophyll
branch point of the chloroplast-localized tetra-
pyrrole biosynthetic pathway (fig. S1). They con-
vert protoporphyrin IX (Proto) to heme andmay
play a role in the quality control of individual
chloroplasts (11–13). To test this hypothesis, we
monitored Arabidopsis thaliana fc1 and fc2 mu-
tants (fig. S2, A to C) during de-etiolation. De-
etiolation involves development of nongreen
plastids into mature chloroplasts and requires
chloroplast signaling. When this process is dis-
rupted, photoautotrophic growth can be inhibited
(14). Seedlings were grown in the dark for 4 days
and thenmoved to light. After 1 day of light, wild-
type (wt) and fc1-1 plants became green, whereas
fc2-1 and fc2-2 mutants failed to do so (Fig. 1, A
and B), and photosynthetic cells in cotyledons
died (Fig. 1C).
To determine the cause of this phenotype, we

profiled the transcriptomes of wt and fc2-1 seed-
lings at the start of de-etiolation. RNAprofileswere
similar between these genotypes before the dark-
to-light shift (Fig. 1D, table S1), but diverged after
2 hours of light. Genes enriched for plastid func-
tion (group 3) were repressed, whereas genes en-
riched for heat stress (group 1) and chitin response
(group 2) (table S2) were more highly expressed
in fc2-1 than in wt. Thus, the dark-to-light tran-
sition appeared to cause photooxidative stress in
the fc2-1mutant, possibly within chloroplasts.
To test this, we grew seedlings in 24-hour light/

dark cycling periods (Fig. 1E and fig. S3, A and B).

Wt and fc2 seedlings turned green when grown
in constant light (24 hours) or 16 hours of light
(8 hours of dark)/day. In shorter light periods
[8 hours of light (16 hours of dark)/day or 4 hours
of light (20 hours of dark)/day], fc2 seedlings,
unlike wt, did not become green; transgenic
complementation confirmed this was an fc2mu-
tant defect. For plants provided with 8 hours of
light/day, the third dawn blocked their ability to
turn green, and stress marker genes were in-
duced (fig. S3, C and D, and table S3). This con-
dition was used for most of the subsequent
seedling experiments. These phenotypes were not
dependent on EXE1, whichmediates chloroplast-
induced cell death (7) (fig. S4, A to I, and supple-
mentary text).
We used transmission electron microscopy

(TEM) to monitor the development of fc2 chlo-
roplasts. In constant light conditions, the ultra-
structure of fc2-1 chloroplasts was similar to
that of wt (Fig. 1F). In 8 hours of light/day, fc2-1
chloroplasts were severely damaged, with swollen
thylakoid membranes, large plastoglobule struc-
tures, and disrupted outer envelopemembranes.
This loss of chloroplast integrity was confirmed
using fc2-1 seedlings expressing chloroplast-
localized yellow fluorescent protein (YFP) (Fig.
1G and fig. S3H). When these lines were grown
in 8 hours of light/day, YFP leaked into the cyto-
plasm after 1 hour. After 8 hours, YFP and chlo-
rophyll fluorescence were barely detectable. Thus
a chloroplast stress signal induced fast chloro-
plast degradation.
Because tetrapyrroles can cause photooxidative

damage (15), we monitored the levels of five chlo-
rophyll intermediates. In 8 hours of light/day
growth conditions, Proto was the only one that
accumulated in fc2mutants (Fig. 2A and fig. S5A).
Genetic complementation experiments of fc2mu-
tants showed that expression of FC1 could not pre-
vent this accumulation (Fig. 2A), but did restore
wt levels of heme (Fig. 2B) and chlorophyll (Fig. 2C
and fig. S5B) in constant light and protochlo-
rophyllide (fig. S5C) in the dark. In 8 hours of light/
day growth conditions, FC1 expression did not re-
store the ability to turn green (Fig. 2C and fig.
S5B), block chloroplast degradation (fig. S4I), or
block stress marker gene induction (fig. S4H) in
fc2-1plants. Expressingmaize FC1 or a catalytically
dead variant of FC2 (H295A) (12) also did not re-
store an ability to turn green to fc2-1 plants (figs. S6
and S7, A and B). Finally, reducing excess tetrapyr-
role accumulation in fc2-1 by introducing hema1
and hema2mutations that reduce the first step of
tetrapyrrole synthesis (fig. S1) allowed seedlings
to avoid chloroplast degradation when provided
with 8 hours of light/day (Fig. 2C and fig. S4I).
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Together these findings suggested that Proto ac-
cumulation correlated with chloroplast degrada-
tion and confirmed that FC2 has a specialized
function in plastids (11, 12, 16).
Proto is a photosensitizing molecule that gen-

erates 1O2 in cells (17). As expected, fc2-1mutants
provided with 8 hours of light/day accumulated
1O2 (Fig. 2D) and induced

1O2 and oxidative stress-
responsive genes within 2 hours (fig. S8A). Feed-
ing the 1O2 scavenger vitamin B6 (18) blocked

chloroplast degradation in fc2-1 seedlings and re-
stored their ability to become green (Fig. 2E and
fig. S8B). Thus, a burst of 1O2, owing to Proto ac-
cumulation in fc2mutants,was likely to be respon-
sible for chloroplast degradation and an inability
to turn green.
To identify genes required for 1O2-induced chlo-

roplast degradation, we screened for second site
mutations in fc2-1mutants that restored a wt abil-
ity to green when provided with 4 hours of light/

day. By one-step mapping and whole-genome se-
quencing, we identified 24 ferrochelatase-two-
suppressor (fts) mutants affecting 17 independent
loci (Fig. 3A). Four of these lociwere characterized;
three were genes that affect tetrapyrrole and 1O2

accumulation (fig. S9A; fig. S10, A to E; and table
S4) (19).
The fourth loci, fts29 (called pub4-6 hereafter),

had amissensemutation inPlant U-Box 4 (PUB4)
E3 ubiquitin ligase, a broadly expressed gene
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Fig. 1. fc2 mutants suffer from chloroplast degradation and photooxida-
tive stress during dark-to-light transitions. (A) fc2 mutant seedlings are un-
able to turn green after 4 days of growth in the dark. (B) The survival rate (the
ability to turn green in 48 hours of light) of 100 seedlings first grown for the
indicated number of days in the dark. (C) fc2-1 cotyledons undergo cell death,
as shown by SYTOX green staining of dead nuclei. Scale bars, 200 mm. (D) A
microarray analysis of transcripts induced (at least twofold, P ≤ 0.05) in

4-day-old dark grown seedlings during the first 2 hours of de-etiolation. (E) Five-
day-old seedling phenotypes under different day lengths. (F) Representative
TEMmicrographs of chloroplasts in 3-day-old cotyledon mesophyll cells 2 hours
after dawn. Scale bars, 2 mm. (G) Confocal images of 3-day-old fc2-1 seed-
ling cotyledons grown in 8 hours of light/day expressing plastid-targeted YFP
(RBCS-YFP) before (time 0) or after light exposure.White arrows indicate cells
with cytoplasmic YFP. Scale bars, 20 mm.
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encoding an active cytoplasmic-localized (Fig. 3B
and fig. S11) E3 ubiquitin ligase involved in cell
death and development (20, 21). E3 ubiquitin li-
gases catalyze the transfer of ubiquitin from an
E2 ubiquitin–conjugating enzyme to a protein
substrate. A wt copy of PUB4 complemented the
pub4-6 phenotype (Fig. 3C and fig. S12, A and B)
and pub4-6 was allelic with pub4 T-DNA lines
(fig. S12, C to D). fc2-1/pub4-6 had no reduction
in tetrapyrrole synthesis [protochlorophyllide,
chlorophyll, and ALA levels remained elevated
(fig. S10, A to C)]. When provided with 8 hours of
light/day, Proto and 1O2 (Fig. 3, D and E) accu-
mulated in fc2-1/pub4-6, but chloroplasts were
not degraded. Instead, chloroplasts appeared
stressed with irregular shapes and angular mem-
branes (Fig. 3F). fc2-1/pub4-6mutants still induced
many nuclear stress-associated genes (fig. S13),
which suggested that chloroplast degradation

was not because of 1O2 damage per se but was
because of a 1O2-generated signal involving PUB4.
Because E3 ligases ubiquitinate protein sub-

strates, we tested whether the ubiquitination of
chloroplast proteins was linked to chloroplast
degradation. Chloroplast fractions of fc2-1 plants
provided with 16 hours of light/day exhibited a
PUB4-dependent increase in polyubiquitinated
protein(s) compared with wt (Fig. 3G and fig. S14,
A and B). Immuno-electron microscopy also
showed a PUB4-dependent increase of ubiquitin
on the chloroplast envelopes in fc2-1 mutants
(Fig. 3H and fig. S14C) (19), which suggested that
ubiquitinationwas responsible for the chloroplast
degradation in fc2-1 plants.
Next, we tested if chloroplast degradation hap-

pened under permissive conditions without cell
death. In constant light conditions, chloroplast
degradation occurred in wt, but fc2mutants had

more chloroplasts being degraded (Fig. 4, A to E)
(19). These aberrant chloroplasts often had starch
granules (indicating that they had been photo-
synthetic) (Fig. 4D), large plastoglobules, and com-
pressed grana/thylakoid membranes (Fig. 4E and
fig. S15, A and B). Sometimes these chloroplasts
were observed to be interacting with a globular
vacuole (Fig. 4, B and C, and fig. S15, C and D).
Nearby organelles appeared normal, which sug-
gested that specific chloroplasts had been selected
for degradation. Degradation depended onPUB4;
pub4-6and fc2-1/pub4-6plants had less chloroplast
degradation than their parent lines wt and fc2-1,
respectively (Fig. 4A). pub4-6 plants also accumu-
lated more chloroplasts/cell area and chlorophyll
(Fig. 4, F and G, and fig. S16, A to C). Thus, PUB4
may control chloroplast degradation inhealthy cells.
To test if chloroplast degradation is important

for long-term maintenance of photosynthetic
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Fig. 2. fc2mutants accumulate Proto and 1O2. (A) Time course (starting at dawn) of Proto levels in 3-day-old seedlings provided with 8 hours of light/day
(n ≥ 2 replicates). (B) Free heme levels of seedlings (n = 3 replicates). (C) Phenotypes of transgenic seedlings grown for 5 days in the indicated conditions.
(D) Representative confocal images of singlet oxygen (as shown by singlet oxygen sensor green) accumulation in cotyledon mesophyll cells (2 hours after
dawn) of 3-day-old seedlings provided with 8 hours of light/day. Scale bars, 20 mm. (E) Effect of feeding vitamin B6 on chlorophyll levels (n = 3 replicates) and
survival. All values are means T SEM. *P ≤ 0.05, ***P ≤ 0.001, two-tailed Student’s t test.
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cells during stress (22, 23), we characterized
the phenotypes of pub4-6 singlemutants. pub4-6
mutants senesced early (Fig. 4H and fig. S16,
D and E) and were stunted in excess light that

causes long-term chloroplast oxidative damage
(Fig. 4I). Thus, a ubiquitination-dependent chlo-
roplast degradation pathway and/or PUB4 may
be important for stress adaptation and longevity.

Indiscriminate chloroplast degradation can oc-
cur during osmotic stress (24) or used to recycle
nutrients during starvation or senescence (25, 26).
Here, we found that plant cells also use a selective

SCIENCE sciencemag.org 23 OCTOBER 2015 • VOL 350 ISSUE 6259 453

Fig. 3. A mutant screen to identify genes involved in chloroplast stress
and degradation. (A) Locations of 24 independent fts (ferrochelatase
two suppressors) mutations representing 17 loci. Boxed mutants are allelic.
(B) Subcellular localization of stably expressed PUB4-YFP in hypocotyl
cells. (C) Complementation of the fts29 (pub4-6) phenotype with a wt copy
of PUB4 grown for 5 days in 8 hours of light/day. (D) Proto levels in 3-day-old
seedlings provided 8 hours of light/day 10 min after dawn (n = 3 repli-
cates). (E) Representative confocal images of 1O2 accumulation in cotyledon
mesophyll cells (2 hours after dawn) of 3-day-old seedlings provided with

8 hours of light/day. Scale bars, 20 mm. (F) Representative TEM micrographs
of chloroplasts in 3-day-old cotyledon mesophyll cells 6 hours after dawn.
Scale bars, 2 mm. (G) Antiubiquitin immunoblot of whole chloroplast frac-
tions isolated from leaves 3 hours after dawn. Plants were grown for 2 weeks
in constant light and then transferred to 16 hours of light/day or kept in con-
stant light for 2 days. (H) Quantification of chloroplast envelope-associated
ubiquitin by immunoelectron microscopy (gold labeling) (19) in 3-day-old
seedlings (n = 3 seedlings, 10 cells each) 1 hour after dawn. All values are
means T SEM. ***P ≤ 0.001, two-tailed Student’s t test.
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chloroplast degradation system to remove ROS-
damaged chloroplasts. When chloroplasts accu-
mulated 1O2, proteins in their envelopemembranes
became ubiquitinated by the direct or indirect
action of PUB4, andwere degraded (fig. S17). 1O2 is
the major ROS species generated during photo-
synthesis (27), but its short half-life (~4 ms) en-
sures that it is confined only to chloroplasts in
which it was generated (28) so that healthy chlo-
roplasts are not accidently degraded.
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Fig. 4. PUB4 is part of a chloroplast quality-control pathway. (A) Quanti-
fication of degrading chloroplasts using scanning electron microscopy micro-
graphs (19) of cotyledon mesophyll cells of 5-day-old seedlings grown in
constant light (n ≥ 54 cells). (B to E) TEM images of chloroplasts undergoing
various levels of degradation in fc2-1 seedlings. Scale bars, 1 mm. (F) Quan-
tification of chloroplasts in cotyledon palisade mesophyll cells (n ≥ 6 seedlings)

and (G) chlorophyll levels (n = 3 replicates) of 6-day-old seedlings grown in
constant light. (H) Senescing rosette leaves of 5-week-old plants grown in con-
stant light. (I) Phenotypes and fresh weight (FW) of seedlings (n = 7 groups of 10)
grown for 1 week in low light (30 mmol ∙m−2 ∙ s−1 at 22°C) and then transferred
to excess light (275 mmol ∙ m−2 ∙ s−1 at 15°C) for 1 week. All values are means T

SEM. *P ≤ 0.05, **P ≤ 0.01, ***P ≤ 0.001, two-tailed Student’s t test.
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AUTOIMMUNITY

The Ro60 autoantigen binds
endogenous retroelements and
regulates inflammatory gene expression
T. Hung,1* G. A. Pratt,2 B. Sundararaman,2 M. J. Townsend,1 C. Chaivorapol,1

T. Bhangale,1 R. R. Graham,1 W. Ortmann,1 L. A. Criswell,3

G. W. Yeo,2,4,5* T. W. Behrens1*

Autoantibodies target the RNA binding protein Ro60 in systemic lupus erythematosus
(SLE) and Sjögren’s syndrome. However, it is unclear whether Ro60 and its associated
RNAs contribute to disease pathogenesis. We catalogued the Ro60-associated RNAs in
human cell lines and found that among other RNAs, Ro60 bound an RNA motif derived
from endogenous Alu retroelements. Alu transcripts were induced by type I interferon and
stimulated proinflammatory cytokine secretion by human peripheral blood cells. Ro60
deletion resulted in enhanced expression of Alu RNAs and interferon-regulated genes. Anti-
Ro60–positive SLE immune complexes contained Alu RNAs, and Alu transcripts were
up-regulated in SLE whole blood samples relative to controls. These findings establish a
link among the lupus autoantigen Ro60, Alu retroelements, and type I interferon.

A
utoantibodies to the RNA binding pro-
tein Ro60 (also called SSA) are present
in individuals with systemic lupus eryth-
ematosus (SLE) (1), Sjögren’s syndrome (2),
neonatal lupus with heart block (3–5), and

other autoimmune disorders (6). SLE subjects
with anti-Ro60 antibodies have an increased
prevalence of skin disease, photosensitivity, and
nephritis, along with elevated expression of in-
terferon (IFN)–inducible genes in immune cells
and tissues (7, 8). Ro60, encoded by TROVE2, is
a component of a ribonucleoprotein complex
comprising the E3 ubiquitin ligase Ro52 (9), the

polymerase III (Pol III) transcriptional termina-
tor La/SSB, and short noncoding Y RNAs (HY1-4)
(10). Ro60 has a specific RNA recognition do-
main for Y RNAs but binds additional, possibly
misfolded, RNAs through a separate cavity (11).
The identity of these other RNA species and
their relevance to autoimmune disease is unclear.
To identifyRNAsbound toRo60,we performed

iCLIP (individual nucleotide cross-linking and
immunoprecipitation) (12–14) followed by high-
throughput sequencing in two type I interferon–
stimulated ENCODE cell lines: GM12878, an
Epstein-Barr virus–transformed B lymphocyte

cell line, and K562, an erythromyeloblastoid leu-
kemia cell line (www.genome.gov/encode/) (fig.
S1). Sequencing reads were aligned to the human
reference genome (hg19), generating 970,667 and
1,090,671 alignments for GM12878 and K562, re-
spectively. This analysis identified 2445 Ro60-
bound sites in GM12878 and 8273 sites in K562.
Annotation of all peaks to known genomic

features revealed that approximately two-thirds
of the iCLIP tags localized to introns in both cell
lines (Fig. 1A). As expected, Y RNAs constituted a
substantial fraction of iCLIP tags in both lines
(Fig. 1B). Surprisingly, iCLIP tags within Alu
SINEs (short interspersed elements), a common
repetitive transposable element (~1.1 M) in the
human genome (15), were also represented (Fig. 1,
B andC). Additional lower-frequency tags included
5′ and 3′ untranslated regions, LINEs (long in-
terspersed elements), tRNAs, rRNAs, and simple
repeats (fig. S1). Most of the Ro60 iCLIP peaks
identified in GM12878 (1465/2445, 60%) were
also found in K562 (Fig. 1D and table S1), in-
dicating concordance of iCLIP results between
the two cell lines.
Motifs enriched within shared iCLIP peaks

included Y RNA consensus sequences, as well as
aU-richmotif that corresponds to the 3′ antisense

SCIENCE sciencemag.org 23 OCTOBER 2015 • VOL 350 ISSUE 6259 455
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Francisco, CA 94143, USA. 4Department of Physiology,
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Fig. 1. iCLIP identifies RNAs
bound by Ro60. (A) Pie
graph showing annotation of
Ro60 iCLIP peaks to gene
structures in IFN-a–treated
(6 hours) K562 and GM12878
cell lines. (B) Pie graph
showing annotation of iCLIP
peaks to Repeatmasker
elements. (C) Genome
browser snapshot of a
representative Alu iCLIP peak;
y axis indicates read counts.
(D) Venn diagram represen-
tation of overlap in Ro60
iCLIP peaks between K562
and GM12878. P < 0.001,
hypergeometric test.
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strand of an Alu element (P < 10−1800) (Fig. 2A
and fig. S2). The interaction between Ro60 and
Alu RNA was confirmed using both RNA immu-
noprecipitation (RIP)–polymerase chain reaction
(PCR) (Fig. 2B) and RIP-seq (fig. S3). RIP-PCR
over a 12-hour time course of IFN-a treatment of
GM12878 showed binding of HY4 RNA to Ro60
at baseline, and this association peaked ~5 hours
after IFN-a treatment (Fig. 2B). Alu RNAs were
also bound to Ro60 and showed complex kinetics
of association after IFN-a treatment, with the
highest levels measured at 12 hours.
We next used an electromobility shift assay

(EMSA) to test the binding of radiolabeled Alu
motif RNA oligonucleotides to purified recombi-
nant Ro60 protein. Ro60 binding was observed
with the full-length Alu motif (Fig. 2, C and D,
oligo b), and an antisense version of the full-
lengthmotif (Fig. 2D, oligo bAS). Reduced binding
to Ro60 (oligos d and e), or no appreciable bind-
ing (oligos a and c), was observed for various
truncated Alu motifs (Fig. 2D). Several sequence

mutants that abrogated the predicted secondary
structure of the Alumotif did not affect binding to
Ro60; however, mutations to the polyU tract dis-
rupted the interaction (fig. S4).
To further explore the functional role of Ro60,

we used zinc finger nuclease technology to gen-
erate three GM12878 Ro60 knockout (KO) cell
lines, each containing unique biallelic frame-
shift mutations within exon 2 of Ro60/TROVE2
(fig. S5). The KO lines contained undetectable
levels of Ro60 protein (Fig. 3A) and showed
markedly reduced retrieval of Alu and Y RNA
by Ro60 RIP-PCR (fig. S6). Surprisingly, RNA-seq
at baseline and 6 hours after treatment with
IFN-a demonstrated that many of the genes al-
tered by IFN-a treatment in the parental cells
(lanes 9 and 10) were dysregulated in the Ro60
KOs in the absence of treatment (Fig. 3B, lanes
3 to 5). Gene expression correlated significantly
between the unstimulated Ro60 KO lines and
the IFN-a–treated parental cell line (Fig. 3C)
(R = 0.64, n = 4520, P < 0.0001). Genes dif-

ferentially expressed in the Ro60 KO lines at
rest were enriched for a number of immune-
related GO terms and Kegg pathways (fig. S7),
suggesting aberrant activation of inflammatory
pathways in the absence of Ro60 (see also table
S2) (14).
We next performed a time course of IFN-a

treatment to determine whether the widespread
changes in gene expression included alterations
in Ro60-bound RNAs. In the parental cell line,
there were minimal changes in the protein levels
of Ro60 during the 12-hour experiment (Fig. 3D).
At all time points, Y RNAs were expressed at
reduced levels in the Ro60 null cells relative to
parental cells (Fig. 3E and fig. S7), whereas total
Alu RNAs were found at significantly higher
levels in the null cells (Fig. 3F). We confirmed
these differences by quantitation of Alu reads
from the RNA-seq data (Fig. 3G). Together, these
findings demonstrate elevation of Alu expression
and activation of IFN-induced genes in the ab-
sence of Ro60. A possible interpretation of these

456 23 OCTOBER 2015 • VOL 350 ISSUE 6259 sciencemag.org SCIENCE

Fig. 2. Ro60 binds an RNA motif derived from Alu elements. (A) Top
four RNA motifs (14) identified from the Ro60 iCLIP peaks shared between
K562 and GM12878.T = U in RNA. (B) RIP-PCR for Alu or HY4 RNA in Ro60
or IgG immunoprecipitates across a time course of IFN-a treatment in
GM12878 cells. Error bars represent SD of three technical replicates; data
shown are representative of three experiments. (C) EMSA of Alu RNA motif

[oligo b from (D)] with indicated concentrations of recombinant Ro60 pro-
tein. (D) EMSA of Alu motif variants with recombinant Ro60. a, PolyU se-
quence alone; b, representative Alu motif; bas, antisense of b; c, deleted
polyU; d, partial 5′ and 3′ truncations; e, partial 3′ truncation. Asterisk in-
dicates RNA/Ro60 complex. RNA sequences depicted in bottom panel. See
also fig. S4.
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Fig. 3. Loss of Ro60 in GM12878 cells activates inflammatory gene
expression and Alu RNA expression. (A) Western analysis of Ro60,
Ro52, La, and tubulin in three independent GM12878 Ro60 KO clones. (B) RNA-
seq heat map of 1698 genes induced or repressed by a factor of >2 upon
6 hours of IFN-a in parental GM12878 cells. Unsupervised clustering of both
genes and conditions. Lanes 1 and 2: Parental cells at baseline, biologic
replicates. Lane 3: KO1 at baseline. Lane 4: KO2 at baseline. Lane 5: KO3 at
baseline. Lane 6: KO1 + IFN-a. Lane 7: KO2 + IFN-a. Lane 8: KO3 + IFN-a. Lanes 9
and 10: Parental cell line + IFN-a, biologic replicates. See fig. S7 for global
correlation of gene expression between clones. (C) Scatterplot of gene expres-
sion changes [log2(relative change)] in Ro60 null clones (x axis) or wild-type
parental cells treated with IFN-a (y axis) compared to baseline wild-type
cells. Data represent all genes with induction or repression by a factor of ≥1.5;
n = 4520, P = 2.2 × 10–16. R = Pearson product-moment correlation. (D) Western
blot of whole-cell lysates at indicated time points after IFN-a treatment of the

parental cell line. (E and F) RT-PCR of HY4 RNA (E) or Alu RNA (F) at in-
dicated time points after IFN-a treatment of the parental cell line. Expression
values normalized to GAPDH. P values of (E): KO1 versus WT (P = 0.015), KO2
versus WT (P = 0.001), KO3 versus WT (P = 0.001); Student’s t test. (G)
Quantitation of Alu reads as a percent of all RNA-seq reads from IFN-a–
treated (6 hours)wild-type (biologic replicates, n=2)orRo60null clone (n=3)
libraries. Error bars represent SD. (H) Enzyme-linked immunosorbent assay
(ELISA) of culture supernatants of human PBMCs 15 hours after N-[1-(2,3-
dioleoyloxy)propyl]-N,N,N-trimethylammonium methyl sulfate (DOTAP) trans-
fection of the indicated RNAs (see Fig. 2D for RNA sequences). Error bars
represent SD of three technical replicates from a representative experiment
(1 of 3). (I) ELISA of culture supernatants of human PBMCs 15 hours after
DOTAP cotransfection of the indicated RNAs with TLR7/9 inhibitory oligo
IRS954 or a control oligo. Error bars represent technical replicates from a rep-
resentative experiment (1 of 4).
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data is that aberrant expression of endogenous
Alu RNAs stimulates intracellular RNA sensors
to induce inflammatory responses.
To test this idea, we transfected synthesized

RNAs into peripheral blood mononuclear cells
(PBMCs) isolated from healthy human donors.
TheAlumotif RNAs potently stimulated secretion
of cytokines, including IFN-a, interleukin (IL)–6,
and tumor necrosis factor (TNF)–a (Fig. 3H),

consistent with a previous report (16). Cytokine
induction by the Alu RNAs was blocked by co-
incubation of the transfected cells with chloro-
quine, a molecular agent that disrupts signaling
of endosome-localized Toll-like receptors (TLRs)
3, 7, and 8, all of which recognize RNA (17, 18), or
by cotransfection of a TLR7/9 antagonist, phos-
phorothioated oligo IRS954 (19, 20) (Fig. 3I). Co-
incubation of the transfected PBMCs with BX795,

an inhibitor of TBK/IKKe (21) thatmediates signal-
ing downstreamof cytosolic RNA receptors RIG-I,
MDA-5, and TLR3, had no effect on Alu-mediated
cytokine production (fig. S8).
Truncated Alu motifs (see Fig. 2D) elicited

submaximal cytokine responses. Y RNAs showed
no ability to elicit cytokine production in this sys-
tem. Alu motif sequence variants that retained
Ro60binding in vitro (fig. S4) also elicited cytokine
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responses comparable to thewild type (fig. S9).We
conclude that cytokine secretion in Alu motif–
transfected human PBMCs is TLR7-dependent.
Next, we purified SLE serum immunoglobulin

G (IgG) using Protein G beads from subjects
representing a spectrumof anti-Ro autoantibodies
(fig. S10) and performed immunoprecipitations
from GM12878 and K562 cell lysates. By Western
blot, only sera II and IV immunoprecipitatedRo60
(Fig. 4A). Sera II and IV also precipitated Y RNA
and POLG RNA (fig. S10), two of the prominent
peaks identified in the Ro60 iCLIP experiments.
Using primers spanning the 284–base pair consen-
sus Alu sequence (Fig. 4B), RT-PCR showed that
endogenous SLE IgGs also immunoprecipitated
Alu transcripts (Fig. 4C). Parallel experiments in
the Ro60 null cell lines showed reduced immu-
noprecipitation of Alu and Y RNAs (fig. S11). We
found that Alu RNAs were enriched in primary
serum IgG immune complexes from anti-Ro60–
positive SLE patients (Fig. 4D), which suggests
that circulating anti-Ro60 autoantibodies in SLE
subjects are preloaded with Alu transcripts.
Finally, we tested the levels of Alu transcripts

in blood cells of SLE patients and controls (22)
usingRNA-seq. (99 active SLE, 18 healthy controls;
fig. S12). RNA-seq reads mapping to Alu elements
were found at significantly higher levels in SLE
subjects than in controls (P = 6.5 × 10–6) (Fig. 4E).
Hierarchical clustering of the most highly ex-
pressed Alu RNAs (fig. S13) segregated Interferon
Signature Metric (ISM)–high SLE subjects from
control and ISM-low patients (Fig. 4F). Alu scores
(14) were higher in ISM-low SLE subjects than in
controls and were highest in ISM-high SLE sub-
jects (Fig. 4G). Alu scores were also significantly
elevated in anti-Ro autoantibody–positive SLE
subjects relative to SLE subjects lacking anti-Ro
(P = 0.01) (Fig. 4H). A subset of ISM-high/Alu
score–high SLE subjects lacked anti-Ro anti-
bodies, indicating that there are other mecha-
nisms for induction of IFN and Alu RNA in SLE
subjects, likely including autoantibodies to other
RNA binding proteins (23).
Endogenous retroelements were recently shown

to activate humoral immune responses in mice
(24), and aberrant accumulation of retroele-
ments contributes to two human genetic diseases
with features of SLE: Aicardi-Goutieres syndrome

and familial chiblain lupus (25). Our investiga-
tion of the Alu RNAs bound toRo60 supports the
hypothesis that retroelements contribute to hu-
man autoimmunity. Our findings suggest amodel
that links Ro60 autoantibody responses and Alu
retroelement stimulation of intracellular RNA sen-
sors, including TLR7, with development of SLE,
Sjögren’s syndrome, and congenital heart disease
in the offspring of anti-Ro60mothers (4) (see fig.
S14). We speculate that IFN-stimulated modifi-
cations to Alu RNA, such as N6-methyladenosine
(m6A), may mediate this interaction (fig. S14B).
These findings also provide new insights into the
lupus-like disorder described in Ro60 knockout
mice (26), suggesting that autoimmunity in this
modelmaybemediatedbydysregulationofmurine
retroelements.
Finally, this work may help to explain the

maintenance of Alu sequences in the genome
over the course of primate evolution. There are
more than 1 million copies of the Alu retroele-
ment in the human genome, and it has been
postulated that the retention of Alu sequences
in gene-rich regions and their transcription in
response to stress might provide an evolution-
ary advantage (27). When we binned all coding
genes in quartiles from high to low density of the
Alu motif and plotted gene expression changes
upon IFN-a treatment, we observed that genes
with higher densities of the Alu motif showed
increased IFN-inducible gene expression (P<0.001;
Fig. 4I and fig. S14A). These data support amodel
where the transcription of Alu-containing genes
upon pathogen infection up-regulates endoge-
nous AluRNA “adjuvants,”which serve to amplify
immune responses via stimulation of intracel-
lular RNA sensors, possibly by temporarily over-
whelming the ability of endogenous Ro60 to
target these RNAs for destruction. Thus, Alu se-
quences may have persisted in the genome by
virtue of their beneficial effects for defense against
infectious agents, while at the same time predis-
posing to anti-Ro60 autoantibody production in
the setting of systemic autoimmunity.
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JOIN AAAS
Get instant access to Science. Support all of the sciences.

The American Association for the Advancement of Science (AAAS) is a non-profit community that is open to everyone, from

Nobel laureates to high school students. Ours is a global membership of over 120,000 people who believe in the power of

science to make the world a better place.

From the moment you join, you get immediate access to everything that AAAS’s award-winning journal Science has to

offer, including:

ß 51 weeks of home delivery of Science;

ß Instant online retrieval of every Science article ever published, from today, dating back to 1880;

ß Anytime, anywhere access via the Sciencemobile site and apps for Android, iPad, and iPhone devices;

ßMembers-only newsletters; and more.

As a member, you are also making a critical contribution to AAAS’s efforts to provide a public voice for all of science.

With public skepticism about science increasing, and public funding for research more uncertain than ever, this work has

never been more important.

AAAS is hard at work promoting science in government offices, in schools, and in the public commons all around the

world—with programs like AAAS Senior Scientists and Engineers, which brings volunteer scientists into public school

classrooms, or our sweeping petition drives calling for the preservation of federal R&D funding.

Visit promo.aaas.org/joinaaas and join today. Together we can make a difference.
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• One buffer for all restriction enzymes

• One digestion protocol for all DNA types

• Complete digestion in 15 minutes

• Overnight digestion without star activity
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WASHINGTON, DC

FEBRUARY 11–15

Global Science
Engagement
The 2016 meeting focuses on how the scientifc

enterprise can meet global challenges in need of

innovation and international collaboration.

aaas.org/meetings

See Inside for Details:
President’s Address / Registration Rates

Plenary Lectures / Topical Lectures

Seminars / Symposia Tracks
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Dear Colleagues:

On behalf of the AAAS Board of Directors, it is my honor to invite

you to join us in Washington, DC for the 2016 AAAS Annual

Meeting, February 11–15. The AAAS Annual Meeting is the most

widely recognized global science gathering with cutting-edge

scientifc sessions, valuable networking opportunities, and

broad international media coverage.

The 2016 meeting theme—Global Science Engagement—focuses

on how the scientifc enterprise can meet global challenges in

need of innovation and international collaboration.

We hope you will join us in Washington, DC.

Geraldine Richmond, Ph.D.

AAAS President and Program Chair

Presidential Chair and Professor of Chemistry

University of Oregon

Join Us in Washington, DC
Learn about science and technology

addressing current and future global

challenges.

• Seminars on food security; person-

alized medicine; preserving arti-

facts; and communicating science

• 130+ symposia in 14 disciplinary

tracks covering the latest research

advances

• Network with colleagues and attend

career development workshops

Connect with us

@AAASmeetings #AAASmtg

facebook.com/AAAS.Science

Reporters: The EurekAlert! website

hosts the AAAS Annual Meeting

Newsroom. For details please visit

eurekalert.org/aaasnewsroom

Geraldine Richmond

AAAS President and Program Chair

Presidential Chair in Science and Professor

of Chemistry

University of Oregon

Thursday, February 11

6:00 p.m. – 7:00 p.m.

Dr. Geri Richmond’s research using laser spectroscopy and

computational methods focuses on understanding the

chemistry and physics that occur at complex interfaces, with

relevance to important problems in energy production,

environmental remediation, and atmospheric chemistry. She

is a member of the National Academy of Sciences and

American Academy of Arts and Sciences and is a fellow of the

American Chemical Society (ACS), American Physical Society

(APS), American Association for the Advancement of Science

(AAAS), and the Association for Women in Science. Richmond

has served in leadership roles on many international,

national, and state governing and advisory boards. She is a

member of the National Science Board and is the U.S.

Science Envoy to the Lower Mekong River Countries of

Vietnam, Laos, Cambodia, Burma, and Thailand. She is

founding and current director of COACh, an organization that

has helped career advancement for thousands of scientists

and engineers in the U.S., Asia, Africa, and Latin America.

Awards for her scientifc accomplishments include the ACS

Olin-Garvan Medal, the Spiers Medal of the Royal Society of

Chemistry, the ACS Joel H. Hildebrand Award in Theoretical

and Experimental Studies of Liquids, and the APS Davisson-

Germer Prize. Awards for outreach and science capacity-

building egorts include the Presidential Award for Excellence

in Science and Engineering Mentoring, the ACS Award for

Encouraging Women in the Chemical Sciences, the Council

on Chemical Research Diversity Award, and the ACS Charles

L. Parsons Award.

www.aaas.org/meetings

PRESIDENT’S ADDRESS

www.aaas.org/meetings

1023Product.indd   462 10/15/15   10:46 AM



February 11–15, 2,16 • AAAS ANNUAL MEETING • Washington, DC

Christopher Dye

Director of Strategy,

Ofce of the

Director General,

World Health

Organization

A Problem Shared:

Teaming Up to Fight

Epidemic Diseases

Friday, February 12

5:00 p.m. – 6:00 p.m.

Friday, February 12

Thaisa Storchi Bergmann

Professor of Physics and Astronomy, Federal University of

Rio Grande do Sul, Brazil

Supermassive Black Holes and the Evolution of the Universe

May-Britt Moser

Professor of Neuroscience, Norwegian University of Science

and Technology

Brain, Space, and Memory

Gary Machlis

Science Advisor to the Director, U.S. National Park Service

The Near-Horizon Future of Science in National Parks

Saturday, February 13

Robin Murphy

Professor of Computer Science and Engineering,

Texas A&M University

Disaster Management: Robots, Informatics, and People

Jennifer Richeson

John D. and Catherine T. MacArthur Professor of Psychology,

Northwestern University

Coalition or Darogation? Psychological Perspectives on

Race Relations in the 21st Century

David Spiegelhalter

Professor for the Public Understanding of Risk,

Cambridge University

Metaphors for Communicating Chronic Risks

Sunday, February 14

GEORGE SARTON MEMORIAL LECTURE IN THE HISTORY AND

PHILOSOPHY OF SCIENCE

David Kaiser

Germeshausen Professor of the History of Science,

Massachusetts Institute of Technology

Einstein’s Legacy: Studying Gravity in War and Peace

JOHN P. MCGOVERN LECTURE IN THE BEHAVIORAL SCIENCES

Elizabeth Spelke

Professor of Psychology, Harvard University

Lecture title to be announced

Samuel Wasser

Endowed Chair and Director, Center for Conservation

Biology, University of Washington

Lecture title to be announced

TOPICAL LECTURES

PLENARY LECTURES
All plenary lectures will be held in the Washington Marriott Wardman Park.

Jennifer Doudna

Professor of Chemistry

and Molecular and Cell

Biology,

University of California,

Berkeley

The CRISPR-Cas9 Genome

Editing Revolution

Saturday, February 13

5:00 p.m. – 6:00 p.m.

Jad Abumrad

Host and Producer,

Radiolab

Lecture title to be

announced

Sunday, February 14

5:00 p.m. – 6:00 p.m.
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Thursday, February 11

Communicating Science
Scientifc and technological issues may trigger societal

conflict when they intersect with personal or political views.

Today’s scientists and engineers are increasingly obligated

to engage with public audiences about emerging issues in

science and technology. This seminar builds connections

between scientists, science communication and public

engagement professionals who can support their eforts, and

social scientists whose research can inform best practices.

Participants will gain actionable knowledge and join a grow-

ing community focused on public engagement with science.

The panels focus on policy engagement, communicating

emerging science-society topics such as synthetic biology,

and using visuals for science communication.

Organized by: AAAS Center for Public Engagement with

Science and Technology

Scientists Engaging in Policy

MODERATOR: Erin Heath, AAAS Ofce of Government

Relations, Washington, DC

SPEAKERS: Carrie Wolinetz, National Institutes of Health,

Bethesda, MD

Arthur Lupia, University of Michigan, Ann Arbor

Jim Gates, University of Maryland, College Park

Communicating Synthetic Biology

MODERATOR: Andrew Maynard, Arizona State University,

Tempe

SPEAKERS: Gretchen Gano, University of California, Berkeley

Kristala Prather, Massachusetts Institute of Technology,

Cambridge

Natalie Kuldell, BioBuilder Educational Foundation,

Cambridge, MA

Dietram Scheufele, University of Wisconsin, Madison

Using Visuals for Science Communication

MODERATOR: Lena Groeger, ProPublica, New York City

SPEAKERS: Matt Hansen, University of Maryland,

College Park

Alberto Cuadra, AAAS/Science, Washington, DC

Paul Martin Lester, California State University, Fullerton

Friday, February 12

Food Security
This seminar will explore food security in light of climate

change and other disruptive events, changes in food produc-

tion systems, and advances in technology and data-sharing.

The 2rst session focuses on managing the impacts of food

shocks, coincidental extreme events that afect the stability

of food production or markets, and climate projections for

how weather hazards may contribute to food shocks. The next

session examines approaches to sustainable intensi2cation

of agriculture, including agricultural censuses, farming prac-

tices, and the role of small farms. The 2nal session addresses

sustainable intensi2cation speci2cally through use of open

datasets and geospatial data to improve farming productivity

and reduce environmental impacts and poverty.

Food Shocks: The Impact of Simultaneous Extreme Events on
Global Food Systems

Organized by: Matt Goode and Riaz Bhunnoo, U.K. Biotechnol-

ogy and Biological Sciences Research Council, Swindon

SPEAKERS: Kirsty Lewis, Met OJce Hadley Center for Climate

Science and Services, Exeter, United Kingdom

JoshuaW. Elliott, University of Chicago Computation Institute,

IL

Tim Benton, Global Food Security Program, Swindon,

United Kingdom

Multiple Paths to Ensuring Global Food Security

Organized by: Linda Young, U.S. Department of Agriculture

(USDA), Washington, DC

SPEAKERS: Pietro Gennari, Food and Agriculture Organization

of the United Nations, Rome, Italy

Catherine Woteki, USDA, Washington, DC

Seth Cook, International Institute for Environment and

Development, London, United Kingdom

DISCUSSANT: Kenneth G. Cassman, University of Nebraska,

Lincoln

Using Data to Enhance Food Productivity in Subsistence
Farming

Organized by: Cindy Cox and Jawoo Koo, International Food

Policy Research Institute (IFPRI), Washington, DC

SPEAKERS: Stanley Wood, Bill and Melinda Gates Foundation,

Seattle, WA

Paul West, University of Minnesota, St. Paul

Ousmane Badiane, IFPRI, Washington, DC

SEMINARS
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Saturday, February 13

Precision and Personalized Medicine
Precision medicine and personalizedmedicine oCer an oppor-

tunity to transform health care by customizing treatment to an

individual’s genetics. The United States and United Kingdom

have recently made investments into initiatives that seek to

accelerate progress in this research. This seminar discusses

these eCorts, and others that use large datasets from insur-

ance companies to understand response patterns, engage

patient organizations in research, and use genomicmedicine

for patients with rare inherited diseases, cancer, or infection.

The seminar also addresses emerging questions about privacy

and the public good, including computational methods and

algorithms for analyzing big data.

Precision Medicine’s Global Reach: Solutions from the Big

Data Revolution

Organized by: Kristen T. Honey, AAAS Science and Technology

Policy Fellow, U.S. Department of Energy, Washington, DC

SPEAKERS: Dhanurjay “DJ” Patil, White House Ofce of

Science and Technology Policy, Washington, DC

John N. Aucott, Johns Hopkins University School of Medicine,

Baltimore, MD

Lorraine Johnson, LymeDisease.org, Los Angeles, CA

Precision Medicine and Bioethics

Organized by: Lindsay R. Chura, British Embassy,

Washington, DC

SPEAKERS: Hugh Whittall, Nutfeld Council on Bioethics,

London, United Kingdom

Richard Barker, Innovate UK, Swindon

Willem Ouwehand, University of Cambridge, United Kingdom

DISCUSSANT: Kathy Hudson, National Institutes of Health,

Bethesda, MD

Personalized Medicine: Big Data and Machine Learning

Organized by: Gabriela Chira, European Commission

SPEAKERS: Karsten Borgwardt, ETH Zurich, Switzerland

Gunnar Rätsch, Memorial Sloan-Kettering Cancer Center,

New York City

Florence Demenais, French Institute of Health and Medical

Research (INSERM), Paris

Sunday, February 14

Protecting Cultural Heritage Sites and Artifacts
From the destruction of ancient sites in areas of conflict to

discrediting fake artifacts, this seminar covers a range of

preservation needs, techniques, and practices. The seminar

highlights recent work in Syria, Mali, and Iraq using satellite

images. The second session demonstrates how forensic

science and the humanities can work together to reveal

the true history of objects. The third session discusses the

application of technologies – such as 3-D printing, digital

scanning, and a novel sensing system that captures spatial

data – for preserving archaeological information, or for

creating new products. Projects in Cambodia, Guatemala,

Mexico, Europe, and the U.S. are presented.

Cultural Heritage Destruction: Evidence and Emergency

Responses

Organized by: Susan Wolfnbarger, AAAS Scientifc Respon-

sibility, Human Rights, and Law Program, Washington, DC;

Katharyn Hanson, University of Pennsylvania Museum’s

Cultural Heritage Center, Philadelphia

SPEAKERS: Susan Wolfnbarger, AAAS, Washington, DC

Corine Wegener, Smithsonian Institution, Washington, DC

Morag Kersel, Depaul University, Chicago, IL

Faked or Changed? Using Science To Reconstruct Object

Biography

Organized by: Marc Walton and Katherine Faber,

Northwestern University, Evanston, IL

SPEAKERS: Luigi Modini, U.S. Federal Bureau of Investigation,

Chicago, IL

Marc Walton, Northwestern University, Evanston, IL

Joel Baden, Yale University, New Haven, CT; Candida Moss,

University of Notre Dame, IN

DISCUSSANT: Francesca Casadio, Art Institute of Chicago, IL

Preserving World Heritage and Transforming Global

Manufacturing with 3-D Scanning

Organized by: Björn Johansson, Chalmers University of

Technology, Gothenburg, Sweden; Ram D. Sriram, National

Institute of Standards and Technology, Gaithersburg, MD;

Ramesh Jain, University of California, Irvine

SPEAKERS: Jan-Eric Sundgren, Volvo Group, Gothenburg,

Sweden

Katsushi Ikeuchi, University of Tokyo, Japan

Lori Collins, University of South Florida, Tampa

DISCUSSANT: ADAM METALLO, SMITHSONIAN INSTITUTION,

LANDOVER, MD
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ANTHROPOLOGY, CULTURE,
AND LANGUAGE

Global Varia�on in Health and Aging:

Cultural Contexts and Quality of Life
Lynnette Leidy Sievert, University of
Massachusetts, Amherst

I Canít Hear Myself Think! Noise and the

Developing Brain from Infancy to Adulthood
Nan Bernstein Ratner, University of Maryland,
College Park

Bilingualism Matters
Karen Emmorey, San Diego State University, CA

Evolu�onary Biology Impacts on Medicine

and Public Health
Cynthia Beall, Case Western Reserve University,
Cleveland, OH; Randolph Nesse, Arizona State
University, Tempe

Rethinking Child Language Disorders:
Insights from Sign Language Research
Richard P. Meier, University of Texas, Austin

The Science of Human Evolution in Africa
Leslea Hlusko, University of California, Berkeley

Understanding Speakers of 7,000 Languages
Robert Munro, Idibon, San Francisco, CA

BEHAVIORAL AND SOCIAL
SCIENCES

Aligning Publishing Incentives with
Research Transparency and Integrity
Bobbie Spellman, University of Virginia,
Charlottesville; Arthur Lupia, University of
Michigan, Ann Arbor

Going Public: How Science
Communicators Can Break Through
the Noise
Arthur Lupia, University of Michigan, Ann
Arbor; Kathleen Hall Jamieson, University of
Pennsylvania, Philadelphia

How the Body Shapes the Mind
Susan Goldin-Meadow and Daniel Casasanto,
University of Chicago, IL

Interpersonal Violence and Conflict
Escalation: Situational Dynamics
William Alex Pridemore, State University of
New York, Albany

Is the Risk of Alzheimer’s and Dementia
Declining? Evidence From Around the
World
Kenneth Langa, University of Michigan,
Ann Arbor

Trying on Identities: Science Engagement
of Adolescents
Julia McQuillan, University of Nebraska, Lincoln

U.S. and Global Public Opinion on Science
and Technology Issues
John C. Besley, Michigan State University,
East Lansing

Virtues of U.S. Scientists Guiding
ScientiRc Practice
Robert T. Pennock, Michigan State University,
East Lansing; Jon D. Miller, University of
Michigan, Ann Arbor

BIOLOGY AND NEUROSCIENCE

At a Loss for Words, or Losing Your
Mind? New Views on Language Problems
in Aging
Margaret Rogers, American Speech-
Language-Hearing Association, Rockville, MD;
Nan Bernstein Ratner, University of Maryland,
College Park

ArtiRcial Intelligence: Imagining the
Future
Maria Spiropulu, California Institute of
Technology, Pasadena

Discovery and Development of the
CRISPR-Cas Genome Editing Technology
Hong Li, Florida State University, Tallahassee

Human Gene Editing: Ethical, Legal, and
Policy Implications
Anne-Marie Mazza and Kevin Finneran,
National Academies of Sciences, Engineering,
and Medicine, Washington, DC

From Toxins to Culture: How Environment
Shapes the Infant Brain
Marie-Francoise Chesselet, University of
California, Los Angeles

Neuroplasticity: Insights in Neuronal
Connectivity Illuminate Brain Function
Thomas Franke, New York University,
New York City; Eric Nestler, Mount Sinai School
of Medicine, New York City

Neuroscience Clues to the Chemistry of
Addictions and Mood Disorders
Mary Baker, European Brain Council,
Brussels, Belgium; Aidan Gilligan, SciCom–
Making Sense of Science, Brussels, Belgium

Oral Cancer: Epidemiology, Mechanisms,
and Early Detection
Mina Mina, University of Connecticut Health
Center, Farmington

COMMUNICATION AND PUBLIC
PROGRAMS

Opinion Writing: Strategies for Persuasive
Public Communication
Laura Helmuth, Slatemagazine, Washington,
DC; Bethany Brookshire, Science News,
Washington, DC

A Global Village of Public Engagement in
Science
Satoru Ohtake, Japan Science and Technology
Agency, Tokyo; Seunghwan Kim, Korea Foun-
dation for the Advancement of Science and
Creativity, Seoul, South Korea; Tateo Arimoto,
National Graduate School for Policy Studies,
Tokyo, Japan

Bridging the Science-Society Gap in Africa
Thandi Mgwebi, National Research
Foundation, Pretoria, South Africa

GeoJournalism: Telling the Story of
Science with Data, Maps, and Sensors
James Fahn, Internews’ Earth Journalism
Network, Albany, CA

Maker Culture and Creativity: The Global
Maker Movement
Seunghwan Kim, Korea Foundation for the
Advancement of Science and Creativity, Seoul,
South Korea

Science in Unexpected Places: Innovative
Ways to Engage the Public
Jennifer Cutraro, WGBH Educational
Foundation, Boston, MA

Using Humor to Address Serious Topics
Kasha Patel, NASA Goddard Space Flight
Center, Washington, DC

What Scientists Think About Public
Engagement: New Data, Insights,
and Directions
Anthony Dudo, University of Texas, Austin

SYMPOSIA TRACKS

Organizers are listed under symposia titles.
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EDUCATION

Meeting Global Climate Goals with Energy
Education
Matthew Garcia, AAAS Science and Technol-
ogy Policy Fellow, U.S. Department of Energy,
Washington, DC; David Blockstein, Council
of Energy Research and Education Leaders,
Washington, DC

Advancing Science Through Aferschool
STEM: Making the Case with Evidence
Anita Krishnamurthi, Aferschool Alliance,
Washington, DC

Afer the Dover Intelligent Design Trial:
Law, Politics, and Education
Ida Chow, Society for Developmental Biology,
Bethesda, MD; Jay B. Labov, National
Academy of Sciences, Washington, DC;
Eugenie C. Scott, National Center for Science
Education, Berkeley, CA

Building a Transdisciplinary Science
Workforce to Meet Contemporary Health
Challenges
Syril Pettit, Health and Enviornmental Sciences
Initiative, Washington, DC

Enabling Efective Climate Literacy with
Collective Impact
Tamara Shapiro Ledley, TERC, Cambridge,
MA; Frank Niepold, National Oceanic and
Atmospheric Administration, Silver Spring, MD;
Lin Chambers, National Aeronautics and Space
Administration (NASA), Hampton, VA

Incorporating Responsible Science into
Academic Curricula
Lida Anestidou, National Academies of Sci-
ences, Engineering, and Medicine, Washington,
DC

Mathematics and Music
David Wright, Washington University, St. Louis,
MO

Team Science and Convergence:
Implications for Education
Katherine Bowman, Margaret Hilton, and
Elizabeth O’Hare, National Research Council,
Washington, DC

ENGINEERING, INDUSTRY, AND
TECHNOLOGY

X-ray Imaging Innovations for Biomedicine
Ge Wang, Rensselaer Polytechnic Institute, Troy,
NY; Mannudeep Kalra, Massachusetts General
Hospital, Boston

Accelerating Energy-Climate Innovation
Daniel Sarewitz, Arizona State University,
Tempe; John Alic, Consultant, Avon, NC

Cleaner Energy Solutions: What Can 21st
Century Large-Scale Physics Deliver?
Silvana C. Westbury and Isabelle Boscaro-Clarke,
Diamond Light Source, Didcot, United Kingdom

Does Hydraulic Fracturing Allow Gas to
Reach Drinking Water?
David Marker, WESTAT, Rockville, MD

Global Science-Driven Entrepreneurship:
Determined Pursuit of Innovative Success
Anice Anderson, Private Engineering Consult-
ing, Carmel, IN; Katharine Blodgett Gebbie,
National Institute of Standards and Technol-
ogy, Gaithersburg, MD; Charles W. Clark, Joint
Quantum Institute, Gaithersburg, MD

Advance Registration Rates until January 19

AAAS Member New Member Non-Member

Rates for members

in good standing

Reduced rates if you

join AAAS today

Rates for all other

attendees

Professional $295 $380 $399

Postdoc $235 $320 $335

K-12 Teacher $235 $320 $335

Emeritus $235 $320 $335

Student $60 $70 $90

One-day rates are also available: www.aaas.org/AM16reg
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Promoting Global Science, Technology,
and Innovation Entrepreneurship: Best
Practices
Sarah Staton and Sara Klucking, U.S.
Department of State, Washington, DC

Rethinking Sustainable Housing in
Sub-Saharan Africa
Esther Obonyo and Abraham Goldman,
University of Florida, Gainesville

Smart Materials for Sustainable
Infrastructure: Self-Healing Concrete
and Asphalt
Stefanie ReiCert and Patrick Regan, Technical
University of Munich, Germany

The Global Energy Landscape: 2050 and
Beyond
Subhashree Mishra, David Rench McCauley,
and Abigail Watrous, U.S. Department of
Energy, Washington, DC

ENVIRONMENT, ECOLOGY, AND
CLIMATE CHANGE

Sea Level Rise: Human and ScientiPc
Challenges
Benjamin Hamlington, Old Dominion
University, Norfolk, VA; Eric Lindstrom, NASA
Earth Sciences Division, Washington DC;
Michelle Covi, Mitigation and Adaptation
Research Institute and Virginia Sea Grant,
Norfolk, VA

The National Park System: A National
ScientiPc Asset
Gary Machlis, U.S. Department of the Interior,
National Park Service, Washington, DC; Megan
F. McKenna, National Park Service, Fort Collins,
CO

Advancing Knowledge of Global Amphib-
ian Decline with International Collabora-
tion
Karen Lips, University of Maryland, College
Park; Patricia Burrowes, University of Puerto
Rico, San Juan; Kelly Zamudio, Cornell Univer-
isty, Ithaca, NY

Air Pollution, Climate Change, and Policy
in Asia
Zhanqing Li and Maureen Cribb, University of
Maryland, College Park

Biodiversity, Scientists, and Religious
Communities: Conservation Through
Collaboration
Se Y. Kim and Jennifer Wiseman, AAAS Dialogue
on Science, Ethics, and Religion, Washington,
DC

Creating Resilient Cities in the Face of
Global Sea Level Rise
Rita Teutonico and TiCany Troxler, Florida
International University, Miami

Dynamic Relationship Between Mountain
Glaciers and Climate Change
JeCrey Kargel, University of Arizona, Tucson

Empowering Environmental Research,
Education, and Outreach in Congo Basin
Forests
Mary Katherine Gonder, Drexel University,
Philadelphia, PA; Thomas Smith, University of
California, Los Angeles

Finding the Balance: Collaboration on
Social-Ecological Tipping Points
Carrie Kappel, University of California,
Santa Barbara

Global Soil Biodiversity: A Common
Ground for Sustainability
Tandra Fraser, Colorado State University,
Fort Collins

Global Urban Ecology Research:
Addressing Novelty, Equity, and
Uncertainty
Jessica Graybill, Colgate University, Hamilton,
NY; Vivek Shandas, Portland State University,
OR

Living with Earthquakes: Causes, Early
Warning, and Damage Mitigation
David Kornhauser, Kyoto University, Japan

Sea Level Rise in a Warming World:
Past is Prologue
Maureen Raymo, Columbia University Lamont-
Doherty Earth Observatory, Palisades, NY

Tsunamis: An International Hazard
Costas Synolakis, University of Southern
California, Los Angeles; Harry Yeh, Oregon
State University, Corvallis; Philip Liu, Cornell
University, Ithaca, NY

Unmanned Autonomous Systems for
Climate and Environmental Research
Sally McFarlane, U.S. Department of Energy,
Washington, DC

FOOD ANDWATER RESOURCES

Climate Change and Agriculture:
Revisiting the Evidence and Potential
Solutions
Caron Gala, Council on Food, Agricultural, and
Resource Economics, Washington, DC

Food Systems: Building Resilience and
Partnering across Sectors
Rahel Byland, ETH Zurich, Switzerland;
Ursula Oesterle, Mixing Bowl, Palo Alto, CA

Food, Water, Energy, and the American
Indian Farmer
Maureen McCarthy, University of Nevada, Reno

Global Science to Protect Our Global Farm
Matt Goode, U.K. Biotechnology and Biological
Sciences Research Council, Swindon; Jennifer
Martin, National Institute of Food and Agricul-
ture, Washington, DC

Pathogens Without Borders
John Bakum, Cornell University, Ithaca, NY

Unlocking Plant Genetic Diversity for Food
and Nutritional Security
Patrick Byrne, Colorado State University, Fort
Collins; Ann Marie Thro, National Institute of
Food and Agriculture, Washington, DC; Wayne
Smith, Texas A&M University, College Station

GLOBAL PERSPECTIVES AND
ISSUES

Arctic Research as a Model for
Responsible International Collaboration
David Moorman, Canada Foundation for
Innovation, Ottawa

Engaging LGBT Scientists in the U.S.
and Abroad
Arthur G. Fitzmaurice and Gregory Mack,
National Science Foundation, Arlington, VA

Library of Alexandria and Global Research
Engagement
Ronald LaPorte, University of Pittsburgh, PA;
Faina Linkov, Magee Womens Research
Institute, Pittsburgh, PA

Limiting our Planet’s Nitrogen Footprint
James Galloway, University of Virginia,
Charlottesville

Open Science: Global Perspectives and
Prospects
Rene von Schomberg, European Commission,
Brussels, Belgium

SESAME: A ScientiPc Source of Light in the
Middle East
James Gillies, European Organization for
Nuclear Research (CERN), Geneva, Switzerland;
Antonella Varaschin, InZnera Corporation,
Rome, Italy
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Smart Cities: Utopia for Data Collection?
Eswaran Subrahmanian, Carnegie Mellon
University, Pittsburgh, PA; Maryann Feldman,
National Science Foundation, Arlington, VA;
Ram D. Sriram, National Institute of Standards
and Technology, Gaithersburg, MD

Statecraf and Scalpel: Regional and
Global Health Diplomacy
Daan Du Toit, South Africa Department of Sci-
ence and Technology, Pretoria; Satoru Ohtake,
Japan Science and Technology Agency, Tokyo

Statisticians Building Global Science
Capacity and Infrastructure
Rochelle Tractenberg, Georgetown University,
Washington, DC; Eric Vance, Virginia
Polytechnic Institute and State University,
Blacksburg

Toward a Sustainable Future in the Middle
East: Building ScientiGc Collaborations
Elizabeth Ann Nalley, Cameron University,
Lawton, OK; Zafra Margolin Lerman, Malta
Conferences Foundation, Evanston, IL

INFORMATION TECHNOLOGY
AND COMPUTING

New Science Roadmaps for Global
Research
Ben Shneiderman, University of Maryland,
College Park

Citizen Science and Information
Technology: Engaging People for a
Better Planet
Daniel Rubenstein, Princeton University, NJ;
Carla P. Gomes, Cornell University, Ithaca, NY;
Barbara Illman, U.S. Forest Service, Madison,
WI

Emergence of Intelligent Machines:
Challenges and Opportunities
Bart Selman, Cornell University, Ithaca, NY;
Francesca Rossi, University of Padova, Italy

Massively-Collaborative Global Research
in Mathematics and Science
Edward Aboufadel, Grand Valley State
University, Allendale, MI

Public-Private Partnerships to Accelerate
Innovation in Intelligence Analysis
Alyson Wilson, North Carolina State University,
Raleigh

The Confluence of Computing and Society:
Emerging Themes in Socio-Technical
Systems
Gregory D. Hager, Johns Hopkins University,
Baltimore, MD; Ann Drobnis, Computing
Community Consortium, Washington, DC

INTERNATIONAL AND
SUSTAINABLE DEVELOPMENT

Accelerating Africa’s ScientiGc
Transformation
Michela Greco, CRDF Global, Arlington, VA

Enhancing African STEM Research and
Capacity with International Collaboration
Molly Haragan and Emilio Bunge, Development
Finance International Inc., Bethesda, MD

Mathematics Making a Diference in Africa
Evans Harrell, Georgia Institute of Technology,
Atlanta

Sustainable Development Goals: Paths
Forward
Margaret Collins, International Institute for
Applied Systems Analysis, Laxenburg, Austria

Using Biodiversity Science for
Conservation and Development
Molly Fannon and John Kress, Smithsonian
Institution, Washington, DC

Win-Win or Lose-Lose: Poverty, Human
Health, and Environmental Quality
Christopher B. Barrett, Cornell University,
Ithaca, NY

MEDICAL SCIENCES AND
PUBLIC HEALTH

Advancing Assistive Devices Through
Global Olympic-Style Competition
Rahel Byland, ETH Zurich, Switzerland

Fighting Cancer and Chronic Infections
with T Cell Therapy: Promise and Progress
Patrick Regan and Ulrich Marsch, Technical
University of Munich,Germany

Improving Cancer Patient Care: Trade-oQs
between EUcacy and Toxicity
Gabriela Chira, European Commission,
Brussels, Belgium

Lessons from the Ebola Outbreak:
Designing Vaccine Trials for Emerging
Diseases
M. Elizabeth Halloran, University of
Washington, Seattle

Measles Vaccination: Global Challenges
M. Elizabeth Halloran, University of
Washington, Seattle

New and Emerging Tobacco Products:
Biomarkers of Exposure and Injury
Daniel Conklin, University of Louisville, KY;
Judith ZelikoT, New York University, Tuxedo

Public Health Epigenomics: Integrating
Environment and Human Health
Shaun McCullough, U.S. Environmental
Protection Agency, Research Triangle Park, NC;
Dana Dolinoy, University of Michigan,
Ann Arbor

The Burden of Disease From Air Pollution
Aaron Cohen, Health ETects Institute, Boston,
MA; Michael Brauer, University of British
Columbia, Vancouver, Canada

The Impact of Convergence on Innovation
Across Sectoral and Global Boundaries
Katherine Bowman, National Research
Council, Washington, DC; Amanda Arnold,
Square Set Stratgeies LLC, Washington, DC;
Anice Anderson, Private Engineering
Consulting, Carmel, IN

PHYSICS AND ASTRONOMY

Astroparticle Physics: Unraveling
Mysteries of the Universe
Tajinder Panesor, Institute of Physics, London,
United Kingdom

Ghost Hunters: The Search for New Types
of Neutrinos
Katie Yurkewicz, Fermi National Accelerator
Laboratory, Batavia, IL; Vincenzo Napolano,
National Institute for Nuclear Physics, Rome,
Italy

JamesWebb Space Telescope: Building
a Global Observatory
Jason Kalirai, Margaret Meixner, and Joel
Green, Space Telescope Science Institute,
Baltimore, MD

Mapping the Northern and Southern
Skies: Diversity and Research Capacity
for Global Astronomy
Keivan Stassun, Vanderbilt University,
Nashville, TN

Megascience Global Projects Seeded in
Europe, Asia, and the U.S.
Maria Spiropulu, California Institute of
Technology, Pasadena; David Gross, Unviersity
of California, Santa Barbara

Planet Formation Seen With Radio Eyes
Mark T. Adams, National Radio Astronomy
Observatory, Charlottesville, VA

Radio Astronomy on Three Continents:
First Stars and the Epoch of Reionization
Bruce G. Elmegreen, IBM T.J. Watson Research
Center, Yorktown Heights, NY
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Space Weather: A Low Frequency,
High Impact Space Age Hazard
Michael Wiltberger, National Center for
Atmospheric Research, Boulder, CO

Where Did Most of the Universe Go?
Searching for DarkMatter
Terry O’Connor, U.K. Science and Technology
Facilities Council, Swindon; Manuel Gnida,
SLAC National Accelerator Laboratory,
Menlo Park, CA

PUBLIC POLICY

AWar on Science? Vaccines, Climate
Change, GMOs, and the Role of Science
Mark A. Largent, Michigan State University,
East Lansing; Christian Young, Alverno
College, Milwaukee, WI

Childhood Stunting: Policy Solutions To
Address a Global Burden with Long-Term
Impacts
Sharon Bergquist, Bill and Melinda Gates
Foundation, Seattle, WA

Federal Science and the Public Good:
U.S. Agency Science-Based Decision-
Making
Francesca T. Grifo, U.S. Environmental
Protection Agency, Washington, DC

Forensic Sciences: Toward a Stronger
Scientifc Framework
Alicia Carriquiry, Iowa State University, Ames

Fostering Integrity in Science: An Action
Agenda
Thomas Arrison, National Academies of
Sciences, Engineering, and Medicine,
Washington, DC

Future Directions for International Science
Advice
Peter Gluckman, New Zealand Ministry of
Foreign APairs and Trade, Wellington

Grand Visions for the Future of U.S.
Science in a New Global Era
Pushpalatha Bhat, Fermi National Accelerator
Laboratory, Batavia, IL

Integrating Science into Policymaking:
What Works andWhy
Stephen Davies and Geraldine Barry, European
Commission Joint Research Center, Brussels,
Belgium

Overcoming Barriers to Technology
Innovation in Established Economic
Sectors
Charles Weiss, Georgetown University,
Bethesda, MD; William B. Bonvillian,
Massachusetts Institute of Technology,
Washington, DC

Peer Review for Public Trust
Brad Wible and Marcia McNutt, AAAS/Science,
Washington, DC

Science Policy in the 2016 U.S.
Presidential Election: Candidates’ Visions
for Science
Joanne P. Carney, AAAS OSce of Government
Relations, Washington, DC; Tobin Smith,
American Association of Universities,
Washington, DC; Jennifer Poulakidas,
Association of Public and Land-grant
Universities, Washington, DC

The Global Impact of Violence Against
Children: Economic, Health, and Policy
Perspectives
Susan Horton, University of Waterloo, Canada;
Susan Bissell, United Nations Children’s Fund
(UNICEF), New York City

for its generous support of
the Science Journalism Awards

AAAS, publisher of Science, thanks the sponsors and
supporters of the 2016 AnnualMeeting

As of October 15, 2015
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POSITIONS OPEN

FACULTY POSITIONS
University of California San Diego

DEPARTMENT OF BIOENGINEERING

TheDepartment of Bioengineering in the Jacobs School
of Engineering at the University of California, San Diego is
inviting applications for a TENURE-TRACK POSI-
TION at the Assistant Professor.

A PhD or advancement to candidacy in bioengineering
or related engineering disciplines is required for this posi-
tion. Successful applicants will be expected to teach un-
dervgraduate courses in University of California San
Diego_s Bioengineering, Biotech and/or BioSystems
Engineering Major tracks and graduate courses in Bio-
engineering and establish a vigorous program of high-
quality federally funded bioengineering research.

To obtain more information or submit your appli-
cation materials, go to website: https://apol-recruit.ucsd.
edu/apply/JPF00928.

University of California San Diego is an Affirmative Action/
Equal Opportunity Employer.

Anatomy and Cell Biology East Carolina University
Tenure Track position at the Assistant or Associate Pro-
fessor level is available, based on qualifications, in the De-
partment of Anatomy and Cell Biology, Brody School of
Medicine at East Carolina University (ECU) in Green-
ville, NC. The new faculty is expected to develop a rig-
orous, extramurally funded research program that will
contribute to the departmental research missions in cell
biology (http://www.ecu.edu/anatomy). Research pro-
grams must compliment the strengths of ongoing re-
search in the department or within the school of medicine.
Applicants should have strong interest in graduate stu-
dent education; experience in medical education in the
anatomical sciences is preferred. A fixed term appoint-
ment is an option but not preferred. For more informa-
tion about the position, please access the HR website and
apply using the on-line application process to position
#957507 https://ecu.peopleadmin.com/applicants/
jsp/shared/position/JobDetails_css.jsp?postingId0
346235. Applicants should submit a complete application
including a cover letter, statement of interest, curriculum
vitae, statement of teaching philosophy, and statement of
research plans including specific aims for a potential pro-
posal. East Carolina University is a constituent institution of the
University of North Carolina and an Equal Opportunity/Affirmative
Action University that accommodates the needs of individuals with
disabilities.

ASSISTANT/ ASSOCIATE PROFESSOR
FORENSIC BIOLOGY

The Forensic Science Program and the Department
of Biology at Middle Tennessee State University invite
qualified applicants for a tenure-track assistant professor
position in Forensic Biology. Candidates must apply on-
line at website: http://www.mtsu.edu/jobs.php,
position no. 103020. Middle Tennessee State University
is an Equal Opportunity/Affirmative Action Employer. Women,
minorities, and persons with disabilities are encouraged to apply.
Review of applications begins November 30, 2015.

POSITIONS OPEN

Vice Chair for Research
Pennsylvania State University

An opportunity exists for a Vice Chair for Research and
Director of the Division of Musculoskeletal Sciences with-
in the Department of Orthopaedics and Rehabilitation at
The Pennsylvania State University College of Medicine.
This is a tenure or tenure track faculty positon at the rank
of Associate or Full Professor. This position will provide
administrative oversight of the Department_s research
programs and includes a highly competitive salary and
start-up funds. This is a unique opportunity to join
and direct a well-established, highly interactive research
group consisting of engineers, material, clinical and basic
scientists focusing on musculoskeletal research. A joint
academic appointment will include a primary appointment
in the College of Medicine at the Hershey, PA campus
and a secondary appointment in an appropriate depart-
ment at Penn State University main campus at State
College, PA.
The professional qualifications for this position in-

clude: The ideal candidate will have an advanced degree
of Ph.D., M.D., or M.D./Ph.D. Will have established an
independent and extramurally funded research program
in the area of musculoskeletal sciences or engineering.
Demonstrated strong leadership skills; have experience
in teaching and mentoring junior investigators, post-
doctoral fellows, graduate and medical students; and have
a record of strong publications in peer-reviewed jour-
nals. Will be an individual who can apply modern bio-
medical science and engineering concepts to the study
of musculoskeletal tissues and lead others in develop-
ing their own research programs.
As part of one of the country_s pre-eminent univer-

sities, our 551-bed tertiary medical center is the central
Pennsylvania_s region s only level I adult and pediatric
trauma center and academic medical center. Also home
to Penn State Children s Hospital, we are considered a
resource for the most complex adult and pediatric cases.
Hershey, PA, and the surrounding area offer a pleasant
alternative to the pressures of urban living with a mix
of well-maintained communities with quiet tree-lined
streets, safe shopping districts, beautiful farmland, and
state parks and game lands. It s the best of both worlds,
with cultural events and nightlife both within Hershey
and driving distance to Harrisburg; Philadelphia; the
Pocono Mountains; Baltimore; Washington, D.C.; and
New York City. The area is home to two professional sports
teams, an amusement park, golf courses, professional and
amateur theater, symphonies, and opportunities for hunt-
ing, fishing, and mountain biking.
Apply to job 58934 at website: http://apptrkr.

com/690801
CAMPUS SECURITY CRIME STATISTICS: For

more about safety at Penn State, and to review the An-
nual Security Report which contains information about
crime statistics and other safety and security matters, please
go to website:http://www.police.psu.edu/clery/, which
will also provide you with detail on how to request a
hard copy of the Annual Security Report.

Penn State is an Equal Opportunity, Affirmative Action Em-
ployer, and is committed to providing employment opportunities to
all qualified applicants without regard to race, color, religion, age,
sex, sexual orientation, gender identity, national origin, disability
or protected veteran status.
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7389 - Director, Oncology Cambridge

Medimmune seeks an exceptonally strong individual to join their Oncology

Research team in Cambridge, UK. This is a strategic positonwith responsibilites

that are of major significance to the success of the Oncology portfolio.

Medimmune’s oncology research team consists of approximately 85 people

roughly divided equally between Cambridge, UK and Gaithersburg, MD, USA.

The Oncology Research Group in Cambridge consists of 2 teams each led by a

Director. A vacancy has arisen to replace one of those Directors.

Reportng to the VP Oncology Research who is based in the US, the incumbent

will lead a teamof approximately 20 people consistng of scientsts, technicians

and post-docs. Importantly the successful candidate will bring substantal

research experience in tumour-immunology and be a well- respected and

recognised scientst in academia and/or bio-pharmaceutcal industry. The

primary responsibility of the Oncology Research Group is to bring new and

innovatve science that can lead to the development of new immune-therapies.

The group addresses basic science including investgatng new mechanisms/

pathways, validaton of targets and further in-vivo and in-vitro validaton of

models and determining mode of acton.

Major Dutes and Responsibilites:

Providing scientfc, operatonal and strategic leadership for Oncology•

Research actvites at Medimmune, Cambridge.

Bringing cell and molecular immunology expertse to the development of•

novel cancer therapeutcs as well as providing scientfc and managerial

leadership for cross-functonal teams. Direct responsibility for managing

and mentoring scientsts and teams, ensuring appropriate resourcing for

work plans and projects.

Using scientific knowledge and expertise to review and support key•

investment decisions and provide guidance to the Oncology governance

commitees for project progression.

Implementaton of strategies to ensure a sustainable Oncology Research•

pipeline.

Establishing and maintaining innovaton and capability in complex models•

of disease, with a partcular focus on tumour immunology.

Promotng awareness of the compettve environment and helping to build•

Medimmune’s external presence in key areas of research.

Providing clear communication of results with conclusions and•

recommendatons to key stake holders and preparing documents and

reports for internal governance committees and regulatory agencies,

including INDs.

Establishing and managing external collaboratons; and contributng to•

assessment of external business alliance and in-licensing opportunites.

This senior and highly visible positon within the Medimmune organisaton

requires an experienced oncology research professional whose qualites and

experience include the following parameters.

Educa:on:

Your career will be built on a strong academic background. With a PhD orMD/

PhDqualifcaton andwith excellent interpersonal and communicaton skills the

incumbent will have a proven track record in tumour-immunology, preferably

in aspects of innate immunology and/or immune suppressive components in

the tumour microenvironment.

Experience & Skillset

A thought leader in Immuno-Oncology;

Strong understanding of developing drugs within the feld of Immuno-•

Oncology is a plus.

Strong understanding of the cellular processes underlying cancer.•

Strong background in understanding, elucidatng and manipulatng the•

immune system in various solid and hematologic oncology setngs.

Experience and familiarity of cell-based assays and models with industry-•

standard techniques.

Target Identification and Target Validation experience would be•

advantageous.

Experience of developing data packages suitable for supportng IND flings•

would be benefcial.

Able to demonstrate strong mentoring skills to scientists as well as•

postdocs.

Proven ability to lead innovatve research and the validaton of novel•

targets.

A strong background of in vitro and in vivo experimentaton and functonal•

assay development is essental.

Experience of championing and guiding projects from incepton to candidate•

drug.

Ability to prioritse and clearly defne those priorites to others andmonitor•

progress.

Motvated to work in a fast paced and highly collaboratve environment.•

Leadership and Line management expertse are essental to the post with•

evidence of developing a strong team ethic.

Visit theMedImmune career portal (hEps://www.medimmune.com/careers)

using reference 7389

Compettve remuneraton and company benefts apply.

Closing date for submissions – 30th Nov 2015

Come work with us!

http://web.mit.edu

Tenure Track Faculty

The Department of Brain & Cognitive Sciences (BCS)

(http://bcs.mit.edu) at MIT is looking to hire up to five (5)
tenure-track faculty at the assistant professor level. Affiliations
with the Picower Institute for Learning & Memory and the
McGovern Institute for Brain Research are possible. We are
most excited about candidates who work in one or more of
the following four (4) areas:

i. Computational and theoretical approaches to neuroscience
and cognition. Possible areas of focus include but are not
limited to: statistics and data science, neural circuits, neural
population representations and transformations, and cognitive
processes. Candidates with the ability to build bridges across
empirical domains are especially attractive. An affiliation
with Electrical Engineering and Computer Science (EECS),
the Computer Science and Artificial Intelligence Laboratory
(CSAIL), Institute for Data, Systems, and Society (IDSS), or
other allied departments is possible.

ii. Systems neuroscience in non-human animals. The ideal
candidate would be driven by computational questions
and ideas from human cognition, with the goal of reverse
engineering the underlying neural representations and
processes using tools that allow access to multiple
brain regions.

iii. Cognitive neuroscience in humans, especially if the
candidate’s work bridges levels of analysis using a variety
of methods including MRI, MEG, fMRI, theoretical modeling,
genetics and reverse engineering approaches.

iv. Human cognition using behavioral methods, especially
in the areas of language and/or cognitive development.

Successful applicants are expected to develop and
lead independent, internationally competitive research
programs and to share in our commitment to excellence in
undergraduate and graduate education by teaching courses
and mentoring graduate and undergraduate students. PhD
must be completed by start day of employment and some
postdoctoral training is preferred.

Please submit application materials – cover letter,
CV, statement of research and teaching interests and
representative reprints – online at https://academicjobsonline.
org/ajo/jobs/5972. Please state research area in cover letter.
To help direct the application, applicants should indicate
which of the four areas listed above is their main research
area by answering the mandatory questions included in the
application. In addition, please arrange to have three letters of
recommendation submitted online. Review of applications will
begin on October 31, 2015.

MIT is an affirmative action employer, and
we encourage applications from women
and underrepresented minorities.



The fellowships are awarded for five years and each fellowship amounts

to DKK 10 million (approx. Euro 1,3 million).

The subject area should be frontline basic- or applied research within

the scope of the Foundation’s grant strategy, which can be seen at

www.lundbeckfonden.com

The call invites Danish or foreign researchers from abroad, who wish

to move to Denmark and continue their research here. The call is also

open for applicants from Danish universities and university hospitals.

The fellowships are intended for researchers who are qualified to

establish or develop their own research groups within biomedicine and

who have received their PhD degree within the last 5-7 years.

The application should include an account of the research plan,

collaborators, budget and how the research group is envisioned to be

placed within a Danish research institution. In addition, it should include

a letter of intent from a resident researcher at the host institution, who

makes him- or herself available as a mentor to facilitate the applicant’s

establishment of the research group as an integral part of the host

institution. Further guidance is provided in the application form.

The application, written in English, should be sent via the Foundation’s

Electronic Application System for fellowships at

www.lundbeckfonden.com no later than December 14, 2015. Interviews

will take place during the weeks of April 18-21 or 25-29, 2016 at the

Lundbeck Foundation.

For further information please contact Ulla Jakobsen, Science Manager,

phone: 39 12 80 11 or email: application@lundbeckfonden.com

LUNDBECK FOUNDATION FELLOWSHIPS

Lundbeckfonden

Scherfigsvej 7, DK-2100 Copenhagen Ø

Tel. +45 39 12 80 00

www.lundbeckfonden.com

Lundbeck Foundation is an active industrial foundation with controlling

shareholdings in H. Lundbeck, ALK and Falck. In addition, the Foundation

manages financial investments of approximately € 1.3 billion. The Founda-

tion supports biomedical research of the highest international quality. In

2014, the Foundation had a profit after tax of approx. € 217 million and

made research grants of approx. € 64 million.

The Lundbeck Foundation hereby invites applications for fellowships within biomedicine, including science projects

with a clear biomedical angle and research plans, which will be granted to especially promising young researchers and

their research groups.

Qatar Biomedical Research Institute (QBRI)
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Tenure-Track Faculty Position
Neuroscience and Experimental Therapeutics

College of Medicine
Texas A&M Health Science Center

The Department of Neuroscience and Experimental Therapeutics invites
applications for a tenure-track faculty position at the level of ASSISTANT
PROFESSOR.We are interested in outstanding scientists in the neurosciences,
neuropharmacological or translational scienceswith a strong record of research
productivity and a commitment to graduate and medical education. The ideal
candidate’s research program should complement existing research strengths
in the departmentwhich includemolecular, cellular and behavioral approaches
to study brain development, aging, neurodegeneration and addiction. (Formore
details see http://medicine.tamhsc.edu/next/faculty/index.html)

This position offers an outstanding research environment, collaborative faculty,
a newly built research facilitywith amodern vivarium and a highly competitive
start-up package, compensation and benefits. Successful candidates are
expected to develop independent, extramurally-funded research programs, and
to participate in teaching and servicewithin the department. The neuroscience
community at TexasA&M consists of 70+ faculty located in the departments
across the University.Additional interdisciplinary collaborations are possible
with the College of Engineering and the College of Pharmacy.

Applicationsmust be submitted online through the departmentalweb site located
at http://medicine.tamhsc.edu/next/index.html.Applicationsmust include a
full CV, research statement, three most relevant publications and list of three
references.Applications must be received by December 31, 2015. Review of
applications will begin as soon as they are received, and applications received
after the deadline will not be guaranteed consideration.

Contact information: Chair of Research Faculty Search Committee,
Department of Neuroscience and Experimental Therapeutics, Texas

A&MHealth Science Center, College ofMedicine,Medical Research and

Education Building, 8447 State Highway 47, Bryan, TX 77807. COM-

NEXTResearchFaculty@medicine.tamhsc.edu.

The TAMHSC is an Affrmative Action/ Equal Opportunity Employer.

Be the force
behind the cures.

DEVELOPMENTAL NEUROBIOLOGY

FACULTY RECRUITMENT

TheDepartment of Developmental Neurobiology at St. Jude
Children’sResearchHospital (St. Jude) seeksanexceptional
and creative scientist for a FACULTY position in cellular or
systemsneuroscience.Weareseekingan investigator to lead
amultidisciplinary researchprogramthataddresses thebasic
function of neurons or neuronal circuits. Areas of interest in-
cludeneuralcircuitsandbehavior, synapticneurobiology,cell
biologyofneurogenesis, includingstemcellbiology,andneu-
ral epigenetics. Early career investigators interested in con-
tributing to a culture of excellence at St. Jude are particularly
encouraged to apply. This search is alsoopen formid-career
investigators with a strong record of independent research.

The research environment at St. Jude is highly interactive
with collaborative opportunities across all basic research
and clinical departments, as well as access to state-of-the-
art institutional shared resources managed by Ph.D. level
scientists. Developmental Neurobiology investigators have
access to specialized departmental shared resources that
include animal behavior, human stem cells, live cell imaging,
cell sorting and advanced image processing and analysis.

We offer very competitive packages, including generous
startup funds, equipment, laboratory space, personnel sup-
port and potential institutional support beyond the start-up
phase. A faculty position at the Assistant and Associate
Member levelmaybeconsidered.Successfulapplicantsmay
hold a Ph.D. and/or M.D. degree, have at least three years
of relevant postgraduate experience, and a demonstrated
track record of productivity.

Interested applicants should send via email a curriculum
vitae, a 2-3 page summary of research interests, and the
names of three references to:

David Solecki, Ph.D and
Stanislav S. Zakharenko, M.D./Ph.D.
Department of Developmental Neurobiology
St. Jude Children’s Research Hospital
262 Danny Thomas Place, Memphis, TN 38105
Email: DNBFaculty@stjude.org

www.stjude.org/developmental-neurobiology

EOE/M/F/Vet/Disability/Sexual Orientation/Gender Identity
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clusterhiring.ucr.edu

NOW HIRING

300
LADDER FACULTY

Join us in defining the
new American research

university

Department of Biological Sciences
Associate Professor in Biological Sciences,

Plant Ecology - Kurtz Endowed Chair in Biological Sciences

The Division of Natural Sciences and Mathematics and the Department of
Biological Sciences at the University of Denver invites applications for a
Plant Ecologist in a tenure-track position at the Associate Professor level to
begin September 1, 2016.Applicants at the level of Full Professor will also be
considered.We are interested in candidates studying plant ecology at any scale
from population to community to landscape ecology, and those interested in
plant ecological interactionswith other organisms, including in an evolutionary
context. Candidates will have a Ph.D. in an appropriate feld and demonstrated
success in extramural funding with an established research program that
complements the research interests of faculty. The successful candidate will
be the Kurtz Endowed Chair in Biological Sciences, supervise undergraduate
research projects andM.S. andPh.D. students, teach undergraduate and graduate
courses in biology and specifc areas of specialty, and will serve as the Director
of the ChesterAlterArboretum at the University of Denver by consulting and
workingwith campus facilities. Information onDepartmental programs can be
found at http://www.du.edu/nsm/departments/biologicalsciences/

All candidatesmust submit their application through https://dujobs.silkroad.
com. The online application should include: a cover letter, a curriculum vitae,
and separate statements of research interests and teaching philosophy and two
recent publications. In addition, at least three recommenders should email
letters of reference to: Plant Ecology Faculty Search Committee, University
of Denver, Department of Biological Sciences at biology.rec@du.edu. The
review of applications will begin November 15, 2015 and continue until the
position is flled. Contact Dr. Anna Sher at Anna.Sher@du.edu if you have
questions regarding the search.

The University of Denver is committed to enhancing the diversity of its
faculty and staff and encourages applications from women, minorities,

members of the LGBT community, people with disabilities and veterans. The
University is an Equal Opportunity/Affrmative Action Employer.

Harvard University Faculty Positions in
Paleobiology, Geobiology, and Earth History

The Departments of Organismic & Evolutionary Biology (OEB)
and Earth & Planetary Sciences (EPS)—in partnership with the
Museum of Comparative Zoology (MCZ)—invite applications

for two tenure-track faculty positions spanning the broadly defned felds
of paleobiology, geobiology, and Earth history. We seek to attract two
outstanding individuals to establish innovative research programs and teach
both undergraduate and graduate students. We are especially interested in
individuals whose work spans the intellectual interests of the OEB and EPS
departments, possibly including—although not limited to--paleontology
and/or the interactions between life, evolution, (bio)geochemistry, and the
environment over geologic time, either on land or in the ocean. The positions
may be associated with curatorial appointments in the MCZ with oversight
responsibilities of the museum’s invertebrate paleontology collections.

BasicQualifcations:Doctorate or terminal degree in geobiology, paleontology,
or related disciplines required by the time the appointment begins.

Additional Qualifcations: Demonstrated excellence in teaching is desired.

Please submit applications online at: http://academicpositions.harvard.edu/
postings/6418

Required materials include a cover letter, curriculum vitae; a statement of
research and teaching interests; four representative publications; and the names,
institutional affliations, and email addresses of three references. Review of
applications will begin November 9, 2015, and conclude when the positions
are flled.

Further information about EPS and OEB are available at http://www.eps.
harvard.edu/ and http://www.oeb.harvard.edu/.Address questions about the
position toProfessorAnn Pearson (pearson@eps.harvard.edu) orProfessor
JamesHanken (hanken@oeb.harvard.edu) and about the application process
to Chenoweth Moffatt (moffatt@eps.harvard.edu).

Harvard is an Equal Opportunity Employer and all qualifed applicants will
receive consideration for employment without regard to race, color, religion,
sex, sexual orientation, gender identity, national origin, disability status,
protected veteran status, or any other characteristic protected by law.
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Temple University School of

Pharmacy

Tenure-Track Faculty

Positions in the Department of

Pharmaceutical Sciences

The Department of Pharmaceutical Sciences
invites applications for two tenure-track
positions at the rank of Associate or Full
Professor in the following areas: Structural
B io logy App l ican ts shou ld possess a
PhD degree in biophysics, biochemistry,
bioinformatics, chemistry or computational
biology with at least 5 years of experience.
Expertise in applying various techniques to
probe molecular structures such as X-ray
crystallography or protein NMR, would
be advantageous. The optimal candidate
should also possess expertise in supporting
techno logies such as macromo lecu le
expression/purification and computational
chemistry, as well as interest and expertise
in structure-based drug design. Oxidative
Stress Applicants should hold a PhD or MD
degree and although the specific research
area is open, we seek a candidate with a
strong record of recent accomplishments in
the area of mitochondrial dysfunction and
oxidative stress in areas such as; diabetes,
cancer, neuroscience/aging, cardiovascular.
Expertise in system biology strategies for
pharmaceutical research is highly desired. In
addition to the specifc requirements for each
of the positions, the successful candidate will
show evidence of continual ability to secure
extramural funding, produce high quality
peer reviewed publications, develop a strong
independent research program, collaborate
with others, teach professional Pharmacy
students (PharmD) and mentor graduate
students and post-doctoral investigators.
All candidates must demonstrate a strong
commitment to both research and teaching.

The Department of Pharmaceutical Sciences
houses theMoulderCenter forDrugDiscovery
Research, the cGMP Facility, and the Jayne
Haines Center for Pharmacogenomics and
Drug Safety.The successful candidatewill also
be a member of theMoulder Center for Drug
Discovery which will provide opportunities
for their participation in multidisciplinary
research initiatives based at the center andwith
internal and external collaborators.Applicants
must provide a cover letter, curriculum vitae,
statement of research plans and teaching
philosophy alongwith contact information for
three references to:
ProfessorMagidAbou-Gharbia, Ph.D.

Chair of Pharmaceutical Sciences Search

Committee

Temple University School of Pharmacy

c/o Sophon Din

3307 N. Broad Street

Philadelphia, PA 19140

Electronic submissions supplied as a single
pdf fle will be accepted at Sophon.din@
temple.edu.

Temple University is an Equal Opportunity

Employer and complies with applicable EEO

and Affrmative Action regulations.
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Department of Radiology
Faculty Positions in the

Molecular Imaging Program at Stanford

We are pleased to announce that the Molecular Imaging Program at Stanford (MIPS) is recruiting up to
three new faculty members at the Assistant, Associate, or Full Professor level. The MIPS is committed
to advancing the fundamental basic science of molecular imaging and to translating these discoveries for
improving human health care. StanfordUniversity and theDepartment of Radiology havemade substantial
commitments towards the expansion of theMIPS including new space at theTechnology& Innovation Park.

We seek applicants committed to developing a research program focused in any specifc area of the feld
of molecular imaging of living subjects. This includes but is not limited to novel imaging instrumentation,
novel chemistry/materials science for molecular imaging agent development, novel assay development,
mathematical modeling, and translation of molecular imaging strategies for clinical application. We are
interested in applicants who have multidisciplinary experience that can be applied to the development of
disease detection and management approaches. The qualifed candidate should have a Ph.D. and/or M.D.
degree(s) with experience in a relevant feld.

Candidatesmust have interest in leading an independent research program and participating in our center-wide
efforts to translate novel technologies ormethodologies into clinical practice and have the desire to collaborate
with investigators in StanfordÕsmulti-disciplinarymolecular imaging research effort,which includes faculty
in the Schools ofMedicine, Engineering, and Humanities& Sciences, and external investigators. The ideal
candidate will have demonstrated breadth of preparation, as exemplifed by signifcant clinical and/or research
experience resulting in high impact publications in biomedical research. Success in obtaining grant funding
(e.g., NIH award(s)), and expertise in multi-disciplinary research are highly desired. We are looking for
motivated individuals who are committed to excellence in research, teaching, and mentoring of students in
multi-disciplinary biomedical research.

Appointments will be in the University Tenure Line. The predominant criterion for appointment in the
University Tenure Line is a major commitment to research and teaching. Faculty rank will be determined
by the qualifcations and experience of the successful candidate.

Stanford University is an Equal Opportunity Employer and is committed to increasing the diversity of its
faculty. Itwelcomes nominations of and applications fromwomen andmembers ofminority groups, protected
veterans and individuals with disabilities, as well as from others who would bring additional dimensions to
the universityÕs research, teaching and clinical missions.

Applicants must submit a curriculum vitae summarizing their educational and professional background,
along with a current list of published work, clinical trials they have led or contributed to if applicable, and
a brief statement (4-5 pages) describing the candidateÕs research and teaching activities and interests and
how they relate to the position described above with specifc emphasis on the molecular imaging of living
subjects. Interested candidates can submit their applications at http://radiology.stanford.edu.

Postdoctoral Fellowships Available

The Lomba rd i Comprehen s ive Cance r
Center (LCCC) at Georgetown University, a
multidisciplinary NCI-designated cancer research
center, is currently recruiting postdoctoral fellows
into positions funded by anNCI training grant.The
goal is to develop strong basic and translational
scientists with an interest in cancer research.
Successful applicants will choose a mentor from
an interdisciplinary group of investigators who are
committed to cancer research. Research programs
include:
¥ The role of growth factor signal pathways
¥ The development of hormone and drug resistance
¥ The genetic and molecular mechanisms of
malignant progression

¥ Invasion metastasis angiogenesis
¥ Stem cells in cancer
¥ Role of metabolism in cancer
¥ Development of novel immunological and
anticancer therapies

¥ The etiology of cancer, biomarkers, andmolecular
epidemiology

¥ Bioinformatics and cancer

Visit http://tumorbiology.georgetown.edu/
postdoc for further information.

Salary is competitive and commensurate with
qualifications and experience. Please send
curriculum vitae, a short statement of research
interests and career goals, and the names and
addresses of 3 references to Karen Shepherd
(bivinsk@georgetown.edu).

Minorities and women are strongly encouraged
to apply. US citizenship or permanent residency

required.

Advance

your career

with expert

advice from

Science

Careers.

Download Free Career

Advice Booklets!

ScienceCareers.org/booklets



High-level Talents Online Job Fair 2015

The Second action of 2015
will be held on oct 18th ,from 7AM to 24AM

in Shanghai

Recruitment requirements:

Scholars and doctors with working position and graduating

dortors domestic and overseas

Please send your curriculum vitae to:

acabridge@gmail.com

chisa.add@gmail.com

chisa_yang@163.com

For more information,please check the following web sites:

http://www.eol.cn/cv

http://www.chisa.edu.cn/zt/yczt/network_video/index.html

Multiple Faculty Positions and

Postdoc Positions in Lasers,

Plasma Physics, and Ultrafast Science

The Laboratory for Laser Plasmas at Shanghai Jiao Tong University, founded jointly by the

University and the Ministry of Education of China in 2010, is a unique multidisciplinary

research center. It brings together the best scientists, engineers, and educators from the fields of

laser, plasma, accelerator physics and technologies, and ultrafast science to solve some key

challenges of our modern society related to energy, environment, and health issues. The

Laboratory has equipped with a series of state-of-the-art facilities including a multi-100

terawatt high power laser system, kHz terawatt laser systems, a high power mid-infrared laser

system, a multi-MeV RF electron accelerator, advanced laser-target interaction champers and

diagnostics.

To further intensify our innovation capabilities, we are now seeking outstanding scholars to join

us. The ideal candidates are supposed to have a PhD and a strong research record related to one

of the following areas: high power laser technology, laser plasma theory and simulation,

laser-plasma experiment, advanced particle accelerators and applications, high energy density

physics, or ultrafast science. The following positions are available according to the candidates’

experience:

(a) Distinguished professors selected by “National 1000 Talent Plan”, “Changjiang Scholars

Program”, or “National Science Fund for Distinguished Young Scholars”.

(b) Distinguished researchers selected by “National 1000 Young Talent Plan”, “National

Science Fund for Excellent Young Scholars”.

(c) Postdoctors with a strong record of academic accomplishments (normally appointed for two

years for this position).

For positions (a) and (b), the following qualifications are required at least:Working experience

as a professor, associate professor or equivalent at top overseas universities or research

institutes; Competence of leading a research team to carry out world-class scientific researches;

Competence of cultivating young researchers and promoting international academic

collaboration. For successful candidates, the University will provide attractive annual salary,

start-up fund, housing allowance together with other benefits from the Laboratory. For

positions (c), there is a good opportunity to be promoted to research staff provided excellent

performance is achieved during the postdoc period.

All applicants should send a cover letter, a curriculum vitae with a publication list, a research

proposal (3-4 pages), and a statement of teaching interest in a single pdf file by February28,

2016 to Ms. Dan Zhang through e-mail: laser_plasma@sjtu.edu.cn. Please also arrange three

reference letters directly to the above e-mail address. Applications after the deadline could be

reviewed until the positions are filled.

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

o
p

p
o

r
t

u
n

i
t

i
e

s
 i

n
 c

h
i
n

a



sciencemag.org  SCIENCE478    23 OCTOBER 2015 • VOL 350 ISSUE 6259

She taught me that I could learn 

things even if they were hard, and 

that I didn’t need to know them in-

stinctively. When I transferred to 

the University of Connecticut for 

my bachelor’s degree in molecular 

and cellular biology, this principle 

served me well in the 200-person 

introductory “weed-out” courses.

I thought that I would be a tech-

nician at a pharmaceutical com-

pany after graduation, so I worked 

in various labs on campus to gain 

the critical hands-on experience I 

would need. But my career trajec-

tory took a turn during the last 

semester of my undergraduate 

education, when my lab adviser en-

couraged me to consider going to 

graduate school for a Ph.D.   

I hardly even knew what grad 

school was, but once she opened 

my eyes to the possibilities, and we 

came up with a funding strategy, I was hooked on the idea. 

Getting my Ph.D. was the first step on my circuitous 

route toward a professional life that I could never have 

imagined. I did a postdoc and worked on technology 

transfer and in university administration before start-

ing my own business and management consulting firm, 

32ATPs. I entered the political arena with a 1-year 

appointment as Utah’s state science adviser. In this role, 

I shepherded a precious allotment from the state legis-

lature of 10 million hard-won dollars for science, tech-

nology, engineering, and mathematics (STEM) education. 

I then started the R&D arm of 32ATPs and recently co-

founded my second startup, EduPaper Products, where I 

pursue my passion of making STEM education accessible 

to everyone. 

None of this would have been possible without the en-

couragement I received throughout my schooling and in 

my professional career. Study after study shows that, begin-

ning in early childhood and continuing throughout college, 

girls are typically dis couraged from 

entering STEM fields, and I was 

lucky to be an exception. 

I have worked to pay it forward 

by acting as a mentor for girls and 

women in STEM, passing on the 

advice that has worked for me:

•  Be brave enough to take the next 

step, whatever it is.  

•  Identify what you want, and 

don’t be afraid to ask for it. 

•  Don’t be afraid of rejection. It is 

going to happen; put yourself out 

there anyway. 

•  Build your professional network, 

and ask for help from those con-

nections when you need it.

•  Have your own brand: something 

that makes you unique and that 

people will remember you by.

•  Get a full night’s sleep and don’t 

skip meals. You make mistakes 

when you’re tired or hungry!

•  Every time you do something new, creative, innovative, or 

different, write up how you did it. Catalog it so you can 

easily advise others who may need your help in the future.

I still need advice, too. I stay in touch with many of 

my mentors, and I find new mentors through state- and 

federal-level professional services. These days, I worry 

just as much about giving back to my mentors as I do 

about learning from them, and I am honored when my 

grad school mentors ask me for help. Mentorship, I like to 

say, works up, down, and sideways. ■

Carol Lynn Curchoe is the founder of 32ATPs, a clean 

energy and consulting fi rm in San Diego, California, 

and co-founder of EduPaper Products. She was named 

among Utah Business magazine’s top 40 profession-

als under 40 in 2014. For more on life and careers, visit 

ScienceCareers.org. Got an interesting career story? Send it 

to SciCareerEditor@aaas.org. IL
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“None of this would have 
been possible without the 

encouragement I received.” 

The power of mentoring

I
was born a scientist, but becoming one professionally required a little help. Stellar teachers 

nurtured my love for science and engineering in middle school. Later, after some missteps and 

struggles in high school, professors at Manchester Community College conspired to change my 

life course from high school dropout to Ph.D. holder. One of them was my first algebra teacher. 

On the first day of class, she wrote on the board, “You CAN do math.” “You may not believe that 

now,” she told us, “but you will by the end of this semester with me.”

By Carol Lynn Curchoe
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