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I
n March 1915, a historic conference of scientists, con-

servationists, and park leaders was held at the Uni-

versity of California, Berkeley. It helped create pub-

lic support for national parks in the United States 

and the establishment in 1916 of the National Park 

Service (NPS). One hundred years later, a similar 

summit on the same Berkeley campus convened to 

examine the role of science in the next century of Amer-

ica’s national parks. Science 

remains crucial to the future 

health of America’s parks 

and protected areas world-

wide. But national parks are 

also vital for science.

The National Park System 

(which currently includes 

407 national parks, historic 

sites, and other designations) 

includes invaluable sites for 

scientific research. The ther-

mophilic bacteria discovered 

in Yellowstone National Park 

were used to develop the 

polymerase chain reaction 

that is key to DNA research, 

from forensic science to hu-

man genomics. The High 

Flow Experiments in Grand 

Canyon National Park have 

increased our understanding 

of the response of aquatic 

ecosystems to transient sand 

deposits caused by flooding. 

Parks also serve as unique 

benchmarks for environ-

mental monitoring: The NPS recently used 1.5 million 

hours of acoustic data to create a soundscape map of 

the United States that can help guide the conservation 

of natural sounds. National parks have contributed to 

advancing wildlife ecology, developing archaeological 

techniques and preservation treatments, documenting 

climate change, and more.

In 2016, the NPS will celebrate its centennial, and sci-

ence is now even more relevant than 100 years ago. The 

scientific community should help celebrate this event by 

increasing its engagement with the National Park Sys-

tem. Parks represent extraordinary national scientific 

assets—as natural laboratories to study ecological pro-

cesses; as benchmarks to study climate change; and as 

control locations for research, in fields from atmospheric 

chemistry to archaeology. We encourage scientists to use 

national parks as reference sites in appropriate scientific 

research, including long-term studies. Of particular im-

portance is to increase research on understanding cou-

pled human-natural systems, particularly (in an era of 

climate change) threshold effects and adaptive responses. 

International collaborations to expand and integrate re-

search from protected areas around the world should be 

strengthened. Graduate students, postdocs, and early-

career scientists should be 

urged to consider parks as 

sites for study. Scholarships 

for students doing research 

in parks should be estab-

lished, helping to create the 

next generation of scientists 

working in parks.

The NPS can support this 

scientific engagement with 

parks. Data sharing and 

data accessibility for exter-

nal scientists (including 

the NPS robust inventory 

and monitoring data sets) 

should be increased. The re-

search permit process can be 

streamlined and made more 

consistent across the system. 

Long-term studies should be 

encouraged, with park staff 

(including NPS scientists) 

as collaborative partners. In 

addition, opportunities for 

citizen science—including 

the widely popular BioBlitz 

programs that bring young 

people out to the parks—should be expanded.

The use of parks for basic research can also contribute 

to “usable knowledge.” High-quality science is needed to 

inform complex decisions about issues such as the future 

of wolves on Isle Royale, the establishment of marine re-

serves in the Dry Tortugas, and the prevention of habitat 

fragmentation and species loss in the Greater Yellow-

stone Ecosystem. There is a strong and positive feedback 

loop between “parks for science” and “science for parks.”

The 2016 centennial of the NPS comes at a critical time 

for science and conservation, in the United States and 

worldwide. As both the gathering at Berkeley in 1915 and 

the conference earlier this year remind us, science and 

parks are indispensable to each other. Let’s make the cen-

tennial a celebration of science and the national parks.

– Gary Machlis and Marcia McNutt

 Parks for science

Gary Machlis is 

the science advisor 

to the director of 

the U.S. National 

Park Service 

and professor of 

environmental 

sustainability 

at Clemson 

University, 

Clemson, SC. 

E-mail: gary_

machlis@nps.gov

EDITORIAL

10.1126/science.aac5760

“There is a strong and positive 
feedback loop between ‘parks for 
science’ and ‘science for parks.’”

Marcia McNutt 

is the Editor-in-

Chief of Science 

Journals.

Black Sand Basin, 

Yellowstone 

National Park
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AROUND THE WORLD

Korea’s MERS outbreak contained?
SEJONG, SOUTH KOREA |  A joint mission 

of international and local health experts, 

brought together by the World Health 

Organization (WHO) and South Korea’s 

ministry of health, expressed cautious 

optimism this week that the country may 

be turning the corner on the recent out-

break of Middle East respiratory syndrome 

(MERS). Speaking at a press conference 

13 June, the experts agreed that the 

outbreak caught the South Korean health 

sector by surprise, but noted that the gov-

ernment has recovered its footing. “Those 

steps needed to control this outbreak are 

being put in place and strengthened on a 

very rapid basis,” said panel member Keiji 

Fukuda, WHO assistant director-general 

for health security. The team emphasized 

the need for continued surveillance and 

strengthening infection control measures 

in health care facilities, but urged South 

Korean officials to reopen more than a 

thousand schools closed because of MERS 

fears, as the vast majority of MERS cases 

has occurred inside hospitals, not in 

homes, public transport, or other public 

places. http://scim.ag/MERSpeak

Promised cuts won’t slow warming
PARIS |  Nations’ pledges to cut green-

house gases would buy the world only 

a little time before global temperatures 

shoot past the 2°C warming goal agreed 

on during climate talks in 2010, the Paris-

based International Energy Agency said 

15 June. Promised emissions reductions 

would keep temperature increases below 

the 2°C threshold until about 2040—just 

an extra 8 months compared with pro-

jected increases in the absence of those 

reductions. After that, global temperatures 

are projected to increase by about 2.6°C 

by 2100. The agency called for stronger 

action—including a global peak in energy 

emissions by 2020—through a series of 

steps including banning construction of 

inefficient coal power plants, eliminat-

ing fossil fuel subsidies, and a 50% hike 

in annual renewable energy investment. 

http://scim.ag/IEA2015

Paris’s historic Museum of Man is reborn

NEWS
I N  B R I E F

“
The scientific debate about salt to me is reminiscent 

of the debate about tobacco in the 1950s.

”Cardiologist Lee Goldman to The Wall Street Journal, defending 

New York City Mayor Bill de Blasio’s controversial proposal to require 

chain restaurants to label salt-heavy foods.

I
n the years before it closed in 2009, the Musée de l’Homme in Paris 

had lost its luster as a major research center and museum of anthro-

pology and ethnography. In light of its fading reputation, French of-

fi cials decided to shut its doors to carry out both interior design and 

intellectual renovations and scattered its collections and its scien-

tists to other museums and institutes around Paris. But in October, 

this neoclassical building on the Place du Trocadéro, just across the 

Seine River from the Eif el Tower, will reopen to the public. Last week, 

journalists were treated to a press preview of the newly built labora-

tories that will house 150 of France’s top researchers in the fi eld, in-

cluding an ancient DNA lab and a state-of-the-art uranium-thorium and 

paleo magnetism dating facility. Many researchers have already started 

to move in, although work will continue all summer on the public exhibi-

tion spaces, which museum of  cials promise will be more dynamic than 

the staid and dusty reconstructions that greeted visitors in the old days. 

The Musée de l’Homme’s 

huge anthropology collection 

is coming out of mothballs 

after 6 years in storage.

Published by AAAS
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LightSail’s rise and fall
PASADENA, CALIFORNIA |  It was a 

brief moment in the sun: The nonprofit 

Planetary Society’s LightSail mission 

success fully deployed a solar sail in low-

Earth orbit last week before falling back 

to Earth days later, landing in the south 

Atlantic Ocean. LightSail, packed into a 

tiny, low-cost spacecraft called a CubeSat, 

hitched a ride on 20 May on a United 

Launch Alliance Atlas V rocket. It transmit-

ted an image of its unfurled solar sails on 

9 June, confirming the mission’s primary 

objective, said Planetary Society CEO Bill 

Nye at a press conference on 10 June—and 

paving the way for a larger scale solar sail 

flight in 2016. Solar sailing works by using 

sunlight for propulsion; when the photons 

strike the Mylar sails, they transfer their 

momentum to the spacecraft, accelerating 

it through space. “We’re changing the way 

humankind explores space,” Nye said. 

Pope stresses climate science
VATICAN CITY |  Pope Francis squarely 

blames the burning of fossil fuels for 

climate change, a leaked version of his 

long-awaited environmental encyclical 

revealed on 15 June. There is “a very consis-

tent scientific consensus indicating that we 

are in the presence of a disturbing heating 

of the climate system,” says the leaked 

draft, which is in Italian. Vatican watchers 

have speculated whether the pope—who 

was trained as a chemist—would delve into 

scientific and policy details or would focus 

on climate change’s impacts. The draft does 

both, discussing soil and water acidifica-

tion, methane release feedback loops, and 

policy ideas for curbing emissions—while 

decrying a “culture of waste” and noting 

the damaging health effects of fossil fuel 

pollution on the poor. As Science went to 

press, the Vatican was expected to release 

the final document as planned on 18 June. 

http://scim.ag/popeencyc

Research protections overhaul
MINNEAPOLIS, MINNESOTA |  The 

University of Minnesota last week released 

a 75-page document that announced 

sweeping changes to how it protects its 

research subjects. The report comes after 

two damning reviews earlier this year 

related to the suicide in 2004 of Dan 

Markingson, a 27-year-old who signed on to 

a psychiatric drug trial while involuntarily 

committed to a University of Minnesota 

hospital. One review charged the university 

with failure to protect the most vulnerable 

subjects of clinical trials (Science, 6 March, 

p. 1048). The other, an in-depth review of 

Markingson’s case, noted “serious ethical 

issues,” among them that Markingson’s 

treating psychiatrist was also one of the tri-

al’s leaders. The university says it plans to 

tighten conflict-of-interest rules, including 

a ban on researchers accepting consulting 

fees from companies for which they’re run-

ning trials. http://scim.ag/Minnoverhaul

FINDINGS

Guinea pigs, rain, and Chagas
Nearly 40% of people in some South 

American communities are infected 

with the Trypanosoma cruzi parasite 

that causes Chagas disease, an infection 

that can lead to heart and bowel failure. 

Scientists now suggest that—at least in 

the Andean region of Arequipa, Peru—a 

combination of fluctuating guinea pig pop-

ulations and seasonal rains may be behind 

the high incidence. The guinea pigs, which 

An artist’s impression of 

the distant bright galaxy CR7.

LightSail’s deployed solar sails on 8 June.

The universe’s earliest stars

A
stronomers using the European 

Southern Observatory’s Very Large 

Telescope at Cerro Paranal, Chile, 

have spotted the brightest galaxy 

seen to date from the early universe. 

It’s three times the brightness of the cur-

rent record holder—and, they note, some 

of the galaxy’s light contains no trace of 

any elements other than hydrogen and 

helium. That, the scientists say, is the 

strongest evidence yet of a sighting of the 

universe’s very first generation of stars, 

ones made solely from the light elements 

created in the big bang. That first genera-

tion, known as population III stars, started 

the process of forging light elements into 

heavier ones, producing the variety of 

matter seen today in the universe. “Those 

stars were the ones that formed the first 

heavy atoms that ultimately allowed us 

to be here. It doesn’t really get any more 

exciting than this,” team leader David 

Sobral of the University of Lisbon said in 

a statement.  

Published by AAAS
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are raised as food, can act as reservoirs of 

T. cruzi, infecting kissing bugs that bite 

them. When alfalfa prices spike in the dry 

summer months, guinea pig populations 

plummet as people kill their stock rather 

than pay more to feed them. The parasite 

is more likely to become concentrated in 

the small subset of animals maintained for 

reproduction—which, in turn, increases the 

number of human infections, the research-

ers report this week in the Proceedings of 

the Royal Society B. 

Q: How will these parks affect biodiversity? 

A: Madagascar is a massive island, bigger 

than Arizona and California combined. 

Adding parks adds a lot of vegetation 

types. Some of them were chosen because 

we know they harbor many species that 

are endangered, or species that are new 

to science. 

Q: What’s next for scientists there? 

A: Madagascar is so incredibly diverse that 

we don’t seem able to find the bottom of it. 

We can’t name the new species fast enough. 

In the 1980s, we thought there were 8000 

[total species]; now we think there are more 

than 13,000. Protecting these forests gives 

us more time to explore them.

In and out at NIH
The National Institutes of Health (NIH) is 

losing its extramural grants chief and gain-

ing a permanent director for its neurological 

institute. Sally Rockey is stepping down 

in September after 5 years as NIH’s deputy 

director for extramural research. Rockey, 

who served during a time of unprecedented 

budget pressures on biomedical research, 

drew praise for sharing grants data and 

policies on her Rock Talk blog. An ento-

mologist by training, she will direct a new 

agricultural research foundation created by 

the 2014 Farm Bill (http://scim.ag/_Rockey). 

Elsewhere at NIH, neurologist Walter 

Koroshetz, deputy director of the $1.6 

billion National Institute of Neurological 

Disorders and Stroke (NINDS), has been 

named NINDS director. Koroshetz had been 

acting director of NINDS since last fall. 

A Nobelist’s fall 
Nobel laureate Tim Hunt, 72, who made 

headlines in 2001 when his work on cell 

division earned a share of the prize in 

physiology or medicine, dominated the 

news cycle last week for a more unfortunate 

reason: remarks he made about women in 

science at the World Conference of Science 

Journalists in Seoul. His comments—he 

said he supports “single-sex labs,” in part 

because female scientists cry when criticized 

and “fall in love” with male scientists—were 

widely decried as sexist. In the ensuing fire-

storm, Hunt has resigned from his post as 

an honorary researcher at University College 

London and from the European Research 

Council’s Scientific Council, as well as from 

the Royal Society’s Biological Sciences 

Awards Committee. While apologizing for 

his “inexcusable” statements—meant to be 

funny, he has said—he told The Guardian 

this week that he felt the response has been 

extreme and unfair.  

Back to Earth: Scientists leave Mars simulation dome

A
fter 8 months of living within a solar-powered dome meant to simulate life on 

Mars, six scientists with the Hawaii Space Exploration Analog and Simulation, or 

HI-SEAS, “returned” to Earth this week. The dome, on the slopes of the Mauna 

Loa volcano, is part of a NASA-sponsored study of the effects of a prolonged 

mission to Mars on an individual’s performance and the cohesion of a crew. The 

location’s remoteness and rocky scenery helped simulate the martian landscape, 

and the scientists donned space suits whenever they left the dome to make scientific 

measurements. Learning how to help astronauts deal with bad food, group conflict, 

and long, mundane days in cramped quarters could inform potential Mars missions in 

the future, say the researchers who conducted the study. 

A HI-SEAS scientist 

collects a soil sample 

during the study.

NEWSMAKERS

Three Q’s
In 2003, Madagascar’s then-President 

Marc Ravalomanana promised to triple 

the island’s preserved land to protect its 

unusual and highly threatened biodiver-

sity. That goal was more than reached in 

April with the addition of 94 new parks 

and preserves totaling 5,783,779 hectares. 

The effort was aided by local and U.S. 

scientists affiliated with the Missouri 

Botanical Garden (MBG), based in St. 

Louis, which helped prioritize areas and, 

for a dozen of particularly important ones, 

developed community-based conservation 

efforts. MBG’s vice president for science 

and conservation, Jim Miller, describes its 

role in the conservation feat. 

Q: How was MBG involved? 

A: We have 100 people working in 

Madagascar. In 2004 and 2005, we went 

over Madagascar in 1° of latitude and 1° of 

longitude squares. We’ve been at some of 

these sites for more than 10 years and are 

still surveying them. We’ve identified some 

90 [biodiversity-rich] places.

NEWS   |   IN BRIEF

Guinea pig populations 

in Peru are linked to 

Chagas disease.  

Published by AAAS
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By Eric Hand and Daniel Clery

N
ap’s over, Philae; it’s time to get back 

to work. Now that the initial euphoria 

over the comet lander’s reawakening 

has worn off, the operations team at 

the European Space Agency (ESA) is 

furiously trying to figure out how to 

cope with Philae’s still awkward situation 

on comet 67P/Churyumov-Gerasimenko and 

get it producing science again. Following the 

lander’s surprise first message during the 

evening of 13 June, it made contact again—

very briefly—late on 14 June. As Science went 

to press, mission controllers were planning 

to alter the orbit of Rosetta—Philae’s orbit-

ing mothership—on 17 June to improve the 

chances of radio contact.

“We can see that systems are improv-

ing and the temperature is getting better” 

for Philae, ESA director general designate 

Johann-Dietrich Wörner told a press confer-

ence on 15 June. “In a few days—less than 

1 week—we can start to do science.”

Following Philae’s historic but bumpy 

touchdown on comet 67P on 12 November 

2014, the lander came to rest somewhere in 

shadow, depriving its solar panels of power. 

The craft’s activity and communication 

lasted just 57 hours as its batteries quickly 

drained. But ESA hoped Philae would reiniti-

ate contact as the comet neared the sun and 

the lander received more light. Last weekend, 

ESA mission managers received a precious 

85-second-long transmission, containing 

300 data packets—bare-bones information 

about the health of the lander. There fol-

lowed an ominous silence for about 24 hours, 

until a second, even shorter, dispatch arrived. 

“[This] did provide some additional status 

information on the lander that is currently 

[being] analyzed,” says Hermann Böhnhardt 

of the Max Planck Institute for Solar System 

Research in Göttingen, Germany, one of Phi-

lae’s lead scientists.

There was good news in this meager 

haul of data: Even in its relatively dark lo-

cation, Philae’s solar panels are now getting 

nearly 3 hours of light during each 12-hour 

comet day and generating 24 watts of peak 

power—more than the minimum of 19 watts 

required for communications. The lander’s 

temperature is –5°C, warmer than the –45°C 

necessary to boot the computer. And most 

surprising, more than 8000 data packets—

records of earlier activity—are still sitting in 

the lander’s computer memory. 

“Everything in principle demonstrates 

that Philae did not suffer from the very 

low temperatures it faced in the months of 

hibernation,” says Jean-Pierre Bibring, Phi-

lae’s other lead scientist, of the Institute for 

Space Astrophysics in Orsay, France. Taken 

together, the data suggest that Philae had 

woken from its 7-month-long slumber a day 

or two earlier, but had been unable to com-

municate with Rosetta to relay messages 

to Earth. “Fantastic, right?” says Stephan 

Ulamec, Philae’s project manager at the Ger-

man Aerospace Center near Cologne. “It’s 

healthy, temperature is good, power is suffi-

cient. The only thing we have to work on is 

the duration of the radio link.”

Böhnhardt says that as yet, no commands 

have been sent to the lander and no science 

operations have started. Once regular con-

tact has been achieved and engineers better 

understand the spacecraft’s daily thermal 

and power cycles, they will consider upload-

ing commands—developed over the past 

month—for measurements that can be per-

formed quickly, in 2- or 3-hour-long bursts, 

and that do not require waiting for Philae’s 

batteries to recharge. 

The new commands would activate the 

lander’s 10 scientific instruments step by step, 

starting with ones that make no movements 

and that have low power demands (about 

5 watts). These include instruments that 

measure temperatures, magnetic fields, and 

electrical conductivity of the comet surface. 

Instruments with medium power demands 

(about 15 watts), including the cameras and 

radio ranging instrument, could then be ac-

tivated if engineers were willing to use them 

with no radio contact. Fresh pictures, along 

with distance readings to Rosetta, could help 

pinpoint the lander’s location. Last week, the 

Rosetta team, analyzing images of the comet, 

suggested it might be in a crevice outside a 

crater on the “head” of the two-lobed comet.

Finally, if Philae’s power supply improves, 

instruments with high power demands 

(about 25 watts) come into play, including 

two ovens that analyze the chemistry of 

comet samples. “It is, I believe, in reach. But 

we have to understand what the details of the 

available power are,” Böhnhardt says. 

There could even be an unplanned bonus 

to Philae’s long sleep and sheltered position, 

Wörner says: It is still working as the comet 

approaches the sun and should stay cool 

enough to survive and gather data during 

its closest approach, inside the orbit of Mars, 

on 13 August. Bibring is simply glad to be 

busy with the lander again. “The dream is 

not only alive, it’s continuing,” he says. “It’s a 

great adventure.” ■

I N  D E P T H

SPACE SCIENCE 

The return of Philae
Revived after hibernation, comet lander awaits orders

Analyses of Rosetta’s comet images suggested 

a possible location where Philae settled (oval).

Published by AAAS
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By David Grimm

T
he presence of Jane Goodall was a 

giveaway. In a press conference last 

week featuring the famed primatolo-

gist, the U.S. Fish and Wildlife Service 

(USFWS) announced that it will clas-

sify all captive chimpanzees as en-

dangered under the Endangered Species Act 

(ESA). The move gives captive chimps the 

same status as their wild counterparts and 

could deal a significant blow to biomedical 

research involving the animals. 

“This decision will have a chilling impact 

to the point where little if any chimpanzee 

research will be conducted in the U.S.,” says 

John VandeBerg, the former director of 

the Southwest National Primate Research 

Center in San Antonio, Texas, which pro-

vides nonhuman primate resources for 

biomedical research and currently houses 

129 chimpanzees. 

USFWS has been considering the status 

change since a coalition of animal organiza-

tions—including the Humane Society of the 

United States (HSUS) and the Jane Goodall 

Institute—petitioned it in 2010. The group 

claimed that research chimps were treated 

inhumanely and that the animals were too 

cognitively advanced to be kept in captivity. 

It also argued that USFWS had erred when, 

in 1990, it first listed wild chimpanzees as 

endangered but made the unusual move to 

keep captive chimps—including those used 

in research, zoos, and entertainment—listed 

as threatened. (All chimps had been labeled 

as threatened in 1976 due to threats from 

poaching, disease, and capture for research.)

No other species has this split status, 

but USFWS was pressured by the biomedi-

cal community, which feared that an en-

dangered listing would compromise HIV 

research and other important studies. The 

agency also hoped that keeping chimps in 

captivity would protect wild populations, 

because the animals could be bred rather 

than taken from the wild. 

“That was a well-intentioned decision, 

but now we realize it was a mistake,” said 

USFWS Director Dan Ashe at the press 

conference. “What we actually did was en-

courage a culture that treats these animals 

as a commodity.”

When USFWS reviewed its policy, it con-

cluded that the ESA does not allow for a split 

designation. It also found that giving the 

estimated 1750 chimps in captivity (includ-

ing more than 700 research chimps) a less 

protected status could create a way to “laun-

der” wild chimps as captive ones, and that 

the split status had done little to reduce the 

threat to wild chimpanzees.

Under the new designation, which goes 

into effect on 14 September, anyone doing 

scientific research on captive chimps in the 

United States must apply for a permit from 

USFWS. Permits will also be required for 

the sale and import of these animals. Or-

ganizations that want to continue working 

with chimpanzees will have to document 

that the work enhances the survival of the 

species and benefits chimps in the wild—

for example, by boosting habitat restoration 

or contributing to improved management. 

“We have been working closely with the 

NIH [National Institutes of Health] and the 

biomedical research community to make 

sure they understand the implications 

of our final rule,” Ashe said. “If anyone is 

actively engaged in chimpanzee research, 

they should apply for a permit now.”

Ashe said some biomedical research with 

chimps may be allowed to continue if it is 

critical for understanding human disease. 

“But the entity would have to make a [mon-

etary] contribution or support conservation 

of wild chimpanzees.”

The decision “shows an awakening, a new 

consciousness,” Goodall said at the press con-

ference. HSUS also applauded the move. “We 

were sending the wrong message by using 

these animals so readily for research, enter-

tainment, and as pets,” says Kathleen Conlee, 

the organization’s vice president of animal re-

search issues. Even if the new status doesn’t 

completely end research on chimpanzees, 

she says the permitting process will make 

public all the work being done with them in 

pharmaceutical companies and other private 

research labs, which have not been subject to 

NIH scrutiny. “We hope this compels private 

labs to start thinking about sanctuaries for 

these animals.” 

The USFWS decision comes on the heels 

of a 2013 NIH announcement that it would 

phase out most government-funded chim-

panzee research and retire the majority of its 

research chimps. In a statement, the agency 

said that it isn’t supporting any biomedical 

research projects using chimpanzees, and 

that it will work with USFWS to comply with 

any implications of its ruling. 

To Susan Larson, an anatomist at Stony 

Brook University in New York who has 

worked with lab chimps for decades, the US-

FWS announcement adds yet another hurdle 

to studying these animals. “We already have 

to apply for grants, get institutional approval, 

and be subject to regular inspections,” she 

says. “This is going to make it increasingly 

difficult to get these projects off the ground.”

VandeBerg says no new chimpanzee 

studies have been initiated since USFWS 

began considering the new status in 2013. 

Stopping chimpanzee research, he says, 

will hurt chimps in the wild, as well as hu-

man beings. “Chimpanzees are needed to 

develop vaccines for Ebola and AIDS,” he 

says. “There will be a lot of people who die 

who would not have died.” VandeBerg also 

worries that animal rights groups will now 

move on to monkeys and other primates. 

“It’s a slippery slope.” ■

Research chimps will soon be 
listed as ‘endangered’
Ruling could disrupt biomedical research

ANIMAL RESEARCH

A retired lab chimpanzee at Chimp Haven, an 

independent sanctuary in Louisiana.
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By Jon Cohen

G
limmers of a way to bypass the big-

gest obstacle to a successful AIDS 

vaccine may be emerging. The AIDS 

virus defeats candidate vaccines—

and the body’s own defenses—

because it varies so rapidly, eluding 

immune responses. A decade ago, several 

researchers embarked on a fundamentally 

different strategy to vaccine development: 

figuring out how to coax the immune sys-

tem into making a rare class of powerful, 

“broadly neutralizing” antibodies that can 

thwart almost every HIV vari-

ant. Now, three different groups 

have taken early but critical 

steps toward that goal.

Many HIV-infected people 

naturally make broadly neutral-

izing antibodies (bNAbs), but 

they typically emerge years af-

ter the initial infection, which 

means they do little to help con-

tain the virus. Yet several mon-

key experiments have proved 

that injecting bNAbs into un-

infected animals can block in-

fection with the AIDS virus. This 

week, in two papers published 

online in Science (http://scim.

ag/RWSanders and http://scim.

ag/JGJardine) and one in Cell, 

researchers describe progress 

with two different approaches 

to spurring the immune system 

to make bNAbs. 

Although neither approach 

will directly lead to an AIDS 

vaccine, they bolster confidence 

that giving the right pieces of 

the virus—the immunogens—in 

the right order can steer antibody-producing 

B cells along a path to secreting these versa-

tile immune-system molecules. “We’re really 

starting to see that rational vaccine design 

can work,” says Dennis Burton, an immu-

nologist at the Scripps Research Institute in 

San Diego, California, who is a co-author of 

the two Science studies.

All three studies attempt to reverse-

engineer parts of the B cell maturation 

process that, in rare cases, yields cells 

capable of producing HIV bNAbs. In 

one Science paper, a team led by David 

Nemazee and William Schief at Scripps 

describes kick-starting the maturation 

process by using a tailor-made piece of 

HIV’s surface protein, gp120, that they 

first described in Science 2 years ago 

(10 May 2013, p. 711). The new work shows 

that this nanoparticle indeed bound to 

germline B cells and set them on the road 

to maturing into cells that secreted anti-

bodies with telltale bNAb features. 

Antibodies, Y-shaped proteins, have 

what are called heavy and light chains on 

each arm of the Y. In HIV bNAbs isolated 

from infected people, one specific region 

of the light chain is extremely short. The 

nanoparticle immunogen led to more than 

a 100-fold increase in antibodies that had 

the truncated light chain region. “It’s en-

couraging news,” says John Mascola, head 

of the Vaccine Research Center at the U.S. 

National Institutes of Health in Bethesda, 

Maryland. “It wasn’t obvious that would 

happen.” Schief says his group now wants to 

develop a different immunogen that, given 

as a booster shot, would elicit bNAb-like 

features in the heavy chain.

Work reported in the other two papers 

suggests that another HIV protein complex 

might be capable of coaxing B cells that 

are already on their way to making bNAbs 

into producing more potent versions of the 

antibodies. The particle in question is the 

complex of three gp120 proteins that studs 

the surface of HIV. Studying this trimer in 

its “native” form has been a challenge, be-

cause it falls apart when it is not attached 

to the virus particle. But John Moore of the 

Weill Cornell Medical College in New York 

City has learned how to stabilize trimers 

that resemble the native form. Now, Moore, 

Cornell’s Rogier Sanders, and a large team 

of collaborators have injected one of these 

native trimers into rabbits and monkeys. As 

they report in Science, the antibodies elicited 

by the native trimer were potent and, at least 

in the test tube, derailed a hardy 

isolate of HIV—a test that other 

lab-made trimers failed. 

The next step is to see 

whether administering a differ-

ent immunogen first, to start 

the B cell maturation process, 

and then giving the trimer 

could result in antibodies that 

are both broad and potent. The 

Cell paper suggests such a one-

two punch might be possible. 

Michel Nussenzweig’s lab at 

Rockefeller University in New 

York City created a mouse with 

B cells genetically engineered 

to produce antibodies show-

ing some bNAb features—an 

analog of what an initial immu-

nogen might do. Working with 

Moore, Sanders, and Schief, 

Nussenzweig showed that the 

trimer then stimulated the B 

cells to make antibodies that 

had still more bNAb features.

Ultimately, Mascola says, the 

gp120 nanoparticle may serve 

as the initial “primer” shot that 

prods the right germline B cells into ac-

tion. A shot of the native trimer may come 

in later as something of a finishing school. 

“A success ful vaccine approach will require 

both the right germline signaling and some 

sort of trimer immunogen at some point to 

mature the antibody,” Mascola says. “They 

form two parts of a platform.” 

Then again, no one yet knows which im-

munogens will guide bNAb B cells through 

the difficult steps in between. “You have to 

be realistic: There’s no short-term pathway 

to an AIDS vaccine,” Mascola says. “But we 

should take any success we get and run 

with it.” ■

INFECTIOUS DISEASES 

Designer proteins produce potent HIV defense
AIDS vaccine developers mimic natural route to powerful immune responses

Mimicking nature
Researchers hope this natural-looking but lab-made version of HIV’s 
surface protein trimer will trigger production of antibodies able to 
thwart many HIV variants.

Broadly 

neutralizing 

antibody

Trimer
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By Jeffrey Mervis

R
epublicans control both houses of 

Congress, but they don’t speak with 

one voice on funding research at the 

National Science Foundation (NSF), 

NASA, and other agencies. That differ-

ence became clear last week after the 

Senate Appropriations Committee approved 

a 2016 spending bill that does not call for the 

steep cuts to climate and social science pro-

grams approved a week earlier by the House 

of Representatives. And although the House 

would give NSF a bit more money, the Senate 

version hews closer to the balanced portfolio 

that most scientists prefer.

In the House, key lawmakers have made 

headway with the notion that the social sci-

ences and climate research contribute less 

to the nation than “pure” disciplines, such 

as physics, biology, engineering, and com-

puting. That worldview is reflected in a $51 

billion spending bill approved by the House 

on 4 June to fund NSF, NASA, the National 

Oceanic and Atmospheric Administration 

(NOAA), and several other federal agencies.

At NOAA, for example, the so-called CJS 

(Commerce, Justice, and Science) bill would 

cut climate research programs by $30 mil-

lion, or 19% below current levels, and 

$60 million below the president’s request. At 

NASA, it would keep overall science spending 

flat, but cut earth science spending by $90 

million, or 5%, a level $264 million less than 

the president’s request. At the same time, the 

House would boost NASA’s planetary science 

programs $216 million above the president’s 

request, including a big hike for a proposed 

mission to the jovian moon Europa.

The NSF portion of the House bill takes 

a swipe at both the geosciences and the so-

cial and behavioral sciences. Although NSF’s 

overall budget would inch up by $50 mil-

lion, to $7.4 billion, the bill would signifi-

cantly reshuffle NSF’s research priorities. It 

directs NSF to put 70% of its $6 billion re-

search account into four of its six research 

directorates—biology, computing, engineer-

ing, and math and physical sciences. (They 

now receive about 65%.) That change, com-

bined with language protecting a research 

infrastructure program and graduate fel-

lowships, would result in a combined 16%, 

$255 million cut to the two directorates un-

der attack—geosciences and the social and 

behavioral sciences (see chart).

“I’m asking NSF to prioritize,” said Rep-

resentative John Culberson (R–TX), who led 

the writing of the CJS bill, after his spend-

ing panel approved it last month. “I want … 

them to make the hard sciences—math and 

physics and pure science—a priority.”

That’s a view shared by a fellow Texan, Re-

publican Representative Lamar Smith, head 

of the House science panel. The pure sciences 

“typically yield better results,” he told Science 

last week. “That’s why we moved the money.”

Smith’s comment came after a speech to 

The Heartland Institute, a libertarian group 

that vociferously challenges mainstream cli-

mate science, in which he praised the House’s 

effort to cut NASA’s earth science budget. 

“NASA spends a lot of money on climate 

change—they call it earth science—so we cut 

NASA’s earth science budget by close to 40%,” 

Smith said, exaggerating the 6% cut from 

current levels. “The reason we did it is that 

there’s only one agency dealing with space 

exploration, while there are a dozen agencies 

dealing with climate change.”

The Senate CJS panel, led by Senator 

Richard Shelby (R–AL), has taken a very dif-

ferent tack. Its bill, approved by the full ap-

propriations panel on 11 June, gives NASA’s 

earth science program most of the large in-

crease requested by the president and tops 

the House number for NASA science by 

$50 million. At NOAA, it would shave just $5 

million from climate research, a 3% cut from 

current levels. And Senate appropriators do 

not single out any of NSF’s six directorates 

for rough treatment. Instead, they list all of 

them by name in a report accompanying the 

bill. Those words are “the sub committee’s 

subtle way to say that it does not agree with 

the House’s approach,” says Joel Widder of 

Federal Science Partners, a small consulting 

firm in Washington, D.C. 

The Senate language could come into 

play later this year when the two bodies try 

to reconcile their differences, Widder says. 

Last year, he notes, the Senate did not op-

pose a House move to block any increase 

for geosciences, which made it into the fi-

nal CJS bill. This year, it is “well aware of 

our concerns,” says Amy Scott of the Asso-

ciation of American Universities in Wash-

ington, D.C., which opposes the earth and 

social science cuts. “And [staffers] have told 

us that their members have a different per-

spective than in the House.”

The dispute is playing out in the shadow 

of a broader question: How much money 

will be available for all federal programs? 

Two years ago, the Obama administration 

and congressional Republicans struck a deal 

on overall spending levels that helped ease 

passage of spending bills for 2014 and 2015. 

But there’s no such agreement for fiscal year 

2016, which starts on 1 October. Republican 

leaders are sticking to strict annual spending 

caps set by a 2011 law as they assemble their 

budget bills. In contrast, most Democrats 

and some Republicans want the caps lifted 

so they can spend more on both defense and 

civilian programs.

Senate Democrats are threatening to block 

work on several spending measures in hopes 

of getting Republicans to the negotiating 

table. Without some kind of compromise, 

the entire federal government would have 

to shut down after 30 September. ■

Republicans split on climate, 
social science spending
House calls for cuts, Senate favors status quo

U.S. RESEARCH FUNDING

Dueling visions for NSF, NASA, and NOAA
The White House, House of Representatives, and Senate have embraced divergent 
2016 budgets for these key science agencies ($ billions).

AGENCY   2015 WHITE HOUSE HOUSE SENATE PANEL

NSF overall $7.344 5% 1% 0%

Geo and social, behavioral & 
economic sciences

$1.576 5% 16% 0%

NASA science  $5.295 1% 0% 1%

Earth science  $1.773 10% 5% 9%

Planetary science  $1.438 5% 8% 5%

NOAA climate research  $0.158 20% 19% 3%

DA_0619NewsInDepthR1.indd   1298 6/18/15   9:24 AM
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By Julia Rosen

B
efore 2008, Oklahoma experienced 

roughly one noticeable earthquake 

per year. By 2014, that number had 

soared to almost one a day, and the 

state is not alone. Scientists have 

documented an astronomical rise 

in seismic activity across the central and 

eastern United States, linking it to waste-

water pumped into the ground from bur-

geoning oil and gas production. Now, new 

research suggests that high rates of fluid 

injection—rather than other factors such 

as volume or depth—may be the root of 

the problem.

Since the 1960s, geologists have recog-

nized that fluid injection can induce earth-

quakes by raising the hydraulic pressure 

along a fault, pushing the two sides apart 

to let the crust slide along it. But scientists 

don’t know exactly which aspect of well op-

eration matters most.

Until now, most studies have focused on 

individual earthquakes and their connec-

tion to nearby wells. But that approach can 

make it hard to spot the difference between 

wells that are linked to quakes and those 

that aren’t, says Matthew Weingarten, a 

Ph.D. student at the University of Colo-

rado, Boulder, and lead author of the new 

study, published on page 1336 of this is-

sue. “You would never know that cancer or 

other diseases are more likely in smokers if 

you don’t look at the vast majority of other 

people who don’t smoke,” he says.

So Weingarten’s team compiled the first 

comprehensive data set of all injection 

wells operating in the central and eastern 

United States. They looked both at wells 

used for enhanced oil recovery—in which 

fluid is injected to flush lingering oil from 

a depleted reservoir—and at those used to 

dispose of wastewater from conventional 

oil and gas extraction or from hydraulic 

fracturing (fracking).

The scientists found that disposal wells 

were 1.5 times more likely to be associ-

ated with earthquakes, although the re-

gion contains far more enhanced recovery 

wells. The link was strongest at higher in-

jection rates, above about 300,000 barrels 

per month. Other potentially important 

factors—such as the pressure at the well-

head, the total volume of fluid injected, and 

whether fluid was injected near basement 

rock—did not appear to make much differ-

ence at a regional scale, the researchers say.

They propose that injecting fluid quickly 

may induce earthquakes by jacking up res-

ervoir pressure more dras-

tically and over a larger 

area than adding it more 

slowly would. The elevated 

pressures increase the 

chances of triggering slip 

on a nearby fault that is al-

ready under natural stress. 

“You’re looking at a balance 

between the rate you’re 

putting fluid in and the 

rate it can diffuse away,” 

says Katie Keranen, a seis-

mologist at Cornell Univer-

sity who was not involved 

in the study. That would 

explain why wells used for 

enhanced oil recovery are 

less likely to trigger earth-

quakes: Pumping out oil 

as water is injected helps 

keep the pressure in check.

Weingarten says the 

team’s results suggest that 

limiting injection rates 

may reduce earthquake 

hazard. Previous studies 

that showed a potential 

link have already spurred 

some states to take action. 

In Kansas, regulators is-

sued an order in March to 

ramp down injection rates 

in three hard-hit areas. 

Since then, earthquake 

activity appears to have 

quieted down, says Rex 

Buchanan, the interim di-

rector of the Kansas Geo-

logical Survey in Lawrence, 

although it’s too early to 

say for sure.

The Oklahoma Corpora-

tion Commission has also 

adopted a “traffic light” 

system to force operators to 

decrease or even halt injec-

tion at potentially quake-

prone wells. “All options 

available to us to address 

this are on the table,” said Tim Baker, direc-

tor of Oklahoma’s Oil and Gas Conservation 

Division in Oklahoma City, in a statement is-

sued last month.

Another new study, published this week 

in Science Advances, found that Oklahoma’s 

earthquake activity has increased in areas 

where disposal rates have sky rocketed. How-

ever, it raises questions about the benefits 

of reducing the injection rates at individual 

wells. “A number of wells injecting right next 

to each other could have the same effect as 

one well injecting their combined volume,” 

says Rall Walsh, a Ph.D. student in geophys-

ics at Stanford University 

in Palo Alto, California, and 

the lead author of the study. 

For neighboring wells, he 

says, the question is, “how 

close is close?”

Nor does the new 

research explain why large 

areas of the country—

including North Dakota, 

the Gulf Coast, and the 

Michigan Basin—have ex-

perienced few earthquakes 

despite having disposal 

wells with high injec-

tion rates. Maybe fluids 

aren’t reaching the bed-

rock there, or background 

stress levels in the crust are 

lower, says William Ells-

worth, a geophysicist with 

the U.S. Geological Survey 

in Menlo Park, California. 

Understanding the reason 

could help well operators 

and regulators “assess the 

hazard of a project perhaps 

before it has begun,” Ells-

worth says.

The new study sets the 

stage for work that may 

provide more answers 

about the relatively new 

problem of induced earth-

quakes. “I’m very happy 

they did it in a time frame 

that actually makes sense 

so people can discuss it,” 

says Murray Hitzman, a 

geologist at the Colorado 

School of Mines in Golden, 

who chaired the National 

Research Council’s com-

mittee on induced seismic-

ity. “All this is happening 

really fast.” ■

Julia Rosen is a free lance 

writer based in Portland, 

Oregon. 

What goes down …
Fluid disposal (left) raises 
underground pressure and 
earthquake risk, but using 
fluid to drive out oil (right) 
keeps pressure in check.

Pumped up to rumble
Massive studies of wastewater injection wells show fast 
pumping raises earthquake risk

GEOSCIENCE

1. Disposal well 2. Enhanced 
oil recovery 3. Production well 
4. Injected brine 5. Injected 
fluid 6. Oil
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FEATURES

A
t first, there’s no sound or mo-

tion on the dance floor, just the 

far-off howl of a lone coyote and 

the rhythmic thump of a distant 

oil well. So the scientists wait, 

keeping a close watch on a scrag-

gly patch of grassland lit only by 

a crescent moon. Spatial ecologist 

Tom Lipp, a graduate student at 

Bowling Green State University (BGSU) in 

Ohio, sets a sound recorder in a clearing. 

Avian ecologist Samantha Robinson, who 

is doing her graduate work at Kansas State 

University (KSU), Manhattan, zips herself 

into a snug tent-style blind with a thermos 

of coffee and a notebook.

The coffee is cold by the time the first 

gobbles ripple through the predawn dark-

ness and the dancers strut in. Soon, nearly 

a dozen male lesser prairie chickens are 

cackling, stamping, and showing off fluffy 

yellow eye combs and the bright red air sacs 

that balloon from their necks. They will 

spend nearly 2 hours facing off in feather-

ripping squabbles, aiming to attract a mate. 

But for the researchers ringing this lek, or 

mating ground, on a ranch in northwestern 

Kansas, the sometimes comical males aren’t 

the main focus. They’re after the drabber fe-

males who lurk in the nearby grass, sizing 

up the male dancers. The scientists hope to 

trap the hens and attach satellite and ra-

dio tags, so they can track the birds as they 

build nests and raise chicks.

The stakeout is a part of an urgent $5 mil-

lion effort, stretching across five states and 

involving nearly 100 researchers, to learn 

more about this relatively mysterious bird 

and save it from extinction. Last year, af-

ter a severe drought caused populations of 

lesser prairie chickens to decline drastically, 

U.S. officials declared the bird “threatened” 

under the Endangered Species Act, spurring 

controversy and intensifying the research 

initiative. It’s “a one-of-a-kind effort never 

done before at this scale for this bird,” says 

KSU avian ecologist Reid Plumb.

More is at stake than the fate of a single 

showy bird, whose home range coincides 

with the heartland of American agricul-

ture and the epicenter of an energy boom. 

The research effort could help generate 

tens of millions of dollars to protect prai-

rie habitats—and determine how lucrative 

industries that employ thousands of people 

will operate in prairie chicken country. It 

will test the scientific, political, and eco-

nomic feasibility of a controversial Obama 

administration plan to give state govern-

ments and private landowners a bigger 

voice in endangered species management. 

And it could provide a valuable template 

for resolving a much bigger looming battle 

over the fate of another rangeland bird: the 

greater sage grouse (see sidebar, p. 1304). 

“That’s the scary and exciting part about 

doing this work right now,” says ecologist 

Andrew Gregory of BGSU. “We’re doing 

work that matters [and is] going to feed di-

rectly into management recommendations.”

BIOLOGISTS ESTIMATE that as many as 

2 million lesser prairie chickens once lent 

crimson to the often beige landscape of 

the midwestern and southwestern United 

States. But just some 22,000 birds remain 

today, occupying about 16% of the species’ 

historic range. The birds are found in five 

states: Texas, New Mexico, Oklahoma, Colo-

rado, and Kansas—which holds an estimated 

60% to 70% of the remaining population.

The birds “are facing a tremendous num-

ber of threats,” says retired biologist Randy 

By Marianne Lavelle, in Healy, Kansas

LAST DANCE?
An urgent effort to save the West’s iconic lesser prairie chicken could 

point the way to a truce in other endangered-species battles

CENTER-PIVOT 

IRRIGATION

Fragments habitat (above)

ENERGY

Birds avoid wells, 
wind turbines, and other 
vertical structures 

ROADS AND 

POWER LINES

Birds avoid gaps in 
landscape

FENCES

Collisions cause 
fatal injuries

INVASIVE TREES

Offer perches to predators

CLIMATE CHANGE

Survival plummets in 
drought and severe heat

OVERGRAZING

Less grass for hiding

Hostile territory
Lesser prairie chickens face multiple threats. 
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Males spar 

for dominance on 

a lek. Just 20% of 

contestants will win 

80% of matings. 
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Rodgers, an expert on “lessers” who spent 

37 years with the Kansas wildlife depart-

ment. Lessers can tolerate some human 

disturbance, he says; in fact, they often seek 

out clear patches of ground that have been 

grazed or trampled for their leks—which are 

a bit like “a rowdy college bar,” Gregory says. 

Once, wildfire and grazing bison helped cre-

ate those prairie dance floors. And even af-

ter settlers destroyed the bison herds and 

quenched the fires, the chickens did well at 

first. As the bison vanished, the grass grew 

taller, providing more hiding places. And 

farmers planted grains that supplied a new 

food source, helping populations explode 

from the 1870s through the 1920s. “But as 

with many things,” Rodgers says, “a little is 

good. A lot is not.”

Beginning in the 1950s, modern center-

pivot irrigation farming became a major 

threat, carving crop circles into some of 

the lesser’s favored vegetation: sand sage-

brush and shrublike sand shinnery oak. 

Oil and natural gas wells further frag-

mented the bird’s range, as have roads, 

power lines, wind farms, and housing 

developments. 

It took a climate shift, however, to 

push the lesser prairie chicken to the 

brink of disaster. In 2012 and 2013, a 

punishing drought hit the heart of its 

territory. Biologists estimate the popu-

lation plummeted by half, to about 

18,000 birds, before rebounding by 

about 20% in 2014.

The crash was a major reason the U.S. 

Fish and Wildlife Service (USFWS) de-

cided in March 2014 to formally list the 

bird as threatened. “The lesser prairie 

chicken is in dire straits,” said USFWS 

Director Daniel Ashe at the time. Some 

environmentalists, however, were dis-

appointed. They had pushed the agency 

to designate the bird as “endangered,” a 

status that gives federal officials greater 

regulatory power to crack down on 

threats. But Ashe and others argued 

that the “threatened” tag gave the fed-

eral government flexibility to try out 

new, potentially less confrontational 

conservation approaches. In particular, 

they called for forging closer collabora-

tions with western state governments, 

which are often uneasy with federal ac-

tion, and with the private landowners 

who control an estimated 95% of the 

prairie chicken’s habitat. 

Under the plan, for example, the 

agency said it would not prosecute land-

owners or businesses that unintention-

ally kill, harm, or disturb the bird, as 

long as they had signed a range-wide 

management plan to restore prairie 

chicken habitat. Negotiated by USFWS 

and the states, the plan requires individu-

als and businesses that damage habitat as 

part of their operations to pay into a fund 

to replace every acre destroyed with 2 new 

acres of suitable habitat. The fund will also 

be used to compensate landowners who set 

aside habitat. USFWS also set an interim 

goal of restoring prairie chicken populations 

to an annual average of 67,000 birds over 

the next 10 years. And it gives the Western 

Association of Fish and Wildlife Agencies 

(WAFWA), a coalition of state agencies, the 

job of monitoring progress. Overall, the idea 

is to let “states remain in the driver’s seat for 

managing the species,” Ashe said.

Not everyone buys the win-win rheto-

ric. Some members of Congress are trying 

to block the plan, and at least a dozen in-

dustry groups, four states, and three en-

vironmental groups are challenging it in 

federal court. Not surprisingly, industry 

groups and states generally argue it goes 

too far; environmentalists say it doesn’t 

go far enough. “The federal government is 

giving responsibility for managing the bird 

to the same industries that are pushing it 

to extinction,” says one critic, biologist Jay 

Lininger of the Center for Biological Diver-

sity in Ashland, Oregon. 

WHEN NEWS of the escalating contro-

versy reached ecologist Gregory—who has 

been studying prairie chickens for nearly 

a decade and wears polo shirts decorated 

with their image—he thought, “This will 

fund my work for the next couple of years,” 

he recently recalled, laughing. The three 

dozen or so studies now underway are 

likely to figure heavily in decisions about 

how to keep the species alive, and they will 

undoubtedly provide ammunition for all 

sides in the legal battle.

It’s an unusually far-reaching research 

effort, says KSU biologist David Haukos, 

leader of the U.S. Geological Survey’s Kan-

sas Cooperative Fish and Wildlife Research 

Unit, who is coordinating the studies. 

“These birds use very large areas,” he 

notes, “and in order to get meaningful 

information, it takes a large investment 

of people, equipment, and money.” The 

questions are big, too. Exactly how much 

habitat does the lesser prairie chicken 

need, not only to survive, but to thrive? 

Why does the bird seem to avoid some 

perfectly suitable grasslands? How tol-

erant is it of the churn of new oil pumps, 

wind turbines, and roads?   

To answer these questions, research-

ers have to follow and observe a species 

that is skilled at hiding. Robinson and 

other KSU researchers use stealth. Dur-

ing their predawn stakeouts, they qui-

etly encircle leks with a zigzag trap of 

chicken wire. Females arriving to scruti-

nize the males find themselves funneled 

into welded wire cages. The approach 

is “passive,” but “really successful, 

strangely enough,” Robinson says. The 

researchers then attach leg bands and 

radio or GPS tags to the hens. When 

their chicks hatch in early summer, the 

researchers try to catch and tag them, 

too. (Once, a hen jumped into Plumb’s 

lap to peer at his head lamp as he sewed 

a transmitter onto its chick in the dark. 

“I don’t think she knew what we were, 

and she just saw this big light,” he re-

calls. “I had to push her off because I 

had a needle in my hand.”)

The tracking data from these de-

vices “is going to revolutionize our 

understanding of the species,” Plumb 

says. For example, lessers were once 

thought to be homebodies. “Due to 

their heavy wing loading, they are rela-

tively poor fliers,” USFWS noted in its 
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Four ecosystems, four fortunes 
The lesser prairie chicken is experiencing 
different population trends in each of its four main 
habitats; 60% of the birds live in the grasslands 
of northwest Kansas. 
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listing notice. But the preliminary GPS 

data has shown that some females travel 

as far as 80 kilometers. That suggests the 

birds may be able to move between widely 

separated swaths of habitat in fragmented 

landscapes. Robinson says she’s hoping to 

use such data to create practical models 

of exactly which landscape patterns might 

enable prairie chickens to thrive. “None of 

my landscapes will be ‘turn it all back to 

grasslands,’ because that’s not realistic,” 

she says. “I’m trying to work with what we 

have—how the fragmentation they’re expe-

riencing affects their survival and 

how much they are moving.”

A related challenge is under-

standing which habitats the birds 

consider acceptable. In one sense, 

it’s simple, Rodgers says: “I tell peo-

ple shin-high to thigh-high [grass 

or shrubs]. … You don’t have to get 

complicated and say ‘X’ centime-

ters.” But the birds haven’t done 

well recently in some seemingly 

perfect places, such as the protected 

43,700-hectare Cimarron National 

Grassland in southern Kansas. In 

contrast, they are thriving on a rela-

tively small 3600-hectare working 

ranch in western Kansas, near Scott 

City. Past use of weed-killing chemi-

cals and the lingering effects of the 

drought may be playing a role, the 

researchers say, but they also sus-

pect that ranching helps create the 

mosaic of open areas and grassy, 

shrubby enclaves that the lessers prefer. 

To better understand what the birds like, 

researchers have been painstakingly sur-

veying vegetation in different habitats, one 

transect at a time, looking for even subtle dif-

ferences. They are also experimenting with 

less labor-intensive data collection methods, 

including flying drones carrying sensors and 

cameras that map the vegetation patterns. 

If the method works, the drones could also 

play an important role by helping confirm 

that landowners are following agreements 

to set aside large chunks of quality habitat. 

SCIENTISTS ARE ALSO TRYING to under-

stand how lessers cope with development 

and environmental change. They already 

know that the birds have an aversion to 

tall structures such as wind turbines, trans-

mission lines and poles, and drilling rigs, 

probably because some of these structures 

provide potential perches for hawks and 

other predators. That may also help explain 

why prairie chicken numbers have declined 

in south-central Kansas and western Okla-

homa, where invasive eastern red cedar 

trees have spread into the previously flat 

landscape. But energy installations 

and other facilities are often not only 

tall, but also noisy. That could mat-

ter to a bird that relies on sound in 

its mating dance and has a scientific 

name—Tympanuchus pallidicinctus

—that derives from the Latin word 

for drum. “When their feet are go-

ing,” Plumb says, “the sound is so 

deep that you can feel it in your 

chest.”

Lipp has been recording and 

measuring sound at leks, oil pump-

ing stations, and wind farms in 

Kansas to see if there is a correla-

tion between noise and the bird’s 

landscape use, nest placement, re-

productive success, and ultimate 

survival. Ironically, energy industry 

efforts to muffle drilling noise by 

switching from diesel pumps to qui-

eter electric ones may actually have 

worsened the disturbance. The new 

Females are drab compared with colorful males (rear), but researchers focus on hens to locate nests and study survival.

Chickens avoid crossing the road 
Radio tagging data collected over 7 years in northwest 
Oklahoma show how lesser prairie chickens avoid both 
roads and power transmission lines.
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pumps, it turns out, emit low-frequency 

sound that may be in the same range as that 

used by the birds.

Lipp and Gregory are also exploring 

whether energy development creates a heat 

island effect that may be harmful. 

The concrete, metal, and roads 

common at well pads tend to ab-

sorb and hold heat, helping boost 

nearby temperatures, and studies 

have shown that the birds won’t 

nest when ground temperatures rise above 

40°C. So the researchers are using small 

candy bar–sized sensors to map thermal 

landscapes and see if the birds are avoiding 

hot zones.

Such thermal studies are a reminder 

that climate change—and the hotter, drier 

weather it is expected to bring to many 

parts of the bird’s range—will also play a 

role in the lesser prairie chicken’s future. 

The disastrous 2012 to 2013 drought of-

fered a stark example of what can happen, 

say researchers who lived through it. “All 

my broods pretty much tanked and fried 

to a crisp. … The chicks just desiccated,” 

Plumb recalls. “If we’re going to have more 

of those bad years, as conservationists 

we’re really going to have to take this into 

account and try to figure out how to offset 

it,” perhaps by planting vegeta-

tion that provides better shade. 

There’s also some worry that 

climate change could be one rea-

son lessers have moved north of 

the Arkansas River in Kansas 

within the past decade—enabling them to 

interbreed with a close northern cousin, 

the greater prairie chicken (Tympanuchus 

cupido). The interbreeding could threaten 

both species. USFWS estimates that hy-

brids now account for less than 2% of the 

population of lessers, or about 350 birds, 

but warns that hybridization could become 

a “significant threat.” For the moment, re-

searchers are trying to determine whether 

the hybrids—which can be identified by 

their unusual calls and air sac colors—can 

reproduce and, if they can, whether their 

offspring are less fit.

PERHAPS THE BIGGEST QUESTION shad-

owing the prairie chicken’s future is how 

our own species will respond. The entire 

federal plan for studying and saving the 

bird is, in a sense, a giant experiment 

aimed at understanding how to create 

incentives for private landowners to help 

conserve the species.

One of those landowners is Stacy Hoeme, 

owner of the working ranch near Scott City 

where the birds have been doing unusually 

well. In his home office, Hoeme has about 

20 trophy deer heads and a digital frame 

that displays photos of his hunting expedi-

tions. But there are also images of scien-

tists holding handfuls of prairie chicken 

fledglings born on his ranch, which has at 

least six leks. 

“I love wildlife,” Hoeme says, explaining 

why, a few years ago, he agreed to let the sci-

entists tromp around on his ranch and track 

the birds. He isn’t happy with the USFWS 

listing, but he was glad that the bird was not 

declared “endangered.” And he hopes the 

research will ultimately lead to the prairie 

W
hen Jack Connelly first began 

studying the greater sage grouse 

in Idaho in the late 1970s, “it was 

not unusual to see 500 in a single 

flock,” says the biologist, who is 

retired from the Idaho Department of Fish 

and Game. “Today, it would be unusual to 

see 200.”

That dramatic decline has 

made the sage grouse—a large, 

pointy-tailed bird with showy 

mating habits—the subject of 

one of the biggest endangered-

species battles ever in the 

United States. President Barack 

Obama’s administration is 

under court order to decide by 

30 September how to protect 

the bird: declare it an endan-

gered species—the nuclear 

option in conservation—or opt 

for the less onerous conserva-

tion strategies that officials are 

testing on its fellow rangeland 

bird, the lesser prairie chicken 

(see main story, p. 1300). 

An endangered listing could 

have widespread economic and 

environmental consequences. 

The sage grouse’s remaining population is 

spread over 67 million hectares in 

11 western states, pitting it against 

farming, ranching, mining, and energy 

interests. Some members of Congress are 

trying to block any listing, because of the 

potential cost to industry and private land 

owners. They have even vowed to stop 

ongoing government efforts to protect 

grouse on federal lands, which hold about 

65% of its key remaining habitat. 

“I don’t think it’s an overstatement to 

say that this issue is the mother of all 

[endangered species] decisions,” says for-

estry scientist Eric Washburn, of the law 

and lobbying firm Bracewell & Giuliani 

in Washington, D.C. He is advising the 

Environmental Defense Fund and other 

conservation groups.

The greater sage grouse 

(Centrocercus urophasianus) 

is the largest North American 

grouse and gives the illusion of 

being the proudest. On mating 

grounds, males flaunt ermine-

like neck wraps while inflating 

bright yellow air sacs on their 

breasts. As many as 16 million 

grouse once ranged the west-

ern steppe, according to some 

estimates; today, the population 

is believed to have dropped to 

fewer than 500,000. The decline 

“all boils down to habitat loss,” 

says Connelly, considered a 

leading expert on the bird. Sage 

grouse are entirely dependent 

on sagebrush, a low, woody 

shrub, to survive. But sagebrush 

ecosystems are among the 

Sage grouse war tests limits of partnership in West

The greater sage grouse, with habitat spread over 11 states, has touched off 

perhaps the biggest U.S. endangered-species battle ever.

Video of prairie 
chickens: http://
scim.ag/prairiechick
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chicken’s recovery and removal 

from the threatened list. “I say 

have it all out there—the truth 

about it,” he says. “I think [the re-

search] will benefit the bird, but I 

think it will benefit the ranchers, 

too. It might take 5 years or so, but 

I’m hoping it will help delist them.”

Plumb, the KSU ecologist, has 

spent hours drinking coffee and 

chatting with Hoeme and other 

ranchers since 2013, when he be-

gan intensively studying leks on 

private land. The heart-to-heart 

talks became a turning point in 

his own thinking, he says. “The 

way you are going to preserve the 

species is collaborative efforts. It 

has to balance the landowner’s interest 

with the interest of the prairie chicken. 

You can’t just strip all the landowner’s in-

terest away.” 

Ultimately, Plumb developed collabo-

rations with 35 landowners who gave re-

searchers access to some 20,000 hectares of 

habitat in Kansas. But in a sign of the grow-

ing sensitivity surrounding the bird, land-

owners controlling about one-quarter of 

that land pulled out after USFWS issued its 

listing last year. “Landowners feel they’re 

being targeted,” Plumb says, in part, he 

believes, because of the sometimes heated 

rhetoric spouted by interest groups on all 

sides. But, from his perspective, “that’s not 

accurate at all.”

Despite such turbulence, the current col-

laborative efforts have a better chance of 

success than “bringing a strong regulatory 

arm down,” believes William Van Pelt, an 

official in WAFWA, the state coalition, who 

is based in Phoenix. One key, he says, will 

be effectively using the tens of millions of 

dollars for research and conservation in-

centives that WAFWA expects to collect 

from energy and other firms operating in 

prairie chicken habitat. Already, the group 

has collected $45.9 million in fees and 

mitigation payments—money that Van Pelt 

says would not be available if the bird had 

been declared endangered. “We feel this is 

a better way of getting conservation,” he 

says. And he’s impatient with those who 

criticize the approach as untested: “Just 

because something’s new doesn’t mean it 

won’t work.”

WAFWA has a team of scientists that will 

evaluate the new studies and then recom-

mend any changes in habitat management 

to the five relevant states. In particular, 

the team will be watching for “new infor-

mation [that] tells us to do something dif-

ferent,” Van Pelt says. “We want to ensure 

we just don’t keep doing the same thing 

over and over.”

LESSERS HAVE COME BACK from the 

brink before, most notably after the Dust 

Bowl of the 1930s, when populations also 

crashed. They “live in a very hostile envi-

ronment” and are prone to boom and bust 

cycles, Haukos says. “It’s just the last 15 or 

20 years or so, they don’t seem to be exhib-

iting that boom.” 

This year, though, the drought has eased 

in many places, and “every indication right 

now is that the population is going to go up 

again,” Van Pelt says. 

When Lipp and Robinson made their trip 

this past April to the lek in northwest Kan-

sas, however, the males danced in vain. No 

females appeared. But Lipp and Robinson 

aren’t taking that as a bad sign. Just a few 

weeks before, hens had crowded the dance 

floor and filled the traps. Now the research-

ers are tracking the tagged birds as they 

navigate a perilous, disputed landscape. 

Many who study the lesser prairie 

chicken hope such research will help de-

fine a middle ground where the birds and 

people can both thrive. “Watch them for 

a morning,” Gregory says. “Then tell me 

whether or not they should just disappear 

from the landscape.” ■

Marianne Lavelle is a freelance journalist 

in Arlington, Virginia.

Researchers track lesser prairie chicken nestlings to better 

understand factors that aid survival. Some say the striped young 

look like bumblebees when they first take wing.

continent’s most imperiled, eroded by 

drought, fire, and invasive species—and 

by development. 

To blunt the threat, U.S. agencies have 

been trying to craft what U.S. Fish and 

Wildlife Service (USFWS) Director Daniel 

Ashe has called an “epic-scale partner-

ship” with state governments, industry 

groups, and private landowners. A major 

goal is to avoid a federal listing, which 

many observers fear will spur expensive, 

lengthy court battles and strengthen 

efforts in Congress to gut the 42-year-old 

Endangered Species Act.

Last  month, the federal Bureau of Land 

Management, which controls most of the 

grouse’s prime habitat, took a major step 

toward implementing that partnership. It 

released a plan for avoiding further loss 

of grouse habitat on 20 million hectares 

of federal land by minimizing the foot-

print of energy developments, creating 

buffers around mating grounds (known 

as leks), and taking steps to improve and 

restore habitat. 

“This is the single largest public land 

planning effort in United States history,” 

says Theo Stein, spokesman for USFWS’s 

mountain prairie regional office in 

Lakewood, Colorado. Similar plans are 

in the works in states such as Wyoming, 

home to the largest population of birds 

as well as expanding oil and gas opera-

tions. The goal, as with the lesser prairie 

chicken, is to demonstrate that a federal 

listing isn’t needed and that grouse and 

development can coexist. 

Some environmental groups are open 

to the approach. Washburn’s clients, for 

example, would like to see “good conser-

vation plans that would avoid a listing,” 

he says. But others doubt that a win-win 

is possible. They note that the birds 

appear to be extremely sensitive to indus-

trial activities, often abandoning areas 

with new wells or wind turbines. A recent 

study commissioned by Pew Charitable 

Trusts found that grouse living in oil and 

gas fields near Wyoming’s Powder River 

Basin and North and South Dakota may 

already be dropping into an “extinc-

tion vortex.” In some areas, populations 

dropped 70% between 2007 and 2013.

Listing advocates also point out 

that restoring sage habitat, or creating 

new habitat, has proved difficult. So 

“you can’t say we’re going to go build 

150 wind towers here, but we’ll build 

a sage grouse habitat to replace it over 

there,” Connelly says. 

Whatever the Obama administration 

decides later this year, the issue may end 

up in court, with any final decision made 

by a federal judge. Meanwhile, the clock 

will keep ticking for the sage grouse. 

Given the rapid habitat loss and popula-

tion decline, Washburn says, “there’s not 

that much room for error at this point.” ■P
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Tasty 
Reviewed by Pina Fritz

Sweet, bitter, salty, sour, and umami—sen-

sations we experience every day, dividing 

the world into delight and disgust. But 

how do we actually perceive these quali-

ties? How did the tasting sense develop 

over millions of years? And how does it 

influence our food habits?

Great intellectuals such as Plato and 

Kant discarded taste as an unsophisticated 

sense. Only recently have scientists revealed 

its complexity and importance, and it has 

begun to gain the attention it deserves. In 

his book Tasty: The Art and Science of What 

We Eat, John McQuaid places taste in the 

foreground, arguing that fl avor is “the most 

important ingredient at the core of what we 

are” and that smell is “the biological cur-

rency of feeling and action.” 

Tracing a path from single-celled crea-

tures that lack a centralized processing 

center for fl avor cues; through the jawless 

hagfi sh, an eel-like vertebrate that detects 

its decomposing dinner via taste bud–like 

organs coupled to the brain; to the mod-

ern human, he examines how the sense of 

taste developed throughout evolution. By 

combining taste buds on the tongue and ol-

factory receptors in the nose, we learn, the 

perception of manifold fl avors in the brain 

as we know it today became possible. 

McQuaid uses insights from the fi elds 

of neuroscience, psychology, chemistry, and 

biology to give a good overview of the poten- IL
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Summer books for the science-minded
Packed with adventure, intrigue, and even a romance or two, this year’s picks feature all the fun of a good “summer read”

without the fluff. Join a quest to find the elusive, endangered saola in a remote mountain range in Laos, or reflect on a life 

spent unlocking the secrets of the mind with the incomparable Oliver Sacks. Tag along on a trek to the rainiest place on 

earth, embark on a sci-fi space odyssey, or explore the rich ecosystem surrounding a derelict farm in the heart of France. 

Is digital currency poised to change the world? How does our sense of taste divide the world into delight and disgust? 

Why are we obsessed with invisibility, and how have advances in optics and metamaterials brought us closer to attaining it? 

These answers and more await you in the books reviewed below.

SUMMER READING

B O O K S  e t  a l .

Tasty

The Art and Science 

of What We Eat

John McQuaid

Scribner, 2015. 301 pp.
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tial ef ect of integrative food science on the 

future of modern food development. He ex-

plains, for example, how fl avors develop and 

evolve during cooking and food processing; 

describes the complex communication be-

tween taste buds and the hypothalamus; and 

even delves into the philosophical facets of 

culinary delight and disgust. Anecdotes from 

kitchens, food corporations, science laborato-

ries, and food markets add to the vivid feel of 

the book and, for the most part, are woven 

well into the scientifi c narrative. 

His explanations render complicated sci-

entifi c approaches accessible and digestible 

(pun intended) for lay readers. Perhaps as a 

result of trying to appeal to a wider audience, 

at times his explanations remain too vague—

for example, when he refers to the olfactory 

bulb as “just a single synapse removed from 

the neocortex”—and not always accurate, as 

when he makes the claim that sugars in a 

cof ee bean break down into “water, carbon 

dioxide, fatty acids, and an assortment of fl a-

vor compounds” when roasted. 

Overall, however, the book is highly en-

joyable and interesting, encouraging us to 

think more deeply about the question we ask 

from day to day: “Honey, what’s for dinner?”

10.1126/science.aab2361

Invisible
Reviewed by Sean P. Rodrigues

 In a realm separate from our own, gods, 

mystics, and prophets hold the power of in-

visibility. Here in this world, humans have 

made it a mission to achieve this imponder-

able phenomenon, resorting to fraud, illu-

sions, and optical physics in an attempt to 

mimic invisibility. Invisible: The Dangerous 

Allure of the Unseen, by Philip Ball, recounts 

humanity’s fixation with invisibility and its 

uncanny prevalence in society throughout 

time.

Ball begins with the fi ctional story of 

Gyges—a shepherd who stumbles upon a ring 

of invisibility and uses it to seduce the queen, 

slay the king, and install himself as the new 

ruler. The tale, as told by Plato, sets the stage 

for the book’s text by introducing the motiva-

tions that underlie our desire for invisibility, 

including power, sex, and murder. The book 

goes on to describe a series of tales of crooks, 

frauds, and sages claiming to possess powers 

of invisibility or equivocal sorcery. 

Having previously served as an editor 

at the journal Nature, Ball provides an au-

thoritative account of science’s most recent 

progress in the quest to emulate invisibil-

ity—including advances in metamaterials, 

metal-dielectric nanoengineered structures, 

and advanced camera-display techniques.

Invisible also brings to light the more un-

usual pursuits of some of science’s most in-

fluential minds. For instance, we learn that 

the English physicist J. J. Thomson—who 

contributed to the discovery of the electron 

at the turn of the 20th century—was also 

interested in telepathy. Although we may 

regard telepathy with amusement today, 

Thomson believed the brain acted as both a 

transmitter and a receiver of unseen infor-

mation and dedicated a great deal of research 

to the topic. He was a long-standing member 

of the Society for Psychical Research, an or-

ganization dedicated to supporting scholarly 

research into human experiences that chal-

lenge contemporary scientific models.

In chapter 8, Ball unearths details regard-

ing James Clerk Maxwell’s efforts to disprove 

the second law of thermodynamics in the 

late 19th century. Motivated by his Catholic 
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faith, Maxwell sought to reconcile the idea of 

free will with “a universe heading inexorably 

towards an inert, lifeless state.” In 1867, he 

sketched a theory in which unseen devices, 

later called “demons,” would decrease the 

overall entropy of the universe.

The book also captures how fantastical 

concepts molded a path for science to take 

form. For instance, in chapter 2, Ball intro-

duces the occult forces known as vortices and 

vectors, which would later become known as 

electricity and magnetism. This blurred line 

between magic and science continued to 

exist even into the early 1900s, when Gug-

lielmo Marconi and Thomas Edison “pro-

fessed to be investigating devices that would 

make electronic contact with the dead” via 

radio technology. Ball presents such a cap-

tivating fusion of fiction and nonfiction that 

the reader must analyze the transcendental 

nature of science, religion, and magic and 

is left with a sense of uncertainty about the 

fabric of today’s science.

Invisible exemplifies Ball’s compelling 

craft of narrative, providing a seamless as-

sembly of historical, cultural, and scientific 

tales, thus synthesizing a compendium of 

knowledge about invisibility. Despite Plato’s 

warnings, it seems nothing will prevent hu-

mans from pursuing the feat of the unseen.

10.1126/science.aab2187

The Last Unicorn
Reviewed by David W. Redding

An expedition to find a live unicorn would 

certainly seem foolhardy. Fortunately, in his 

latest book, The Last Unicorn: A Search for 

One of Earth’s Rarest Creatures, William 

deBuys attempts a slightly more achievable 

aim: accompanying conservation biologist 

William Robichaud to the Annamite Moun-

tains on the Laos-Vietnam border in search 

of the elusive saola. This recently discov-

ered species is most straightforwardly de-

scribed as an ox that looks like an oryx, 

or an antelope-like cow. It is a ghostlike ani-

mal with two curving, sabre-like horns and 

a natural history that we know practically 

nothing about.

The book reads like a gripping travel-

ogue, but it also operates at a deeper lev-

el, leading us to question how we choose 

which species to conserve, how growing 

human populations can fi t into a fractur-

ing landscape, and how to value nature in 

the light of widespread poverty. A desire to 

conserve the natural world is one shared by 

many, but the underlying reasons for such 
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a perspective stubbornly resist attempts to 

be rationalized: Some see nature as provid-

ing irreplaceable services, others see it as 

housing as-yet-undiscovered biological in-

novations, and still others believe that the 

aesthetics of the natural world alone en-

dow it with great value. Although deBuys 

addresses these arguments directly in his 

writing, it is telling that we learn so much 

about how humans interact with nature 

during the incidental moments of despair, 

awe, and hope that bubble up throughout 

the expedition’s narrative.

So why look to protect the saola? It is cer-

tainly in need, as it is critically threatened by 

both hunting and the loss of its natural habi-

tat. Another potential reason is that it has, 

over time, become isolated from its closest 

relatives (bison and buf alo) and represents a 

long, unique evolutionary path—a rare event 

in nature reserved for the likes of the platy-

pus, the horseshoe crab, and the coelacanth. 

We know little about evolutionarily isolated 

species and their specifi c roles within the eco-

system, and until we know more, their conser-

vation would seem prudent.

But moving from a desire to protect to-

ward ef ective action is often fraught with 

problems. Indeed, this book of ers valuable 

insights into the wholly compromised and 

often chaotic world of fi eld surveying and 

the reality of conservation in a remote en-

vironment. The central chapters are replete 

with lost trails, diminishing rations, and the 

increasingly confl icting needs and expecta-

tions of the crew and local communities.

When describing those living at the coal-

face of biodiversity loss in the tropics, there 

is a temptation for condescension: pitting 

enlightened westerners against the be-

nighted locals. De Buys does not fall into 

this trap, remaining both pragmatic about 

the livelihoods of indigenous populations 

and horrifi ed by the unbridled extraction of 

the forest’s rich biological resources. He so-

berly notes that areas such as the Annamite 

Mountains “have so much further to fall” 

in terms of biodiversity that could be lost 

than, for example, the temperate forests of 

his childhood in the United States.

Part action adventure, part an explora-

tion of loss, this book is a journey for both 

the heart and the mind. 

10.1126/science.aab2165

The Age of 
Cryptocurrency
Reviewed by Marie Vasek

Given the narrow lens through which the 

online payment system known as Bitcoin is 

typically presented, casual observers could 

be forgiven for mistaking it for a white, 

libertarian cult revolving around the idol 

Satoshi Nakamoto. Much of the media cov-

erage of the digital currency phenomenon 

can be summarized as either an elaborate 

musing on the real-life identity of Nakamoto 

or something that reads like a multilevel 

marketing scheme.

The Age of Cryptocurrency is a welcome 

break from this tradition. The fi rst part of 

the book discusses how Bitcoin works tech-

nically, as well as some history behind the 

centralized digital currencies that predated 

it. It begins with a tale about Afghani wom-

en, empowered through Bitcoin to earn and 

save their own money. (Although traditional 

banking systems in Afghanistan do not serve 

women, using Bitcoin only requires one to 

have computer access.) The book goes on to 

tell other stories about the Bitcoin user base, 

taking the reader from a hacker cooperative 

in San Francisco, California, that is build-

ing the next generation of Bitcoin applica-

tions to a money changer in Barbados who is 

using Bitcoin to avoid currency controls. The 
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general theme stays the same despite the 

situation: Bitcoin subverts the mainstream 

banking system, af ording the user more 

control over his or her money.

Technical details are interwoven with 

stories about the people behind the en-

abling technology. We are introduced to 

the “cypherpunks,” a mailing list of cryp-

tography-inclined people who write code to 

incite social change, of which Nakamoto is 

a part. Here, the authors cannot resist mus-

ing about the identity of the mysterious, 

pseudonymous Bitcoin creator. Many of the 

important people involved in this movement 

are subjected to an analysis of why they may 

or may not be Nakamoto, and we are left to 

wonder whether he or she is an infl uential 

cryptographer, a designer of a centralized 

digital currency, or perhaps even a group of 

individuals from these communities.

Although most of the book is dedicated 

to the (arguably) good things that Bitcoin 

enables, the authors also delve into the 

troubles facing the digital currency move-

ment. We mourn the demise of the first 

major Bitcoin exchange, Mt. Gox, which 

was launched in July 2010 in Tokyo and 

handled 70% of all Bitcoin trading by 2013. 

After being hacked numerous times, it fi-

nally collapsed in early 2014. We also learn 

about a mysterious entrepreneur known 

by the pseudonym “Dread Pirate Roberts” 

and the online marketplace he created, 

known as the Silk Road. Shut down in late 

2013, the Silk Road exclusively accepted 

Bitcoin (and predominantly sold drugs). 

The authors cite it as a key player in the 

introduction of Bitcoin to the masses. In P
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ters with patients displaying unusual neuro-

logical conditions (2, 3). Here, however, he 

refl ects eloquently, and with a more direct 

focus, on his own past, detailing how his 

love of writing and discovery has infl uenced 

his personal and professional life. Sacks re-

fers to himself as “a storyteller, for better or 

worse” and one who fi nds his greatest joy 

through writing. This passion for storytell-

ing is what compelled him to help revive 

the lost art of the anecdotal case study in 

medical literature. The style was not always 

well received by many in the medical com-

munity, but Sacks remained true to it, be-

lieving that a greater understanding of the 

condition was possible through detailed de-

scriptions of a patient’s life as well as their 

symptoms. 

Sacks also applied this method to ex-

plain the inner workings of the human 

mind. At one point, he discusses Gerald 

Edelman’s theory of consciousness, which 

posited that consciousness is purely a bio-

logical phenomenon, arising from complex 

cellular processes within the brain. He felt 

that the theory was revolutionary but was 

frustrated at Edelman’s dense writing style, 

October 2013, Roberts was identified as 

Ross Ulbricht, a Texas native living in San 

Francisco. On 29 May 2015, Ulbricht was 

sentenced to life in prison for his role in 

operating the Silk Road.

The book ends on an optimistic note. 

We are left with a vision of the future as a 

peer-to-peer world, where the ideologies of 

Bitcoin are not just confined to payments 

but spread across other industries. As the 

authors proclaim, “[w]e may well be on 

the verge of a profound societal upheaval, 

perhaps the most significant since the six-

teenth century.” We might. Or perhaps Bit-

coin will go the way of peer-to-peer music 

file sharing on Napster, which gave way to 

the centralized iTunes service. Only time 

will tell. 

10.1126/science.aab2001

On the Move
Reviewed by Benjamin Combs

A schoolmaster once wrote that Oliver Sacks, 

then a 12-year old student, “will go far, if he 

does not go too far.” These words proved pre-

scient, as that child grew into a preeminent 

neurologist and widely read author, who of-

ten struggled to stay within the professional 

and personal expectations held by others. 

Sacks, who recently announced that he has 

terminal cancer (1), looks back at an excep-

tional life and career in his captivating new 

autobiography, On the Move.

Readers of Sacks know he is no stranger 

to writing about himself, having previously 

written several books detailing his encoun-
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journals and letters he has saved. Many of 

these letters illuminate a complicated rela-

tionship with his family, including impos-

ing parents, a schizophrenic brother, and an 

encouraging and insightful aunt.

Sacks has written an intimate and mov-

ing account of a life full of remarkable ex-

periences. His passion for life and learning 

infuses the reader with a desire to stay “on 

the move,” just as he has done for more than 

80 years.

REFERENCES 

 1.  O. Sacks, My own life: Oliver Sacks on learning he has 
terminal cancer, New York Times, 19 February 2015, A25.
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Seveneves
Reviewed by  Daniel Tamayo

Neal Stephenson’s latest novel wastes little 

time getting started—in the first sentence, 

the Moon blows up. But this isn’t a Star 

Wars–style explosion; it’s a softer kind of 

cataclysm. The breakup of the Moon ig-

nites a self-reinforcing catastrophe as the 

ejecta collide and fragment into an ever-

growing swarm of debris (the same fate 

we are desperately trying to avoid for our 

current fleet of artificial satellites). This 

which was impenetrable to many readers. 

Feeling that relevant case studies could 

have helped, much of Sacks’s subsequent 

writing used real examples to bolster Edel-

man’s arguments so as to make them ac-

cessible to a wider audience. This is one of 

several examples in which Sacks served as a 

bridge between dif erent worlds. He carried 

on friendships with great scientists, such 

as Francis Crick, but also with great poets, 

such as W. H. Auden and Thom Gunn. 

In addition to medical and literary inter-

ests, Sacks had a taste for wilder pursuits. 

During his youth, he was a fervent motor-

cyclist and spent time training as a serious 

weightlifter (he set a California state pow-

erlifting record in 1961). Sacks also explored 

the emerging drug culture of the 1960s, 

eventually overcoming an addiction to am-

phetamines. 

Sacks was not a great student, consis-

tently ranking at the bottom of his under-

graduate class at Oxford University, but he 

was talented enough to win a prestigious 

essay contest entered on a drunken lark. 

He brings the same keen eye for detail to 

a journal entry about a weekend spent at 

a seedy truck stop while hitching a ride to 

New York as he does to case descriptions of 

patients with postencephalitic parkinson-

ism. Throughout his life, he has remained 

a prolifi c writer and describes stacks of 

plunges humanity into a desperate race to 

establish space habitats before the inevi-

table sterilization of Earth.

The ensuing drama provides a fascinat-

ing exploration of how environment shapes 

human society and remolds its moral norms. 

What constitutes power aboard a space sta-

tion with no guns or police? Should individ-

ual rights be redefi ned in an environment 

where a single person’s actions could extin-

guish the entire species? Stephenson engag-

ingly tackles such issues, ranging from the 

philosophical to the psychological, all while 

interspersing a healthy dose of heinous 

deaths to keep things lively.

As one might expect for a space habitat 

orbiting in a debris cloud, many crises that 

the characters must overcome are puzzles in 

orbital mechanics. Stephenson provides de-

lightful analogies for the relevant physical 

principles and does a remarkable job build-

ing the drama and bringing these moments 

alive (not a trivial task for phenomena that 

often unfold on time scales longer than a 

human lifetime).

As a specialist in orbital mechanics, I 

found myself furiously scribbling equations 

as I read—only to fi nd out on the next page 

that Stephenson had obviously made the 

same calculation. In fact, I am currently at 

a scientifi c conference on orbital dynam-

ics, and over dinner (funnily enough at the 

same place where one of the book’s main 

characters sees the moon explode) we spent 

half an hour arguing—not over our research 

but rather over the orbital mechanics in 

Seveneves. Whatever the standard is for 

hard science fi ction, surely Stephenson has 

blown it out of the water.

One can always fi nd aspects to quibble 

over—some important scenes end rather 

abruptly (or are omitted altogether), only to 

be explained later to the reader. Also, the 

idea that some technologies from the fi rst 

half of the book would be recognizable 5000 

years later—the time period in which the 

second half of the book is set—seems rather 

improbable. 

Despite these minor issues, Seveneves 

is a thrilling page-turner, overfl owing with 

beautifully crafted puzzles and permeated 

with thorny philosophical questions. The 

novel is also remarkably refreshing, both 
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for its optimism and for Stephenson’s deci-

sion to make its most capable, decisive, and 

intelligent characters women. I plan to be 

fi rst in line to read the sequel.

10.1126/science.aab1992

Rain
Reviewed by Rachel McCrary

Ask atmospheric scientists and meteorolo-

gists why they study the skies and most 

will tell a story about a childhood obses-

sion with rainfall or a vivid experience with 

unique or extreme weather. With Rain: A 

Natural and Cultural History, Cynthia Bar-

nett will make a rain fanatic out of anyone, 

not just self-described weather aficionados.

In many ways, the book is the biography of 

a vital natural phenomenon. It tells the story 

of how rain has helped shape Earth’s natu-

ral landscape as well as human civilization. 

Through her approachable and engaging writ-

ing, Barnett tells this eclectic story by com-

bining science and history with humor, anec-

dotes, poetry, and personal travel adventures.

Starting with the violent imagery of the 

fi rst rains on Earth, Barnett moves rapidly 

forward through time, framing humans as 

truly remarkable for our “ability to adapt to 

any conditions the atmosphere blows our 

way,” from long periods of drought to exces-

sive rainfall.

Barnett captivates the reader through her 

unique way of fi nding a human face to de-

scribe historical climate and weather events. 

She writes about the human sacrifi ces of the 

Aztecs, which were intended to help end 

devastating drought, as well as the witches 

who served as scapegoats for the centuries 

of destructive rainfall that fell over Europe 

during the Little Ice Age. Through her words, 

we get a taste of how passionate early weath-

er recorders such as Thomas Jef erson and 

George James Symons were about keeping 

track of the rain’s comings and goings.

She pauses to share quirky anecdotes, 

describing, for example, the initial disdain 

for umbrellas in Europe and recounting the 

story of the quest to create waterproof cloth-

ing, which ultimately resulted in the iconic 

Macintosh. In a particularly memorable chap-

ter, “Writers on the Storm,” Barnett explores 
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the role that rain has played in the creation 

of art, including the works of Charles Dick-

ens, Emily Dickinson, Frédéric Chopin, The 

Smiths, Nirvana, and Woody Allen. 

A common theme among a number of 

Barnett’s vignettes is humans’ attempts 

to control and respond to rain—whether 

through costly early geoengineering pro-

grams that bombed “the hell out of the skies” 

to make it rain or the building of massive le-

vees to control the natural fl oodplains of the 

Mississippi River, the construction of which 

killed many workers. Her examples demon-

strate how our attempts to manipulate rain’s 

natural life cycle are often costly, dangerous, 

and ultimately inef ective.

Although it is not the main focus of the 

book, Barnett also touches pointedly on the 

issue of human-caused climate change, sug-

gesting that while the issue “frightens and 

divides us,” the topic of rain—whether too 

much or not enough—“brings us together.” 

The book culminates with her personal trek 

to visit the rainiest place on Earth—Cher-

rapunji, India—where monsoon rains have 

traditionally been celebrated for the life 

they breathe into the world. Who knows 

how much longer this will continue, as dry 

spells become longer and extreme fl ooding 

becomes commonplace.

10.1126/science.aab2097

 A Buzz in the Meadow
Reviewed by Michelle Duennes

As urban centers grow around the world, 

more people are living farther from natural 

and agrarian spaces than ever before. Dave 

Goulson’s A Buzz in the Meadow provides a 

glimpse into these spaces that often go un-

noticed, exploring the natural histories of 

the flora and fauna on a farm in the French 

countryside. Along the way, the book takes 

many unexpected turns to much broader 

(and sometimes very personal) tales of sci-

entific discovery. 

Goulson, a biologist by training, begins 

the book with a tour of Chez Nauche, the 

abandoned farm he purchased in the Char-

ente region of southwestern France. He gives 

engaging accounts of the natural histories of 

the newts, dragonfl ies, mantises, and other 

animals he encounters, which are meant to 

inspire readers to explore their own yards. 

Goulson hopes that in doing so, they will be-

gin to value not only the “large charismatic, 

furry or feathery creatures, often living on 

the other side of the world, glimpsed only in 

television documentaries” but also smaller, fa-

miliar organisms that af ect our environment 

in profound ways. He makes special examples 

of the insect species living on the farm, using 

meadow brown butterfl ies to explain the be-

ginnings of the fi eld of genetics and fl ies to 

highlight the mismanagement of landfi lls. 

In the second part of the book, Goulson 

weaves tales of complex interactions between 

plants, animals, and fungi to illustrate the 

interconnectedness of life. He closes with 

an examination of the many factors that can 

lead to the decline and eventual extinction of 

species, focusing particularly on bumblebees, 

which he has studied throughout his scientifi c 

career. His conclusions are grim: We have, he 

claims, been culpable in the mass extinction 

of life on Earth since the beginning of our 

evolution. But Goulson’s goal—“to encourage 

everyone to cherish what we have, and to il-

lustrate what wonders we stand to lose if we 

do not change our ways”—is clear and reso-

nates throughout the book. 

Many of the life histories, species interac-

tions, and ecological concepts outlined in this 

book can be found elsewhere in published 

literature, but what stands out are the deeply 

personal insights Goulson provides into the 

life of a scientist. When discussing the many 

species he has studied over his career, he 

chronicles the trials, small victories, and fail-

ures of a young biologist. He also reveals the 

triumphs and frustrations that can come from 

attempting to communicate important scien-

tifi c research to nonplussed policymakers and 

members of the public. His experiences will 

resonate with many scientists and will provide 

the general reader with an interesting and ac-

cessible glimpse into the life of a naturalist. 

10.1126/science.aab1819
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Although gray wolf (Canis lupus) populations 

are recovering in parts of Europe and North America, 

wolves continue to be killed in attempts to protect 

livestock and threatened species such as caribou.

          H
istorically, wild predators were over-

whelmingly viewed as threats to live-

stock, wild “game,” and public health. 

Over time, public perceptions have 

broadened to include recognition of 

predators’ intrinsic value and their 

role in structuring ecosystems. Nowhere are 

these changing perceptions better illustrated 

than in Yellowstone National Park, where 

the U.S. government deliberately eliminated 

wolves in the 1920s, only to actively restore 

them in the 1990s. Large carnivores are now 

recovering across much of North America 

and Europe but declining elsewhere ( 1,  2). 

Predator control, once widely accepted by 

the public, has become a source of intense 

social conflict ( 3,  4). Robust scientific evi-

dence and broad stakeholder involvement 

are crucial for effective management of 

predator populations.

Randomized controlled experiments have 

repeatedly shown that predator control can 

bolster populations of prey species, includ-

ing many of conservation concern ( 5,  6). 

However, the complexity of ecological sys-

tems means that predator control does not 

invariably benefit wild prey. In some ecosys-

tems, factors such as habitat loss or weather 

conditions influence prey numbers more 

strongly than does predation. Suppressing 

the populations of one predator species may 

cause other predators to increase in num-

ber, leaving prey to face unchanged or even 

heightened predation rates. For example, El-

lis-Felege et al. have shown in an experimen-

tal study that predator control efforts reduce 

mammalian predation on bobwhite quail 

nests in the southeastern United States, but 

these benefits are offset by increased preda-

tion from snakes ( 7). Similarly, pronghorn 

(which are preyed on by coyotes but seldom 

by wolves) appear to have declined in re-

sponse to the extirpation of wolves, which 

caused a dramatic expansion of coyotes 

across North America ( 8).

Predator control is thus not invariably 

beneficial, and decisions about its use need 

to be informed by case-specific evidence. The 

best evidence comes from controlled experi-

mental studies, which have been widely used 

to understand the effects of predator con-

trol on wild prey. However, decisions about 

controlling predators to protect livestock or 

manage disease have often been based on 

much weaker evidence. For example, despite 

the enormous effort invested in control-

When the hunter becomes the hunted
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ling populations of red foxes, coyotes, and 

wolves, we are not aware of any randomized 

experiments that investigate whether such 

control reduces livestock predation as in-

tended. This is problematic because it is of-

ten difficult to disentangle cause and effect 

in observational studies.

The ability of experimentation to improve 

evidence in such cases is illustrated by the 

management of bovine tuberculosis in Brit-

ain. The role of European badgers in trans-

mitting tuberculosis to cattle was recognized 

in the 1970s, but decades of badger culling 

failed to prevent the infection from spread-

ing across Britain. A randomized controlled 

trial revealed that culling consistently in-

creased infection rates in badgers, 

spreading the disease in space and, 

under some circumstances, elevat-

ing disease risks for cattle ( 9). This 

failure of predator control to ef-

fect disease control is linked to the 

social behavior of these territorial 

animals. When badgers are killed in one 

area, other badgers migrate into the newly 

available territory. The resulting social in-

stability is thought to increase opportunities 

for disease transmission ( 9). A similar behav-

ioral response was seen among red fox popu-

lations culled across Europe in the 1970s to 

control rabies ( 10). Such fox control efforts 

were gradually abandoned as practical expe-

rience showed fox vaccination to be far more 

effective ( 10).

Predator control conducted for a specific 

purpose often has broader consequences, 

which may be as unwelcome as they are 

unintended. Control or elimination of large 

carnivores, mainly to reduce livestock dep-

redation, has been linked to increased deer 

numbers across Europe and North Amer-

ica. These larger deer populations damage 

forests and crops, reduce road safety, and 

have cascading effects on ecosystems ( 11). 

Extirpating wolves across much of North 

America stopped wolves from killing sheep, 

but introduced a new sheep predator as coy-

otes spread across the continent. Likewise, 

culling badgers for disease control purposes 

in the United Kingdom doubled the num-

bers of another farm pest, the red fox ( 12). 

The potential for predator control to cause 

unwanted side-effects should be considered 

seriously in environmental impact assess-

ments and other policy decisions.

In deciding how and whether to man-

age predation, it is also important to bear 

in mind that the need for predator control 

is itself often a consequence of human ac-

tion. For example, in Patagonia, guanacos 

are kept in low numbers by their natural 

predator, the puma. Normally predator 

numbers would fall as their prey decline, 

but pumas are sustained by sheep, deer, and 

hares introduced by people, allowing them 

to maintain high predation pressure on the 

few remaining guanacos ( 13). Similarly, Ca-

nadian oil developments have opened up 

the boreal forest, allowing deer numbers to 

increase and improving access to the forest 

for wolves. As a consequence, endangered 

woodland caribou face unsustainable preda-

tion, prompting the Canadian state govern-

ments to shoot, trap, and poison wolves in 

an attempt to protect the caribou ( 14). More 

generally, many studies have found preda-

tion on birds’ nests is higher where human 

activities have fragmented natural habitat. 

Predator control efforts aimed at conserving 

threatened prey may need to be maintained 

in perpetuity unless conservation seeks to 

restore ecosystem functioning.

Decisions about how to manage predation 

in such human-altered systems are driven as 

much by the priorities of decision-makers as 

by rigorous scientific evidence. For example, 

decision-makers responding to woodland 

caribou declines might choose to prioritize 

biodiversity conservation. They would then 

prefer habitat restoration over wolf control, 

because this approach preserves preda-

tion as an ecosystem process. Alternatively, 

decision-makers might prioritize economic 

gains. They might then consider the need for 

wolf control (or indeed the loss of woodland 

caribou) a small price to pay for the prosper-

ity achieved through oil exploitation. The 

caribou inhabiting Canada’s boreal forest 

have come to resemble the partridges strug-

gling to survive in England’s wheat fields; 

both may remain reliant on predator control 

unless or until society is willing to restore 

their natural habitat.

Robust scientific evidence alone is not suf-

ficient to manage predators effectively; social 

acceptability is equally important. Pragmatic 

conservationists have long recognized that 

allowing some predator control—whether or 

not it achieves its stated aims—can 

help to build tolerance among land 

managers who might otherwise 

block conservation efforts ( 3). Un-

fortunately, such compromise is 

not always effective. For example, 

small-scale culling of badgers on 

and around farms experiencing tuberculo-

sis would be more socially acceptable than 

widespread badger control. However, such 

localized culling consistently increases cattle 

tuberculosis ( 9). Policy-makers are thus faced 

with a stark choice between near-elimination 

of a native carnivore (unpopular with the 

public and potentially unlawful) or no bad-

ger control at all (unpopular with farmers). 

The British government’s decision to pursue 

large-scale badger culling became an issue in 

the recent national election, and culls have 

European badgers (Meles meles) transmit tuberculosis to cattle, but efforts to control tuberculosis by culling 

badgers have not been effective because they do not take their social behavior into account. 

“…the need for predator control is itself 
often a consequence of human action.”
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          M
etazoan cells divide by “open” mi-

tosis, in which disassembly of the 

nucleus allows microtubules of the 

mitotic spindle to access kineto-

chores, proteinaceous structures 

that associate with specialized 

regions of chromosomes called centro-

meres. Duplicated chromosomes align on 

the spindle, and as they segregate toward 

opposite ends of the dividing cell, nuclear 

membrane reassembly initiates ( 1). This re-

quires recruiting membrane, reconstituting 

nuclear pores, and severing microtubule 

connections between chromosomes and the 

spindle organizing centers (centrosomes). 

The nuclear envelope must seal to reestab-

lish proper separation of the genome from 

the cytoplasm, but just how the nuclear 

membrane closes and overcomes the physi-

cal roadblocks presented by spindle micro-

tubules has been unclear. Recent studies 

( 2,  3) now demonstrate that the endosomal 

sorting complex required for transport 

 (ESCRT) membrane fission machinery or-

chestrates this mysterious process.

Membrane fission, the process by which 

a continuous lipid bilayer separates into 

two discontinuous bilayers, occurs con-

stantly as cells remodel their membranes. 

It can occur with two distinct topologies: 

one in which the juxtaposing membranes 

are drawn together at a cytoplasm-filled 

neck, and another in which they are drawn 

together at a cytoplasm-surrounded neck. 

Many familiar processes, such as endocytic 

vesicle formation, correspond to the latter 

topology, where the cytoplasmic protein 

dynamin encircles the constricting neck 

and “pushes” the membranes toward the 

fission point. By contrast, ESCRT protein 

assemblies work from inside membrane 

necks to “pull” the constricting membranes 

toward themselves ( 4,  5).

Two keys to this activity are the ability 

of ESCRT-III family members to form spi-

raling filaments that can draw membranes 

toward the fission point ( 6– 8), and the abil-

ity of vacuolar protein sorting 4 (VPS4) to 

remodel these filaments and thereby pro-

vide the power for membrane fission ( 4,  5). 

ESCRT-III subunits also recruit relevant 

proteins through their exposed terminal 

tails. Because of its unique activity, the 

ESCRT machinery is used in a variety of 

different membrane remodeling processes, 

including intraluminal vesicle formation 

in the late endosome, enveloped virus 

budding, wound healing, and the final 

stage of daughter cell physical separation 

(cytokinetic abscission) during cell division 

( 4,  5,  9,  10).

The studies by Vietri et al. ( 2) and Olmos 

et al. ( 3) reveal that the ESCRT pathway 

also reseals the nuclear envelope dur-

ing late anaphase-early telophase stages 

of the cell division cycle (see the figure). 

The breakthrough was made possible, in 

part, because the investigators studied 

specific sites in the nuclear envelope at rel-

evant times by combining live-cell imaging 

of transient events and higher-resolution 

microscopic techniques, including struc-

tured illumination microscopy and cor-

relative light and electron microscopy. The 

studies report that ESCRT-III and VPS4 as-

semble briefly at fenestrations in the grow-

ing nuclear envelope, and that assembly 

of core ESCRT-III subunits occurs in a ca-

nonical fashion, with component charged 

multivesicular body protein 4 (CHMP4), 

CHMP3, and CHMP2 proteins recruited se-

quentially ( 5). In the absence of successful 

ESCRT assembly, postmitotic nuclear en-

velopes have unsealed holes and are func-

tionally “leaky.”

Although the two studies agree on the 

essential role of ESCRT machinery in clos-

ing nuclear fenestrations, each also adds 

unique insights into this process. ESCRT-III 

proteins function at many different mem-

An ESCRT to seal the envelope
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“Mechanisms that reseal the 
nuclear envelope have been 
unclear, but a role for ESCRT 
machinery should now be 
considered.”

been repeatedly delayed by legal challenges.

Controversy about predator management 

can lead to intense social discord, which 

may undermine management decisions. For 

example, in Britain conservation efforts for 

hen harriers have been hampered by persis-

tent illegal killing, while attempts to control 

cattle tuberculosis by killing badgers have 

been disrupted by dedicated protestors. 

Where social conflict is intense, scientific 

evidence is often used selectively, contested, 

or dismissed. In such situations, involving 

stakeholders in the design, implementation, 

and interpretation of experimental studies 

may help to build trust and improve social 

learning. For example, controversy over griz-

zly bear management in Banff National Park, 

Canada, was successfully resolved by engag-

ing stakeholders in a problem-solving group, 

which shared responsibility for interpreting 

scientific evidence and making management 

decisions ( 15).

Similar approaches might benefit the 

management of ecologically complex and so-

cially divisive issues such as tuberculosis in 

badgers, wolf predation on caribou, and hen 

harrier predation on grouse ( 4). The chal-

lenge, especially in more intense social con-

flicts over predators, is that polarized views 

may prevent parties from engaging with the 

process at all. If policy-makers, scientists, 

and stakeholders from all sides can show 

leadership in overcoming this challenge, 

predator management might become more 

evidence-based, as well as more responsive 

to changing social perspectives.          ■
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branes because they remain soluble until 

recruited by membrane-specific adapter 

proteins. These adapters often nucleate 

ESCRT-III filament assembly in concert 

with the early-acting ESCRT factors apop-

tosis-linked gene 2 interacting protein X 

(ALIX), ESCRT-I, and ESCRT-II ( 4). Vietri 

et al. show that in the case of nuclear enve-

lope closure, a previously uncharacterized 

ESCRT-III–like protein, CHMP7, plays a 

role in recruiting and initiating ESCRT-

III assembly. The authors also demon-

strate that the spastin family adenosine 

triphosphatases (ATPases), which sever 

microtubules, are recruited by an ESCRT-

III subunit called increased sodium tol-

erance 1 (IST1). This coordinates release 

of spindle-kinetochore connections with 

closure of fenestrations. In addition, Vie-

tri et al. show that failure to seal holes in 

the nuclear membrane leads to proximal 

DNA damage.

In complementary studies, Olmos et al. 

connect yet another ATPase, p97, to nu-

clear fenestrations by discovering a previ-

ously unknown interaction between a p97 

adapter protein called ubiquitin fusion 

degradation 1 (UFD1) and the ESCRT-III 

subunit CHMP2A. This finding further un-

derscores how ESCRT-III filaments accom-

modate and coordinate the complex series 

of events required to form a nucleus. The 

CHMP2A-UFD1 interaction ties into ob-

servations that p97-UFD1-nuclear protein 

localization 4 homolog (NPL4) complexes 

are required to close the nuclear envelope 

( 11) and to remove Aurora B (the enzyme 

that controls progression of mitosis and 

cytokinesis) from chromatin as the enve-

lope is closed ( 12). It could be that ESCRT-

mediated p97 localization is also important 

for microtubule remodeling. Even the 

“canonical” function of p97-UFD1-NPL4 

in retrotranslocating proteins from the 

endoplasmic reticulum could be called 

upon to remove integral membrane pro-

teins and prime highly curved membranes 

for fission.

The findings of Vietri et al. and Olmos et 

al. provide a fresh basis for thinking about 

other dynamic events at the nuclear enve-

lope. The ESCRT machinery is also impli-

cated in creating vesicles that bud from 

the nuclear membrane and carry cargoes 

such as ribonucleoprotein complexes, her-

pes viral cores, and defective nuclear pore 

assemblies out of the nucleus ( 13). These 

processes can now be viewed as part of a 

continuum of ESCRT-mediated nuclear 

membrane fission events. Indeed, the re-

cent studies provide precedence for the 

idea that quality control of nuclear pore 

complexes could involve coupled extrac-

tion of assembled but defective pores, 

with ESCRT machinery closing the result-

ing membrane holes. The importance of 

nuclear membrane maintenance is further 

highlighted by studies that reveal the pro-

pensity of nuclei to rupture, especially in 

tumors and other disease states such as 

laminopathies ( 14). Mechanisms that reseal 

the nuclear envelope have been unclear, 

but a role for ESCRT machinery should 

now be considered. It will also be of great 

interest to understand how postmitotic nu-

clear envelope closure is coordinated with 

other important ESCRT-dependent activi-

ties, particularly the Aurora B–dependent 

abscission checkpoint ( 15) and the ensuing 

step of cytokinetic abscission ( 10), which 

completes cell division.          ■
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          W
hat has made vertebrates so suc-

cessful has been the evolution of 

their superior sensory organs, a 

more sophisticated organization 

of the brain, and—eventually—

toothed powerful jaws, which 

gradually supported an ecological shift from 

passive filter feeding to a more active preda-

tory lifestyle. Building this “new head” in 

vertebrate embryos relies on an elite group 

of cells called the neural crest ( 1). Indeed, the 

English developmental biologist Peter Tho-

rogood famously recounted that as a young 

scientist he was told by a senior professor (in 

an authoritative tone), “The only interesting 

thing about vertebrates is the neural crest” 

( 2). On page 1332 of this issue, Buitrago-

Delgado et al. ( 3) provide further support for 

this bold statement in demonstrating that 

neural crest cells uniquely retain pluripotent 

stem cell programming until later in devel-

opment than the three classic germ layers.

The neural crest is a population of cells 

in vertebrate embryos with a remarkable 

ability to generate a variety of structures 

in the adult. The neural crest arises from 

within the so-called ectoderm germ layer, at 

the border between the future neural tissue 

and the future epidermis. However, unlike 

their neighbors on either side, neural crest 

cells undergo an epithelial-to-mesenchymal 

transition (EMT), during which they de-

laminate from the ordered tissue layer of 

the ectoderm and migrate as loose groups 

along defined paths to different and some-

times distant locations in the embryo, 

where they differentiate into a variety of 

cell types. Cell labeling and chimera experi-

ments have been instrumental in uncov-

ering these migration and differentiation 

patterns ( 4). Neural crest cells differenti-

ate into cell types that generally arise from 

other germ layers such as the mesoderm, 

with the tissues they migrate through and 

those of their destination determining the 

cell types they become. Because this is par-

ticularly important for the formation of our 

“new head,” including the face, neck, and 

teeth, it is the neural crest that also allows 

us all to smile, or to frown.

Neural crest development in the verte-

brate embryo is controlled by a largely con-

served gene regulatory network, which has 

been described in detail ( 5). However, it had 

remained unclear where the remarkable 

differentiation ability of these cells came 

from. Prior to the study by Buitrago-

Delgado et al., it seemed that neural 

crest cells were induced to selectively 

regain increased differentiation abil-

ity, unlike their cellular neighbors 

in the rest of the ectoderm. In this 

view, the neural crest could be de-

scribed as an endogenous population 

of induced pluripotent stem cells. 

Although many stem cell biologists 

liked this idea, it sat uncomfortably 

with traditional developmental biolo-

gists brought up on the paradigm of 

progressively restricted developmen-

tal potential, as illustrated by Wad-

dington’s developmental landscape 

(see the figure) ( 6).

Now, Buitrago-Delgado et al. pro-

vide insight into how neural crest 

cells retain far greater developmental 

potential than other ectoderm cells. 

They show that neural crest cells, 

rather than gaining developmental 

potential, retain pluripotency that 

they selectively inherit from the em-

bryonic stem cells from which they 

are derived (see the figure, bottom 

panel). The authors noticed that 

neural crest potency factors are also 

expressed in pluripotent embryonic 

stem cells at an earlier stage of devel-

opment. They show that these genes 

regulate pluripotency in these early 

embryonic stem cells, and that the 

experimentally extended expression 

of these factors can confer a delay in 

restricting developmental potential 

even to cells that would normally not 

give rise to neural crest. The mainte-

nance of expression of these factors is 

what maintains neural crest differen-

tiation potential.

Waddington can therefore rest in 

peace: Neural crest cells do not vio-

late his paradigm of progressive re-

striction of developmental potential, 

they just manage to delay its onset 

for a little bit longer than their cel-

lular neighbors. This remarkable 

differentiation ability—at a stage of 

development when the three con-

ventional germ layers have already 

formed—had led to the neural crest 

being described as the “fourth germ 

layer” ( 7). However, the new study 

shows that such a moniker is not re-

It’s about time for neural crest
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Epid Neuro

Blastula

Old model–neural crest

New model–neural crest

Meso Endo

Pluripotent

Epid Neuro Meso Endo

NC
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Pluripotent

Epid Neuro Meso Endo
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Developmental potential in embryonic development. (Top) 

A pluripotent blastula or embryonic stem cell “rolls” like a marble 

down one of four differentiation pathways: endoderm (Endo), 

mesoderm (Meso), neural ectoderm (Neuro), and non-neural 

ectoderm or prospective epidermis (Epid). The dashed line 

indicates where pluripotency is lost. (Middle) Previous models 

implied that the differentiation ability of neural crest cells (NC, 

orange) was induced from an ectoderm germ layer (Ecto, blue), 

by “pushing” the marble representing a neural crest cell uphill 

toward increased differentiation potential back above the dashed 

line (orange arrow). (Bottom) The new model by Buitrago-

Delgado et al. shows that neural crest cells, unlike their cellular 

neighbors, remain pluripotent before they differentiate, even 

potentially into endodermal derivatives.
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quired, because neural crest cells have now 

been shown to be little different from earlier 

embryonic cells; they are able to differenti-

ate into cell types of all three conventional 

germ layers, including endoderm, albeit just 

a little bit later in development.

The work by Buitrago-Delgado et al. sheds 

further light on the evolution of the neural 

crest and therefore of vertebrates. Retaining 

pluripotency may not have been the crucial 

evolutionary step that defines the neural 

crest. Closely related nonvertebrate animals 

share with vertebrates the expression of com-

ponents of the neural crest gene regulatory 

network in cells at the neural plate bound-

ary, including what we now understand are 

regulators of pluripotency ( 8). Instead, ver-

tebrate neural plate border cells may have 

evolved the ability to undergo EMT, delami-

nate from the ectoderm, and migrate to dif-

ferent parts of the embryo ( 9,  10).

The Buitrago-Delgado et al. study raises 

questions about the identity of what we 

conventionally call the ectoderm. The most 

pressing issue is, however, how these cells at 

the neural plate border region selectively re-

tain pluripotency while cells all around them 

become restricted in their developmental 

potential.

Buitrago-Delgado et al. follow in the foot-

steps of pioneering studies that have used the 

amphibian as a model system to uncover fun-

damental aspects of vertebrate development, 

from basic processes in embryonic induction 

( 11– 13) through uncovering the principle of 

somatic cell reprogramming ( 14). Like these 

earlier discoveries, now seen as pivotal in 

understanding human development and 

disease, this latest research has critically 

changed our perception of vertebrate evolu-

tion and development and demonstrates the 

importance of the neural crest.           ■
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          I
ndustrial chemical reactions or bio-

synthetic processes rarely yield pure 

products, and the additional separa-

tion steps typically required often make 

up the largest part of the product cost. 

Membrane separations are considered 

among the most efficient methods, deriv-

ing inspiration from the membranes in liv-

ing cells. Intriguingly, on page 1347 of this 

issue, Karan et al. ( 1) show that synthetic 

membranes may get close to and eventu-

ally outperform their soft biological coun-

terparts in many aspects. They targeted the 

rapidly developing field of organic solvent 

nanofiltration (OSN) ( 2). Such membrane 

filtration of nonaqueous solutions may help 

make chemical synthesis ( 3) more efficient 

and environmentally friendly by separating 

and recycling solvents, reactants, products, 

and catalysts.

Synthetic membrane films work by se-

lectively retaining or passing molecules. 

These processes require an energy input, 

e.g., pumping energy in the case of filtra-

tion. Development of an efficient mem-

brane faces a twofold challenge: finding 

a highly selective material, and forming 

a large and defect-free film of a minimal 

thickness to maximize permeability and 

minimize pumping energy. Interfacial po-

lymerization (IP) is a remarkably simple 

process that simultaneously achieves both 

goals. Two monomers dissolved in immis-

cible solvents, e.g., water and hexane, react 

at the interface to form a polymer film that 

eventually self-terminates its growth. With 

the right choice of monomers, typically, an 

aromatic triacid and a diamine, a thin poly-

amide membrane is obtained.

Usually, preparation is carried out on top 

of a thick porous supporting membrane, 

yielding a composite membrane with a 

polyamide top layer (see the figure, panel 

A). The advent of such polyamide compos-

ites some three decades ago revolutionized 

membrane desalination, which today sup-

plies drinking water to millions of people 

worldwide with unprecedented thermody-

namic efficiency approaching 50% ( 4).

Although OSN membranes have not 

made a similar breakthrough, Karan et al. 

have taken a large step toward achieving 

this goal. The seemingly straightforward IP 

process turns out to be formidably complex 

as regards understanding the relation be-

tween the preparation conditions and the 

film’s thickness, nanostructure, and perme-

ability. Mean-field models ( 5) and molecu-

lar dynamic simulations ( 6,  7) reveal that 

IP proceeds as a complex aggregation pro-

cess, resulting in a film of poorly defined 

thickness and structural irregularities at all 

spatial scales involved. The irregularities 

manifest themselves in intrinsic porosity 

that results from the high rigidity of the 

polyamide matrix ( 7) (see the figure, pan-

els B and C). If not excessive, this poros-

ity is beneficial, as it enhances membrane 

permeability ( 8). However, it is not at all 

straightforward to come up with rational 

recipes for controlling thickness and poros-

ity and maximizing the permeability.

Karan et al. identified several new ways 

to manipulate the IP process and obtain 

a dramatic increase in permeability. One 

ingenious modification was to move film 

formation somewhat away from the solid 

support by adding an intervening sacrificial 

interlayer made of needle-like cadmium hy-

droxide nanostrands (see the figure, panel 

D). Such a layer, easily formed by filtering 

nanostrand suspension through the sup-

porting membrane and dissolved, once the 

IP reaction is complete, is far more porous 

and uniform than the support surface be-

cause of the very small size of nanostrands. 

Apparently, this structure facilitates a uni-

form access of monomers and enhances 

their flux into the growing film, which was 

shown to be inversely related to film thick-
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ness ( 5). As a result, uniform films could be 

prepared of a record-breaking 8-nm thick-

ness, just shy of that of biological mem-

branes (5 to 6 nm), yet strong enough to 

survive straining through a pipette tip.

Another performance-enhancing effect 

was crumpling of the film when the di-

amine concentration exceeded a certain 

threshold. Crumpling or folding increased 

the effective area and permeation rate for 

a given area. Suggestions that this effect 

could explain enhanced permeability of 

some commercial membranes were made in 

the past ( 9). However, Karan et al. managed 

to explicitly show this by taking advantage 

of the easy transfer of the polyamide film 

from nanostrand layer to substrates more 

suitable for structural examination. They 

also pointed out that crumpling could be 

related to instabilities caused by excessive 

heat generation during IP reaction, in anal-

ogy with the Rayleigh-Bénard instability of 

a fluid layer heated from the bottom.

Although the prepared films already had 

outstanding characteristics, Karan et al. 

took the process a step further and treated 

the film with a swelling solvent (dimeth-

ylformamide). This is known to “open up” 

polyamide, i.e., increase its porosity, but, 

unfortunately, when dimethylformamide 

is changed to another solvent, the perme-

ability usually declines. Surprisingly, they 

found that the performance decline could 

be entirely prevented by using a rigid in-

organic support instead of a regular poly-

meric one (see the figure, panels A and D). 

This change resulted in a staggering stable 

permeability of 112 liter m–2 hour–1 bar−1 

for acetonitrile as the solvent, which sur-

passes that of biological membranes ( 10) by 

an order of magnitude and that of today’s 

desalination membranes by two orders of 

magnitude. This result suggests that the 

support might be as important as the selec-

tive layer itself for maximizing and stabiliz-

ing performance.

To expand to new avenues and stay eco-

nomically attractive, membrane develop-

ment must constantly strive for higher 

permeabilities and seek new and better 

selectivities. Karan et al. demonstrate 

great potential for improvements in rela-

tively old approaches via smart manipu-

lation of membrane preparation, use of 

novel nanomaterials, and attention to all 

components of the composite membrane. 

This effort must be assisted by in-depth 

understanding of the transport, rejection, 

and membrane formation mechanisms, as 

well as membrane nanostructure, which at 

present remains a challenge even for much 

older desalination membranes. The chal-

lenge increases many-fold for OSN, which 

must operate and remain stable in various 

media and rely on much weaker molecu-

lar interactions, compared to electrostatic 

forces dominating salt-water separations 

( 11,  12). Nevertheless, the benefits of sim-

pler, faster, and greener processing make it 

a worthy effort.          ■
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8 and 10 nm. When combined with film crumpling, “opening up” of polyamide with a swelling solvent, and the stabilizing 

effect of the rigid inorganic support, membrane permeability is increased by an unprecedented two orders of magnitude.
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          I
ncreases in urban populations, particu-

larly in semi-arid cities, have led to un-

sustainable water use in many regions 

of the world. Water is frequently drawn 

from outside urban boundaries, but 

these remote water sources are becom-

ing less reliable due to global climate change 

and regional political conflict. In response, 

urban water conservation efforts have been 

expanding and cities are pressured to reduce 

demand. Yet, as seen currently in California, 

measures to reduce water use are having lim-

ited effect ( 1). Can better data help to under-

pin water use policy?

Between 2003 and 2012, Australia experi-

enced the longest and most severe drought 

on record, prompting extensive conserva-

tion efforts to maintain wa-

ter supplies ( 2). In Brazil, 

the states of São Paulo and 

Rio de Janeiro are at their 

lowest levels of water supply 

in 80 years, with reservoirs 

at ~5% of capacity. Water 

managers in these states 

are targeting conservation 

efforts at those with high 

consumption levels, offering 

discounts for reduced use 

and decreasing allotments 

to industry and agriculture 

( 3). The ongoing drought in 

the western United States 

(see the photos) has also led 

to accelerated efforts in water conservation 

and expanded regulation on groundwater 

consumption.

The governor of California has declared 

emergency mandatory restrictions to 

achieve a 25% statewide reduction in pota-

ble urban water use. Cities across the state 

are drafting integrated water management 

plans that include viewing all water sources 

(including, for example, recycled wastewa-

ter and storm runoff ) as suitable for con-

sumption. The cities are also accelerating 

water conservation efforts, including new 

tier pricing regimes and mandatory water-

ing restrictions. The City of Los Angeles, 

which imports over 90% of its water sup-

ply, is under mayoral directive to reduce 

imported water by 50% and increase local 

water sources.

Policies to conserve water differ widely 

across urban centers and are formulated 

based on institutional structure, history, 

and governing bodies. Common practices 

include price increases or pricing structure 

change (altering or expanding a tier struc-

ture), volume reductions, policing efforts 

and fines, watering restrictions, and land-

scape replacement programs. There is evi-

dence that nonpecuniary strategies such as 

social comparisons of water use can make 

some difference in water consumption as 

well, especially for high users, but the effects 

are not large ( 4).

However, few studies have evaluated the 

effect of implemented conservation mea-

sures, especially across diverse socioeco-

nomic groups, citywide regions, or water 

districts. Institutions generally track city-

wide water consumption trends, but rarely 

is there detailed spatial and temporal analy-

sis to quantify where and when conservation 

efforts are successful or where efforts should 

be reformulated to reach consumers who are 

insensitive to implemented policies. For ex-

ample, outdoor water use is often reduced 

during a period of drought but may rebound 

or even increase after there has been rain. 

Moreover, little is known about the relation-

ship between water use reductions and re-

gional urban greenness, although concern 

about this is often behind resistance to water 

conservation ( 5).

Historical research on water use in cit-

ies has relied on intelligent intuition, mod-

eled data, or small-sample data. Early work 

in California was driven by the Pacific In-

stitute ( 6), which relied mainly on popula-

tion estimates and empirical coefficients for 

statewide regions. More recent analyses have 

used multivariate or statistical regression 

models to evaluate urban demand ( 7,  8), al-

though still largely based on modeled data. 

For example, Balling and Gober evaluated 

the response of annual water use to climate 

conditions in Phoenix, Arizona ( 7). Although 

overall water use fell over the study period, 

annual water use rose with higher tempera-

tures, lower precipitation, and drought con-

ditions. Watering habits suggest that many 

residents were unaware of optimal watering 

for their landscapes. Mini et al. found resi-

dential water use in Los Angeles to be driven 

by household income, landscape greenness, 

water rates, and allocated volumes ( 8), with 

10% of single-family customers using 30% of 

all residential water in the city.

Outdoor water use accounts for a large 

percentage of total water use in many arid 

cities, ranging from 40 to 70% depending on 

climate, pricing, and sociodemographic fac-

tors ( 9). Work in this area is accelerating as 

managers look for methods to better refine 

outdoor use and landscape irrigation. For 

example, Kaplan et al. ( 10) used high-reso-

lution Landsat data and an evapotranspira-

tion model to estimate outdoor water use 

and drought response in the Phoenix area. 

Evapotranspiration (the water transmitted 

back to the atmosphere through plants) and 

water consumption values stayed elevated 

over agricultural regions during drought, 

whereas urban landscape and the surround-

ing desert regions showed lower evapo-

transpiration and overall water use during 

drought. Thus, conservation measures for 

park areas in Phoenix during drought years 

appear to have been effective. Mini et al. 

have shown that in Los Angeles, where out-

door use accounts for 54% of residential 

Are you watering your lawn?

California drought. A field of dead almond trees in Coalinga in the Central Valley, California, on 6 May 2015 (left) illustrates the severity of 

the ongoing drought. In response, state water regulators have recently adopted mandatory cutbacks in urban water use (right).

By Terri S. Hogue 1 and Stephanie Pincetl 2   

High-resolution data may help to devise effective water 
conservation strategies in urban areas around the world
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Foreign ministers discuss Iran’s nuclear program in Lausanne, April 2015.

water consumption, mandatory restrictions 

improved total water savings by up to 23%, 

whereas voluntary water restrictions re-

sulted in only 6% water savings ( 11).

Data from water meters can also help to 

inform water conservation measures. Prog-

ress is being made in dual metering (indoor/

outdoor billing segregation), smart metering 

(real-time monitoring that transmits to the 

utility), and intelligent metering (real-time 

monitoring that can also include informa-

tional feedback and control options) ( 12,  13). 

The extensive, detailed data provide valuable 

information on consumer use to utilities and 

resource managers. However, smart and in-

telligent metering systems are expensive and 

not yet widely used ( 14). The data are typi-

cally not in a user-friendly format, requiring 

sophisticated data processing for analysis. 

Further work is also needed to better un-

derstand how information from advanced 

metering technologies can help to influence 

consumer water use ( 15).

If detailed observational data are com-

bined with other databases and advanced 

models, they can inform targeted water 

conservation efforts. However, many water 

agencies do not have technical capacity to 

mine data over time and analyze change. For 

example, the current drought in California 

has led to calls to develop and report water 

use analysis, because agencies lack the abil-

ity to differentiate indoor and outdoor water 

use to evaluate the effectiveness of water 

conservation measures. Applying water use 

models that acknowledge sociodemographic 

characteristics and local characteristics, such 

as size of residence, outdoor water use, and 

vegetation, will be crucial for meeting water 

conservation goals and targets.           ■ 
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           I
n April 2015, Iran and the E3+3 na-

tions (France, Germany, and the United 

Kingdom, plus China, Russia, and the 

United States) negotiated a framework 

for a “comprehensive solution that will 

ensure the exclusively peaceful nature of 

the Iranian nuclear program” ( 1,  2). The final 

settlement, expected by July 2015 or soon 

after, would constrain Iran’s activities for 

various extended periods in return for the 

lifting of sanctions and affirm Iran’s right 

to pursue its nuclear program 

free of the limits on its uranium 

enrichment capacity a decade or 

more from now. What happens when these 

restrictions begin to phase out? We outline 

one approach to limit the long-term risk by 

using the next 10 years to convert Iran’s na-

tional enrichment plant into a multinational 

one, possibly including as partners some 

of Iran’s neighbors and one or more of the 

E3+3 countries.

After Iran’s enrichment efforts were made 

public in 2003, the United States organized 

a broad alliance to pressure Iran to end this 

program, fearing that it was seeking nuclear 

weapons. Despite ever more punishing inter-

national sanctions, Iran built up its enrich-

ment capacity, insisting that this program 

was peaceful and permitted under the 1968 

nonproliferation treaty (NPT), which recog-

nizes an “inalienable right of all the Parties 

to the Treaty to develop research, production 

After the Iran deal: 
Multinational enrichment
World powers should buy a stake in Iran’s enrichment 
capacity and accept the same rules

NUCLEAR SECURITY

Program on Science and Global Security, Princeton University, 
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and use of nuclear energy for peaceful pur-

poses without discrimination” ( 3).

As part of its efforts to address con-

cerns about the proliferation risks from its 

nuclear program, in November 2013 Iran 

agreed with the E3+3 on a Joint Plan of Ac-

tion involving temporary limitations on its 

nuclear activities in exchange for limited 

sanctions relief ( 4). The April 2015 frame-

work for a final settlement builds on the 

joint plan and includes limiting Iran to one 

operating enrichment plant (at Natanz); 

placing limits on its capacity, enrichment 

level, and stockpile of enriched uranium for 

“specified durations”; and an agreed-upon 

plan for Iran’s centrifuge research and de-

velopment. It also includes constraints on 

the plutonium production capacity of re-

search reactors and an agreement by Iran 

not to separate plutonium from spent fuel 

or other irradiated uranium. The final ele-

ment is increased transparency, including of 

centrifuge fabrication, and enhanced access 

for International Atomic Energy Agency 

(IAEA) inspectors to assure compliance. 

These transparency measures encompass 

and go beyond the reporting and access 

obligations of normal IAEA safeguards on 

NPT nonweapon states, including an ad-

ditional protocol to the IAEA safeguards 

agreement, which Iran has signed and 

agreed to implement.

POLICY
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When restrictions expire, Iran will con-

tinue to be bound by the NPT and subject to 

IAEA inspection of its nuclear program, in-

cluding the extra transparency measures and 

access provided by the additional protocol. 

Despite this transparency, there will remain 

concerns in the West and among Iran’s major 

competitors for influence in the Middle East 

about the nuclear-weapon option implicit in 

Iran’s enrichment program. Prince Turki bin 

Faisal, the former Saudi intelligence chief, 

recently stated, “Whatever the Iranians have, 

we will have, too” ( 5).

ENRICHMENT AND BREAKOUT. The prolif-

eration threat inherent in national uranium 

enrichment plants was recognized at the be-

ginning of the nuclear era. In 1946, the Ache-

son-Lilienthal report—drafted in large part 

by J. Robert Oppenheimer, the scientific 

director of the U.S. World War II nuclear-

weapon-design effort—described uranium 

enrichment and technology for plutonium 

separation from irradiated uranium (repro-

cessing) as “dangerous” and proposed that 

they be put under international control as 

part of a global ban on nuclear weapons ( 6). 

This idea was revived in the 1970s and again 

in the early 2000s, but without success ( 7).

Natural uranium is 0.7% uranium-235 (U-

235), the chain-reacting isotope used for nu-

clear power plant fuel. Modern commercial 

gas-centrifuge enrichment plants typically 

contain tens of thousands of machines con-

nected in series and in parallel into cascades 

to enrich uranium hexafluoride (UF
6
), the 

chemical form in which uranium is enriched 

in centrifuges, to 3 to 5% U-235. However, 

these cascades could quickly be reconnected 

to produce “weapon-grade” uranium en-

riched to 90% U-235 or more.

Iran demonstrated this flexibility in 2010 

when it interconnected pairs of cascades de-

signed to produce 3.5% enriched uranium 

for eventual use to fuel its Bushehr power 

reactor and began to produce uranium en-

riched up to 19.75% for the Tehran Research 

Reactor ( 8). Uranium enriched to 20% and 

above is defined as highly enriched ura-

nium (HEU) and considered weapon-usable 

by the IAEA.

A primary U.S. objective in international 

negotiations with Iran has been to limit 

Iran’s enrichment capacity to a level from 

which it would take at least a year to “break 

out” and produce enough weapon-grade ura-

nium for a first nuclear explosive. On advice 

from the weapon states, for purposes of es-

tablishing safeguards criteria, the IAEA has 

defined HEU containing 25 kg of U-235 as a 

“significant quantity” (SQ), the approximate 

amount of nuclear material for which the 

possibility of manufacturing a nuclear explo-

sive device cannot be excluded ( 9).

Enrichment capacity is measured in sepa-

rative work units (SWU), reflecting the ef-

fort expended in separating feedstock into 

enriched and waste products. From IAEA 

reports on the quantity and enrichment of 

the product from Iran’s first-generation IR-1 

centrifuges since 2010, the average IR-1 has 

been producing 0.7 to 1 SWU per year ( 10). 

According to the 2 April 2015 White House 

fact sheet on the framework agreement ( 2), 

Iran has accepted a limit of 5060 operating 

IR-1 centrifuges for 10 years and has agreed 

not to deploy more advanced centrifuges 

during that period.

AFTER 10 YEARS. Looking a decade ahead 

when limitations begin to loosen, Iran has 

made clear its intention to produce enough 

enriched uranium to fuel its Bushehr-1 power 

reactor rather than continue to rely on im-

porting Russian fuel. To produce the 27 tons 

a year of 3.5% enriched uranium for reactor 

fuel would require more than 100,000 SWU 

per year ( 11,  12). If this enrichment capacity 

were converted to the production of weapon-

grade uranium, Iran would be able to pro-

duce 20 SQ a year from natural uranium and 

50 SQ a year from 3.5% enriched uranium. 

Converting Iran’s enrichment capacity from 

a national to a multinational enterprise 

could help limit long-term risk. Regional 

and E3+3 partners could, for example, pur-

chase a share of the Natanz plant based on 

the investment and operating cost per unit 

capacity of large commercial enrichment 

plants. This would mean that Iran would 

have to continue to subsidize its enrichment 

program until it became competitive. All the 

potential E3+3 partners have expertise in 

centrifuge enrichment. They would not be 

required to provide technology but could be 

given full access to the Iranian plant without 

raising new proliferation concerns. Further 

transparency would follow, when it becomes 

politically possible, were Middle Eastern 

countries to form a regional nuclear inspec-

torate to supplement IAEA safeguards, as 

Argentina and Brazil did after they both si-

multaneously gave up their nuclear weapon 

programs ( 13).

A multinational approach to uranium en-

richment could be an important step toward 

a long-hoped-for nuclear weapon–free zone 

in the Middle East. Iran and Egypt proposed 

such a zone to the United Nations General 

Assembly in 1974, and the proposal was 

broadened by Egypt in 1990 to include all 

weapons of mass destruction (WMD). The 

1995 NPT Review and Extension Confer-

ence supported this goal. In 2014, a group 

of 22 Middle East states (all but Syria and 

Israel) sent letters to the United Nations 
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The SWU capacity required for a 1-year breakout time would depend on whether the feed into Iran’s enrichment 

cascades was natural or enriched uranium. According to the U.S. fact sheet ( 2), Iran has agreed to enrich to less 

than 3.67% and reduce its stock of enriched UF
6
, which could quickly be fed into centrifuges, to much less than 

the amount required to produce one “significant quanitity” (SQ). Feeding enriched uranium into centrifuges 

dramatically reduces the capacity required to produce an SQ of 90% enriched weapon-grade uranium within a 

given period of time ( 11). See the supplementary materials for details on this estimate.
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Secretary General confirming support for 

declaring the Middle East a region free from 

WMDs ( 14). Achieving a Middle East nuclear 

weapon–free zone, as part of a Middle East 

WMD-free zone, would benefit from all its 

members accepting the enrichment and re-

processing restrictions and enhanced trans-

parency obligations agreed to by Iran and 

eventually will require Israel to verifiably 

give up its nuclear weapons ( 15). 

MULTINATIONAL ENRICHMENT. Multi-

nationalizing Iran’s uranium enrichment 

program could become a step toward phas-

ing out or multinationalizing national en-

richment programs worldwide as part of a 

regime in which nuclear power rules apply 

equally to all states.

Uranium enrichment is required by the 

“light” (ordinary) water-cooled reactors that 

dominate the current global nuclear power 

reactor fleet. National enrichment programs 

currently exist in China, France, and Russia. 

None of these states has enriched uranium 

for weapon purposes since the end of the 

Cold War. India, Pakistan, and North Korea 

enrich uranium on a much smaller scale, 

including for military purposes. Three non-

weapon states also have national enrichment 

plants: Japan, Brazil, and Iran.

An alternative to national enrichment 

plants emerged in the 1970s in the form of 

Urenco, a company jointly controlled by Ger-

many, the Netherlands, and the United King-

dom, which operates one enrichment plant 

in each of these countries. Urenco currently 

operates 60% of the enrichment capacity 

outside Russia and owns the only commer-

cial enrichment facility currently operating 

in the United States. This plant supplies 

about 40% of U.S. requirements, with the 

remainder imported. Most countries with 

nuclear power plants purchase uranium en-

richment services from Urenco and Russia.

Since 1983, the United States has argued 

with countries interested in launching spent-

fuel reprocessing (plutonium-separation) 

programs, in effect, “We don’t reprocess. You 

don’t need to either.” This argument, rein-

forced by the poor economics of plutonium 

recycling, helped discourage additional 

countries from launching reprocessing pro-

grams. The United States is now in a posi-

tion to argue similarly with countries like 

Iran, “We have the largest nuclear power 

program in the world, but we currently don’t 

have a national enrichment program. You 

don’t need one either.”

By committing, as part of the forthcoming 

deal on Iran’s nuclear program, to working 

on multinational enrichment arrangements 

for the Middle East, and ultimately around 

the world, Iran and the E3+3 could chart a 

path to reduce the proliferation risks from 

national control of civilian enrichment 

plants, regardless of location. In parallel, 

a Fissile Material Cutoff Treaty would end 

unsafeguarded uranium enrichment in the 

weapon states.        ■ 
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          C
hlamydia trachomatis is the most 

common reported sexually trans-

mitted bacterial infection in the 

United States, with more than 1.4 

million cases of infection reported 

to the U.S. Centers for Disease Con-

trol and Prevention in 2012 ( 1). Worldwide, 

it is likely the most common infectious 

cause of infertility in women. An estimated 

106 million cases of C. trachomatis occur 

globally among both women and men each 

year, so the worldwide burden of disease is 

substantial. Current public health efforts to 

prevent sexually transmitted disease caused 

by C. trachomatis or Neisseria gonorrhoeae 

emphasize prevention, but screening and 

treatment programs in medium- and low-

income countries are rarely implemented 

because of financial and logistical difficul-

ties. The findings reported by Stary et al. on 

page 1331 of this issue ( 2) constitute a major 

step forward in understanding C. tracho-

A Chlamydia 
vaccine on 
the horizon

Ready to spread. A colored scanning electron 

micrograph of a human cervix cancer cell infected with 

C. trachomatis is shown. At the center is an inclusion 

body (ripped open) containing hundreds of Chlamydia 

particles.

By Robert C. Brunham 

Results of a new Chlamydia 
vaccine in mice should spur 
human clinical trials
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matis immunobiology and could 

translate into a vaccine that gal-

vanizes mucosal T cells against 

this pathogen.

C. trachomatis is a Gram-

negative bacterium that infects 

both men and women. It is taken 

up by mucosal epithelial cells, 

replicates within a vacuole, and 

within 48 hours, bacteria are re-

leased to infect neighboring cells 

(see the first figure). It can cause 

serious, permanent damage to a 

woman’s reproductive system, 

and a pregnant woman can pass 

an infection to her baby during 

delivery. It can also cause blind-

ness. Even if treated for a past C. 

trachomatis infection with anti-

biotics, one can still get infected 

again through unprotected sex. 

About 15% of untreated chlamyd-

ial infections lead to pelvic in-

flammatory disease, a condition 

of public health concern because 

it can lead to infertility, ectopic 

pregnancy, and chronic pelvic 

pain ( 3) (see the second figure). 

Many high-income countries 

have implemented programs to 

screen and treat women for as-

ymptomatic C. trachomatis infec-

tion (most infected individuals 

have no symptoms, or symptoms 

may not appear until several 

weeks after sex with an infected 

partner). These efforts are based 

on evidence from randomized 

controlled trials indicating that screening 

for and treating cervical C. trachomatis in-

fection can reduce a woman’s risk of pelvic 

inflammatory disease by approximately 30 

to 50% over 1 year. Since the introduction 

of these public health programs, pelvic in-

flammatory disease rates have fallen dra-

matically in developed countries. However, 

control has been incomplete because of 

limitations in uptake, cost, and unexpected 

increases in infection incidence.

The situation is worse in the developing 

world. Tubal factor infertility is the major 

sequela of untreated C. trachomatis pelvic 

inflammatory disease and may be present 

in 65 to 85% of women who seek infertil-

ity care in sub-Saharan Africa. The World 

Health Organization has concluded that 

the development of a vaccine against C. 

trachomatis is a priority for the preven-

tion of pelvic inflammatory disease and its 

long-term sequelae.

The experiments reported by Stary et al. 

provide a mechanistic explanation for ear-

lier clinical and experimental findings. Dur-

ing the 1960s, human chlamydia vaccine 

trials in low- and medium-income countries 

showed that inactivated whole C. trachoma-

tis vaccines (given with either an oil/water 

or alum adjuvant) protected against C. tra-

chomatis ocular disease (trachoma) in most 

subjects, but waned after 1 year ( 4). Exami-

nation of vaccinated nonhuman primates 

also showed that breakthrough secondary 

infections could occur with even worse pa-

thology ( 5). These studies showed that inac-

tivated bacteria could induce a protective 

response, albeit a subimmunogenic one.

Stary et al. demonstrate that mucosal im-

munization of mice (either intrauterine or 

intranasal application) with ultraviolet light 

(UV)–inactivated C. trachomatis can elicit 

either protective CD4 T helper (T
H
1) cells 

or CD4 T regulatory (T
reg

) cells that tolerate 

infection, depending on the adjuvant cho-

sen. T
H
1 cells function in long-term protec-

tive memory after infection. A cationically 

charged synthetic and biodegradable nano-

carrier adjuvant incorporating 

the drug resiquimod was used to 

aggregate inactivated C. tracho-

matis cells as a vaccine (resiqui-

mod is an agonist of Toll-like 

receptor 7 expressed in immune 

and nonimmune cells that detect 

pathogens and elicit immune 

responses). Within the mucosal 

environment, UV-inactivated C. 

trachomatis, in the presence or 

absence of the nanocarrier ad-

juvant, differentially recruited 

CD103-negative or -positive den-

dritic cells, which in turn acti-

vated CD4 T
H
1 cells or CD4 T

reg
 

cells, respectively. Protective CD4 

T
H
1 cells homed to the mucosa 

via an adhesion (integrin)–de-

pendent mechanism. CD4 T
reg

 

cells correlated with enhanced 

infection.

Particularly elegant parabio-

sis experiments (joining the cir-

culatory systems of two mice) 

allowed Stary et al. to assess 

the movement and function of 

traceable C. trachomatis–specific 

CD4 T cells. The authors demon-

strated that two waves of protec-

tive CD4 T
H
1 cells develop after 

mucosal immunization with the 

UV-inactivated C. trachomatis–

nanocarrier adjuvant vaccine. 

The first wave generated muco-

sal resident T cells that provided 

early protection, and a second 

wave generated systemic T cells 

that augmented early and late protection. 

Although mucosal immunization with adju-

vant induced both waves of T cells, systemic 

immunization induced only the second wave 

and manifested incomplete protection. Thus, 

early recruitment of mucosal CD4 T
H
1 cells is 

likely key to a successful C. trachomatis vac-

cine. The density of mucosal CD4 T
H
1 cells is 

a known correlate of immunity for this obli-

gate intracellular epithelial cell pathogen ( 6).

A vaccine to prevent sexually transmit-

ted C. trachomatis infection would advance 

public health efforts to control this prevalent 

sexually transmitted disease. Translating 

these findings into human C. trachomatis 

vaccine trials would bring us closer to this 

goal and spur the development of vaccines 

for other mucosal pathogens.        ■    
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          O
n 23 May, John Nash and his wife 

Alicia were killed in a car accident in 

New Jersey. This tragedy came just af-

ter he received, at age 86, yet another 

distinguished award. John’s contribu-

tions were in pure mathematics and 

game theory, which continues to influence 

the behavioral sciences. His achievements 

were remarkable, especially given his con-

stant battle with mental illness.

In the fall of 1949, many graduate stu-

dents at Princeton University were assigned 

rooms in the Graduate College. In one suite, 

John Nash inhabited a single room, while I 

shared the double with Lloyd Shapley. John 

and Lloyd were the mathematicians and I 

was the economist, and together we pur-

sued our interest in game theory. John was 

one of the youngest students at the Gradu-

ate College. He was from West Virginia, 

where his father was an engineer and his 

mother a Latin teacher. He graduated from 

the Carnegie Institute of Technology with 

bachelor’s and master’s degrees in mathe-

matics, and arrived at the math department 

in Princeton in 1948.

Highly engaged with game theory, all 

three of us recognized that a key problem 

in cooperative games involved establishing 

a “threat point” from which any bargaining 

procedure could proceed. Mathematician 

John Von Neumann and economist Oskar 

Morgenstern had faced this problem. They 

had developed a sophisticated theory of co-

operative games based on an evaluation of 

what every subset (S), out of all players (N), 

could obtain by itself if it did not cooperate 

with the remaining excluded players (N-S). 

But they did not give a reasonable way to 

do this evaluation. Shapley and I worked 

on this problem, but it was Nash who pro-

duced a mathematically elegant solution, as 

is seen in his paper, published in Economet-

rica in 1953. 

With the publication of his thesis, 

John proved the full generalization of the 

Cournot equilibrium. When I asked John 

if he had heard of Cournot, he said that 

he had, in an economics course. Augus-

tin Cournot conceived of the equilibrium 

in 1836, but it was not until John gener-

alized it that others started to pick it up, 

augmenting its influence in economics and 

other fields. The basic idea behind John’s 

solution was self-fulfilling expectations. In 

other words, if individual 1 guesses what 

individual 2 will do, and vice versa, there 

will be a pair of actions such that both will 

be right and neither will be motivated to 

change. For this, he shared the Nobel Prize 

in Economics in 1994.

John, Lloyd, and I were competitive in 

our research, which John enhanced with 

practical jokes such as removing the light 

bulb from a fixture in our joint bathroom 

and filling it with water, poised to drench 

his roommates. Many of us at Princeton 

also enjoyed inventing playable games that 

illustrated points and difficulties in game 

theory development. John had invented 

a board game called Nash (coincidentally 

also invented in Denmark as “Hex”), but 

he also helped craft a game we called So 

Long Sucker, which required that individu-

als form coalitions but, in order to win, 

someone in a coalition had to double-cross 

his partner. Nash, Shapley, John McCarthy 

(computer scientist), and I were playing So 

Long Sucker at tea time in Fine Hall. At a 

critical point in the game, Nash 

saw that a coalition with Mc-

Carthy was helpful, and to win, 

he would have to double-cross 

McCarthy. Nash did just that. 

McCarthy was furious and used 

his last remaining resources to 

prevent Nash from winning. 

Nash was completely hurt and 

surprised. He turned to McCar-

thy and said, in essence, I do not 

understand why you are mad at 

me; you could do the backward 

induction to have seen that it 

was completely rational for me 

to double-cross you, and it was 

not personal.

After receiving his doctorate 

from Princeton, John joined 

the mathematics faculty at 

the Massachusetts Institute of 

Technology from 1951 to 1959, 

where he was absorbed with 

abstract geometry. He married 

Alicia during that time, but his 

mental decline escalated and 

he would face years of hospi-

talization. John’s battle with 

schizophrenia became popular knowledge 

through the 2001 film “A Beautiful Mind.” 

When in the hospital, he’d send me post-

cards that were either numerology or Little 

Richie Rich cartoons. When I finally saw 

John after his hospital stays in Boston, he 

was standing in front of the Princeton li-

brary looking like a wraith. Gradually over 

the years, and especially with the boost of 

a 1/3 share in the Nobel prize, he seemed 

somewhat stronger and far less disturbed, 

but the piercing light appeared to have 

gone out. My wife and I were delighted 

to see him and Alicia on occasion. We re-

garded Alicia as a truly wonderful woman 

who was John’s support and mainstay for 

much of his life. The last time I saw John 

was at Stony Brook University a few years 

ago at a game theory conference.

I congratulated John after the announce-

ment of the 2015 Norway award in math-

ematics (Abel Prize), which he shared with 

mathematician Louis Nirenberg. I heard 

from another friend that when John was 

asked about whether he rated it higher or 

lower than the Nobel Prize, he replied “is 

1/2 better than 1/3?”

John Forbes Nash Jr. (1928–2015)

10.1126/science.aac7085

By Martin Shubik 

A distinguished mathematician and Nobel laureate dies tragically
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Germline gene 
therapy: We’re ready
RECENTLY, CHINESE researchers attempted 

to modify embryos using “germline gene 

therapy.” If successful, this technique would 

create a heritable change and affect future 

generations, were those embryos to be used 

(1). A firestorm in the scientific community 

followed, with some researchers calling 

for an absolute ban on attempts to treat 

even lethal diseases with germline gene 

therapy. D. Baltimore, P. Berg, and a group 

of “interested stakeholders” met to discuss 

the issue and concluded: “At present, the 

potential safety and efficacy issues arising 

from the use of this technology must be 

thoroughly investigated and understood 

before any attempts at human engineering 

are sanctioned, if ever, for clinical testing” 

(“A prudent path forward for genomic engi-

neering and germline gene modification,” D. 

Baltimore et al., Perspectives, 3 April, p. 36; 

published online 19 March). 

With apparent nostalgia, Baltimore et 

al. noted that the group “included some 

of the leaders in the original 1970s discus-

sions about recombinant DNA research 

at Asilomar and elsewhere.” Many in the 

biomedical community do not regard 

the Asilomar experience as a success (2, 

3). It exaggerated the potential risks of 

recombinant DNA technology, modern 

biotechnology’s core technique; gave rise 

to a years-long research moratorium; and 

induced NIH to draft and promulgate 

“biosafety” guidelines. Those process-based 

guidelines, which were focused on the use of 

a single technique instead of on the risks of 

experiments, have plagued genetic engineer-

ing research ever since: Although NIH pared 

back the stringency of its guidelines, stultify-

ing process-based approaches to regulation 

have remained at other federal agencies (4). 

A moratorium would once again be 

misguided, as are the arguments of those 

who advocate it. In his Letter “Eugenics lurk 

in the shadow of CRISPR” (22 May, p. 871), 

R. Pollack invokes abstract concerns about 

“eugenics,” showing remarkable insensitiv-

ity to the current suffering of patients with 

horrific genetic diseases. Rudolf Jaenisch, 

a biology professor at the Massachusetts 

Institute of Technology, has argued that 

gene editing is unethical for diseases such as 

Huntington’s (5), which is genetically domi-

nant, meaning that only one defective gene 

copy causes the disease and only half of the 

parents’ embryos will inherit it. Jaenisch 

objects because the editing procedure must 

begin before we know whether the embryo 

has the Huntington’s gene, posing the unac-

ceptable risk of altering a normal embryo. 

However, Jaenisch has knocked down a 

straw man. Nobody is proposing to modify 

normal embryos in the foreseeable future. 

An appropriate—and, indeed, compel-

ling—application would be to correct the 

debilitating and ultimately lethal sickle cell 

anemia. In genetics terms, sickle cell anemia 

is an autosomal recessive disease, which 

means that every one of a patient’s chro-

mosomes carries a defective gene (unlike 

Huntington’s disease). The sickle cell gene 

bears a mutation in one nucleotide of DNA, 

which in turn gives rise to a single amino 

acid substitution in one discrete location of 

the protein chains of hemoglobin.   

Unlike Huntington’s disease, 100% 

percent of the offspring of two parents with 

sickle cell disease will be afflicted with the 

disease. The repair of this sort of molecular 

lesion has been performed successfully in 

animals for decades. Shouldn’t 21st-century 

medicine offer the possibility of repairing 

embryos that will become patients with 

sickle cell disease, and eliminate the disease 

from future generations?  

Technologies are seldom successful right 

out of the gate, but the concept of “perfect-

ing” a technology seems to have eluded 

Harvard stem-cell researcher George Q. 

Daley, who recently said about germline 

gene therapy, “This is an unsafe procedure 

and should not be practiced at this time, 

and perhaps never” (5).  Never?  Maybe it 

has been a while since Dr. Daley has seen a 

patient like one I remember well—a 20-year-

old with sickle cell anemia who had suffered 

three strokes, been crippled by hemorrhages 

into his major joints, and was in unrelenting 

pain from the arthritis that resulted.

Germline gene therapy should be used 

sparingly and with scrutiny, to be sure, but 

we don’t need a moratorium. We do need to 

push the frontiers of medicine to rid families 

of monstrous genetic diseases. 

Henry I. Miller

Robert Wesson Fellow in Scientif c Philosophy and 
Public Policy, Hoover Institution, Stanford University, 

Stanford, CA 94305, USA. E-mail: miller@hoover.
stanford.edu
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Research ethics and 
health care reform
A. FINKELSTEIN AND S. Taubman report on 

the underuse of randomized controlled tri-

als for U.S. health care reform (“Randomize 

evaluations to improve health care deliv-

ery” Policy Forum, 13 February, p. 720). 

This reliance on suboptimal research com-

promises information needed for policy. 

However, a second problem about health 

reform decision-making is more serious, 
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constituting a major ethical breach. 

The principles of research with humans 

require that deviations from the standard 

of care are allowable only if there is real 

uncertainty regarding which intervention 

is better. This is called the “principle of 

equipoise”; only when we don’t know which 

strategy yields the best results is it accept-

able to compare them (1).

Yet for health care reform writ large—i.e., 

the basic payment system—there is no equi-

poise. Research from dozens of developed 

countries demonstrates convincingly that 

single-payer financing reduces costs, assures 

access, and improves outcomes (2, 3). 

To ignore this compelling evidence risks 

lives in the United States as we experiment 

with partial fixes to the multi-payer system. 

This experimentation would be rejected 

by any responsible university institutional 

review board as violating the principle of 

equipoise and causing unacceptable patient 

harm.

James G. Kahn1* and Paul Hofmann2

1University of California, San Francisco, San Francisco, 
CA 94104, USA. 2Moraga, CA 94556, USA.

*Corresponding author. E-mail: jgkahn@gmail.com
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Spitzer’s stellar work 
IN THE NEWS Feature “After Hubble” (24 

April, p. 388), D. Clery inappropriately 

characterizes the Spitzer Space Telescope as 

“now largely blind.” In fact, Spitzer is alive 

and well and continuing to make substantial 

contributions to the advancement of astro-

physics and to scientific preparations for the 

James Webb Space Telescope (JWST). The 

exhaustion of Spitzer’s cryogen in mid-2009 

left the observatory with two functioning 

imaging arrays at wavelengths of 3.6 and 

4.5 μm. The performance of what is now 

called “Warm” Spitzer at these wavelengths 

matches that achieved during the cryogenic 

mission. Despite its small size, Spitzer is by 

far the most sensitive telescope, space or 

ground, available at these wavelengths. The 

science community has used Warm Spitzer 

for important scientific investigations, 

including studies of exoplanets, the early 

universe, variable stars to define better the 

cosmic distance ladder, clusters of galaxies, 

near-Earth asteroids, and comets. Spitzer 

remains very much in demand; for the past 

2 years, the oversubscription for requested 

observing time has been the highest of the 

mission.

Much of the Spitzer work anticipating 

JWST is done jointly with the Hubble Space 

Telescope (HST). To take just one example, 

the two telescopes together are carrying out 

a “Frontier Fields” imaging study of half a 

dozen dense clusters of galaxies, using their 

gravitational lensing properties to uncover 

distant galaxies seen as they were when 

the universe was less than 5% of its current 

age. The two observatories work together to 

determine the distance, stellar masses, and 

stellar ages of these objects; neither HST nor 

Spitzer could do this alone. Galaxies studied 

by HST and Spitzer in the distant universe 

are faint enough to be challenging—but 

important—targets for spectroscopic study 

from JWST. These targets will allow JWST to 

begin spectroscopy at the start of the mission 

without awaiting results from its own survey 

programs. Lastly, Spitzer has been an impor-

tant technical and engineering pathfinder 

for JWST. In particular, Spitzer successfully 

pioneered the passive, radiative cooling that 

allows it to remain very cold and thus highly 

sensitive even without stored cryogen, and 

which is essential for the success of JWST.  

We indeed celebrate the significance and 

success of HST. However, we feel that Spitzer 

has been and will continue to be a vital 

collaborator with HST in establishing the 

scientific landscape for JWST.

M. W. Werner,1* B. T. Soifer,2 L. Storrie 

Lombardi,2 G. Helou2

1Spitzer Space Telescope, Jet Propulsion Laboratory/
California Institute of Technology, Pasadena, CA 91109, 

USA. 2Spitzer Science Center, California Institute of 
Technology, Pasadena, CA 91125, USA. 
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Response to Comment on “Early 

Homo at 2.8 Ma from Ledi-Geraru, 

Afar, Ethiopia”

Brian Villmoare, William H. Kimbel, 

Chalachew Seyoum, Christopher J. Campisano, 

Erin DiMaggio, John Rowan, David R. Braun, 

J. Ramon Arrowsmith, Kaye E. Reed

Hawks et al. argue that our analysis 

of Australopithecus sediba mandibles 

is flawed and that specimen LD 350-1 

cannot be distinguished from this, or 

any other, Australopithecus species. Our 

reexamination of the evidence confirms 

that LD 350-1 falls outside of the pattern 

that A. sediba shares with Australopithecus 

and thus is reasonably assigned to the 

genus Homo.

Full text at http://dx.doi.org/10.1126/science.

aab1122

Comment on “Missing gas-phase 

source of HONO inferred from Zeppelin 

measurements in the troposphere”

Chunxiang Ye, Xianliang Zhou, Dennis Pu, 

Jochen Stutz, James Festa, Max Spolaor, 

Christopher Cantrell, Roy L. Mauldin, Andrew 

Weinheimer, Julie Haggerty

Li et al. (Reports, 18 April 2014, p. 292) 

proposed a unity nitrous acid (HONO) 

yield for reaction between nitrogen dioxide 

and the hydroperoxyl-water complex and 

suggested a substantial overestimation 

in HONO photolysis contribution to 

hydroxyl radical budget. Based on airborne 

observations of all parameters in this 

chemical system, we have determined an 

upper-limit HONO yield of 0.03 for the 

reaction.

Full text at http://dx.doi.org/10.1126/science.

aaa1992

Response to Comment on “Missing 

gas-phase source of HONO inferred 

from Zeppelin measurements in the 

troposphere”

Xin Li, Franz Rohrer, Andreas Hofzumahaus, 

Theo Brauers, Rolf Häseler, Birger Bohn, 

Sebastian Broch, Hendrik Fuchs, Sebastian 

Gomm, Frank Holland, Julia Jäger, Jennifer 

Kaiser, Frank N. Keutsch, Insa Lohse, Keding 

Lu, Ralf Tillmann, Robert Wegener, Glenn 

M. Wolfe, Thomas F. Mentel, Astrid Kiendler-

Scharr, Andreas Wahner

Ye et al. have determined a maximum 

nitrous acid (HONO) yield of 3% for the 

reaction HO
2
·H

2
O + NO

2
, which is much 

lower than the yield used in our work. 

This finding, however, does not affect our 

main result that HONO in the 

investigated Po Valley region is mainly 

from a gas-phase source that consumes 

nitrogen oxides.

Full text at http://dx.doi.org/10.1126/science.

aaa3777
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Comment on “Early Homo at 2.8 Ma 

from Ledi-Geraru, Afar, Ethiopia”

John Hawks, Darryl J. de Ruiter, Lee R. Berger

Villmoare et al. (Reports, 20 March 2015, p. 

1352) report on a hominin mandible from 

the Ledi-Geraru research area, Ethiopia, 

which they claim to be the earliest known 

representative of the genus Homo. However, 

certain measurements and observations 

for Australopithecus sediba mandibles 

presented are incorrect or are not included 

in critical aspects of the study. When 

correctly used, these data demonstrate that 

specimen LD 350-1 cannot be unequivocally 

assigned to the genus Homo.

Full text at http://dx.doi.org/10.1126/science.

aab0591
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Comment on “Early Homo at 2.8 Ma
from Ledi-Geraru, Afar, Ethiopia”
John Hawks,1,2* Darryl J. de Ruiter,2,3 Lee R. Berger2

Villmoare et al. (Reports, 20 March 2015, p. 1352) report on a hominin mandible from
the Ledi-Geraru research area, Ethiopia, which they claim to be the earliest known
representative of the genus Homo. However, certain measurements and observations for
Australopithecus sediba mandibles presented are incorrect or are not included in critical
aspects of the study. When correctly used, these data demonstrate that specimen LD
350-1 cannot be unequivocally assigned to the genus Homo.

S
pecimen LD 350-1 is substantially similar
to mandibles of australopiths in dental di-
mensions, corpus size, and anatomy (Fig. 1).
Despite its generally australopith-like mor-
phology, Villmoare et al. (1) attribute LD

350-1 to Homo because of (i) the parallel alveolar
and basal corpus margins, with corpus height
at P3 only slightly more than at M2; (ii) the pos-
teriorly directed mental foramen; (iii) the poste-

riorly positioned anterior margin of its ascending
ramus; (iv) the nearly vertical buccal walls of its
M2 and M3; (v) the buccolingually narrow and
relatively salient cusp apices; (vi) the mesially
tapered M2 and M3 compared to australopiths;
and (vii) its mesiodistally short M3.
Parallel alveolar and basal corpus margins are

found in the Australopithecus sediba specimen
MH2, contrary to Villmoare et al., who provide

inaccurate P3 and M2 corpus height measures
of 31.1 and 27.0 mm, respectively [table S5 in
(1)]. The actual measures, taken from the re-
assembled original fossil, are 31.0 and 30.5 mm,
respectively (Fig. 1), and the nearly parallel
nature of the alveolar and basal margins of
MH2 is visible in published photographs [figure
1 in (2). Villmoare et al. also suggest that the
mandibular corpus in MH1 of A. sediba is deep
anteriorly [text S3 in the supplementary ma-
terials of (1)], but the specimen is a subadult (3),
so corpus depth cannot be reliably established
at the level of M2. In addition, several speci-
mens of early Homo show anteriorly divergent
alveolar and basal corpus margins, so parallel
corpus margins cannot be considered an exclu-
sive indicator of Homo. The mental foramina in
MH1 and MH2 of A. sediba are oriented pre-
dominantly laterally (not anteriorly in MH2, as
inaccurately reported by Villmoare et al.), similar
to nearly all specimens of early Homo, with a
slight posterior orientation similar if not
identical to that of LD 350-1. The origin of
the ascending ramus is distinctly posteriorly
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Fig. 1. Figures S1A, S2 B, S3 C,
and S6D from (1) with A. sediba
specimens MH1 and MH2 added
to the plots (stars). The MH1 and
MH2 locations are newly added to
these plots, except for (D), in which (1)
used an incorrect measurement.
H. habilis and H. rudolfensis speci-
mens are indicated in each plot by “H”
markers, and African H. erectus
specimens are indicated by “E”
markers, as in (1). The original convex
hull plots belong to A. afarensis (red),
A. africanus (blue), and Paranthropus
boisei (green). (A) The P4 of MH2 is
markedly reduced relative to LD 350-1.
(B) M2 dimensions do not distinguish
A. sediba, A. afarensis, or LD 350-1.
(C) In M3 MD length, A. sediba is
likewise shorter than nearly all speci-
mens attributed to H. habilis or
H. rudolfensis. The convex hull
surrounding these early Homo species
has been added to show the clear
difference between LD 350-1 and
these early Homo samples. (D) The
correct measurement for corpus
height at M2 makes a marked
difference to the position of A. sediba
in this comparison. MH2 is clearly
more “Homo-like” than LD 350-1, and
the juvenile MH1 is comparable to
other australopiths. The variability of
this relation between anterior and
posterior corpus height in early Homo
also appears to characterize A. sediba.
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positioned in MH2 of A. sediba, contrary to
the claim of Villmoare et al. that it originates
between the M2/M3 [table S6 in (1)]. In fact, the
ascending ramus of MH2 takes its origin at
about mid-M3, identical to that of LD 350-1, as
can be seen in published photographs of MH2
[figure 1 in (2) and figure 1 in (3)]. Therefore,
the mandibular corpus does not support LD
350-1’s assignment to Homo.
Dental characters and measurement also do

not support such an assignment (Fig. 1). The
sloping buccal faces of the molars are differ-
ent from MH1 of A. sediba but not from MH2.
Only the mesial tapering of M2 and M3 and

the short mesiodistal length of M3 separate
LD 350-1 from A. afarensis, A. africanus, and
A. sediba. The definition of Homo cannot hinge
on M3 mesiodistal length, because every speci-
men of H. habilis and H. rudolfensis known in
Africa has a longer M3 than LD 350-1, MH1, or
MH2. With reference to mesial tapering, as
noted by Villmoare et al., there is substantial
overlap in mesial:distal breadth ratios between
Australopithecus and early Homo, and the unique
tapering of LD 350-1 cannot exclusively link it
with Homo.
We do not assert that LD 350-1 should be al-

located to A. afarensis or to A. africanus, nor do

we contend that LD 350-1 belongs in A. sediba,
although the evidence cannot reasonably reject
these hypotheses. Rather, we would urge caution
when assessing the taxonomic affinities of such
isolated remains, because at present we cannot
be certain what the rest of the dentition, skull,
or skeleton of LD 350-1 might have looked like.
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PALEOANTHROPOLOGY

Response to Comment on “Early
Homo at 2.8 Ma from Ledi-Geraru,
Afar, Ethiopia”
Brian Villmoare,1,4,6* William H. Kimbel,2* Chalachew Seyoum,2,7

Christopher J. Campisano,2 Erin DiMaggio,3 John Rowan,2 David R. Braun,4

J. Ramon Arrowsmith,5 Kaye E. Reed2

Hawks et al. argue that our analysis of Australopithecus sediba mandibles is flawed and
that specimen LD 350-1 cannot be distinguished from this, or any other, Australopithecus
species. Our reexamination of the evidence confirms that LD 350-1 falls outside of the
pattern that A. sediba shares with Australopithecus and thus is reasonably assigned
to the genus Homo.

H
awks et al. (1) claim that we misinter-
preted the mandibular anatomy of the
Malapa hominins and, as a result, failed
to satisfactorily distinguish the LD 350-1
jaw from Australopithecus.

We stand by our assessments of the mandib-
ular and dental anatomy of A. sediba. On the
right side of the MH2 mandibular corpus, the

inferior border is damaged posterior to mid-M2,
but any reasonable estimate of “minimum cor-
pus depth” [as defined in (2); Hawks et al. do
not specify their method] below M2 is 2.5 to
3.5 mm less than the depth below P3. The left
side of the MH2 corpus [specimen UW88-55
(3)] is also preserved, however, and is undam-
aged from the M1 level to posterior to M3. The
inferior margin of the damaged right corpus (4)
can be inferred by photographically superim-
posing the left side onto the right (Fig. 1), which
reveals the primitive (australopith-like) height
relationships of the corpus, deeper anteriorly and
considerably less so posteriorly. On a cast of MH2,
we measure minimum lingual corpus height at
left M2 as 26.6 mm and at right P3 as 30.3 mm.
With regard to the juvenile MH1 mandible

(M3 unerupted), our data on chimpanzees and
A. afarensis show that, although corpus depth
does indeed change with emergence of the final
molar, the relative anterior to posterior depth

(P3:M2) is essentially stable from the time of
M2 emergence. Therefore, in MH1, the clear
discrepancy in corpus depth [see figure 1 in
(3)] is unlikely to have changed substantially
with the attainment of adulthood, confirming
our assessment of a posteriorly shallowing cor-
pus in the Malapa hominins, as commonly seen
in Australopithecus.
Hawks et al. argue that the orientation of

the mental foramen in MH2 is lateral, rather
than anterior, as we described. Without preju-
dicing our assessment of MH2, we note that a
lateral orientation of the foramen fits the de-
scription of A. africanus [as noted in (2)], where-
as a clear posterior opening of the foramen into
a short groove on the corpus, as in LD 350-1, is
typically seen only in Homo among nonrobust
early hominins. With regard to the root of the
ascending ramus, our definition [as noted in the
legend of figure S7 in (2)] is the point at which
the anterior ramus margin becomes indepen-
dent of the corpus, which on MH2 clearly occurs
at M2/M3, as we described (Fig. 1). It is the con-
cave vertical segment of the anterior margin
that leaves the M3 visible in lateral view, not
an extreme posterior origin of the margin as in
LD 350-1.
The flaring buccal face of the molars in MH1,

the standard condition in Australopithecus, may
or not have been present in MH2. Heavy oc-
clusal wear, to the point of substantially reduc-
ing crown height and eliminating virtually all
cusp detail, precludes assessing the trait for
MH2. Although Hawks et al. acknowledge that
the LD 350-1 M3 is shorter than the M2, a trait
that is not seen in A. sediba, they propose that
M3 length cannot be used to discriminate LD
350-1 from this taxon. Our argument was not
about overall length of M3, however; rather, it is
the relative length of the M3 to the M2 that dis-
criminates LD 350-1 (and Homo more broadly)
from the great majority of Australopithecus
mandibular tooth rows. We made no taxonomic
case with regard to mesial/distal tapering of
M2, so it is unclear why it is part of Hawks et al.’s
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Fig. 1. (Left) Reversed
image of the lingual aspect
of the MH2 left mandibular
corpus (cast of UW88-55)
superimposed on the
lingual aspect of the right
side, with the damaged
right inferior corpus
margin indicated by a
black dotted line. The left
side was overlapped to
match the size and posi-
tion of the M3, the inferior
margin of the corpus, and
the preserved contours of
the ramus of the right.
Note the visible shallowing
of the corpus toward the
rear of the toothrow, indi-
cated by the dashed red lines at P3 and M2 (Right) MH2 right mandible fragment UW 88-54 (cast) in anatomical position, lateral view.The origin of the anterior
ramus margin (arrow) is clearly located at the M2/M3 level.



argument. We do note that, in this feature, MH1
falls well within the range of A. afarensis and
A. africanus and does not overlap the Homo dis-
tribution [see table S7 in (2)].
Hawks et al. state that “the evidence cannot

reasonably reject” the taxonomic allocation of LD
350-1 to A. afarensis, A. africanus, or A. sediba.
We find this confusing, because irrespective of
whether or not it would be reasonable to assign
LD 350-1 to A. sediba, we provided a detailed ac-
count of the characters distinguishing LD 350-1
from both A. afarensis and A. africanus, which
these authors do not contest. We acknowledge
that there is variation in some of these traits
across early hominins, as noted in our analysis,
but it is their appearance in combination that

supports assigning the LD 350-1 mandible to an
early part of the Homo lineage.
There is further confusion in Hawks et al.’s

argument that LD 350-1 cannot reasonably be
attributed to Homo. Although they assigned the
Malapa hominins to Australopithecus based on
a methodological choice that emphasizes primi-
tive characters in taxonomy, Berger and colleagues
identified derived characters in these fossils that
they argued supported a unique phylogenetic link
of A. sediba to the Homo lineage (3, 5). Now, how-
ever, they contend that our identification in the
LD 350-1 mandible and teeth of derived features
seen in later Homo cannot support the assign-
ment of the specimen to this genus because of
their (supposed) occurrence in Australopithecus

sediba. Our emphasis on derived traits marries
taxonomic practice to phylogenetic inference;
their emphasis on primitive traits divorces the two.
This contradiction is a common source of con-
fusion in paleoanthropology and here renders
Hawks et al.’s objections to our taxonomic con-
clusions regarding LD 350-1 logically incoherent.
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Comment on “Missing gas-phase
source of HONO inferred from Zeppelin
measurements in the troposphere”
Chunxiang Ye,1 Xianliang Zhou,1,2* Dennis Pu,2 Jochen Stutz,3 James Festa,3

Max Spolaor,3 Christopher Cantrell,4 Roy L. Mauldin,4,5

Andrew Weinheimer,6 Julie Haggerty6

Li et al. (Reports, 18 April 2014, p. 292) proposed a unity nitrous acid (HONO) yield for
reaction between nitrogen dioxide and the hydroperoxyl-water complex and suggested a
substantial overestimation in HONO photolysis contribution to hydroxyl radical budget.
Based on airborne observations of all parameters in this chemical system, we have
determined an upper-limit HONO yield of 0.03 for the reaction.

T
he hydroxyl radical (OH) is the most im-
portant oxidant in the atmosphere, affect-
ing the steady-state concentrations and
lifetimes of most gaseous pollutants (1).
Ground-based field studies have demon-

strated that nitrous acid (HONO) is an important
or even a major OH precursor via its photolysis
(2, 3). However, Li et al. (4) proposed a new HONO
source through the reaction between nitrogen
dioxide (NO2) and the hydroperoxyl-water com-
plex (HO2·H2O) (R1A). Because this source mech-
anism consumes an HO2 radical and NO2 (defined
as an internal mechanism), they suggested that
HONO photolysis might not be an important net
hydrogen oxide radical (HOx) source, as previ-
ously believed.

HO2 :H2Oþ NO2 →
a
HONOþ O2 þH2O ðR1AÞ

HO2 :H2Oþ NO2 →
1−a

product ðR1BÞ

Li et al. (4) presented some high-quality HONO
observations in the residual layer (RL) during
the morning hours, one of only a few airborne
HONO measurements (4–6). Decoupled from
the ground surface emission and upper tropo-
sphere convection, the RL is an ideal environment
to study the nighttime-to-daytime evolution of
HONO chemistry within an air mass. High HONO
concentration observed after sunrise, ~150 parts
per trillion (ppt), indicates a high HONO pro-
duction rate in the air mass. Their model sim-
ulation suggested that an external HONO source,
defined as HONO production from a mecha-
nism without consuming HOx radicals and oxides

of nitrogen (NOx = NO + NO2), would lead to
an overprediction of NOx concentration after
sunrise, whereas the internal source based on
reaction R1A well reproduced both HONO and
NOx concentrations in the RL. The authors thus
recommended the internal HONO source R1A
over the external ones for sustaining the high

HONO concentrations, with a HONO yield (a)
of 1. However, there have been no reports of di-
rect laboratory evidence suggesting HONO for-
mation via reaction R1A, and the assumed a
value of 1 seems unreasonably high.
We conducted HONO measurements on board

National Science Foundation’s National Center
for Atmospheric Research (NSF/NCAR) C-130 re-
search aircraft during the 2013 summer NOMADSS
(Nitrogen, Oxidants, Mercury and Aerosol Dis-
tributions, Sources, and Sinks) field study. HONO
was measured by two long-path absorption photo-
metric (LPAP) systems (6, 7); NO and NO2 were
measured by a four-channel chemiluminescence
instrument (8); HO2 was measured by a chem-
ical ionization mass spectrometer (9); and photo-
lysis frequency of HONO, JHONO, was derived
from light measurement by a scanning actinic
flux spectroradiometer (10). Figure 1, A to C,
shows measurement data, including HONO, NO,
NO2, HO2, water vapor (H2O), and HONO photo-
lysis frequency (JHONO), during a 1-hour segment
of research flight on 29 June 2013 at 800 m
above ground over central Georgia, USA. The
mean HONO (TSD) concentration was 18 (T6) ppt.
Elevated HONO concentrations were observed
in the power plant plumes, at 19:01, 19:09, and
19:24 UTC (A, B, and C in Fig. 1A). The maximum
HONO concentration in these plumes was 37 ppt,
much lower than the ~150 ppt reported by Li et al.
(4), even though the NO2 and HO2 levels were
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Fig. 1. Time series.
Time series of (A)
HONO and JHONO, (B)
HO2 and H2O, (C) NO2

and NO, and (D) HONO
photolysis loss rate and
the upper-limit HONO
production rate from
reaction R1A. The
upper-limit HONO
production rate from
reaction R1A is
calculated under the
same assumption as
that of Li et al. (4).Three
power plant plumes
were encountered, as
indicated by A, B, and C
in (A). The flight altitude
was 800 m above
ground level.
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higher. Figure 1D compares the HONO photolytic
loss rate and the upper limit for a hypothetical
HONO formation rate from reaction R1A. The
calculated HONO formation rate is at least 10
times greater than the observed HONO photo-
lytic loss rate. This suggests that HONO contribu-
tion from reaction R1A as assumed by Li et al. (4)
has been grossly overestimated since the photo-
lytic loss is the dominant sink for HONO.
Indeed, an upper-limit a of 0.03 is calculated

for reaction R1A through Eq. 1, assuming it is the
sole source to counterbalance the HONO photo-
lytic loss in the plume C (Fig. 1A)

a ¼ ½HONO� � JHONO
k½HO2 :H2O�½NO2� ðEq: 1Þ

where [HONO], [HO2·H2O], and [NO2] are con-
centrations of HONO, HO2·H2O, and NO2, respec-
tively. JHONO is the HONO photolysis frequency
calculated from irradiance measurement; k is
the overall rate constant of reaction between
HO2·H2O and NO2 (i.e., R1A + R1B). Other HONO
sources (11)—including OH radical and NO re-
action, NO2 heterogeneous reactions on aerosol
particles, and the photolysis of absorbed nitrate—
are ignored here. Therefore, even the low val-
ue of 0.03 may still greatly overestimate the
true a value.
With such a small a, this internal mechanism

(R1A) is not able to sustain the HONO level ob-

served in Li et al. (4), and other internal and
external sources need to be considered. The
HONO source calculated in Li et al. (4) was 4.05 ×
105 × JHONO (ppt·s·h−1), indicating a photochem-
ical process with a precursor of substantially
long lifetime, such as the photolysis of partic-
ulate nitrate (6, 12). Although particulate ni-
trate loading was not measured in Li et al. (4),
the aerosol surface area density, up to 1.8 ×
10−4 m2 m−3, suggests that a relatively high
aerosol loading, and perhaps high particulate
nitrate loading in the industrial region of the Po
Valley, Northern Italy, could be an explanation
for their observation.
Li et al. (4) reported that NOx concentration

would be overpredicted in their simulation if an
external HONO source was considered. We ar-
gue that their model may have underpredicted
the NOx loss rate. Model parameterization should
be updated and be constrained by measurements
to accurately assess important NOx sink processes,
such as formation of organic nitrates from alkyl-
peroxyl radicals and NO reaction (13), peroxyacyl
nitrates (PANs) from peroxyacyl radicals and NO2

reactions (14), and bromine nitrate from bromine
oxide and NO2 reactions (15).
Finally, HONO will remain an important net

OH precursor, as demonstrated by many field
studies (2, 3), because HONO formation from
reaction R1A is negligible, with an a value lower
than 0.03.
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Response to Comment on “Missing
gas-phase source of HONO inferred
from Zeppelin measurements
in the troposphere”
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Ye et al. have determined a maximum nitrous acid (HONO) yield of 3% for the reaction
HO2·H2O + NO2, which is much lower than the yield used in our work. This finding,
however, does not affect our main result that HONO in the investigated Po Valley region
is mainly from a gas-phase source that consumes nitrogen oxides.

T
he self-cleansing capacity of the atmosphere
is largely dependent on the concentration
level of hydroxyl radicals (OH) (1). Nitrous
acid (HONO) is an important precursor
of OH in the troposphere (2–4). Based on

observations of HONO and its budget in the Po
Valley region in Italy, we concluded that HONO
formation in a sunlit layer separated from the
ground surface is from a gas-phase source con-
suming nitrogen oxides (NOx = NO + NO2) and
potentially hydrogen oxide (HOx = OH + HO2)
radicals (5). In our work, we proposed that the
reaction HO2⋅H2O + NO2 could be the HONO
source if its HONO yield was 100%. Based on air-
borne observations in the United States, Ye et al.
(6) determined an upper limit of 3% for the
HONO yield in the reaction HO2⋅H2O + NO2,
much less than necessary to explain our HONO
observations. Ye et al. therefore imply that other
HONO sources are active. As an example, they
suggest photolysis of particulate nitrate and
speculate that the corresponding net source of
NOx may be lower than predicted in our work
because of missing NOx sinks in our model
calculations.
The major conclusion of our paper (5) is based

on the analysis of the observed NOx and HOx

budgets, where we considered sources that either
release HONO from stable precursors (external
source) or generate HONO by consuming NOx

and/or HOx [see Section 1.2 in the supplemen-
tary materials of (5)]. The important aspect is
that if HONO is formed by a mechanism that
consumes HOx, the net contribution of HONO
photolysis to the HOx production can become
small. Our sensitivity tests analyzing observed
NOx and OH concentrations point to a gas-phase
source that requires NOx and, at a less confi-
dent level, also HOx. At this stage, we did not
make any assumption regarding the exact mech-
anism forming HONO, and thus this main find-
ing is independent of the specific reaction in
question.
Given the availability of the measured param-

eters, we only considered reactions that directly
consume NOx and HOx to produce HONO. Exper-
iments still ongoing in the atmospheric simulation
chamber SAPHIR (Simulation of Atmospheric
Photochemistry In a large Reaction Chamber) at
our institute imply that none of these reactions
(including HO2⋅H2O + NO2) can substantially con-
tribute to the HONO formation. This is in agree-
ment with the results by Ye et al. If the process
producing HONO is not related to the consump-
tion of HOx radicals, we agree with the conclu-
sion by Ye et al. that HONO should remain an
important net OH precursor.
Furthermore, Ye et al. suggest particulate ni-

trate photolysis as a potential HONO source under
our measurement conditions. Particulate nitrate
photolysis is an external source of HONO and
was therefore not considered in our work. During
the Pan-European Gas-Aerosols Climate Interac-
tion Study (PEGASOS) field campaign in the Po
Valley [see Section 1.1 in the supplementary ma-
terials of (5)], the spatial distribution of aerosol

composition was measured on a number of flights.
The average particulate nitrate concentration in
the residual layer was ~1 to 2 mg m−3 (7). If we
assume that the observed HONO was formed
exclusively from photolysis of particulate ni-
trate, the required photolysis frequency would
be ~3 × 10−4 s−1, which is an order of magnitude
greater than that reported in the literature for
surface adsorbed HNO3 under full sun condi-
tions (8). Substantial HONO formation by nitrate
photolysis is therefore unlikely.
Regarding potentially missing NOx sinks in

our model, we note that the full RACM-MIM-
GK mechanism (9) was applied. In addition to
the OH + NO2 reaction, the formation of organic
nitrates (RONO2) and peroxyacyl nitrates (PANs)
is included in the mechanism as NOx sinks. More-
over, the model calculations for NOx [i.e., model
scenario M2 and M3 in figure 3 of (5)] are con-
strained by measured OH, trace gases, relative
humidity, temperature, pressure, and photolysis
frequencies [see section 1.2 in the supplementary
materials of (5)]. In general, our model calculations
show that the NOx sinks during our observations
are dominated by the OH + NO2 reaction. We did
not measure alkylperoxy radicals (RO2), PANs, or
bromine monoxide (BrO) during the field cam-
paign. However, based on the model scenario
assuming externally formed HONO [i.e., model
scenario M2 in figure 3 of (5)], we performed
additional sensitivity studies on the NOx sinks
as suggested by Ye et al. To explain the discrep-
ancy between the measured and modeled NOx

concentration via formation of RONO2, precur-
sor volatile organic compound concentrations
would be required to be an order of magnitude
higher than the measured values. This results in
modeled OH reactivities that are three times
greater than measured. Note that for model cal-
culations shown in figure 3 and 4 in (5), given
the accuracy of OH reactivity measurement, good
agreement is always found between the modeled
and measured values. The formation of PANs
shows minor influence on the NOx simulation.
When we change the initial PANs concentra-
tion from 200 parts per trillion (ppt) to 0 in the
model, the calculated NOx concentration only
decreases by less than 10%. When we include
the formation and photolysis of BrONO2 and
set the BrO concentration to a constant value
of 3 ppt, the modeled NOx concentration de-
creases by ~10% and thus still remains signifi-
cantly higher than the measured values. The
match between the modeled and measured NOx

concentration can only be reached if the BrO
concentration is higher than 30 ppt. High BrO
concentrations are usually found under mari-
time conditions. According to (10), which is cited
by Ye et al., a BrO concentration of 3 ppt is a
very high value even for a coastal environment.
Because our observation area is 100 km away
from the Mediterranean coastline, we do not
expect high BrO concentrations.
In summary, we do agree with Ye et al. that

the specific HO2⋅H2O + NO2 reaction is not an
important HONO source, but our main conclu-
sion that HONO is from a gas-phase source that
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consumes NOx and is not related to processes at
Earth’s surface remains valid for the investigated
Po Valley region.
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INDUCED SEISMICITY 

Making quakes depends 
on injection rates 
Wastewater injection wells 

induce earthquakes that garner 

much attention, especially in 

tectonically inactive regions. 

Weingarten et al. combined 

information from public 

injection-well databases from 

the eastern and central United 

States with the best earthquake 

catalog available over the past 

30 years. The rate of fluid 

injection into a well appeared 

to be the most likely decisive 

triggering factor in regions 

prone to induced earthquakes. 

Along these lines, Walsh III and 

Zoback found a clear correla-

tion between areas in Oklahoma 

where waste saltwater is being 

injected on a large scale and 

areas experiencing increased 

earthquake activity. — BG

Science, this issue p. 1336; Sci. Adv. 
10.1126/ sciadv.1500195 (2015).

CANCER

Telomerase stabilized 
by a sphingolipid
In normal adult cells, the 

structures at the ends of chro-

mosomes, called telomeres, 

becomes progressively shorter 

with each replication cycle. 

When telomeres get too short or 

damaged, the cell stops dividing 

and becomes senescent. The 

enzyme telomerase maintains 

the integrity of telomeres, and 

phosphorylation stabilizes the 

catalytic subunit (called TERT) 

of this enzyme. In both normal 

fibroblasts and lung cancer cells, 

Selvam et al. found that binding 

of the phospholipid S1P to TERT 

prevented the degradation of 

TERT. Disrupting the interaction 

between S1P and TERT impaired 

telomere maintenance and pro-

moted senescence in cultured 

cells and decreased the growth 

of lung cancer cell xenografts in 

mice. — LKF
Sci. Signal. 8, ra58 (2015).

BATTERIES 

Watching defects 
during battery cycling 
Dislocations affect the mechani-

cal properties of a material. 

Ulvestad et al. studied the 

influence of dislocations on 

a nanoparticle undergoing 

charge and discharge cycles in a 

lithium ion battery. The defects 

influenced the way the material 

expanded and contracted during 

cycling. In the future, it may be 

possible to tune the properties 

of a material through controlled 

defect engineering. — MSL

Science, this issue p. 1344

COMETARY NUCLEI 

Collisions give 
comets their shape
The shape and structure of 

comets are relicts of collision 

processes from long ago. 

PROTEIN DESIGN 

Designing proteins to self-assemble 

D
NA has been used as a nano building material since 

the 1980s. Protein nanostructures have the potential 

to give greater geometric control and shape variabil-

ity. Gonen et al. describe the computational design 

of proteins that self-assemble into two-dimensional 

arrays. These programmable protein lattices should enable 

new approaches in biomolecular structure determination 

and molecular sensing. — VV

Science, this issue p. 1365
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Long-lived synthetic polarons 
produced in aqueous micelles   
Huber et al., p. 1340

Simulated comet shape 

Computational design of 

pro grammable protein lattices
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Despite recent and ongo-

ing spacecraft missions that 

offer direct measurements of 

cometary nuclei, it is difficult to 

test what is important in comet 

shaping. Jutzi and Asphaug ran 

~100 three-dimensional collision 

simulations across a wide range 

of target and impactor masses 

and trajectories. Slow and less 

violent collisions produced the 

layering and bi-lobed shapes of 

actual comets. — NW

Science, this issue p. 1355

GROUP DECISIONS 

Baboons follow the 
pack, not the leader
How do groups of animals, includ-

ing humans, make decisions 

that affect the entire group? 

Evidence collected from school-

ing animals suggests that the 

process is somewhat democratic, 

with nearest neighbors and the 

majority shaping overall collec-

tive behavior. In animals with 

hierarchical social structures 

such as primates or wolves, 

however, such democracy may 

be complicated by dominance. 

Strandburg-Peshkin et al. moni-

tored all the individuals within a 

baboon troop continuously over 

the course of their daily activities. 

Even within this highly socially 

structured species, movement 

decisions emerged via a shared 

process. Thus, democracy may 

be an inherent trait of collective 

behavior. — SNV 

Science, this issue p. 1358

ENDOCYTOSIS 

Bend me, shape me: 
Clathrin in action 
Endocytic clathrin-coated pits 

were among the first cellular 

structures described by electron 

microscopy over five decades 

ago. Despite this, the question 

remains: Does clathrin bind to the 

membrane as a flat lattice and 

then bend during coated pit invag-

ination, or does clathrin assemble 

with a defined curvature as 

membranes invaginate? Avinoam 

et al. applied two state-of-the-art 

imaging approaches to resolve 

this conflict. They suggest that 

CHROMOSOMES

Y genes find new 
chromosomal homes
The mammalian Y chromosome 

has lost many genes throughout 

evolution. However, they are 

not lost for good, as Hughes et 

al. report. The authors found 

that in eight mammals, includ-

ing humans, apes, rodents, 

cattle, and marsupials, four 

genes formerly found on the 

Y chromosome now reside on 

other, nonsex chromosomes. 

A handful of genes on the X 

chromosome met a similar fate. 

In some cases, the transposed 

genes acquired broad tissue 

expression, perhaps to main-

tain a gene dosage required 

for fitness. In other cases, the 

relocated genes were expressed 

specifically in the testes, point-

ing to newly acquired functions 

in spermatogenesis. — LC 

Genome Biol. 16, 104 (2015).

BEHAVIOR

Differences in strategy 
across the globe
Economists measure the extent 

of a person’s preference for risk 

in a number of ways. Most com-

monly, they ask people to make 

choices between gambles—such 

as a 40% chance of winning 

$2.00 and a 60% chance of win-

ning $1.60 versus a 40% chance 

of winning $3.85 and a 60% 

chance of winning $0.10. Chassy 

and Gobet offer a new measure 

of risk derived from the choice 

of opening moves in chess. 

They document global risk 

preference based on more than 

half a million games played by 

people ranked expert and above 

clathrin assembles into a defined 

flat lattice early in endocytosis, 

which predetermines the size of 

the vesicle. The assembled clath-

rin coat then rearranges through 

dynamic exchange of clathrin with 

the cytosolic pool to wrap around 

the forming vesicle. — SMH

Science, this issue p. 1369

DRUG DEVELOPMENT 

A degrading game 
plan for cancer therapy 
Certain classes of proteins that 

contribute to cancer develop-

ment are challenging to target 

therapeutically. Winter et al. 

devised a chemical strategy that, 

in principle, permits the selec-

tive degradation of any protein 

of interest. The strategy involves 

chemically attaching a ligand 

known to bind the desired protein 

to another molecule that hijacks 

an enzyme whose function is to 

direct proteins to the cell’s protein 

degradation machinery. In a 

proof-of-concept study, they dem-

onstrated selective degradation 

of a transcriptional coactivator 

called bromodomain-containing 

protein 4 and delayed the progres-

sion of leukemia in mice. — PAK 

Science, this issue p. 1376

MEMBRANE FILTRATION

Composite membranes 
for filtering solvents
Much research has focused on 

finding membranes that can 

purify water or extract waste 

carbon dioxide. However, there 

is also a need for the removal of 

small molecules from organic 

liquids. Many existing processes 

are energy-intensive and can 

require large quantities of sol-

vents. Karan et al. grew confined 

polymer layers on a patterned 

sacrificial support to give rippled 

thin films that were then placed 

on ceramic membranes (see 

the Perspective by Freger). The 

composite membrane showed 

high flux for organic solvents 

and good stability and was able 

to separate out small molecules 

with high efficiency. — MSL

Science, this issue p. 1347; 
see also p. 1317
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Canopy of a carbon-rich 

tropical forest in the Amazon
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A color-enhanced scanning electron 

micrograph of the human Y chromosome
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from 11 different civilizations. 

Civilizations differed in their risk 

preferences: Some favored set-

tling for peace, whereas others 

preferred riskier moves. — GJC 

Cognition 141, 36 (2015).

PLANT SCIENCE

Leaf recycling requires 
a two-step process
During leaf senescence, plants 

recycle nutrients and other 

molecules from unneeded 

leaves for use by seeds and 

other new growth. Hormones, 

including ethylene, regulate this 

process. Studying the leaves 

of Arabidopsis plants, Ueda 

and Kusaba found that those 

carrying mutations affecting 

the synthesis of the hormone 

strigolactone did not curl up and 

die in the dark as did the leaves 

of normal plants. Dark-induced 

leaf senescence required 

another hormone, strigolactone, 

which the plant synthesized 

in the leaves in response to 

ethylene. Separately, ethylene 

induced leaf senescence better 

than strigolactone. But together, 

they synergized. This multistep 

process probably preserves 

leaves when possible, only car-

rying through to leaf senescence 

when the stress becomes too 

much. — PJH

Plant Physiol. 10.1104/
pp.15.00325 (2015).

CHEMISTRY

Boroxine cages
Boronic acids, in which a boron 

atom bears two hydroxyl (OH) 

groups and an organic group, 

can trimerize by dehydration to 

form six-membered boroxine 

rings, and molecules bear-

ing more than one boronoic 

acid group can form polymer 

networks. Ono et al. extend the 

architectures that can be formed 

to cages. They designed pincer-

like organic groups that set 

B(OH)
2
 groups at desired angles. 

After heating and dehydration, 

the molecule with an 84° angle 

between hydroxyl groups formed 

an octahedron from six units, 

these different strains com-

pete. Phage may also exclude 

infection by different strains of 

P. aeruginosa, which might influ-

ence disease among patients. 

These results indicate that 

phage may show some thera-

peutic promise in combination 

with specific antibiotics. — CA

ISME J. 9, 1391 (2015).

CLIMATE CHANGE

Weather underground
Climate models indicate that as 

global temperatures increase, 

global precipitation also will rise, 

but that it will become more 

heterogeneous as well. How 

will that affect soil moisture, a 

quantity that often is ignored but 

has large impacts on agricul-

ture, flooding, and weather? 

Wu et al. report results from 

a suite of climate models that 

show that soils in middle and 

high northern latitudes will get 

wetter in the wettest months 

and drier in the driest months. 

This increase in the annual range 

of soil water content will affect 

water resource management, 

plant adaption, and agriculture, 

particularly in regions where 

snowmelt supplies a significant 

portion of the seasonal water 

supply. — HJS

Geophys. Res. Lett. 10.1002/

2015GL064110 (2015).

p yp y

2015GL064110 (2015).

with a 1.5-nanometer cavity, and 

the molecule with a 117° angle 

formed a cuboctahedron from 

12 units with a 2.5-nanometer 

cavity. — PDS

J. Am. Chem. Soc. 10.1021/
jacs.5b02716 (2015).

VIROLOGY

Virus dynamics 
in human lungs
People with cystic fibrosis 

suffer from progressive bacte-

rial lung infections, often by 

Pseudomonas aeruginosa. 

This occurs despite a diver-

sity of viruses, known as 

bacteriophage, that attack 

these bacteria. For more than 2 

years, James et al. followed the 

ecological dynamics of active 

bacteriophage in the sputa of 

10 people with cystic fibrosis. 

Overall, ongoing lysis triggered 

by bacteriophage reduced 

bacterial density in the lung. 

Different patients’ sputa con-

tained different combinations 

of phage strains, indicating that 

BIOGEOCHEMISTRY

Measuring carbon uptake 
by tropical forests

T
he carbon uptake by tropical 

forests is a key part of the global 

carbon budget. Yet accurately 

measuring this quantity—termed 

the net primary production or 

NPP—in tropical forests is challenging, 

hampering efforts to predict how it 

may respond to climatic and environ-

mental change. Cleveland et al. have 

compared NPP estimates from small-

scale observations, satellite data, and 

biogeochemical models. Although the 

large-scale estimates are similar for 

all three approaches, the spatial and 

temporal patterns are very different. 

Each approach is sensitive to differ-

ent environmental drivers (such as 

drought), and it remains unclear which 

results are correct. The authors explain 

how an integrated monitoring network 

could capture the diversity of tropical 

forest landscapes. — JFU

Global Biogeochem. Cycles

10.1002/2014GB005022 (2015).

Bacteriophages 

are viruses that 

can infect and 

kill bacteria
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OCEAN CIRCULATION

On the success (or not) 
of climate models
Atlantic Meridional Overturning 

Circulation (AMOC) transports 

huge amounts of heat from 

low to high latitudes and has 

a major influence on climate. 

Climate models have predicted 

that global warming will cause 

the AMOC to slow, but concrete 

evidence of such a slowdown 

has been scarce. Srokosz and 

Bryden review a decade of 

observations of the AMOC that 

reveal an unexpected amount of 

variability over time scales from 

seasonal to decadal, as well as 

a general weakening over this 

time. — HJS

Science, this issue p. 1330

POLARON DYNAMICS 

Photoinduction of 
long-lived polarons 
Photosynthetic complexes 

and organic photovoltaics 

can rapidly create separated 

charges upon photoexcitation. 

However, unproductive charge 

recombination often occurs in 

the human-made system. This 

is in part because the charge 

acceptor and donor structures 

are much larger. Huber et al. 

created aqueous micelles that 

pair conjugated polyelectrolyte 

charge donors with fullerene 

acceptors at a much smaller 

interface. They observed the 

photoinduced formation of 

polarons—stable pairs of sepa-

rated charges—with lifetimes of 

several days. — PDS 

Science, this issue p. 1340

VACCINES

The right combination 
for protection
Despite its prevalence, no vac-

cine exists to protect against 

infection with the sexually trans-

mitted bacterium Chlamydia 

trachomatis. Stary et al. now 

report on one potential vaccine 

candidate (see the Perspective 

by Brunham). Vaccinating with 

an ultraviolet light-inactivated 

C. trachomatis linked to 

adjuvant-containing charged 

nanoparticles protected female 

conventional and humanized 

mice against C. trachomatis 

infection. The vaccine conferred 

protection only when deliv-

ered through mucosal routes. 

Protection relied on targeting 

the bacteria to a particular 

population of immunogenic den-

dritic cells and inducing memory 

T cells that resided in the female 

genital tract. — KLM

Science, this issue p. 1331; 
see also p. 1322

WATER CONSERVATION

How to use less water 
during drought
Urban populations require a lot 

of water, which is often sourced 

from the surrounding country-

side. Water conservation 

strategies implemented during 

droughts—such as the ongoing 

drought in California—include 

watering restrictions and tiered 

pricing. How effective are these 

water conservation strategies? 

In a Perspective, Hogue and 

Pincetl highlight recent studies 

that have used highly resolved 

data, such as those from satel-

lites or water meters, to address 

this question. Together with 

advanced data analysis tools 

and models, these data can 

help to determine the best local 

strategies for water conserva-

tion.  — JFU

Science, this issue p. 1319

NEURODEVELOPMENT

From blastula to neural 
crest, do not pass go
During vertebrate development, 

neural crest cells give rise to 

an unusual diversity of cells, 

including pigment cells, neurons, 

and cartilage. Traditionally, 

neural crest cells have been 

considered a derivative of neural 

ectoderm. Buitrago-Delgado et 

al. now show that neural crest 

cells have components of the 

molecular programs charac-

teristic of blastula cells from 

earlier in development (see the 

Perspective by Hoppler and 

Wheeler). Blastula cells have the 

broad range of developmental 

potentials necessary to build the 

embryo. Neural crest cells may 

thus reflect persistence of the 

developmental programs char-

acteristic of early development 

rather than re-specification of 

developmental programs after 

differentiation into neurecto-

derm. — PJH 

Science, this issue p. 1332; 
see also p. 1316

BRAIN PROCESSING

Signal flow during 
sensorimotor choices 
Little is known about the flow 

of task signals across the brain. 

Siegel et al. simultaneously 

recorded from multiple units in 

the sensory, parietal, prefron-

tal, and motor cortex while 

monkeys were cued to perform 

one among two possible simple 

tasks. The proportion of neurons 

coding for stimuli, cues, tasks, 

and choices, and their response 

latency, varied across regions. 

Parietal and prefrontal brain 

regions encoded task informa-

tion and choices with the same 

latency. Interestingly, all brain 

areas encoded all types of infor-

mation. However, they differed 

functionally according to the 

proportions of neurons and their 

response latency. — PRS 

Science, this issue p. 1352

SIGNAL TRANSDUCTION

How a receptor 
transmits a signal
G protein–coupled recep-

tors (GPCRs) transmit diverse 

external signals into the cell. 

When activated by an outside 

stimulus, they bind to a G protein 

inside the cell and accelerate 

exchange of a bound guanosine 

diphosphate (GDP) nucleotide for 

guanosine triphosphate, which 

initiates intercellular signaling. 

Dror et al. used atomic-level 

molecular dynamics simulations 

to show how GPCRs enhance 

GDP release. The G protein is 

dynamic and frequently adopts 

a conformation that exposes 

GDP even without the receptor 

bound. GPCR binding to this 

conformation favors an additional 

structural rearrangement that 

favors GDP release. The authors 

confirmed these predictions 

experimentally using double 

electron-electron resonance 

spectroscopy . — VV

Science, this issue p. 1361

TRANSCRIPTION

Multifunctional pioneers 
Proteins surround cellular DNA 

to silence gene expression. Early 

in development, proteins such 

as pioneer transcription factors 

facilitate the opening of this 

silenced chromatin structure. 

Hsu et al. describe an additional 

role for the PHA-4 pioneer 

transcription factor in nematode 

worms. PHA-4 recruited RNA 

polymerase II to target promot-

ers before transcriptional onset, 

and this activity preceded its 

chromatin-opening duty. The 

multifunctional role identified for 

PHA-4 may be shared by other 

pioneer factors. — BAP

Science, this issue p. 1372

CONSERVATION

When is predator 
control acceptable?
Predators such as wolves were 

long seen as a problem to be 

controlled or even eliminated. 

Today, their value is more widely 

appreciated, but predators 

are still widely killed to bolster 

populations of threatened prey 

species or to protect livestock. 

In a Perspective, Woodroffe and 

Redpath argue that such preda-

tor control efforts are not always 

beneficial for prey species and 

often have unwelcome effects. 

Predator pressures on prey are 

often a result of human actions, 

Edited by Stella Hurtley
ALSO IN SCIENCE  JOURNALS
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such as habitat fragmentation, 

making prey species dependent 

on predator control unless their 

habitats are restored. Passions 

often run high on both sides of 

the predator control debate, and 

management efforts may not 

be effective unless they are also 

socially acceptable. — JFU

Science, this issue p. 1312

CELL BIOLOGY

Sealing the envelope
During animal cell division, the 

nuclear envelope breaks down, 

allowing a mitotic spindle to orga-

nize duplicated chromosomes for 

separation into future daughter 

cells. How the envelope reforms 

around the chromatin has been 

a mystery. In a Perspective, 

Sundquist and Ullman describe 

how a cellular mechanism 

involved in a variety of membrane 

fission events also seals the 

nuclear envelope. The endosomal 

sorting complex required for 

transport (ESCRT) machinery 

assembles at the growing nuclear 

envelope and recruits other 

proteins. These proteins release 

chromatin from the mitotic 

spindle and close the membrane, 

readying the two daughter cells 

for separation. — LDC 

Science, this issue p. 1314

AUTOIMMUNITY

AIREing out autoimmunity
Because of mutations in the AIRE 

gene, patients with autoimmune 

polyendocrine syndrome type 

1 (APS1) suffer dysfunction in 

multiple endocrine glands and are 

often infertile. Female infertility 

can be explained by autoimmune 

ovarian failure, but the causes of 

male infertility are unclear. Now 

Landegren et al. report that the 

prostatic secretory molecule 

tranglutaminase 4 (TGM4) is a 

male-specific autoantigen in APS1 

patients that could contribute 

to subfertility. Autoantibodies to 

TGM4 appeared in APS1 patients 

beginning at puberty, and similar 

antibodies lead to destructive 

prostatitis in AIRE-deficient mice. 

Together, these data may explain 

the infertility observed in male 

APS1 patients. — ACC

Sci. Transl. Med. 7, 292ra101 (2015).

Published by AAAS
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OCEAN CIRCULATION

Observing the Atlantic Meridional
Overturning Circulation yields a
decade of inevitable surprises
M. A. Srokosz* and H. L. Bryden

BACKGROUND: A 2002 report, Abrupt Cli-
mate Change: Inevitable Surprises, highlighted
the North Atlantic circulation as possibly sub-
ject to abrupt change in a warming climate.
Likewise, the 2001 Intergovernmental Panel
on Climate Change (IPCC) report suggested
that the Atlantic Meridional Overturning Cir-
culation (AMOC) could weaken over the 21st

century. As this circulation carries heat north-
ward, giving the United Kingdom and north-
west Europe a temperate climate, this generated
renewed efforts to make observations of the
AMOC. In particular, it led to the deployment
of an observing system across the Atlantic at
26.5°N in spring 2004, which last year achieved
a decade of measurements.

ADVANCES: In addition to the baseline dec-
ade of 26.5°N observations, there have been
other ongoing measurements that capture
components of the AMOC, some of which are
not continuous or of much shorter duration.
Together these observations are leading to a
more complete picture of the AMOC. The
26.5°N AMOC observations have produced a
number of surprises on time scales from sub-
annual to multiannual. First, the range of
AMOC variability found in the first year, 4 to
35 Sv (Sverdrup, a million cubic meters per

second, the standard unit
for ocean circulation), was
larger than the 15 to 23 Sv
found previously from five
ship-based observations
over 50 years. A similar-
ly large range to that at

26.5°N has subsequently been observed at
34.5°S. Second, the amplitude of the seasonal
cycle, with a minimum in the spring and a
maximum in the autumn, was much larger
(~6.7 Sv) than anticipated, and the driving
mechanism of wind stress in the eastern At-
lantic was unexpected as well. Third, the 30%
decline in the AMOC during 2009–2010 was
totally unexpected and exceeded the range of
interannual variability found in climate mod-
els used for the IPCC assessments. This event
was also captured by Argo and altimetry ob-
servations of the upper limb of the AMOC at
41°N. This dip was accompanied by signifi-
cant changes in the heat content of the ocean,
with potential impacts onweather that are the
subject of active research. Finally, over the
period of the 26.5°N observations, the AMOC
has been declining at a rate of about 0.5 Sv
per year, 10 times as fast as predicted by cli-
mate models. Whether this is a trend that is
a decline due to global warming or part of the
so-called Atlantic Multidecadal Oscillation/
Variability, inferred from sea surface temper-
ature measurement, is also a subject of active
research. There is no doubt that continuously
observing the AMOC over a decade has con-
siderably altered our view of the role of ocean
variability in climate.

OUTLOOK: The 26.5°N AMOC observations
are stimulating the development of further
AMOC observing systems both to the north,
in the North Atlantic subpolar gyre, and to the
south, in the South Atlantic. The aim is to
obtain a holistic picture of the AMOC from
south to north. Given the surprises and in-
sights into the Atlantic circulation that obser-
vations have produced to date, it is not too
much to expect thatwith the newobservations
there will be future “inevitable surprises.”▪

RESEARCH
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A simplified schematic (top) of the AMOC.Warm water flows north in the upper ocean (red),
gives up heat to the atmosphere (atmospheric flow gaining heat represented by changing color of
broad arrows), sinks, and returns as a deep cold flow (blue). Latitude of the 26.5°N AMOC obser-
vations is indicated. The actual flow is considerably more complex. (Bottom) The 10-year (April
2004 to March 2014) time series of the AMOC strength at 26.5°N in Sverdrups (1 Sv = 106 m3 s–1).
This is the 180-day filtered version of the time series.Visible are the low AMOC event in 2009–2010
and the overall decline in AMOC strength over the 10-year period.

The list of affiliations is available in the full article online.
*Corresponding author. E-mail: mas@noc.ac.uk
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OCEAN CIRCULATION

Observing the Atlantic Meridional
Overturning Circulation yields a
decade of inevitable surprises
M. A. Srokosz1* and H. L. Bryden2

The importance of the Atlantic Meridional Overturning Circulation (AMOC) heat transport
for climate is well acknowledged. Climate models predict that the AMOC will slow down
under global warming, with substantial impacts, but measurements of ocean circulation
have been inadequate to evaluate these predictions. Observations over the past decade
have changed that situation, providing a detailed picture of variations in the AMOC.
These observations reveal a surprising degree of AMOC variability in terms of the
intraannual range, the amplitude and phase of the seasonal cycle, the interannual changes
in strength affecting the ocean heat content, and the decline of the AMOC over the
decade, both of the latter two exceeding the variations seen in climate models.

I
n 2002, the U.S. National Research Council
Committee on Abrupt Climate Change pub-
lished its findings in a book entitled Abrupt
Climate Change: Inevitable Surprises (1). One
process highlighted in that book, because it

could possibly be subject to abrupt change in a
warming climate, was the North Atlantic ther-
mohaline circulation (THC). The work leading
up to the publication of this book—together with
the conclusions of the Intergovernmental Panel
on Climate Change (IPCC)WorkingGroup I Third
Assessment Report (2) that most models showed
a weakening of the THC over the 21st century—
generated renewed efforts to make observations
of the Atlantic Meridional Overturning Circula-
tion (AMOC). In particular, it led to the establish-
ment of the Rapid Climate Change program
(RAPID) (3). A key element of RAPID was the
proposal to monitor the AMOC (4, 5) at 26.5°N
in the Atlantic. The observing system (see sche-
matic in Fig. 1) was deployed in March 2004
and results from the first year of observations
published in 2007 (6, 7). In 2014, the observing
system reached a major milestone by complet-
ing a decade of operation. Here, we provide an
updated description of what is known about
the AMOC from recent observations and high-
light some of the surprises that these observa-
tions have produced.

Background

The major characteristics of the AMOC are a
near-surface, northward flow of warm water
and a colder southward return flow at depth. As

the ocean loses heat to the atmosphere at high
latitudes in the North Atlantic, the northward-
flowing surface waters become denser. These
waters then sink and so form the deep return
flow of the overturning circulation (Fig. 1).
The AMOC transports heat northward across
the equator, which makes the Atlantic differ-
ent from the Indian and Pacific Oceans, where
the ocean transports heat away from the equa-
tor toward the poles. The maximum northward
oceanic heat transport in the Atlantic is 1.3 PW
(1 PW = 1015 watts) at 24° to 26°N, which is ~25%
of the total (atmosphere and ocean) poleward
heat transport at these latitudes (8, 9). Further
north, at mid-latitudes, the strong transfer of
heat from the ocean to the atmosphere contrib-
utes to the temperate climate of northwest Eu-
rope (10–12). In addition, changes in sea level
around the periphery of the North Atlantic are
related to changes in the AMOC (13–15). There-

fore, future changes in the AMOC could have
substantial impacts (16, 17).
The importance of the AMOC for climate was

highlighted by Broecker (18) with his “great ocean
conveyor” picture, based on paleoclimatic evi-
dence (19, 20). From the results of calculations
using a simple two-box model, Stommel (21)
suggested that the circulation could switch
between “on” and “off’ states under appropri-
ate forcing, such as the addition of freshwater
at high latitudes (22, 23). Although this picture
of the circulation is now acknowledged to be
too simple, the possibility that the AMOC could
switch between different states has been shown
to occur in more complex climatemodels (24, 25),
so that the AMOC could be bistable.
Given the importance of the AMOC, and its

potential to decline and perhaps even switch off,
the observing system deployed at 26.5°N in the
Atlantic became the first attempt to continuously
measure the strength and vertical structure of
the AMOC. The measurements began on the
last day of March 2004 and have continued since
then (26). The key components of the AMOC
(Fig. 1) and the methods by which they are quan-
tified are the Gulf Stream transport through the
Florida Straits measured by seabed cable; the
Ekman transport calculated from wind stress;
and the midocean transport measured by an
array of moorings at the western and eastern
boundaries and the mid-Atlantic Ridge (27–29).
The first year of measurements established that
the system was able to accurately measure the
AMOC (30) and subsequent studies have con-
firmed this initial assessment (31–33). It is im-
portant to note that the measurements provide
information not only on the AMOC strength it-
self but also on the major components of the
circulation: Gulf Stream, Ekman, upper mid-
ocean recirculation, southward flow of theUpper
and Lower North Atlantic DeepWater (UNADW
and LNADW), and the northward flow of the
Antarctic Intermediate Water (AAIW). In addi-
tion to RAPID, there have been other ongoing
measurements of the AMOC, but these capture
only part of the AMOC, or are not continuous,
or are of much shorter duration. They include

RESEARCH
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the Meridional Overturning Variability Experi-
ment (MOVE) array at 16°N (34), the DeepWest-
ern Boundary Current (DWBC) arrays at around
39°N (35) and 53°N (36), the 34.5°S array (37, 38),
the use of altimetry and Argo at around 41°N
(39, 40), and the Observatoire de la Variabilité
Interannuelle et Décennale en Atlantique Nord
(OVIDE) hydrographic sections (41). Recently, a
new component of the AMOC, the so-called East
Greenland spill jet, has been identified from a
year of mooring observations (42), but its impor-
tance in the long-term for the overall AMOC re-
mains to be confirmed.
The focus of this Review is on observations of

the AMOC (43), because models still show con-
siderable differences in their representations of
the overturning circulation (44). Figure 2 shows
the full 10-year AMOC time series at 26.5°N
obtained to date by RAPID. Thesemeasurements
provide insights into the changes occurring in
the AMOC, which include a number of surprises
on all time scales: intraannual, seasonal, inter-
annual and multiannual.

Intraannual and seasonal AMOC variability

The first surprise was the range of values found
for the strength of the AMOC during the initial
year of RAPID observations. Although the an-
nual average strength of 18.7 sverdrups (Sv) (45)
was not unexpected, the range from aminimum
of 4 Sv (February) to a maximum of 34.9 Sv
(September) was a surprise (6). Before the de-
ployment of the 26.5°N observing system, the
five ship-based hydrographic measurements of
the AMOCmade at this latitude since the 1950s
had shown a range of ~15 to 23 Sv (46), so the
first year’s intraannual variability exceeded the
historical estimates of the AMOC. Subsequently,
a similar range of intraannual variability (3 to
39 Sv) has been found in the 20 months of mea-
surements of the AMOC made at 34.5°S (37).

The next surprise came from the analysis of
the AMOC seasonal cycle after 4 years of RAPID
observations had been acquired (47). Because the
longer-term observations of the Gulf Stream
(27, 48) had shown that it exhibited a seasonal
cycle of ~4 Sv with a maximum in summer, the
seasonal cycle of the AMOC of ~6.7 Sv, with a
minimum in the spring and a maximum in the
autumn, came as a surprise. In addition, the
perceived wisdom was that the seasonality in
the AMOC would be dominated by wind-driven
northward Ekman transport, but this was found
to be small. The result that the seasonal cycle
was dominated by the wind stress curl forcing
at the eastern boundary came as further sur-
prise (47). Results from the OVIDE analysis (41)
of the Portugal to Greenland hydrographic sec-
tion similarly show, from 1993 to 2010, a sea-
sonal cycle with a peak-to-peak amplitude of
4.3 Sv, mostly due to the geostrophic compo-
nent, with a much weaker Ekman component.
The Argo and altimeter estimates of the AMOC
upper limb at around 41°N from 2002 to 2009
show a small and irregular seasonal cycle (39).
Characterization of the seasonal cycle allowed

the previous five ship-based hydrographic esti-
mates of the AMOC strength at the RAPID lati-
tude (46) to be corrected for seasonal sampling
bias, because they had been acquired at different
times of the year. This resulted in a reassessment
of the apparent decline of the AMOC between
1957 and 2004 as partially being an artifact of the
sampling (49).
The first 4 years of RAPID observations also

confirmed the average strength of the AMOC at
26.5°N to be 18.7 T 2.1 Sv, in agreement with the
annual average for the first year. However, the
result that the mean strength of the AMOC
seemed to be unchanging, despite large sea-
sonal and intraannual fluctuations, seemed at
odds with the expectation that the AMOC might

decline, although the time series was acknowl-
edged to be too short at that time to draw any
strong conclusions. Nevertheless, the apparent
stability of the seasonal cycle paved the way to
the next surprise.

Interannual AMOC variability

After having observed 5 years of relatively sta-
ble seasonal cycles of the AMOC, when the data
for 2009–2010 were recovered from the 26.5°N
array, another surprise was in store. From spring
2009 through spring 2010, the AMOCwas found
to have taken a large ~30%dip in strength before
recovering later in 2010 (Fig. 2) (50). For the
previous 5 years, the average strength of the
AMOChad been 18.5 Sv,whereas in 2009–2010 it
was 12.8 Sv (years are taken to run from April to
March, due the initial deployment of the ob-
serving array in late March 2004). This dip in
strength was also seen in the Argo and altimetry
observations of the upper limb of the AMOC at
41°N but not in the 16°N observations of the
deep western basin return limb of the AMOC
(51). This raises the question of the meridional
coherence of changes in the AMOC, a point to be
discussed below.
The 2009–2010 dip in strength can be par-

tially attributed to an extreme negative North
Atlantic Oscillation (NAO) winter that affected
the wind field, reducing—and for a period re-
versing (December 2009 to March 2010)—the
northward Ekman transport component of the
AMOC. In addition, the upper midocean recir-
culation component of the AMOC strengthened
starting in spring 2009 before the negative NAO
winter, leading to a reduction in the AMOC.
Finally, the AMOC deep southward return limb
flow, the so-called Lower North Atlantic Deep
Water (LNADW) at a depth of 3000 to 5000 m,
weakened in concert with the upper ocean
northward-flowing limb. This change in AMOC
strength was found to lie well outside the range
of interannual variability predicted by coupled
atmosphere-ocean climate models (52).
Because the AMOC carries ~90% of the ocean

heat transport at this latitude (with the gyre
circulation carrying the remainder) (53), this
AMOC reduction had a considerable impact on
the heat transport into, and the heat content
of, the North Atlantic (54, 55). The heat trans-
ported north by the AMOC at 26.5°N in previous
years was ~1.3 PW (53), and this transport was
reduced by 0.4 PW, resulting in cooler waters to
the north and warmer waters to the south. Ob-
servations showed that there was an abrupt and
sustained cooling of the subtropical North At-
lantic in the upper 2000 m between 2010 and
2012, primarily due to the reduction of the AMOC.
From late 2009 over a 12-month period, the ocean
heat content, between the latitudes of 26.5° and
41°N, reduced by ~1.3 × 1022 J (54, 56) and then
increased again into 2011. Corresponding to this
cooling of the subtropics was a warming of the
tropics to the south of 26.5°N in 2010 (Fig. 3).
This warming of the region of the Atlantic as-
sociated with hurricane genesis coincided with
the strongest Atlantic hurricane season since 2005
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(asmeasured by accumulated cyclone energy) (57).
The links between changes in the AMOC, upper-
ocean heat content, and atmospheric response
represent an active area of research. For ex-
ample, the ocean has been implicated in the re-
emergence of sea surface temperature anomalies
from the winter of 2009–2010 during the fol-
lowing early winter season of 2010–2011, which
contributed to the persistence of the negative
winter NAO and wintry conditions in northern
Europe (58). Such behavior may lead to im-
proved predictions of the NAO and winter con-
ditions (59, 60).
The origin of and explanation for the 2009–

2010 event remain uncertain. Various explan-
ations have been proposed (61, 62) but so far
have failed to explain the changes in LNADW
(and the lack of change in the UNADW at depths
between 1000 and 3000 m) (50). This, together
with the fact that the event lies well outside the
range of interannual variability predicted by cou-
pled atmosphere-ocean climate models, poses a
considerable research challenge.

Multiannual AMOC variability

Although the 26.5°N observing system has only
just completed its first decade of observation,
and it is premature to comment on decadal
change, there is one further surprise that the
observations have provided on the multiannual
time scale over that decade. Analysis of the first
8-1/2 years of the observations has shown a de-
cline in the AMOC over that period (April 2004
to October 2012; see also Fig. 2) (63). The esti-
mated trend was a decline of ~0.5 Sv/year, which
exceeds the decline predicted by IPCC-class cli-

mate models over the next 100 years, which is on
the order of ~0.05 Sv/year (64, 65). This result is
robust with respect to the inclusion or exclusion
of the 2009–2010 AMOC event described above
(63). Although changes in the Gulf Stream and
Ekman contribute to the decline, the major
components of the AMOC that are changing are
increasing southward transport in the upper
midocean, that is, a strengthening of the sub-
tropical gyre recirculation and a corresponding
decrease in the southward transport of LNADW
(63). Earlier observations from the MOVE array
at 16°N, which observes the deep western basin
limb of the AMOC, found a decline in that flow
of ~3 Sv over a decade (2000 to 2009) (34). In
contrast, observations of the outflow from the
Labrador Sea for 1997 to 2009 show no indica-
tion of a decline, but again these only measure
one component of the AMOC (36). Another
recent study, using a model and observations in
the North Atlantic (although not direct mea-
surements of AMOC) seems to confirm that the
AMOCmay be declining at the present time (66).
Of course, it is possible that the decline may be
part of a longer-term cycle such as the so-called
Atlantic Multidecadal Oscillation (AMO) or Vari-
ability (AMV) (67), or simply decadal variability,
rather than a response to climate change. This
underlines the need for continuing observations
of the AMOC in order to be able to distinguish
between the different mechanisms that might be
responsible for the observed changes (100).
Given the lack of direct observations over

multiannual and longer time scales, research-
ers have generally resorted to the use of proxies
to try to understand longer-term changes in

the AMOC. Until such proxies can be validated
against direct measurement of the AMOC there
will always be a question regarding their abil-
ity to capture the true behavior of the AMOC.
Nevertheless, here we describe two recent at-
tempts to study the AMOC using proxies (68).
First, consider the study based on the so-called
OVIDE hydrographic section from Portugal to
Greenland (41). This makes use of six hydro-
graphic sections from 1997 to 2010 and a proxy
based on radar altimeter and Argo measure-
ments from 1993 to 2010 to span the gaps be-
tween the sections and extend back in time to
1993. The analysis was carried out in density co-
ordinates and shows an average AMOC strength
of 18.1 Sv, with an overall decline of 2.5 Sv over
1993 to 2010. Second, consider another recent
study (69) that uses the difference between the
surface temperature in the North Atlantic sub-
polar gyre and the whole Northern Hemisphere
as a proxy for the AMOC. Based on temperature
reconstructions for the past 1000 years, the study
concludes that there has been an exceptional
20th-century slowdown of the AMOC. Of course,
how strong a conclusion this is depends cru-
cially on the link between the proxy and the
AMOC, over what time scales that link exists,
and whether it is robust.

AMOC bistability?

On a more speculative note, one possibility for
future AMOC surprises is the issue of the bi-
stability of the AMOC noted earlier. This is
related to the transport of freshwater in and
out of the South Atlantic (70). Observations (71)
suggest that the AMOC transports freshwater
southward in the South Atlantic, implying that
the AMOC could be bistable with on and off
modes (72). Most climate models exhibit north-
ward freshwater transport, seemingly at odds
with the observations, implying that the AMOC
is stable (73). Some recent climate model re-
sults show that their freshwater transports can
match the southward freshwater transport in
the observations, but in such climate models the
AMOC does not shut down under greenhouse
gas forcing (64). In point of fact, most climate
models do not include a dynamically interactive
Greenland ice sheet, so they are unlikely to cor-
rectly account for freshwater input into the
Atlantic from Greenland melting (74, 75). In ad-
dition, the Arctic Ocean supplies freshwater to
the North Atlantic, which would affect the sta-
bility of the AMOC (76). If the rate of freshwater
input were to be greater than currently antici-
pated, that could lead to unexpected changes in
the AMOC. Thus, there is a possibility that the
ocean might respond in a way that most climate
models cannot. This point has been made pre-
viously from a paleoclimate perspective (77, 78),
because paleoclimatic evidence suggests that the
AMOC can undergo rapid changes that are dif-
ficult to reproduce with climate models.

Recent impacts of AMOC variability

The possible impacts of AMOC variability have
been discussed in previous reviews (5, 94, 98) so
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will not be detailed here. However, much recent
work has focused on the effect of changes in
the AMOC on sea levels on the eastern seaboard
of the United States, so we will briefly discuss
that work. As noted earlier, the AMOC affects the
sea level around the periphery of the North
Atlantic and specifically along the U.S. east coast
(13–15, 79), although this a point of some con-
troversy (15, 80–83). A reduction in the AMOC
leads to a rise in sea level along the east coast of
North America. Recently, the major reduction in
the AMOC in 2009–2010, combined with a nega-
tive NAO event, has been shown to lead to an
extreme sea level rise on the northeast coast of
North America (84). Within a 2-year period the
sea level was found to rise by 128 mm, a 1-in-
850–year event. The authors state that the event
caused persistent and widespread coastal flood-
ing and beach erosion almost on a level with that
due to a hurricane. This suggests that a longer-
term downturn in the AMOC, which might be
in progress, could have important impacts on the
U.S. east coast.
Another possible effect identified recently is

the role that the AMOC may have in the pre-
sent so-called “hiatus” in global warming (85).
Here, the AMOC is invoked to explain increased
heat storage in the North Atlantic, thus reducing
the rate of global temperature rise. However,
other explanations for the hiatus involving the
oceans have been suggested (86), so the role of
the AMOC in the hiatus is uncertain.

Unanswered questions and
future surprises?

Despite the observational efforts over the past
decade, many questions remain unanswered.
First, the AMOC is changing, but will these
changes persist or will the AMOC “bounce back”
to its earlier strength? Second, are the changes
being observed at 26.5°N coherent latitudinally
in the Atlantic? Third, was the 2009–2010 decrease
in the AMOCunusual or not? Fourth, is the AMOC
bistable? Could it “flip” from one state to another
(87)? Finally, and perhaps most important, what
are the effects of changes in the AMOC?
The existence of the 26.5°N AMOC observa-

tions is stimulating the development of further
AMOC observing systems, both to the north in
the North Atlantic Subpolar Gyre and to the
south in the South Atlantic. This is an acknowl-
edgment that the 26.5°N observations, although
providing many novel insights into the AMOC,
cannot by themselves fully characterize the cir-
culation from south to north in the Atlantic. As a
result, in 2014 the Overturning in the Subpolar
North Atlantic Program (OSNAP) (88) deployed
instruments, along a line from Canada to Green-
land to Scotland, to observe the AMOC in the
subpolar gyre, complementing the 26.5°N ob-
servations in the subtropical gyre. At the same
time, a South Atlantic MOC observing system is
being deployed gradually at 34.5°S. Known as the
South Atlantic MOC Basin-wide Array (SAMBA)
(89), this will observe the so-called Agulhas ring
corridor (which is important for transfer of heat
and salt from the Indian to the Atlantic Ocean)

and the eastern and western boundary cur-
rents. Another complementary measurement
of the AMOC upper limb is that being made by
combining data from Argo floats (which mea-
sure temperature and salinity down to 2000m)
and radar altimeter sea surface height data
(39–41). This approach is limited to regions where
the main upper ocean flows are in water depths
of 2000 m or greater, thus allowing use of Argo.
Studies are beginning to be made to try to link

observations of the AMOC at different latitudes
in order to understand its meridional coherence
and so obtain a holistic picture of the circulation
(90–92). For example, these suggest coherence
between measurement of the AMOC between
26.5°N and 41°N on near-annual time scales,
with 41°N leading 26.5°N by approximately a
quarter of an annual cycle.
Each additional year of observations made by

the AMOC observing systems contributes to a
better understanding of climate variability and
the ocean’s role in that variability. Irrespective
of whether the present decline in the AMOC
continues, ends, or reverses, the observations
will provide a stringent test of different climate
models’ abilities and whether their projections
will prove valid. Likewise, another event similar
to that which occurred in 2009–2010, leading to
ocean heat content changes with possible links
to NAO winter weather, tropical hurricanes, or
sea level rise could stimulate further advances
in seasonal forecasting.
The AMOC observations over the past decade

have provided both surprises and insights into
the Atlantic circulation, but many questions re-
main unanswered. Perhaps it is not too much to
expect that, together with the new observations
being made at various latitudes, there are likely
to be further “inevitable surprises.”

REFERENCES AND NOTES

1. National Research Council Committee on Abrupt Climate
Change, Abrupt Climate Change: Inevitable Surprises
(National Academy Press, Washington DC, 2002).

2. IPCC, Climate Change 2001: The Scientific Basis, Contribution
of Working Group I to the Third Assessment Report of the
Intergovernmental Panel on Climate Change (Cambridge Univ.
Press, Cambridge, 2001).

3. One of the authors (M.A.S.) is the science coordinator of the
RAPID program in the U.K., more details of which can be
found at www.rapid.ac.uk.

4. The MOC has at times been referred to as the THC—that is,
that part of the ocean circulation determined by changes in
temperature and salinity; the two are not synonymous. The
MOC is what can be determined in practice, as a zonal
integral of the meridional velocity, whereas the THC is not
directly measurable but is related to one of the mechanisms
involved in the overturning (5).

5. T. Kuhlbrodt et al., On the driving processes of the Atlantic
meridional overturning circulation. Rev. Geophys. 45, RG2001
(2007). doi: 10.1029/2004RG000166

6. S. A. Cunningham et al., Temporal variability of the Atlantic
meridional overturning circulation at 26.5°N. Science 317,
935–938 (2007). doi: 10.1126/science.1141304; pmid: 17702940

7. T. Kanzow et al., Observed flow compensation associated
with the MOC at 26.5°N in the Atlantic. Science 317, 938–941
(2007). doi: 10.1126/science.1141293; pmid: 17702941

8. M. M. Hall, H. L. Bryden, Direct estimates and mechanisms of
ocean heat transport. Deep-Sea Res. 29, 339–359 (1982).
doi: 10.1016/0198-0149(82)90099-1

9. K. E. Trenberth, J. M. Caron, Estimates of meridional
atmosphere and ocean heat transports. J. Clim. 14,
3433–3443 (2001). doi: 10.1175/1520-0442 (2001)014

10. R. T. Sutton, D. L. R. Hodson, Atlantic Ocean forcing of
North American and European summer climate. Science
309, 115–118 (2005). doi: 10.1126/science.1109496;
pmid: 15994552

11. D. J. Brayshaw, T. Woollings, M. Vellinga, Tropical and
extratropical responses of the North Atlantic atmospheric
circulation to a sustained weakening of the MOC. J. Clim. 22,
3146–3155 (2009). doi: 10.1175/2008JCLI2594.1

12. T. Woollings, J. M. Gregory, J. G. Pinto, M. Reyers,
D. J. Brayshaw, Response of the North Atlantic storm track
to climate change shaped by ocean-atmosphere coupling.
Nat. Geosci. 5, 313–317 (2012). doi: 10.1038/ngeo1438

13. A. Levermann, A. Griesel, M. Hofmann, M. Montoya,
S. Rahmstorf, Dynamic sea level changes following changes
in the thermohaline circulation. Clim. Dyn. 24, 347–354
(2005). doi: 10.1007/s00382-004-0505-y

14. J. Yin, M. E. Schlesinger, R. J. Stouffer, Model projections of
rapid sea level rise on the northeast coast of the United
States. Nat. Geosci. 2, 262–266 (2009). doi: 10.1038/
ngeo462

15. T. Ezer, Sea level rise, spatially uneven and temporally
unsteady: Why the U.S. east coast, the global tide gauge
record, and the global altimeter data show different trends.
Geophys. Res. Lett. 40, 5439–5444 (2013). doi: 10.1002/
2013GL057952

16. For more on impacts, see Srokosz et al. (94).
17. For recent results from a high-resolution model, see

Jackson et al. (95).
18. W. S. Broecker, The great ocean conveyor. Oceanography 4,

79–89 (1991). doi: 10.5670/oceanog.1991.07
19. S. Rahmstorf, Ocean circulation and climate during the past

120,000 years. Nature 419, 207–214 (2002). doi: 10.1038/
nature01090; pmid: 12226675

20. P. U. Clark, N. G. Pisias, T. F. Stocker, A. J. Weaver, The role
of the thermohaline circulation in abrupt climate change.
Nature 415, 863–869 (2002). doi: 10.1038/415863a;
pmid: 11859359

21. H. M. Stommel, Thermohaline convection with two stable
regimes of flow. Tellus 13, 224–230 (1961). doi: 10.1111/
j.2153-3490.1961.tb00079.x

22. R. B. Alley, Wally was right: Predictive ability of the North
Atlantic “Conveyor Belt” hypothesis for abrupt climate
change. Annu. Rev. Earth Planet. Sci. 35, 241–272 (2007).
doi: 10.1146/annurev.earth.35.081006.131524

23. M. Vellinga, R. Wood, Global climatic impacts of a collapse of
the Atlantic Thermohaline Circulation. Clim. Change 54,
251–267 (2002). doi: 10.1023/A:1016168827653

24. E. Hawkins et al., Bistability of the Atlantic overturning
circulation in a global climate model and links to ocean
freshwater transport. Geophys. Res. Lett. 38, L10605 (2011).
doi: 10.1029/2011GL047208

25. S. Rahmstorf et al., Thermohaline circulation hysteresis:
A model intercomparison. Geophys. Res. Lett. 32, L23605
(2005). doi: 10.1029/2005GL023655

26. U.K. and U.S. funders confirmed in 2013 that funding for
the observations would be extended until 2020. At each
stage when continuation of funding has been considered,
the RAPID program has been reviewed by an independent
international committee of scientists. Reviews have
taken place in 2007 and 2012, and the next review will
be in 2018.

27. M. O. Baringer, J. C. Larsen, Sixteen years of Florida Current
transports at 27°N. Geophys. Res. Lett. 28, 3179–3182
(2001). doi: 10.1029/2001GL013246

28. D. Rayner et al., Monitoring the Atlantic Meridional
Overturning Circulation. Deep Sea Res. Part II Top. Stud.
Oceanogr. 58, 1744–1753 (2011). doi: 10.1016/
j.dsr2.2010.10.056

29. G. D. McCarthy et al., Measuring the Atlantic Meridional
Overturning Circulation at 25°N. Prog. Oceanogr. 130, 91–111
(2015). doi: 10.1016/j.pocean.2014.10.006

30. One of the most remarkable results in (7) is their figure 2,
which shows that the different flow components compensate,
to within the measurement accuracy, thus confirming the
validity of the observational approach.

31. T. Kanzow et al., Basin-wide integrated volume transports in
an eddy-filled ocean. J. Phys. Oceanogr. 39, 3091–3110
(2009). doi: 10.1175/2009JPO4185.1

32. H. L. Bryden, A. Mujahid, S. A. Cunningham, T. Kanzow,
Adjustment of the basin-scale circulation at 26°N to
variations in Gulf Stream, deep western boundary current
and Ekman transports as observed by the RAPID array.
Ocean Sci. 5, 421–433 (2009). doi: 10.5194/os-5-421-2009

1255575-4 19 JUNE 2015 • VOL 348 ISSUE 6241 sciencemag.org SCIENCE

RESEARCH | REVIEW

http://www.rapid.ac.uk
http://dx.doi.org/10.1029/2004RG000166
http://dx.doi.org/10.1126/science.1141304
http://www.ncbi.nlm.nih.gov/pubmed/17702940
http://dx.doi.org/10.1126/science.1141293
http://www.ncbi.nlm.nih.gov/pubmed/17702941
http://dx.doi.org/10.1016/0198-0149(82)90099-1
http://dx.doi.org/10.1175/1520-0442 (2001)014
http://dx.doi.org/10.1126/science.1109496
http://www.ncbi.nlm.nih.gov/pubmed/15994552
http://dx.doi.org/10.1175/2008JCLI2594.1
http://dx.doi.org/10.1038/ngeo1438
http://dx.doi.org/10.1007/s00382-004-0505-y
http://dx.doi.org/10.1038/ngeo462
http://dx.doi.org/10.1038/ngeo462
http://dx.doi.org/10.1002/2013GL057952
http://dx.doi.org/10.1002/2013GL057952
http://dx.doi.org/10.5670/oceanog.1991.07
http://dx.doi.org/10.1038/nature01090
http://dx.doi.org/10.1038/nature01090
http://www.ncbi.nlm.nih.gov/pubmed/12226675
http://dx.doi.org/10.1038/415863a
http://www.ncbi.nlm.nih.gov/pubmed/11859359
http://dx.doi.org/10.1111/j.2153-3490.1961.tb00079.x
http://dx.doi.org/10.1111/j.2153-3490.1961.tb00079.x
http://dx.doi.org/10.1146/annurev.earth.35.081006.131524
http://dx.doi.org/10.1023/A:1016168827653
http://dx.doi.org/10.1029/2011GL047208
http://dx.doi.org/10.1029/2005GL023655
http://dx.doi.org/10.1029/2001GL013246
http://dx.doi.org/10.1016/j.dsr2.2010.10.056
http://dx.doi.org/10.1016/j.dsr2.2010.10.056
http://dx.doi.org/10.1016/j.pocean.2014.10.006
http://dx.doi.org/10.1175/2009JPO4185.1
http://dx.doi.org/10.5194/os-5-421-2009


33. Kanzow et al. (31) and Bryden et al. (32) are in part
responding to Wunsch (96), who had concluded that
detection of AMOC changes by regional measurements “is
probably a mirage.”

34. U. Send, M. Lankhorst, T. Kanzow, Observation of decadal
change in the Atlantic Meridional Overturning Circulation
using 10 years of continuous transport data. Geophys. Res.
Lett. 38, L24606 (2011). doi: 10.1029/2011GL049801

35. J. M. Toole, R. G. Curry, T. M. Joyce, M. McCartney,
B. Peña-Molino, Transport of the North Atlantic Deep
Western Boundary Current about 39°N, 70°W: 2004-2008.
Deep Sea Res. Part II Top. Stud. Oceanogr. 58, 1768–1780
(2011). doi: 10.1016/j.dsr2.2010.10.058

36. J. Fischer, M. Visbeck, R. Zantopp, N. Nunes, Interannual to
decadal variability of the outflow from the Labrador Sea.
Geophys. Res. Lett. 37, L24610 (2010). doi: 10.1029/
2010GL045321

37. C. S. Meinen et al., Temporal variability of the meridional
overturning circulation at 34.5°S: Results from two pilot
boundary arrays in the South Atlantic. J. Geophys. Res. 118,
6461–6478 (2013). doi: 10.1002/2013JC009228

38. Garzoli et al. (97) use expendable bathythermograph data for
2002–2011, so they do not directly measure the AMOC.

39. J. K. Willis, Can in situ floats and satellite altimeters detect
long-term changes in Atlantic Ocean overturning? Geophys.
Res. Lett. 37, L06602 (2010). doi: 10.1029/2010GL042372

40. W. R. Hobbs, J. K. Willis, Midlatitude North Atlantic heat
transport: A time series based on satellite and drifter data.
J. Geophys. Res. 117 (C1), C01008 (2012). doi: 10.1029/
2011JC007039

41. H. Mercier et al., Variability of the meridional overturning
circulation at the Greenland-Portugal OVIDE section from
1993 to 2010. Prog. Oceanogr. 132, 250–261 (2015).
doi: 10.1016/j.pocean.2013.11.001

42. W.-J. von Appen et al., The East Greenland Spill Jet as an
important component of the Atlantic Meridional Overturning
Circulation. Deep Sea Res. Part I Oceanogr. Res. Pap. 92,
75–84 (2014). doi: 10.1016/j.dsr.2014.06.002

43. For reviews of other aspects of the AMOC see (5, 94, 98).
44. See, for example, figures 3 and 5 of (99).
45. Sv = sverdrup = 106 m3 s−1, the standard measurement unit

for ocean circulation.
46. H. L. Bryden, H. R. Longworth, S. A. Cunningham, Slowing of

the Atlantic Meridional Overturning Circulation at 25°N.
Nature 438, 655–657 (2005). doi: 10.1038/nature04385;
pmid: 16319889

47. T. Kanzow et al., Seasonal variability of the Atlantic
Meridional Overturning Circulation at 26.5°N. J. Clim. 23,
5678–5698 (2010). doi: 10.1175/2010JCLI3389.1

48. C. P. Atkinson, H. L. Bryden, J. J.-M. Hirschi, T. Kanzow, On the
seasonal cycles and variability of the Florida Straits, Ekman
and Sverdrup transports at 26°N in the Atlantic Ocean. Ocean
Sci. 6, 837–859 (2010). doi: 10.5194/os-6-837-2010

49. From (47), revising the estimates in (46).
50. G. McCarthy et al., Observed interannual variability of the

Atlantic meridional overturning circulation at 26.5°N. Geophys.
Res. Lett. 39, L19609 (2012). doi: 10.1029/2012GL052933

51. See figure 4 in (94).
52. See figure 1(c) in (100).
53. W. E. Johns et al., Continuous, array-based estimates of Atlantic

ocean heat transport at 26.5°N. J. Clim. 24, 2429–2449
(2011). doi: 10.1175/2010JCLI3997.1

54. S. A. Cunningham et al., Atlantic Meridional Overturning
Circulation slowdown cooled the subtropical ocean. Geophys.
Res. Lett. 40, 6202–6207 (2013). doi: 10.1002/
2013GL058464

55. H. L. Bryden, B. A. King, G. D. McCarthy, E. L. McDonagh,
Impact of a 30% reduction in Atlantic meridional overturning
during 2009–2010. Ocean Sci. 10, 683–691 (2014).
doi: 10.5194/os-10-683-2014

56. The estimate in (55) is slightly higher at 1.45 × 1022 J for the
somewhat different area of 10° to 45°N, 60° to 20°W.

57. NOAA, 2014 The Atlantic hurricane database reanalysis
project, online at www.aoml.noaa.gov/hrd/hurdat/
comparison_table.html (accessed 18-11-14).

58. S. L. Taws, R. Marsh, N. C. Wells, J. Hirschi, Re-emerging
ocean temperature anomalies in late-2010 associated with a
repeat negative NAO. Geophys. Res. Lett. 38, L20601
(2011). doi: 10.1029/2011GL048978

59. A. Maidens et al., The influence of surface forcings on the
prediction of the North Atlantic Oscillation regime of winter
2010/11. Mon. Weather Rev. 141, 3801–3813 (2013).
doi: 10.1175/MWR-D-13-00033.1

60. A. A. Scaife et al., Skillful long-range prediction of European
and North American winters. Geophys. Res. Lett. 41,
2514–2519 (2014). doi: 10.1002/2014GL059637

61. C. Roberts et al., Atmosphere drives recent interannual
variability of the Atlantic meridional overturning circulation at
26.5°N. Geophys. Res. Lett. 40, 5164–5170 (2013).
doi: 10.1002/grl.50930

62. A. Duchez et al., A new index for the Atlantic Meridional
Overturning Circulation at 26°N. J. Clim. 27, 6439–6455
(2014). doi: 10.1175/JCLI-D-13-00052.1

63. D. Smeed et al., Observed decline of the Atlantic Meridional
Overturning Circulation 2004–2012. Ocean Sci. 10, 29–38
(2014). doi: 10.5194/os-10-29-2014

64. A. J. Weaver et al., Stability of the Atlantic Meridional
Overturning Circulation: A model intercomparison. Geophys.
Res. Lett. 39, L20709 (2012). doi: 10.1029/2012GL053763

65. IPCC, Climate Change 2013: The Physical Science Basis,
Working Group I contribution to the Firth Assessment Report
of the IPCC (Cambridge Univ. Press, Cambridge, 2013),
section 12.4.7.2.

66. J. Robson, D. Hodson, E. Hawkins, R. Sutton, Atlantic overturning
in decline? Nat. Geosci. 7, 2–3 (2014). doi: 10.1038/ngeo2050

67. See, for example, Ba et al. (101).
68. A further proxy has been developed recently by (62) using

models and is presently in the process of being applied to
observations.

69. S. Rahmstorf et al., Exceptional twentieth-century slowdown
in Atlantic Ocean overturning circulation. Nat. Clim. Change 5,
475–480 (2015). doi: 10.1038/nclimate2554

70. P. de Vries, S. L. Weber, The Atlantic freshwater budget as a
diagnostic for the existence of a stable shut down of the
meridional overturning circulation. Geophys. Res. Lett. 32,
L09606 (2005). doi: 10.1029/2004GL021450

71. H. L. Bryden, B. A. King, G. D. McCarthy, South Atlantic
Overturning Circulation at 24°S. J. Mar. Res. 69, 38–55
(2011). doi: 10.1357/002224011798147633

72. On bistability, see (70); from a paleo perspective, see (22).
73. S. S. Drijfhout, S. L. Weber, E. van der Swaluw, The stability of

the MOC as diagnosed from model projections for pre-
industrial, present and future climates. Clim. Dyn. 37,
1575–1586 (2011). doi: 10.1007/s00382-010-0930-z

74. See Bamber et al. (102). Weaver et al. (64) suggest that
Greenland meltwater will have little effect on the AMOC even
though it is not accounted for dynamically in the models that
they analyze.

75. S. V. Nghiem et al., The extreme melt across the Greenland
ice sheet in 2012. Geophys. Res. Lett. 39, L20502 (2012).
doi: 10.1029/2012GL053611

76. For example, on the effects of future increases in Arctic
precipitation (freshwater addition) on the AMOC, see under
Methods in Bintanja et al. (103).

77. R. B. Alley, Palaeoclimatic insights into future climate challenges.
Philos. Trans. A Math. Phys. Eng. Sci. 361, 1831–1849 (2003).
doi: 10.1098/rsta.2003.1236; pmid: 14558897

78. P. Valdes, Built for stability. Nat. Geosci. 4, 414–416 (2011).
doi: 10.1038/ngeo1200

79. Most recently, on the link between sea level and AMOC, see
McCarthy et al. (104).

80. R. E. Kopp, Does the mid-Atlantic United States sea level
acceleration hot spot reflect ocean dynamic variability?
Geophys. Res. Lett. 40, 3981–3985 (2013). doi: 10.1002/
grl.50781

81. J. Yin, P. B. Goddard, Oceanic control of sea level rise
patterns along the East Coast of the United States. Geophys.
Res. Lett. 40, 5514–5520 (2013). doi: 10.1002/
2013GL057992

82. T. Rossby, C. N. Flagg, K. Donohue, A. Sanchez-Franks,
J. Lillibridge, On the long-term stability of Gulf Stream transport
based on 20 years of direct measurements. Geophys. Res.
Lett. 41, 114–120 (2014). doi: 10.1002/2013GL058636

83. T. Ezer, Detecting changes in the transport of the Gulf
Stream and the Atlantic overturning circulation from
coastal sea level data: The extreme decline in 2009–2010
and estimated variations for 1935–2012. Global Planet.
Change 129, 23–36 (2015). doi: 10.1016/j.
gloplacha.2015.03.002

84. P. B. Goddard, J. Yin, S. M. Griffies, S. Zhang, An extreme
event of sea-level rise along the Northeast Coast of North
America in 2009-2010. Nat. Commun. 6, 6346 (2015).
doi: 10.1038/ncomms7346; pmid: 25710720

85. X. Chen, K.-K. Tung, Varying planetary heat sink led to global-
warming slowdown and acceleration. Science 345, 897–903
(2014). doi: 10.1126/science.1254937; pmid: 25146282

86. K. E. Trenberth, J. T. Fasullo, G. Branstator, A. S. Phillips,
Seasonal aspects of the recent pause in surface warming.
Nature Clim. Change 4, 911–916 (2014). doi: 10.1038/
nclimate2341

87. Note that a “flip” would take a few years, not a few days as in
the film The Day After Tomorrow.

88. See www.o-snap.org and www.ukosnap.org, with U.S. and
U.K. contributions funded by the National Science Foundation
(NSF) and the Natural Environment Research Council
(NERC), as for RAPID. OSNAP has initial funding for 4 years
of observations.

89. I. J. Ansorge et al., Basin-wide oceanographic array bridges
South Atlantic. Eos 95, 53–54 (2014). doi: 10.1002/
2014EO060001

90. S. Elipot, C. Hughes, S. C. Olhede, J. M. Toole, Coherence of
western boundary pressure at the RAPID WAVE array:
Boundary wave adjustments or deep western boundary
current advection? J. Phys. Oceanogr. 43, 744–765 (2013).
doi: 10.1175/JPO-D-12-067.1

91. S. Elipot, E. Frajka-Williams, C. W. Hughes, J. Willis, The
observed North Atlantic Meridional Overturning Circulation:
Its meridional coherence and ocean bottom pressure. J. Phys.
Oceanogr. 44, 517–537 (2014). doi: 10.1175/JPO-D-13-026.1

92. C. Mielke, E. Frajka-Williams, J. Baehr, Observed and
simulated variability of the AMOC at 26°N and 41°N. Geophys.
Res. Lett. 40, 1159–1164 (2013). doi: 10.1002/grl.50233

93. Reproduced after (55), where further details may be found.
94. M. Srokosz et al., Past, present and future changes in the

Atlantic Meridional Overturning Circulation. Bull. Am.
Meteorol. Soc. 93, 1663–1676 (2012). doi: 10.1175/BAMS-D-
11-00151.1

95. C. Jackson et al., Global and European climate impacts of a
slowdown of the AMOC in a high resolution GCM. Clim. Dyn.
(2015). doi: 10.1007/s00382-015-2540-2

96. C. Wunsch, Mass and volume transport variability in an
eddy-filled ocean. Nat. Geosci. 1, 165–168 (2008).
doi: 10.1038/ngeo126

97. S. L. Garzoli, M. O. Baringer, S. Dong, R. C. Perez, Q. Yao,
South Atlantic meridional fluxes. Deep Sea Res. Part I
Oceanogr. Res. Pap. 71, 21–32 (2013). doi: 10.1016/j.
dsr.2012.09.003

98. M. S. Lozier, Overturning in the North Atlantic. Annu. Rev.
Mar. Sci. 4, 291–315 (2012). doi: 10.1146/annurev-marine-
120710-100740; pmid: 22457977

99. G. Danabasoglu et al., North Atlantic simulations in
Coordinated Ocean-ice Reference Experiments phase II
(CORE-II). Part I: Mean states. Ocean Model. 73, 76–107
(2014). doi: 10.1016/j.ocemod.2013.10.005

100. C. D. Roberts, L. Jackson, D. McNeall, Is the 2004–2012
reduction of the Atlantic meridional overturning circulation
significant? Geophys. Res. Lett. 41, 3204–3210 (2014).
doi: 10.1002/2014GL059473

101. J. Ba et al., A multi-model comparison of Atlantic
multidecadal variability. Clim. Dyn. 43, 2333–2348 (2014).
doi: 10.1007/s00382-014-2056-1

102. J. Bamber, M. van den Broeke, J. Ettema, J. Lenaerts,
E. Rignot, Recent large increases in freshwater fluxes from
Greenland into the North Atlantic. Geophys. Res. Lett. 39,
L19501 (2012). doi: 10.1029/2012GL052552

103. R. Bintanja, F. M. Selten, Future increases in Arctic
precipitation linked to local evaporation and sea-ice retreat.
Nature 509, 479–482 (2014).doi: 10.1038/nature13259;
pmid: 24805239

104. G. D. McCarthy, I. D. Haigh, J. J. Hirschi, J. P. Grist,
D. A. Smeed, Ocean impact on decadal Atlantic climate
variability revealed by sea-level observations. Nature 521,
508–510 (2015). doi: 10.1038/nature14491; pmid: 26017453

ACKNOWLEDGMENTS

This review would not have been possible without the outstanding
work of those who have been involved in making the AMOC
observations at 26.5°N for the past decade, together with
continuing funding from NERC, NSF, and the National Oceanic
and Atmospheric Administration (NOAA). We thank D. Smeed for
the time series in Fig. 2. We pay tribute to all the scientists,
technicians, and crew involved in the many U.K. and U.S. cruises
that have taken place to deploy and recover the observing array
and in the subsequent analysis of the data acquired. We are
grateful to two anonymous reviewers whose comments helped to
improve this review.

10.1126/science.1255575

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1255575-5

RESEARCH | REVIEW

http://dx.doi.org/10.1029/2011GL049801
http://dx.doi.org/10.1016/j.dsr2.2010.10.058
http://dx.doi.org/10.1029/2010GL045321
http://dx.doi.org/10.1029/2010GL045321
http://dx.doi.org/10.1002/2013JC009228
http://dx.doi.org/10.1029/2010GL042372
http://dx.doi.org/10.1029/2011JC007039
http://dx.doi.org/10.1029/2011JC007039
http://dx.doi.org/10.1016/j.pocean.2013.11.001
http://dx.doi.org/10.1016/j.dsr.2014.06.002
http://dx.doi.org/10.1038/nature04385
http://www.ncbi.nlm.nih.gov/pubmed/16319889
http://dx.doi.org/10.1175/2010JCLI3389.1
http://dx.doi.org/10.5194/os-6-837-2010
http://dx.doi.org/10.1029/2012GL052933
http://dx.doi.org/10.1175/2010JCLI3997.1
http://dx.doi.org/10.1002/2013GL058464
http://dx.doi.org/10.1002/2013GL058464
http://dx.doi.org/10.5194/os-10-683-2014
http://www.aoml.noaa.gov/hrd/hurdat/comparison_table.html
http://www.aoml.noaa.gov/hrd/hurdat/comparison_table.html
http://dx.doi.org/10.1029/2011GL048978
http://dx.doi.org/10.1175/MWR-D-13-00033.1
http://dx.doi.org/10.1002/2014GL059637
http://dx.doi.org/10.1002/grl.50930
http://dx.doi.org/10.1175/JCLI-D-13-00052.1
http://dx.doi.org/10.5194/os-10-29-2014
http://dx.doi.org/10.1029/2012GL053763
http://dx.doi.org/10.1038/ngeo2050
http://dx.doi.org/10.1038/nclimate2554
http://dx.doi.org/10.1029/2004GL021450
http://dx.doi.org/10.1357/002224011798147633
http://dx.doi.org/10.1007/s00382-010-0930-z
http://dx.doi.org/10.1029/2012GL053611
http://dx.doi.org/10.1098/rsta.2003.1236
http://www.ncbi.nlm.nih.gov/pubmed/14558897
http://dx.doi.org/10.1038/ngeo1200
http://dx.doi.org/10.1002/grl.50781
http://dx.doi.org/10.1002/grl.50781
http://dx.doi.org/10.1002/2013GL057992
http://dx.doi.org/10.1002/2013GL057992
http://dx.doi.org/10.1002/2013GL058636
http://dx.doi.org/10.1016/j.gloplacha.2015.03.002
http://dx.doi.org/10.1016/j.gloplacha.2015.03.002
http://dx.doi.org/10.1038/ncomms7346
http://www.ncbi.nlm.nih.gov/pubmed/25710720
http://dx.doi.org/10.1126/science.1254937
http://www.ncbi.nlm.nih.gov/pubmed/25146282
http://dx.doi.org/10.1038/nclimate2341
http://dx.doi.org/10.1038/nclimate2341
http://www.o-snap.org
http://www.ukosnap.org
http://dx.doi.org/10.1002/2014EO060001
http://dx.doi.org/10.1002/2014EO060001
http://dx.doi.org/10.1175/JPO-D-12-067.1
http://dx.doi.org/10.1175/JPO-D-13-026.1
http://dx.doi.org/10.1002/grl.50233
http://dx.doi.org/10.1175/BAMS-D-11-00151.1
http://dx.doi.org/10.1175/BAMS-D-11-00151.1
http://dx.doi.org/10.1007/s00382-015-2540-2
http://dx.doi.org/10.1038/ngeo126
http://dx.doi.org/10.1016/j.dsr.2012.09.003
http://dx.doi.org/10.1016/j.dsr.2012.09.003
http://dx.doi.org/10.1146/annurev-marine-120710-100740
http://dx.doi.org/10.1146/annurev-marine-120710-100740
http://www.ncbi.nlm.nih.gov/pubmed/22457977
http://dx.doi.org/10.1016/j.ocemod.2013.10.005
http://dx.doi.org/10.1002/2014GL059473
http://dx.doi.org/10.1007/s00382-014-2056-1
http://dx.doi.org/10.1029/2012GL052552
http://dx.doi.org/10.1038/nature13259
http://www.ncbi.nlm.nih.gov/pubmed/24805239
http://dx.doi.org/10.1038/nature14491
http://www.ncbi.nlm.nih.gov/pubmed/26017453


RESEARCH ARTICLE SUMMARY
◥

VACCINES

A mucosal vaccine against Chlamydia
trachomatis generates two waves of
protective memory T cells
Georg Stary,†* Andrew Olive,† Aleksandar F. Radovic-Moreno,† David Gondek,
David Alvarez, Pamela A. Basto, Mario Perro, Vladimir D. Vrbanac, Andrew M. Tager,
Jinjun Shi, Jeremy A. Yethon, Omid C. Farokhzad, Robert Langer,
Michael N. Starnbach, Ulrich H. von Andrian*

INTRODUCTION: Administering vaccines
through nonmucosal routes often leads to poor
protection against mucosal pathogens, presum-
ably because such vaccines do not generate
memory lymphocytes that migrate to mu-
cosal surfaces. Although mucosal vaccination
induces mucosa-tropic memory lymphocytes,
few mucosal vaccines are used clinically; live
vaccine vectors pose safety risks, whereas
killed pathogens or molecular antigens are
usually weak immunogens when applied to
intact mucosa. Adjuvants can boost immuno-
genicity; however, most conventional mucosal
adjuvants have unfavorable safety profiles.

Moreover, the immune mechanisms of pro-
tection against many mucosal infections are
poorly understood.

RATIONALE: One case in point is Chlamydia
trachomatis (Ct), a sexually transmitted in-
tracellular bacterium that infects >100 million
people annually. Mucosal Ct infections can
cause female infertility and ectopic pregnan-
cies. Ct is also the leading cause of prevent-
able blindness in developing countries and
induces pneumonia in infants. No approved
vaccines exist to date. Here, we describe a Ct
vaccine composed of ultraviolet light–inactivated

Ct (UV-Ct) conjugated to charge-switching syn-
thetic adjuvant nanoparticles (cSAPs). After
immunizingmicewith live Ct, UV-Ct, or UV-Ct–
cSAP conjugates, we characterized mucosal im-
mune responses to uterine Ct rechallenge and
dissected the underlying cellular mechanisms.

RESULTS: In previously uninfected mice, Ct
infection induced protective immunity that
depended on CD4 T cells producing the cyto-

kine interferon-g, whereas
uterine exposure to UV-Ct
generated tolerogenic Ct-
specific regulatory T cells,
resulting in exacerbated
bacterial burden upon Ct
rechallenge. In contrast,

mucosal immunization with UV-Ct–cSAP elic-
ited long-lived protection. This differential
effect of UV-Ct–cSAP versus UV-Ct was be-
cause the former was presented by immuno-
genic CD11b+CD103– dendritic cells (DCs),
whereas the latter was presented by tolero-
genic CD11b–CD103+ DCs. Intrauterine or in-
tranasal vaccination, but not subcutaneous
vaccination, induced genital protection in
both conventional and humanized mice. Re-
gardless of vaccination route, UV-Ct–cSAP al-
ways evoked a robust systemic memory T cell
response. However, only mucosal vaccination
induced a wave of effector T cells that seeded
the uterine mucosa during the first week after
vaccination and established resident mem-
ory T cells (TRM cells). Without TRM cells, mice
were suboptimally protected, even when cir-
culating memory cells were abundant. Opti-
mal Ct clearance required both early uterine
seeding by TRM cells and infection-induced
recruitment of a second wave of circulating
memory cells.

CONCLUSIONS: Mucosal exposure to both
live Ct and inactivated UV-Ct induces antigen-
specific CD4 T cell responses. While immu-
nogenic DCs present the former to promote
immunity, the latter is instead targeted to
tolerogenic DCs that exacerbate host suscep-
tibility to Ct infection. By combining UV-Ct
with cSAP nanocarriers, we have redirected
noninfectious UV-Ct to immunogenic DCs and
achieved long-lived protection. This protec-
tive vaccine effect depended on the synergis-
tic action of two memory T cell subsets with
distinct differentiation kinetics and migra-
tory properties. The cSAP technology offers
a platform for efficient mucosal immunization
that may also be applicable to other mucosal
pathogens.▪

RESEARCH

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1331

The list of affiliations is available in the full article online.
*Corresponding author. E-mail: uva@hms.harvard.edu
(U.H.v.A.); georg_stary@hms.harvard.edu (G.S.) †These
authors contributed equally to this work.
Cite this paper as G. Stary et al., Science 348, aaa8205 (2015).
DOI: 10.1126/science.aaa8205

Protection against C. trachomatis infection after mucosal UV-Ct–cSAP vaccination. Upon
mucosal vaccination, dendritic cells carry UV-Ct–cSAP to lymph nodes and stimulate CD4 Tcells.
Effector T cells are imprinted to traffic to uterine mucosa (first wave) and establish tissue-
resident memory cells (TRM cells). Vaccination also generates circulating memory Tcells. Upon
genital Ct infection, local reactivation of uterine TRM cells triggers the recruitment of the
circulating memory subset (second wave). Optimal pathogen clearance requires both waves of
memory cells.
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VACCINES

A mucosal vaccine against Chlamydia
trachomatis generates two waves
of protective memory T cells
Georg Stary,1†* Andrew Olive,1† Aleksandar F. Radovic-Moreno,2,3† David Gondek,1

David Alvarez,1 Pamela A. Basto,2,3 Mario Perro,1 Vladimir D. Vrbanac,4

Andrew M. Tager,4 Jinjun Shi,6 Jeremy A. Yethon,5 Omid C. Farokhzad,6,7

Robert Langer,2,3 Michael N. Starnbach,1 Ulrich H. von Andrian1,8*

Genital Chlamydia trachomatis (Ct) infection induces protective immunity that depends
on interferon-g–producing CD4 T cells. By contrast, we report that mucosal exposure to
ultraviolet light (UV)–inactivated Ct (UV-Ct) generated regulatory T cells that exacerbated
subsequent Ct infection. We show that mucosal immunization with UV-Ct complexed
with charge-switching synthetic adjuvant particles (cSAPs) elicited long-lived protection
in conventional and humanized mice. UV-Ct–cSAP targeted immunogenic uterine
CD11b+CD103– dendritic cells (DCs), whereas UV-Ct accumulated in tolerogenic
CD11b–CD103+ DCs. Regardless of vaccination route, UV-Ct–cSAP induced systemic
memory T cells, but only mucosal vaccination induced effector T cells that rapidly
seeded uterine mucosa with resident memory T cells (TRM cells). Optimal Ct clearance
required both TRM seeding and subsequent infection-induced recruitment of circulating
memory T cells. Thus, UV-Ct–cSAP vaccination generated two synergistic memory T cell
subsets with distinct migratory properties.

A
lthough subcutaneous (s.c.) or intramus-
cular (i.m.) vaccination can generate ef-
ficient systemic and cutaneous immunity
against many pathogens, vaccination by
these nonmucosal routes often induces little

or no protection at mucosal surfaces (1). A reason
for this shortcoming is thought to be the differ-
ential imprinting of activated effector/memory
lymphocytes in regional lymphoid tissues. These
organs are populated by specialized antigen (Ag)–
presenting dendritic cells (DCs) that induce the
expression of tissue-specific homing receptors
in T and B cells (2–4). Acquisition of tissue tro-
pism enables the preferential migration of Ag-
experienced lymphocytes to regions of the body
that are associated with the secondary lymphoid
organs where Ag was first encountered (2, 3, 5–11).
Thus, whereas intracutaneous, s.c., and i.m. vac-

cines act in peripheral lymph nodes (LNs) to
induce primarily skin-homing memory cells,
mucosal vaccine exposure targets Ags into mucosa-
associated lymphoid tissue (MALT) and focuses
the ensuing memory response toward mucosal
surfaces (6, 12–16). However, only a handful of
mucosal vaccines are currently available for use
in humans, and most of these vaccines consist
of replicating microorganisms, which may them-
selves cause infections in vulnerable individuals
(17). Such safety concerns could be avoided with
nonreplicating vaccines, such as killed pathogens
or inanimate Ags; however, mucosal exposure to
noninfectious Ags is typically insufficient to elicit
a protective immune response unless the Ags
are combined with potent adjuvants that are
often too toxic for use in humans (18, 19).
These immunobiological challenges present

formidable obstacles to the development of ef-
fective vaccines for many mucosal pathogens. One
prominent example among these “intractable”
pathogens is Chlamydia trachomatis (Ct), a Gram-
negative obligatory intracellular bacterium that
infects mucosal epithelial cells. Ct is the most
common sexually transmitted bacterial patho-
gen and is the leading cause of female infertility,
ectopic pregnancy (20–22), and infectious blind-
ness worldwide (23). Clinical trials in the 1960s
with inactivated elementary bodies (EBs), the
infectious form of Ct (24), achieved partial early
protection, but at later stages some vaccinated
individuals experienced more severe symptoms
upon ocular Ct exposure than did placebo re-

cipients (24–30). The underlying mechanism
for this apparently enhanced risk of Ct-induced
pathology after exposure to killed Ct is not
understood. To this day, this persistent uncer-
tainty has stymied further clinical develop-
ment of Ct vaccines.

Effect of uterine mucosal exposure
to live and killed Ct

Here, we used mice to explore the immunolog-
ical consequences of mucosal exposure to live or
killed Ct by performing intrauterine (i.u.) ino-
culations of either infectious Ct (serovar L2 unless
stated otherwise) or ultraviolet light–inactivated
Ct (UV-Ct). The animals were rechallenged with
live Ct 4 weeks later, and uterine bacterial burden
was assessed after 6 days (Fig. 1A). Consistent
with earlier observations in this model (31),
mice that had been previously infected with Ct
acquired protective immunity, as evidenced by
a factor of ~50 reduction in bacterial burden
upon reinfection relative to naïve controls (Fig.
1B). In contrast, the bacterial burden in infected
mice that had been previously exposed to UV-Ct
was greater than in the nonimmunized group
by a factor of 5 to 10. This exacerbated suscep-
tibility to infection in the UV-Ct group was in-
triguingly reminiscent of the reported outcome
of human vaccine trials five decades ago (25–29)
and suggested that inactivated Ct was not merely
“invisible” to the host immune system but some-
how promoted tolerance.
Having thus determined that mucosal expo-

sure to UV-Ct induces a pronounced tolerogenic
immune response in mice, we asked whether
mixing UV-Ct with an adjuvant could convert
UV-Ct into an immunogen that might elicit pro-
tective immunity. However, i.u. injection of UV-Ct
mixed with alum or with two different TLR
agonists, imiquimod (TLR7 ligand) or CpG (TLR9
ligand), not only failed to confer protection but
also rendered mice more susceptible to reinfec-
tion, similar to UV-Ct alone (Fig. 1C). Interest-
ingly, when mice were instead immunized by
s.c. injection, UV-Ct neither provoked a tolero-
genic response nor conferred measurable pro-
tection, even when combined with adjuvants.
Thus, the route of immunization can determine
not only the tissue tropism of effector/memory
cells but apparently also the tolerogenicity of
a given Ag.

Conjugation of UV-inactivated Ct
to charge-switching synthetic
adjuvant particles

In light of these observations, we speculated that
the lack of immunogenicity of i.u. exposure to
crude mixtures of adjuvants with UV-Ct may
have been due to differential permeability of the
intact mucosal barrier to UV-Ct and/or free ad-
juvants. Thus, we reasoned that physical linkage
of an adjuvant to UV-Ct may be necessary to al-
low both vaccine components to cross the epi-
thelial barrier and be acquired by the same
submucosal immunogenic DCs. To test this idea,
we engineeredmodified charge-switching synthetic
particles (cSPs), biodegradable nanocarriers that
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were developed recently to target encapsulated
antibiotics to bacterial surfaces (32). Using an
emulsion-based manufacturing process, cSPs
self-assemble from a triblock copolymer, poly
(D,L-lactic-co-glycolic acid)-b-poly(L-histidine)-
b-poly(ethylene glycol) (PLGA-PLH-PEG), to form
a hydrophobic core (PLGA) and a hydrophilic
surface consisting of PLH and PEG (32). At phys-
iologic pH 7.4, cSPs carry a slight negative sur-

face charge, but acidification to below pH 6.5
induces protonation of PLH imidazole groups,
rendering cSPs cationic and allowing them to
form conjugates with negatively charged bacte-
ria (32). For use in vaccines, we modified cSPs
by incorporating a second hydrophobic polymer,
poly(D,L-lactic acid), that was covalently coupled
to R848 (resiquimod), a potent TLR7/8 agonist
(PLA-R848). Recent work has shown that after

s.c. injection into mice, PEGylated PLA-R848–
containing nanoparticles are phagocytosed by
DCs and release free R848 within endosomes,
resulting in efficient activation of endosomal
TLR7 and DC maturation while minimizing sys-
temic exposure to this adjuvant (33).
Thus, by incorporating R848 into cSPs, we

created charge-switching synthetic adjuvant par-
ticles (cSAPs) that were thenmixed with UV-Ct EBs
in aqueous buffer (Fig. 1D). After acidification,
cSAPs formed conjugates with UV-Ct, as confirmed
by flow cytometry (Fig. 1, E and F), transmission
electron microscopy (Fig. 1G), and dynamic light-
scattering analysis (Fig. 1H). By contrast, synthetic
adjuvant particles (SAPs) that lacked PLH and
could not undergo surface-charge switching failed
to bind UV-Ct and were used as a control.

Effect of uterine mucosal vaccination
with UV-Ct–cSAP conjugates

Having verified that cSAPs serve as an effective
tool to attach a potent small-molecule adjuvant,
R848, to UV-Ct, we compared the effect of i.u.
exposure to UV-Ct alone or UV-Ct mixed with
free SAPs (UV-Ct + SAP) or conjugated with either
cSAPs (UV-Ct–cSAP) or adjuvant-free cSPs (UV-
Ct–cSP), using the same i.u. prime/challenge pro-
tocol as above. Again, preconditioning with UV-Ct
rendered mice hypersusceptible to subsequent
Ct challenge, and this tolerogenic effect was
preserved in animals that had received UV-Ct +
SAP or UV-Ct–cSP (Fig. 2A). By contrast, bacterial
clearance was accelerated in mice that had been
immunized with UV-Ct–cSAP (Fig. 2B). Remark-
ably, the extent of vaccine-induced protection was
equivalent, if not superior, relative to animals with
“natural”memory after previous Ct infection. These
results were independently confirmed when uteri
of challenged mice were analyzed by blinded ob-
servers for the presence of infectious Ct by in vitro
testing of tissue extracts for inclusion-forming
units in McCoy cells (Fig. 2C and fig. S1). Robust
protection was also achieved when cSAPs were
conjugated to formalin-inactivated Ct (fig. S2A) or
to another UV-inactivated strain of Ct, serotype E
(Ct-E) (fig. S2B), or to C. muridarum (Cm), a mouse-
adapted strain (Fig. 2D).
Although pathological changes in murine uteri

infected with human-adapted strains of Ct are
variable, infection of naïve mice with Cm caused
reproducible tissue damage resulting in accumu-
lation of serous exudate in fallopian tubes (hy-
drosalpinx), reminiscent of the pathology induced
by chronic Ct infection in humans. By contrast,
animals that had received i.u. UV-Cm–cSAP vac-
cination were profoundly protected against hy-
drosalpinx formation relative to naïve animals or
recipients of UV-Cm alone (Fig. 2E).
The differential effects of i.u. conditioning with

UV-Ct–cSAP and UV-Ct persisted unabated for
at least 6 months; the former continued to afford
profound protection, whereas the latter predis-
posed to enhanced susceptibility to Ct rechallenge.
These findings indicate that mucosal exposure
to UV-Ct in both immunogenic and tolerogenic
contexts elicits sustained and qualitatively un-
changing memory (Fig. 2F).
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Fig. 1. Differential effects of immunization with Ct/UV-Ct and conjugation of UV-Ct with syn-
thetic nanoparticles. (A) Schematic diagram of the immunization and challenge protocol for Fig. 1, B
and C; Fig. 2, A, B, C, and F; Fig. 3, A and B; Fig. 4, E and F; Fig. 6A; and figs. S4 and S7. Mice were
immunized with Ct, UV-Ct, UV-Ct–cSAP, or UV-Ct mixed with control nanoparticles (Ct, live Chlamy-
dia trachomatis; UV-Ct, inactivated Chlamydia trachomatis; UV-Ct–cSAP, inactivated Chlamydia tra-
chomatis complexed with charge-switching synthetic adjuvant particles; UV-Ct + SAP, inactivated
Chlamydia trachomatis mixed with synthetic adjuvant particles (not attached to UV-Ct); UV-Ct–
cSP–inactivated Chlamydia trachomatis complexed with charge-switching synthetic particles (with-
out adjuvant)) via intrauterine (i.u.), intranasal (i.n.), or subcutaneous (s.c.) routes. Challenge with
live Ct was always i.u. (B) Uterine Ct burden was measured by qPCR 6 days after i.u. challenge with
live Ct in naïve mice and in animals that had been immunized 4 weeks earlier by i.u. injection of infec-
tious Ct or UV-Ct. Data are pooled from 4 independent experiments (n = 20 mice per group; **P <
0.01, ***P < 0.001; one-way ANOVA followed by Bonferroni posttest). (C) Ct burden after i.u. or s.c.
immunization with UV-Ct mixed with adjuvants: alum, aluminum hydroxide; IMQ, imiquimod; CpG,
CpG oligodeoxynucleotide type C (n = 5 to 7 mice per group; **P < 0.002, ***P < 0.001; one-way
ANOVA followed by Bonferroni posttest). (D) Schematic representation of surface charge-switching
synthetic adjuvant particle (cSAP) production and conjugation to UV-Ct. (E and F) UV-Ct stained
with BacLight was incubated with Alexa Fluor488–labeled cSAP or SAP at pH 7.4 or 6.0. (E) Represent-
ative FACS plots and (F) quantification of nanoparticle conjugates with UV-Ct from two independent
experiments. ***P < 0.001; ns, not significant; two-tailed t tests. (G) A representative cryo–transmission
electron micrograph of a UV-Ct–cSAP cluster showing cSAP in red and UV-Ct in blue. Scale bar, 100 nm.
(H) Dynamic light scattering profiles of UV-Ct–cSAP, cSAP, and UV-Ct alone. The population distribution
is representative of the volume scattering intensity. Data are representative of 10 independent experi-
ments. Error bars represent mean T SEM.
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UV-Ct–cSAP vaccination induces
Ct-specific protective T helper 1
memory cells
Because the charge-based conjugation of cSAPs
to UV-Ct was apparently sufficient not only to
permanently avert the default tolerance response
to UV-Ct but also to produce robust long-term
protective immunity that prevented infection-
induced tissue damage, we set out to dissect the
underlying immunological mechanisms. Recent
clinical evidence suggests that humans develop
at least partially protective immunity upon clear-
ance of genital Ct infection, whereby interferon
(IFN)–g production, presumably by T helper 1 (TH1)
cells, was inversely correlated with the risk for
reinfection (34–36). Although mechanistic infor-
mation in humans is sparse and far from de-
finitive, the available data are consistent with
experiments in mice where bacterial clearance
after genital Ct or Cm infection is known to re-
quire TH1 cells (31, 37, 38). Mouse experiments
have also shown that during Ct or Cm infection,
naïve T cells (TN cells) differentiate into effector
T cells (TEff cells) in uterus-draining lymph nodes
(LNs), and these TEff cells are then recruited to
the genital mucosa to mediate bacterial clear-
ance (39–41). TH1 cells are also a key component
of long-term protective memory after infection,
although a role for B cells and antibodies has
also been reported (42–47).
Our analysis of UV-Ct–cSAP immunized mice

revealed a robust Ct-specific antibody response
that was equivalent to that elicited by Ct infection
and about twice as great as in UV-Ct–exposed
mice (fig. S3A). Moreover, i.u. immunization with

UV-Ct–cSAP increased uterine mucosa-resident
CD8 T cells (fig. S3B) as well as CD4 T cells (see
below). To determine which component(s) of
this multifaceted response to UV-Ct–cSAP were
required for mucosal protection, we measured
bacterial burdens after genital Ct infection in
vaccinated mutant mice that lacked either B
cells (mMt mice, which contain a deletion of the
IgM heavy chain) or CD8 T cells (Cd8−/− mice) or
CD4 T cells [B6.129S2-H2dlAb1-Ea/J (referred to as
MHC-II−/−) mice (48)] or both B and T cells
(Rag2−/− mice). Neither the absence of B cells
nor that of CD8 T cells had a detectable impact
on bacterial levels, whereas Rag2−/− mice (fig. S4)
and MHC-II−/− mice were completely unprotected
against Ct challenge (Fig. 3A). Of note, unlike
wild-type animals, mice that were devoid of CD4
T cells did not suffer increased bacterial burdens
after UV-Ct conditioning, indicating that CD4+ T
cells are needed not only for pathogen clearance
but also for UV-Ct–induced tolerance.
Because the above experiments demonstrated

that CD4 T cells are required for the sequelae
of both UV-Ct and UV-Ct–cSAP exposure, we
asked whether CD4 T cells alone were suffici-
ent to confer these effects. Thus, we adoptively
transferred purified leukocyte subsets from im-
munized mice to naïve recipients that were
subsequently challenged with Ct. Partial protec-
tion against genital Ct challenge was achieved
after transferring 107 splenic CD4 T cells from
mice that had received i.u. injections of either Ct
or UV-Ct–cSAP, whereas transfer of CD8 T cells
or T cell–depleted splenocytes had no effect
(Fig. 3B). Transfer of CD4 T cells from UV-Ct–

conditioned donors conferred enhanced sus-
ceptibility to infection.
Having determined that CD4 memory T cells

are both necessary and sufficient for Ct-specific
protective memory, as well as tolerance, after im-
munization with UV-Ct–cSAP and UV-Ct, re-
spectively, we asked how Ct-specific CD4 TN cells
respond to either stimulus, as compared to Ct
infection. To this end, we adoptively transferred
TN cells from CD90.1+ transgenic NR1 mice (40),
in which most CD4 T cells express a Ct-specific
T cell receptor (TCR) (fig. S5), into groups of con-
genic (CD90.2+) hosts that were subsequently
immunized i.u. with Ct, UV-Ct, or UV-Ct–cSAP.
Four days later, NR1 cells had responded identi-
cally to Ct infection andUV-Ct–cSAP immunization;
they had vigorously proliferated and expanded
in the draining LNs (Fig. 3, C and D), and they
also accumulated in the uterine mucosa (Fig. 3E).
Moreover, upon in vitro rechallenge with UV-Ct
pulsed autologous DCs, the vast majority of uter-
ine and LN-resident NR1 cells in both groups
produced one or more effector cytokines, includ-
ing IFN-g, interleukin (IL)–2, and tumor necrosis
factor (TNF)–a (Fig. 3F). By contrast, in UV-Ct–
exposed animals, NR1 cells showed less prolif-
eration and accumulation in LNs and uterus,
and they secreted little or no cytokines, similar
to TN cells.

Mucosal exposure to UV-Ct generates
Ct-specific regulatory T cells

Although the encounter of UV-Ct evoked a blunted
TEff response by Ct-specific CD4 T cells, this effect
alone cannot explain why UV-Ct enhanced host
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Fig. 2. Intrauterine immuni-
zation with UV-Ct–cSAP pro-
tects against challenge with
live Ct. (A) Ct burden after i.u.
challenge with live Ct 4 weeks
after immunization (n = 4 to 10
mice per group; **P < 0.01,
***P < 0.001). (B and C) Time
course of Ct burden after i.u. Ct
challenge 4 weeks after immu-
nization (n = 4 mice per group
per time point, ***P < 0.001)
measured by (B) qPCR or (C)

in vitro assessment of inclusion-forming units (IFUs). (D) Ct burden after intravaginal challenge with Cm 4 weeks after immunization with Cm and UV-
Cm–cSAP. n = 3 or 4 mice per group; ***P < 0.001. (E) Gross uterine pathology determined as hydrosalpinx score 4 weeks after intravaginal challenge of
immunized and naïve mice with Cm (n = 8 mice per group; **P < 0.01, ***P < 0.001. (F) Ct burden after i.u. Ct challenge 6 months after i.u. immunization
(n = 4 to 10 mice per group; ***P < 0.001). Statistical differences were assessed using one-way ANOVA followed by Bonferroni posttest.
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susceptibility to subsequent Ct infection. The
apparent tolerogenicity of UV-Ct clearly de-
pended on CD4 T cells, because UV-Ct did not
tolerize MHC-II−/− mice (Fig. 3A), whereas adop-
tive transfer of CD4T cells fromUV-Ct–conditioned
wild-type mice conferred tolerance to naïve re-
cipients (Fig. 3B). Thus, we hypothesized thatmu-
cosal UV-Ct exposure not only may compromise
TEff differentiation of Ct-specific TN cells but also
may instigate an alternative “career decision”
driving CD4 TN cells to differentiate into FoxP3+

CD25+ regulatory T cells (Tregs). To test this idea,
we adoptively transferred to naïve hosts TN

cells from NR1xFoxP3-eGFP donors after sorting
the enhanced green fluorescent protein (eGFP)–
negative fraction (i.e., non-Treg). Recipients were
then immunized with live Ct, UV-Ct, or UV-Ct–

cSAP. Indeed, there was a massive increase in
FoxP3-eGFP+CD25+ NR1 cells in the draining
LNs (Fig. 4, A and B) and uterus (Fig. 4, C and D)
of UV-Ct–exposed mice, whereas very few NR1
cells assumed a Treg phenotype in response to
Ct infection or UV-Ct–cSAP vaccination. Because
a priori eGFP+ Tregs had been removed before
TN transfer, the appearance of eGFP+ Tregs after
UV-Ct exposure was due to conversion of con-
ventional TN cells rather than to expansion of
existing Tregs. These newly induced Tregs were
required for tolerance to Ct infection, because
anti-CD25–mediated Treg depletion in UV-Ct–
treated mice reduced uterine Ct burden upon
subsequent infection to levels comparable to naïve
mice (Fig. 4E). Moreover, UV-Ct–conditioned
Il10−/− mice did not suffer enhanced bacterial

burdens upon i.u. Ct challenge (Fig. 4F), which
suggests that the de novo induced Ct-specific
Tregs exerted their tolerogenic activity through
the IL-10 pathway.

Differential mucosal antigen uptake
and presentation by uterine
dendritic cell subsets

What mechanisms are responsible for the differ-
ential T cell response to Ct or UV-Ct–cSAP versus
UV-Ct? To address this question, we examined the
phenotype and function of the three predominant
uterus-resident MHC-II+ leukocyte populations
(fig. S6A): F4/80+CD11b+ macrophages that were
CD11c–/low, CD103–, and expressed variable levels
of CX3CR1, as well as two equally sized subsets of
CD11c+F4/80– DCs. One DC subset was CD103+
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Fig. 3. Intrauterine immunization with
UV-Ct or UV-Ct–cSAP leads to differen-
tial activation of Ct-specific CD4+ T cells.
(A) Ct burden after i.u. Ct challenge of
MHC-II−/−, CD8−/−, or mMt mice 4 weeks
after immunization (n = 2 to 11 mice per
group; ***P < 0.001). (B) Ct burden in i.u.
infected mice that received adoptive
transfers of leukocyte subsets from naïve or
immunized donors. Pooled data from two
independent experiments (n = 4 to 7 mice
per group; ***P < 0.001). (C to F) Flow
cytometric analysis of Ct-specific NR1 cells
in uterus and draining iliac LNs 4 days
after i.u. immunization. (C) NR1 cell prolif-
eration in uterus draining LNs. Representa-
tive histograms show CFSE dilution, a
measure of T cell proliferation, in one of
three independent experiments. [(D) and
(E)] Absolute number of NR1 cells recovered
from (D) iliac LNs and (E) the uterus. (F)
Intracellular cytokine staining for TNF-a,
IFN-g, and IL-2 in iliac LN-derived NR1 cells
after ex vivo restimulation with Ag-pulsed
DCs. Data are shown as percentage of total
NR1 cells expressing each combination of
cytokines (n = 5 mice per group; *P < 0.05). Statistical differences were
assessed using one-way ANOVA followed by Bonferroni posttest.
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and expressed neither CD11b nor CX3CR1; the
second DC population was CD103–CD11b+CX3CR1+

(fig. S6B). All three populations were negative
for CD207/Langerin and CD301b. Each of these
candidate Ag-presenting cells (APCs) was sorted
from single-cell suspensions of uteri or draining
LNs of naïve and challenged mice and tested
for Ct content and ability to stimulate NR1 TN
in vitro and in vivo (Fig. 5A). At 18 hours after
i.u. exposure to Ct, UV-Ct, or UV-Ct–cSAP, uterine
APCs had not changed significantly in total
number or composition (fig. S6, C and D), and
the amount of Ct-derived genetic material [deter-
mined by quantitative polymerase chain reac-
tion (qPCR)] acquired by both macrophages and
CD326+ mucosal epithelial cells was similar in
each group (Fig. 5B). By contrast, marked differ-
ences were apparent among the two DC subsets:
live Ct and UV-Ct–cSAP were primarily acquired
by CD103– DCs, whereas UV-Ct accumulated pref-
erentially in CD103+ DCs. Similarly, at 24 hours
after challenge, when sorted APCs were isolated
from uterus-draining LNs, bacterial loads were

exclusively detected in CD103– DCs after genital
exposure to Ct and UV-Ct–cSAP but not UV-Ct
(Fig. 5C).
Consistent with the differential acquisition of

Ct-derived genetic material, 3-day cocultures of
purified uterine APC subsets with NR1 TN cells
revealed that CD103– DCs were singularly effi-
cient at inducing T cell proliferation when they
had been isolated from animals exposed to either
Ct or UV-Ct–cSAP. By contrast, among UV-Ct–
exposed APCs, only the CD103+ DCs promoted
substantial proliferation of NR1 T cells, whereas
macrophages failed to induce T cell prolifera-
tion regardless of the immunization regimen
(Fig. 5D). This differential APC activity was re-
capitulated when APC subsets were isolated from
vaccinated animals and injected into footpads
of naïve mice that had previously received NR1
TN cells; CD103– DCs, but not CD103+ DCs or
macrophages, from Ct-infected and UV-Ct–cSAP–
immunized mice stimulated NR1 TN cell prolif-
eration in the recipients’ draining LNs (Fig.
5E). Footpad injection of sorted CD103+ DCs

did not promote a significant in vivo response
by NR1 cells in this experimental setting; how-
ever, when CD103+ DCs were isolated from UV-Ct–
conditioned donors and exposed in vitro to NR1
TN cells, they uniquely promoted the appear-
ance of FoxP3+CD25+ Tregs (Fig. 5F).
In line with these functional observations,

18 hours after Ct infection or UV-Ct–cSAP im-
munization, uterine CD103– DCs preferentially
up-regulated immunostimulatory molecules, in-
cluding CD80, CD86, and IL-12 (Fig. 5G and
fig. S6E). In contrast, upon immunization with
UV-Ct, CD103+ DCs selectively up-regulated cer-
tain anti-inflammatory pathways, including PD-L2
and IL-10. However, other markers of tolerogenic
APCs either remained unchanged or were unde-
tectable on uterine CD103+ DCs, such as PD-L1
and RALDH, respectively.
We conclude that after mucosal exposure to

live Ct and UV-Ct–cSAP, antigenic material is
preferentially acquired and transported to the
draining LNs by local immunostimulatory CD103–

DCs, whereas exposure to UV-Ct results in Ag
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Fig. 4. UV-Ct–induced tolerance is me-
diated by FoxP3+ NR-1 cells. (A to D)
Sorted GFP– NR1xFoxP3-eGFP TN cells
were adoptively transferred to naïve mice
prior to immunization. Total GFP+CD25+

NR1 cells (CD4+Vb8.3+Va2+) were enu-
merated by FACS in single-cell suspen-
sions of iliac LNs [(A) and (B)] and uterus
[(C) and (D)] 4 days after immunization
and are shown as representative con-
tour plots of NR1 cells [(A) and (C)] and
percent of total NR1 cells [(B) and (D)]
(n = 5 mice per group; **P < 0.01). (E)
Ct burden after i.u.Ct challenge 4weeks

after immunization with Ct, UV-Ct, or UV-Ct–cSAP. In some animals Tregs were depleted with CD25 mAb (clone PC61) while the other groups received
isotype-matched IgG 3 days before and after challenge (n = 6 mice per group; ***P < 0.001). (F) Ct burden after i.u. challenge with live Ct 4 weeks after
immunization of Il10−/− mice (n = 5 to 11 mice per group; *P < 0.05, **P < 0.01, ***P < 0.001). Error bars depict mean T SEM. Statistical differences were
assessed using one-way ANOVA followed by Bonferroni posttest.

RESEARCH | RESEARCH ARTICLE



acquisition by a tolerogenic DC subset that ex-
presses CD103, leading to the induction of Tregs
that then shift the balance from protection to
long-lived tolerance in the genital mucosa. Of
note, a similar division of labor between CD103+

and CD103– DCs has been described for the in-
duction of intestinal tolerance and immunity,
respectively (49). The differential Ag uptake
by intestinal DC subsets is regulated by other
mucosa-resident cell types (50–52); however, the

mechanism(s) that regulate differential Ag acqui-
sition by uterine DCs remain to be identified.

The route of administration determines
UV-Ct–cSAP vaccine efficacy

Having established that targeting of uterine
CD103– DCs by transcervical application of UV-
Ct–cSAP generates long-term protection against
genital Ct infection, we asked whether other
routes of immunization could recapitulate this

effect. Thus, mice were immunized with UV-Ct–
cSAP either s.c. or intranasally (i.n.) and then
challenged by i.u. Ct infection. Consistent with
our experiments using mixtures of UV-Ct with
conventional adjuvants (Fig. 1C), s.c. immuniza-
tion with live Ct or UV-Ct–cSAP failed to protect
(Fig. 6A). By contrast, exposure of nasopharyngeal
mucosa to live Ct or UV-Ct–cSAP rendered mice
resistant to genital Ct infection akin to i.u. im-
munization, and this cross-mucosal protective
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Fig. 5. Distinct uterine DC
subsets acquire Ags after i.u.
Ct and UV-Ct–cSAP versus
UV-Ct immunization and
induce differential responses
by Ct-specific T cells in vitro
and in vivo. (A) Schematic dia-
gram of the experimental
protocol for (B) to (F). Mice were
immunized i.u. with Ct, UV-Ct, or
UV-Ct–cSAP. At indicated time
points thereafter, CD45+MHC-II+

APC subsets were isolated from
uteri and LNs and FACS sorted
according to CD103 and F4/80
expression. (B and C) Uptake of
Ct per 1000 sorted APCs in the
uterus (B) and draining LN (C)
was measured by qPCR. Isolated
uterine CD326+ epithelial cells
(EC) served as positive control
for uterine samples. Data are
pooled from two independent
experiments. Mac, macro-
phages; DC, dendritic cells. n = 2
to 7; broken line, limit of detec-
tion; *P < 0.05, **P < 0.01, ***P <
0.001. (D) In vitro proliferation
of NR1 TN was determined by
CFSE dilution after incubation
with sorted APC subsets for
3 days (n = 4 mice per group; *P <
0.05). (E) In vivo proliferation of
CFSE-labeled CD90.1+ NR1 cells
in a draining popliteal LN 3 days
after footpad injection of APC
subsets (n = 4 mice per group;
*P < 0.05). (F) FoxP3-eGFP–
depleted NR1 cells were incu-
bated in vitro with sorted APC
subsets. Frequencies of FoxP3-
eGFP+ Tregs were determined by
flow cytometry after 3 days
(n = 4 mice per group; *P <
0.05). (G) Eighteen hours after
immunization, uterine DC sub-
sets were analyzed by FACS for
indicated markers (n = 4). Error
bars represent mean T SEM.
Statistical differences were
assessed using one-way ANOVA
followed by Bonferroni posttest.
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effect persisted unabated for at least 6 months
(fig. S7). Interestingly, unlike i.u. conditioning with
UV-Ct, neither i.n. nor s.c. exposure to UV-Ct en-
hanced the animals’ susceptibility to genital Ct
challenge, which suggests that the rules that
govern regional immunity versus tolerance in
the uterus may be distinct.

Rapid seeding of uterine mucosa
with resident memory T cells (TRM cells)
after mucosal but not subcutaneous
UV-Ct–cSAP vaccination

The fact that percutaneous immunization was
ineffective, while vaccination via two distant mu-
cosal routes generated potent protection against
genital Ct infection, implied that protective CD4
T cells required priming in a MALT environ-

ment for efficient mucosal targeting (12). To
further investigate this idea, we adoptively trans-
ferred 104 NR1 TN cells into mice that were then
immunized via different routes with UV-Ct–cSAP.
Regardless of immunization route, the burst size
of NR1 TEff cells in peripheral blood was equiv-
alent in magnitude and peaked on day 5 (Fig. 6B).
Similarly, 7 days and 30 days after i.n., s.c., or
i.u. vaccination, NR1 cells were equally repre-
sented in blood, spleen, LNs, and liver, indicating
that the route of immunization did not affect the
differentiation or trafficking of TEff cells and
memory cells to these nonmucosal sites (Fig. 6C).
By contrast, i.u. and i.n. immunization generated
Ag-experienced NR1 cells in the lung and uterus,
while s.c. vaccination failed to generate mucosa-
resident TEff cells (fig. S8, A to C). A closer exam-

ination of the kinetics of uterine TEff recruitment
showed that NR1 TEff numbers increased gradu-
ally after i.n. vaccination, reaching a plateau on
day 7. By contrast, i.u. vaccination resulted in a
larger peak of uterus-resident NR1 cells on day 7
followed by contraction of the resident T cell pool
over the next several days (Fig. 6D). By day 9, both
mucosal vaccination strategies had elicited rough-
ly similar uterus-resident T cell numbers, whereas
NR1 cells remained essentially undetectable in
uteri of s.c. immunized mice.

A critical protective role for uterine TRM

cells upon transcervical Ct challenge

The above results suggested that two distinct
pools of Ct-specific memory T cells were induced:
One population was modest in size and consisted
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Fig. 6. Generation and protective function of
uterus-resident and systemic memory T cell
subsets induced by intranasal UV-Ct–cSAP
vaccination. (A) Ct burden was determined by
qPCR after i.u. Ct challenge 4 weeks after s.c. or
i.n. immunization (n = 5 to 8mice per group). (B)
Time course of circulating NR1 TEff cells during
days 1 to 11 after immunization (n = 4 mice per
group). (C) Total number of NR1 cells recovered
from indicated tissues on days 7 and 30 after i.n.,
s.c., or i.u. immunization. LN, mesenteric lymph
node. (D) Time course of uterine NR1 cell accu-
mulation during days 1 to 11 after immunization
(n = 4 mice per group). (E) Schematic protocol
for timed neutralization of a4 integrins in the
three groups of UV-Ct–cSAP vaccinated mice
shown in (F) and (G). (F) Total number of uterus-
resident NR1 cells determined by flow cytometry
(n =4mice per group). (G) UterineCt burden 3 days
after i.u. Ct challenge. Data are from two independent experiments; n = 4 to 8 mice per group. Statistical differences were assessed using one-way ANOVA
followed by Bonferroni posttest.
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of mucosa-resident TRM cells that arose from
TEff cells that accessed the uterus early after
mucosal (but not s.c.) priming. The pronounced
spike in early NR1 TEff cell accumulation that
was seen after i.u. (but not i.n.) vaccination was
presumably a consequence of local tissue irri-
tation that spurred inflammatory recruitment
signals in the uterus. It is unlikely that i.n. vac-
cination altered the steady-state milieu in the
uterus, so the fact that uterine TEff cell numbers
increased steadily during the first 7 days after
i.n. vaccination suggests the presence of con-
stitutive mucosal recruitment signals for circu-
lating TEff cells. Although the nature of these
steady-state signals remains to be elucidated, our
results indicate that TEff cells were selectively
“imprinted” by mucosal (i.e., uterine or naso-
pharyngeal) APCs to engage this uterine recruit-
ment pathway, whereas TEff cells generated in
skin-draining LNs apparently lacked the pre-
requisite traffic molecule(s) for uterine homing.
Moreover, the longevity of protection after i.n.
vaccination (fig. S7) indicates that TEff cells that
accessed the uterus gave rise to TRM cells that
persisted for at least six months without requir-
ing the presence of local Ag.
The second vaccine-induced memory cell pop-

ulation was much larger than the number of
uterus-resident TRM cells and resided in blood
and lymphoid tissues, where these cells are thought
to survey the body for recall Ag (53). Although
systemic memory cells were elicited by all im-
munization routes, their protective capacity may
vary because of differential imprinting of mu-
cosal homing pathways during the priming phase
(2–4). For example, recent work has shown that
protective CD4 T cells require the a4b1 integrin
to access uterine mucosa (54). We made use of
this fact to assess the relative contribution by
each memory pool to the clearance of a recur-
rent Ct infection (Fig. 6E). To this end, we
adoptively transferred NR1 TN cells into three
groups of mice that then received i.n. UV-Ct–cSAP
vaccination. Three days later, when activated NR1
TEff first appeared in the blood, animals in group
1 were given rat IgG every 48 hours and served as
controls in which memory cells had continuous
access to the uterus; group 2 received injections
of a blocking a4 integrin monoclonal antibody
(mAb) every 48 hours, thus preventing uterine T
cell homing throughout the experiment; group
3 received control IgG from day 3 to day 7, al-
lowing the first wave of Ct-specific TEff cells to
seed the uterine mucosa. On day 9, when i.n.
vaccinated control mice had established a stable
uterine TRM cell pool (Fig. 6D), all groups were
either challenged by i.u. inoculation of Ct or left
unchallenged, and group 3 was then switched
to treatment with a4 integrin mAb to prevent
the secondary recruitment of circulating mem-
ory cells to the uterus. Animals were sacrificed on
day 13 after immunization to assess uterine bacte-
rial burden and/or NR1 cell distribution.
As expected (54), a4 integrin blockade in groups

2 and 3 profoundly affected the accumulation
of both NR1 and endogenous CD4 T cells in the
infected uterus but had no significant effect on

CD4 T cells in the spleen (Fig. 6F and fig. S9, A
to C). However, although continuous mAb treat-
ment in group 2 essentially abrogated NR1 cell
trafficking to both steady-state and infected uteri,
the number of uterine NR1 cells in group 3 was
significantly higher than in group 2 and equiv-
alent to that in uninfected uteri of group 1. Ct
infection in group 1 induced a factor of ~5 in-
crease in uterine NR1 cells, whereas late inhibition
of a4 integrins in group 3 completely prevented
this secondary boost in uterine NR1 cell numbers.
There was no difference between groups 1 and
3 in challenge-induced BrdU uptake or Ki-67
expression (a marker of ongoing cell division) by
NR1 cells, indicating that mucosa-resident and
newly recruited memory cells have a similar pro-
liferative capacity (fig. S9D). Thus, the difference
in mucosal T cell numbers between Ct-challenged
animals in group 1 and group 3 likely reflects
the a4 integrin–dependent influx of circulating
TEff that occurred in response to infection-induced
recruitment signals in the uterus (9). By contrast,
the difference between groups 2 and 3 provides a
measure for the number of vaccine-induced TEff
that accessed the uterus early after priming and
prior to Ct infection. Remarkably, although the
total number of uterus-resident NR1 cells in group
3 was modest, the bacterial burden was reduced
by an order of magnitude relative to naïve mice or
animals in group 2, which remained completely
unprotected (Fig. 6G). However, bacterial burdens
in group 1 were even further reduced than in
group 3, indicating that both tissue-resident and
circulating T cells are needed to achieve optimal
clearance of Ct. These findings confirm that the
migration of both tissue-resident and circulating
CD4+ T cells into uterine mucosa depend on a4
integrins, presumably the a4b1 heterodimer (54).
It is likely that additional trafficking mole-
cules, such as chemokines, are involved in a
tissue-specific multistep adhesion cascade for T
cell recruitment to normal uterine mucosa (53),
but the molecular identity of these constitutive
traffic signals remains to be determined.

Circulating memory T cells induced
by mucosal vaccination confer partial
protection against Ct rechallenge

Having documented the protective capacity of
mucosal TRM cells, we next asked whether cir-
culating memory cells can be protective in the
absence of preexisting TRM cells. To this end, we
performed parabiosis surgery to generate pairs
of congenic (CD45.1/CD45.2) mice, which estab-
lish a shared circulatory system, allowing ge-
netically traceable hematopoietic cells from each
animal to access the blood and tissues of a con-
joined partner (55). Control experiments showed
that CD4 T cell chimerism (the ratio of partner-
derived:endogenous cells) in blood was minimal
on day 3 after surgery but approached ~35:65 and
50:50 on days 4 and 5, respectively (fig. S10).
Having thus determined that the earliest time
point for circulating T cells to gain access to a
parabiotic partner’s tissues is on day ~4 after sur-
gery, we performed a series of timed parabiosis
experiments in congenic pairs of CD90.2+ mice,

whereby the CD45.1+ animal in each pair was
given genetically tagged (CD90.1+) NR1 TN cells,
and both mice were immunized with UV-Ct–
cSAP on the following day (day 0). Congenic pairs
were subdivided into six groups: two groups un-
derwent parabiosis surgery on day –14 or –1
before immunization, and four groups were
parabiosed on day 1, 4, 14, or 21 after immuni-
zation (Fig. 7A). Six weeks after vaccination, the
number of uterine NR1 TRM cells was similar in
all parabionts that had been conjoined on or
before day 1 (Fig. 7B). In contrast, when para-
biosis was initiated on day 4 or thereafter, the
number of NR1 cells in uteri of nonimmunized
CD45.2+ partners of immunized CD45.1+ animals
was equivalent to that in completely naïve para-
biotic pairs. These results imply that a transient
wave of MALT-derived TEff cells gave rise to most,
if not all, uterine TRM cells within the first 7 days
after immunization. Little or no further T cell
recruitment to the uterus occurred after this time
point. These findings are in perfect agreement
with the time course of TEff cell accumulation in
uteri of conventional mice, which increased until
day 7 and plateaued thereafter (Fig. 6D).
To assess the protective capacity of the cir-

culating memory subset, we devised a modifi-
cation of the above protocol (Fig. 7C), whereby
two groups of congenic mice were paired and
each CD45.2+ partner received 105 NR1 TN cells
followed by i.n. UV-Ct–cSAP vaccination. Ani-
mals in group A were vaccinated 2 weeks after
parabiosis, while in group B, vaccination preceded
parabiosis by 2 weeks. After another 2 weeks,
both partners were challenged with Ct. Four days
later, infected uteri in both vaccinated and naïve
parabiotic animals had recruited substantial num-
bers of Ct-specific NR1 cells (Fig. 7, D and E) that
exceeded those recovered from uninfected uteri
of vaccinated mice (Figs. 6D and 7B). Uterine
NR1 cell recruitment was markedly enhanced
in all parabionts in group A, where Ct-specific
memory cells had been generated after a shared
circulation was already established so NR1 TRM
cells could seed uteri of both partners (Fig. 7D).
By contrast, in group B, parabiosis was performed
after the early wave of mucosa-seeding TEff cells
had subsided, so uterus-resident NR1 TRM cells
were restricted to the immunized CD45.2+ partner
(Fig. 7E), whereas circulating memory cells could
equilibrate between both partners. Consequently,
both parabionts in group A were effectively pro-
tected against genital Ct challenge (Fig. 7F). By
contrast, in group B, only the immunized partners
were fully protected, while the bacterial burden in
nonimmunized animals, which harbored only
circulating NR1 memory cells, were indistinguish-
able from naïve NR1 recipients (Fig. 7G). Of note,
UV-Ct–cSAP vaccination induced a robust hu-
moral response against Ct (fig. S3A), whereby
circulating antibodies are expected to fully
equilibrate in parabiotic pairs. The preferential
protection of only the vaccinated parabionts in
group B suggests that antibodies provided little
or no protection in this experimental setting.
Although the above experiments permitted sim-

ultaneous assessment of the migratory dynamics
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Fig. 7. Mucosal UV-Ct–cSAP vaccination rapidly induces a transient wave of TEff cells
that generate protective TRM cells in uterine mucosa. (A) Schematic protocol for timed
parabiosis experiments in panel B. Parabiosis of CD90.2+CD45.2+ mice with CD90.2+CD45.1
partners was performed on indicated days before or after i.n. immunization of both partners
with UV-Ct–cSAP. (B) On day –1, the CD45.1 animal received 105 CD90.1+ NR1 TN cells, and uterineNR1
TRM cells were counted 6 weeks later (n = 2 to 4 UV-Ct–cSAP immunized pairs and 2 naïve parabiotic
pairs). (C) Schematic protocol for parabiosis experiments in (D) to (G), (J), and (K). CD90.2+CD45.2+

mice were immunized with UV-Ct–cSAP i.n. or UV-Ct i.u. 2 weeks before or after parabiosis with a
CD90.2+CD45.1 partner. 1 × 105 CD90.1+ NR-1 TN were adoptively transferred to the CD45.2+ animal
one day prior to immunization. Animals were either immunized 2 weeks after [group A; (D), (F), (J)] or two weeks before parabiosis surgery [group B; (E), (G),
(K)]. n = 3 parabiotic pairs immunized with UV-Ct–cSAPor UV-Ct and 2 naïve parabiotic pairs. (D and E) Total number of NR1 cells in the uterus 4 days after Ct
challenge (n = 3 parabiotic pairs immunized with UV-Ct–cSAPand 2 naïve parabiotic pairs. **P < 0.01). (FandG)Ct burden 4 days after i.u.Ct challenge of both
partners in animals that had been conditionedwith i.n.UV-Ct–cSAP. (H) Schematic protocol for timed parabiosis experiments in (I).One partner of eachCD45.1/
CD45.2 congenic pair was randomly chosen to be immunized on day 0 and underwent parabiosis surgery at indicated time points. (I) Both parabionts in each
pair (n= 3 or 4 per group) were challenged i.u.withCt on day 28. Nonimmunized parabiotic pairs served as naïve controls (n=4).Ctburdenwas assessed 6 days
after challenge. All groups were significantly different from naïve parabionts (P < 0.05; one-way ANOVA followed by Bonferroni posttest.). (J and K) Uterine Ct
burden 4 days after both i.u.Ct challenge of parabiotic partners after conditioning with i.n. UV-Ct. ***P < 0.001; ns, nonsignificant. Error bars showmean T SEM.
Unless stated otherwise, statistical differences were assessed using two-tailed t test.
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and protective function of Ct-specific T cells,
the experimental protocol required NR1 TN cells
to be transferred at superphysiologic numbers.
To control for potential artifacts of elevated
frequencies of Ct-specific T cells, we performed
timed parabiosis experiments without NR1
cell transfer. To this end, either the CD45.1+ or

CD45.2+ partner of each congenic pair was im-
munized before or after parabiosis surgery, and
both animals were challenged 4 weeks later
with Ct i.u. (Fig. 7H). When uterine bacterial
burden was assessed 6 days later, both partners
were fully protected when parabiosis had been
performed on or before day 1 after vaccination

(Fig. 7I). Thus, mucosal UV-Ct–cSAP vaccination
of animals that could generate both TRM and
circulating memory cells elicited similar protec-
tion against Ct challenge with and without prior
adoptive transfer of TCR transgenic NR1 cells
and regardless of whether we examined indi-
vidual mice (compare Fig. 2A and Fig. 6G) or
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Fig. 8. Humanized BLT mice are pro-
tected from Ct challenge after UV-Ct–
cSAP immunization. (A and B) Immune
response of a cohort of humanized BLT
mice to uterine infection with Ct-E or Ct-L.
All animals had been reconstituted with
human fetal thymus, liver, and hemato-
poietic stem cells from the same donor. (A)
Number of IFN-g–producing human CD4 T
cells per uterus (n = 5 mice per time point;
*P < 0.05). (B) Animals were infected on
day 0 and rechallenged on day 21 (arrows).
UterineCt burdenwasmeasured on days 4,
14, 21, or 25 by qPCR. LOD, limit of
detection; Ct-E, C. trachomatis serotype E;
Ct-L, C. trachomatis serotype L. n = 2 mice
per group. *P < 0.05. (C) Schematic protocol
for experiments in (D) and (E).These
experiments were performed using two cohorts of BLTmice
that had been reconstituted with material from different
human donors. (D and E) BLT mice were left naïve or
immunized (day 0) and boosted (day 14) as indicated using
Ct serotype E (Ct-E) as immunogen. All animals were
challenged with liveCt-E orCt serotype L (Ct-L) on day 28.
Ct burden was determined (D) by qPCR or (E) by mea-
surement of IFUs on day 6 after challenge (n = 1 to 9 mice
per group pooled from two independent experiments with
material from genetically different human donors). *P <
0.05, **P < 0.01, ***P < 0.001; ns, not significant. Error
bars reflect mean T SEM. (F) Schematic summary con-
clusion.Two waves of vaccine-induced Ct-specific memory
T cells must access the uterine mucosa to confer optimal
protection againstCt challenge.Mucosal vaccination against
Ct induces an early burst of circulating TEff cells (solid lines)
that seed the uterine mucosa during the first week after
immunization (wave 1) and give rise to long-lived resident
memory T cells. By contrast, nonmucosal vaccines do not
induce this first wave of mucosa-tropic memory cells
(broken lines). Regardless of vaccination route, immunized
hosts generate circulatory memory T cells, which do not
traffic to resting uterine mucosa and are slow to access the rechallenged uterus in the absence of preexisting TRM cells. However, in mucosal vaccine recipients,
uterine TRM cells can respond instantly to rechallenge with Ct and instigate the rapid recruitment of additional Ct-specific memory cells from the circulating pool
(wave 2). Our results indicate that memory cells from both waves are required for optimal clearance of uterine Ct infection. Statistical differences were assessed
using one-way ANOVA followed by Bonferroni posttest.
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parabiotic pairs (compare Fig. 7, B and D), indi-
cating that NR-1 cell transfers did not artificially
skew the overall vaccine response.
Importantly, when parabiosis was delayed

until day 4 or later after vaccination, protec-
tion of the nonimmunized parabionts was no-
ticeably compromised. These findings strongly
support the notion that mucosal seeding by
vaccine-induced TRM cells must occur after
day 8 after vaccination (Fig. 7B) and is essen-
tial for full-fledged resistance to genital Ct chal-
lenge. However, even when parabiosis of animals
that did not receive NR1 TN cells was delayed
after vaccination until day 4 or later, subsequent
Ct challenge of nonimmunized partners resulted
in significantly lower bacterial burdens than
when naïve parabionts were challenged (Fig. 7I).
Thus, the circulating memory cells that arose from
a polyclonal T cell response provided meaning-
ful, if partial, protection in the absence of TRM

cells, while the analogous experiment after adop-
tive transfer of NR1 TN failed to reveal protec-
tion by circulating memory cells (Fig. 7G). This
difference was presumably because convention-
al naïve mice contain much fewer Ct-specific TN
than NR1 cell recipients, allowing the latter to
rapidly generate a large burst of TEff cells after
Ct challenge that may have masked the ac-
tivity of circulating memory cells. In aggregate,
our results suggest that circulating polyclonal
memory T cells that arise after mucosal vac-
cination can accelerate uterine Ct clearance,
even in the absence of mucosal TRM cells. How-
ever, consistent with the partial protection af-
forded by adoptive transfer of sensitized splenic
CD4 T cells (Fig. 3B), this protective activity is
suboptimal.

Mucosal UV-Ct exposure generates
suppressive Tregs in parabiotic partners

Finally, we examined parabiotic pairs in which
the CD45.2+ partner had received i.u. condition-
ing with UV-Ct. Remarkably, both partners dis-
played similar hypersusceptibility to Ct regardless
of whether parabiosis was initiated before or
after UV-Ct immunization (Figs. 7J, K), indicat-
ing that uterus-resident Tregs may not be needed
for the tolerogenic response to Ct. This is in line
with observations in a murine colitis model, where
tissue-homing of Tregs was not required to pre-
vent intestinal inflammation (56).

Mucosal UV-Ct–cSAP vaccination
confers protection against Ct
challenge in humanized mice

The above findings in conventional mice were
fully reproducible in two cohorts of BLT mice
(57) that had been reconstituted with a human
immune system from two unrelated donors (58).
Human CD4 T cells in both cohorts mounted a
vigorous mucosal TH1 response to clear uterine
infection with two different Ct serovars, Ct-L
and Ct-E (Fig. 8, A and B). Moreover, prime-
boost vaccination of naïve BLT animals with
UV-Ct–cSAP given i.n. or i.u. (Fig. 8C) was highly
effective against subsequent i.u. Ct challenge,
even when BLT mice were challenged with a

different serotype than used for immunization
(Fig. 8, D and E).

Conclusion

Using a mucosal immunization strategy, we
have dissected the multifaceted adaptive im-
mune mechanisms that control murine host
responses against genital Ct infection after
mucosal vaccination with a vaccine candidate,
UV-Ct–cSAP. Our results indicate that optimal
protection after Ct challenge requires uterine
recruitment of two discrete waves of Ct-specific
CD4 T cells that are inducible in MALT but not
in skin-draining LNs (Fig. 8F). After an immu-
nostimulatory mucosal priming event, the first
wave is composed of recently activated TEff cells
that give rise to long-lived TRM cells after traf-
ficking to both inflamed and resting mucosal
surfaces. This early migratory wave subsides
within ~1 week after immunization and depends
on a constitutive tissue-specific multistep ad-
hesion cascade (53) involving a4 integrins and
presumably other mucosal traffic signals that
remain to be identified. Concomitantly, MALT-
derived Ct-responsive TEff cells also generate a
second population of memory cells that prefer-
entially reside in blood and secondary lymphoid
organs. This systemic memory population, which
comprises the two classical central and effector
memory subsets (59), does not appear to access
the resting urogenital mucosa but can be re-
cruited to peripheral tissues (including uterine
mucosa) upon the onset of inflammation (60).
Although this circulating memory subset con-
tributes to the overall recall response against Ct,
its protective role is suboptimal in the absence
of TRM cells. In an optimally immunized individ-
ual, Ct infection triggers rapid release of cyto-
kines, particularly IFN-g, by the mucosal TRM
subset, which promotes pathogen clearance (61).
This protective effect of uterine TRM may be am-
plified by their proinflammatory activity that
may help recruit circulating memory cells; how-
ever, our data show that the tissue-resident mem-
ory subset confers substantial protection even
when the influx of circulating memory cells is
blocked.
Of importance to future Ct vaccine trials, our

experiments potentially shed light on the decades-
old conundrum of how exposure to killed Ct in
trachoma vaccine trials during the 1960s may
have enhanced subsequent Ct-induced pathol-
ogy (25–29). We could provoke a similar hypersus-
ceptibility to Ct in our mouse model by exposing
mucosal surfaces to UV-Ct, an effect that was due
to de novo induction of Ct-specific Tregs. After con-
jugating cSAPs to UV-Ct for mucosal immuni-
zation, we not only could prevent this tolerogenic
effect but also could render mice highly resistant
to Ct infection—a protective response that was
identical in magnitude, longevity, and immuno-
logical mechanism to the endogenous memory
response against genuine Ct infection. Moreover,
our findings in BLT mice indicate that human
CD4 T cells can also mount a vigorous mucosal
TH1 response to clear uterine Ct infection, which
suggests that cSAP-based mucosal vaccination

may also elicit protective immune responses in
humans. Because cSAPs are fully synthetic and
biodegradable nanoparticles that are easily man-
ufactured and well tolerated, they may also offer
a powerful and versatile approach for mucosal
vaccine development against other challenging
pathogens.

Materials and methods

Mice

C57BL/6 and BALB/c mice, 6 to 8 weeks old, were
purchased from Charles River or The Jackson
Laboratory. B6.129S2-H2dlAb1-Ea/J (referred to as
MHC class II−/−) (48), CD8−/−, mMt, Il10−/−, Rag2−/−,
and C57BL6 B6.SJL Ptprca Pep3b/BoyJ (CD45.1+)
mice were purchased from The Jackson Labo-
ratory and used at 6 to 12 weeks of age. CD90.1
NR1 mice (TCR tg mice with specificity for the
CD4+ T cell antigen Cta1 from Ct) were bred in-
house. For some experiments, we crossed NR1
and Foxp3eGFP mice (62). For characterization
of uterine APC subsets, CXCR3GFP/+ mice (63)
were used. BLT mice were generated in the MGH
Humanized Mouse Program by transplanting
irradiated NOD/SCID/gc–/– mice with human fetal
liver stem cells and autologous thymic grafts (57).
Reconstituted mice developed a fully human
lymphoid compartment within ~13 to 18 weeks
after reconstitution, at which stage they were
used for immunization or vaccination studies.
All experiments were performed in accordance
with NIH guidelines and approved by the Insti-
tutional Animal Committees of Harvard Medical
School and MGH.

Chlamydia infection and detection

Ct serovar L2 (434/Bu), referred to as Ct, or serovar
E (Ct-E) or C. muridarum (Cm) were propagated
in McCoy cell monolayers grown in Eagle’s MEM
(Invitrogen, Grand Island, NY) supplemented
with 10% FCS, sodium bicarbonate (1.5 g/liter),
0.1 M nonessential amino acids, and 1 mM so-
dium pyruvate, as described (41). Aliquots were
stored at −80°C in medium containing 250 mM
sucrose, 10 mM sodium phosphate, and 5 mM
L-glutamic acid and were thawed immediately
before use. All mice were treated with 2.5 mg of
medroxyprogesterone s.c. 7 days before immu-
nization to normalize the murine estrous cycle.
For UV inactivation, Ct or Cm suspensions were
placed under a UV lamp (15 W) at a distance of
30 cm for 30 min. The efficiency of UV inactiva-
tion was always tested by infecting McCoy cell
monolayers with an aliquot of UV-inactivated Ct
and evaluation of inclusion-forming units. Briefly,
30 hours after infection, the mediumwas removed,
and cells were fixed in ice-cold methanol and
permeabilized in PBS with 0.05% tween. Cells
were then stained with 10 ml of anti-MOMP an-
tibody and Evans blue counterstain (Pathfinder
Diagnostic Kit BioRad) for 1 hour and were
then washed three times in PBS-tween. Inclusion-
forming units were not observed after UV in-
activation of Ct or Cm.
Intrauterine immunization and challenge

were conducted transcervically using an NSET
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device (ParaTechs) as described (31). Briefly,
10 ml of sucrose-phosphate-glutamate medium
containing 106 Ct or UV-Ct T cSAP was placed
into the uterus using the NSET pipet tip through
the NSET speculum. Subcutaneous immuniza-
tion wasdonewithaU-100 insulin syringe injecting
10 ml of sucrose-phosphate-glutamate medium
containing 106 Ct or UV-Ct T cSAP. As 106 Ctwere
lethal for mice when deposited intranasally, i.n.
immunization was performed with 105 Ct in 10 ml
of sucrose-phosphate-glutamatemedium. Cmwas
administered intravaginally as described pre-
viously (6).
To quantify the levels of Ct in tissues, we usually

used qPCR with 16S primers specific for Ct, as
described previously (64). Briefly, DNA was iso-
lated from uterus homogenates using the QIAamp
DNA mini kit (Qiagen). Mouse GAPDH DNA and
Chlamydia 16S DNA were quantified by qPCR on
an ABI Prism 7000 sequence detection system.
Using standard curves from known amounts of Ct
and mouse DNA, the amount of Chlamydia DNA
(in pg) per unit weight of mouse DNA (in mg) was
calculated to assess bacterial burden.
Titers of inclusion-forming units were deter-

mined in two experiments. Mouse uteri were dis-
rupted using a tissue homogenizer and frozen at
–80°C. Aliquots were thawed, and tenfold dilu-
tions of each sample were made in a 96-well plate.
Each dilution was then used to infect a confluent
monolayer of McCoy cells in a 96-well plate by
centrifugation for 1 hour at 37°C. Two hours after
centrifugation, medium was supplemented with
gentamicin (25 mg/ml) to prevent contamination.
Thirty hours after infection, the media was re-
moved, and cells were fixed in ice-cold methanol
and permeabilized in PBSwith 0.05% tween. Cells
were then stained with 10 ml of anti-MOMP an-
tibody and Evans blue counterstain (Pathfinder
Diagnostic Kit BioRad) for 1 hour and then were
washed three times in PBS-tween. Total inclusions
in each sample were then enumerated by fluo-
rescence microscopy, with at least three fields
being counted per sample.
The impact of the cSAP constructs on chlamydia-

induced pathology of the upper genital tract was
measured 4 weeks after Cm challenge of immu-
nized mice and naïve controls. Gross pathology
was scored by hydrosalpinx development as fol-
lows: 0: normal; 1: low-level fluid in oviduct; 2:
moderate amount of fluid present; 3: high level
of fluid.

Vaccine formulation

Synthesis of polymers and formulation of syn-
thetic nanoparticles (SPs) was performed as de-
scribed previously (32) with minor modifications.
Briefly, the triblock copolymer poly(D,L-lactic-co-
glycolic acid)-b-poly(l-histidine)-b-poly(ethylene
glycol) (PLGA-PLH-PEG, referred to as charge-
switching synthetic particles, cSPs) was synthesized
using a polymer end grafting strategy. Control
SPs that lacked the PLH block were formulated
in a similar manner using PLGA-PEG copolymers.
R848-PLA was synthesized by ring-opening po-
lymerization (33). All SPs were formulated using a
modified emulsion/solvent evaporation technique.

R848-PLA was added in a 0.4:0.4:0.2 (R848-PLA:
PLGA-PLH-PEG:PLGA-PEG) ratio. The polymer-
containing ethyl acetate solution was sonicated
into 2 ml of pure water using a probe tip sonicator
(Misonix Sonicator S-4000, Farmingdale, NY) for
30 s in continuous mode at 40% amplitude and
then diluted into 8 ml of pure water under mag-
netic stirring in a fume hood. The solvent was al-
lowed to evaporate for at least 2 hours, at which
point SPs were collected and purified by repeated
ultrafiltration using Amicon Ultra-4 100,000 NMWL
cutoff filters (Millipore, Billerica, MA). The sizes
of Ct-SP constructs were determined by dynam-
ic light scattering on a Zetasizer Nano (Malvern
Instruments).
SAPs, cSAPs, and cSPs were prepared, purified,

and then resuspended in a dilute pH 6.0 solution,
and 2 × 107 UV-Ct were added per mg SPs. This
mixture was then incubated at 37°C for at least
30 min in the dark under gentle shaking. To de-
termine SP conjugation to the surface of UV-Ct,
Ct was labeled with BacLight (Life Technologies,
absorption maximum 581, emission maximum
644) and PLGA-AF488, synthesized using ring-
opening polymerization, was blended in to the
SPs prior to conjugation with bacteria and
analyzed with flow cytometry.

Tissue digestion, flow cytometry,
and cell sorting

Spleens, lungs, lymph nodes, and livers were cut
into small pieces with a sterile scalpel and passed
through 40-mm mesh filters. Uteri were digested
with type XI collagenase (Sigma, St Louis, MO)
and DNase I (Sigma) for 30 min at 37°C before
passing through 40-mm filters. Samples were en-
riched for lymphocytes by density-gradient cen-
trifugation with NycoPrep 1.077 according to the
manufacturer’s protocol (Axis-Shield).
For flow cytometry analysis or cell sorting,

T cells were stained with anti-CD3e (145-2C11;
BioLegend), anti-CD4 (RM4-5; BioLegend), anti-
CD90.1 (OX-7; BioLegend), anti-CD25 (PC61;
BioLegend), anti-Va2 (B20.1; BioLegend), anti-
Vb8.3 (1B3.3; BD Biosciences), anti-CD45.1 (104;
BioLegend), or anti-CD45.2 (A20; BioLegend).
T cell proliferation was measured by anti-Ki-67
(16A8; BioLegend) staining and overnight bro-
modeoxyuridine (BrdU) labeling according to
the manufacturer’s protocol (Life Technologies).
DCs were characterized and/or sorted with anti-
MHC class II (AF6-120.1; BioLegend), anti-F4/80
(BM8; BioLegend), anti-CD103 (2E7; BioLegend),
anti-CD11c (N418; BioLegend), anti-CD11b (M1/70;
BioLegend), anti-CD207 (eBioL31; eBioscience),
anti-CD301b (URA-1; BioLegend), anti-CD80 (16-
10A1; BioLegend), anti-CD86 (GL-1; BioLegend),
anti-CD274 (PD-L1) (10F.9G2; BioLegend), anti-
CD273 (PD-L2) (TY25; BioLegend), anti-IL-10 (JES5-
16E3; BioLegend), and anti-IL-12/IL-23 (C15.6;
BioLegend). For intracellular T cell cytokine stain-
ing, autologous sorted splenic CD11c+ DCs were
pulsed with UV-inactivated EBs for 30 min, washed
extensively, and added to T cells for 5 hours in the
presence of brefeldin A (GolgiStop; BD Biosci-
ences). T cells were stained for anti–IFN-g (XMG1.2;
BioLegend), anti–IL-2 (JES6-5H4; BioLegend), and

anti–TNF-a (MP6-XT22; BioLegend) Abs after
permeabilization with the Cytofix/Cytoperm
Plus Kit according to the manufacturer’s in-
structions (BD Biosciences). The absolute cell
number in each sample was determined using
AccuCheck Counting Beads (Invitrogen). Data
were collected on a FACSCanto (BD Biosciences)
or a LSRII (BD Biosciences) and analyzed using
FlowJo 9.3.2. A FACSAria (BD) was used for cell
sorting with Diva software, and purity was >98%
for all experiments.

Adoptive transfer of leukocyte subsets

Lymph nodes and spleens were collected from
naïve female CD90.1+ NR1 mice and purified by
negative immunomagnetic cell sorting using a
mouse CD4+ T cell isolation kit (~98% CD4+,
Miltenyi Biotec). Purity was verified with anti-
CD4, anti-Va2, and anti-Vb8.3 stainings. For some
experiments, FoxP3eGFP+ NR1 cells were depleted
before adoptive transfer of FoxP3eGFP– NR1 cells
by cell sorting. 105 isolated NR1 cells (unless noted
elsewise) were intravenously transferred to naïve
recipient mice 1 day prior to immunization. In
proliferation experiments, NR1 cells were labeled
with carboxyfluorescein succinimidyl ester (CFSE)
before transfer. For adoptive transfer of polyclo-
nal CD4+ and CD8+ T cells and T cell–depleted
leukocytes, cell subsets from immunized mice
were harvested from donor spleens by immuno-
magnetic cell sorting (Miltenyi Biotec), and 107

cells were transferred to naïve recipients.

NR1 T cell stimulation by APCs

APCs were isolated from single-cell suspensions
of uterus and draining LNs 18 and 24 hours after
immunization, respectively. CD45+MHC class II+

cells were FACS sorted based on their CD103 and
F4/80 expression (CD103-F4/80+ macrophages,
CD103–F4/80–DCs, andCD103+F4/80–DCs). Sorted
cells were either subjected to qPCR analysis for
Ct 16S content or cocultured with CFSE-labeled
NR1 cells for 3 days (500 DCs and 5000 NR-1
cells). For in vivo assessment of APC function,
naïve mice received 105 CFSE-labeled NR1 cells
i.v. followed one day later by s.c. injection into the
right footpad of 5000 sorted APCs. CFSE dilution
of NR1 cells in the right popliteal LN was ana-
lyzed 3 days later.

In vivo mAb treatment

Two hundred fifty mg anti-CD25 (PC61) mAb or
control IgG were administered intraperitoneal-
ly at days –3 and +3 of uterine Ct challenge.
Anti-a4 mAb (PS/2) or control IgG was admin-
istered i.v. at day 3 (100 mg) and every second
day (50mg) until day 11 thereafter. On d9, mice
were challenged i.u. with 106 IFU of Ct.

Parabiosis

Parabiosis surgery was performed as previously
described (55). Briefly, sex- and weight-matched
congenic partners were anaesthetized with ketamine
(100 mg/kg body weight) and xylazine (10mg/kg
body weight) by i.p. injection. The corresponding
lateral aspects of mice were shaved, and the ex-
cess hair was wiped off with an alcohol prep pad.
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Two matching skin incisions were made from
the olecranon to the knee joint of each mouse,
and the subcutaneous fascia was bluntly dis-
sected to create about 0.5 cm of free skin. The
olecranon and knee joints were attached by a
double 4-0 braided silk suture and tied, and the
dorsal and ventral skins were approximated by
staples or continuous 6-0 braided silk suture.
The mice were then kept on heating pads and
continuously monitored until recovery. Flunixin
(2.5 mg g−1) and buprenorphine (0.05 to 0.1 mg/kg
body weight) were used for analgesic treatment
by subcutaneous injection after the operation.
After 3 days to 2 weeks, chimerism of leukocytes
from the blood was monitored to ensure equiv-
alent blood exchange between parabiotic partners.
Depending on the readout of the experiments,
either one of the partners was immunized with
UV-Ct–cSAP i.n. or UV-Ct i.u. and both were
challenged with Ct i.u., or 105 NR1 cells were i.v.
injected the day before immunization with UV-
Ct–cSAP i.n. without further challenge.

Anti-Ct Ab ELISA

Antibody levels were determined by enzyme-
linked immunosorbent assays (ELISA) using a
mouse Ct antibody ELISA Kit (MyBioSource).
Mice were bled 4 weeks after immunization in
order to assess antibody levels.

Confocal and electron microscopy

Uterine tissue was incubated overnight in phosphate-
buffered L-lysine with 1% paraformaldehyde/
periodate and then cryoprotected by subsequent
incubations in 10%, 20%, and 30% sucrose in
PBS at room temperature, snap-frozen in TBS
tissue-freezing liquid (Triangle Biomedical Sci-
ences), and stored at –80°C. Sections of 30-mm
thickness were mounted on Superfrost Plus slides
(Fisherbrand) and stained with anti-CD90.1 PE
(OX-7, BD Biosciences), anti-CD326 FITC (G8.8:
BioLegend), and anti-CD31 (390, BioLegend) in a
humidified chamber after Fc receptor blockade
with antibody 2.4G2 (BD Pharmingen, 1 mg/ml).
Samples were mounted in FluorSave reagent solu-
tion (EMD-Calbiochem) and stored at 4°C until
analysis. Images were acquired with an Olympus
Fluoview BX50WI inverted microscope and were
analyzed by using Volocity software (Improvision).
Transmission electron microscopy (TEM) sam-

ples were prepared using the Gatan Cryo-Plunge3
and imaged using a JEOL 2100 FEG electron
microscope.

Statistical analysis

Statistical significance was determined between
two groups with two-tailed t-test. Statistical differ-
ences among three or more groups were assessed
using one-way or two-way analysis of variance
(ANOVA) followed by Bonferroni posttest to ac-
count for multiple comparisons. Significance was
set at a P value of less than 0.05.
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NEURODEVELOPMENT

Shared regulatory programs
suggest retention of blastula-stage
potential in neural crest cells
Elsy Buitrago-Delgado,1* Kara Nordin,1* Anjali Rao,1

Lauren Geary,1 Carole LaBonne1,2†

Neural crest cells, which are specific to vertebrates, arise in the ectoderm but can
generate cell types that are typically categorized as mesodermal. This broad
developmental potential persists past the time when most ectoderm-derived cells
become lineage-restricted. The ability of neural crest to contribute mesodermal derivatives
to the bauplan has raised questions about how this apparent gain in potential is
achieved. Here, we describe shared molecular underpinnings of potency in neural crest
and blastula cells. We show that in Xenopus, key neural crest regulatory factors are
also expressed in blastula animal pole cells and promote pluripotency in both cell types.
We suggest that neural crest cells may have evolved as a consequence of a subset of
blastula cells retaining activity of the regulatory network underlying pluripotency.

E
mbryogenesis initiates with a totipotent
fertilized egg cell, and subsequent devel-
opment is characterized by progressive
restrictions in cellular potential. At blastula
stages, when the three primary germ lay-

ers are forming, chordate embryos still possess
populations of pluripotent cells that are capable
of differentiating into all somatic cell types. In
mammals, these are inner-cell mass cells, whereas
in Xenopus, these cells are the deep inner cells of
the blastula roof, also termed “animal pole cells”
(1). The pluripotency of blastula cells is transient;
as embryogenesis proceeds into gastrulation,
their potential becomes rapidly restricted into
one of three cell types: ectoderm, mesoderm, and
endoderm. In all vertebrate species, a population
of stem cell–like progenitors, called neural crest
cells, represents an exception to this loss of po-
tential. These cells arise from ectoderm positioned
at the neural plate border but, in addition to
ectodermal cell types, can also differentiate into
cartilage, bone, connective tissue, smooth mus-
cle, pericytes, and adipocytes, all of which are
also formed by the mesoderm. Neural crest cells
represent a major vertebrate innovation, collec-
tively contributing to many of the features that
distinguish vertebrates from nonvertebrate chor-
dates, including much of the craniofacial skeleton,
the chromaffin cells of the adrenal medulla, and
spinal nerve (dorsal root) ganglia. Because neural
crest, despite its ectodermal origins, forms numer-
ous cell types considered mesodermal, it has been
likened to a fourth germ layer that renders ver-

tebrates quadroblastic and endows them with the
potential to form a diversity of new cell types (2).
Much effort has been directed toward deter-

mining the developmental mechanisms by which
a classic embryonic induction leads to the forma-
tion of the neural crest, cells that seemingly possess
greater developmental potential than those from
which they were derived embryologically or evolu-
tionarily. Under current models, these cells appear
to defy the paradigm of progressive restriction in
potential, and thus far, no mechanism has been
found to explain their apparent gain in potential.
An alternative, more parsimonious model for the
origins of neural crest cells might be that they se-
lectively retain the regulatory circuitry responsible
for the pluripotency of their blastula precursors—
a selective retention of earlier features. This model
is supported by a shared requirement for Myc
protein, and its transcriptional target Id3, in both
neural crest cell genesis and embryonic stem cell
pluripotency (3–6). We recently found that an-
other neural crest regulatory transcription factor,
Sox5, is initially expressed in blastula cells, where
it functions as a bone morphogenetic protein
(BMP) R-Smad cofactor (7), providing an additional
link between neural crest cells and pluripotent
blastula cells. On the basis of these observations,
we decided to systematically test the alternative
model in Xenopus.

Neural crest shares regulatory circuitry
with pluripotent blastula cells

In mammals, Pou5F1 (Oct4), Sox2, and Nanog
constitute a core pluripotency network that is
essential for maintaining the uncommitted state
of blastula cells (8–13). In Xenopus, the Pou5F1
factors expressed in ectoderm are Pou5F3.1
(Oct91), Pou5F3.2 (Oct25), and Pou5F3.3 (Oct60)
(14, 15). The functional role of Nanog in Xenopus

is assumed by Ventx factors (Vent1/2) (16). These
factors, along with Sox2 and the closely related
Sox3, are expressed in blastula cells (17) (Fig. 1A).
We wondered whether other neural crest reg-
ulatory factors besides Myc, Id3, and Sox5 were
coexpressed with the core pluripotency network
in Xenopus blastula cells. We found that Id3,
TF-AP2, Ets1, FoxD3, and Snail1 were coexpressed
with the core pluripotency factors (Fig. 1B). FoxD3
and Snail1 are also expressed in mouse embry-
onic stem cells (18, 19), providing further mo-
lecular links between neural crest factors and
pluripotency. Although these neural crest and
pluripotency factors exhibited broad expression
during blastula stages, their expression became
progressively restricted as lineage determina-
tion progressed, with several genes—including
Oct60, Sox3, Vent2, Ets1, Zic1, Pax3, and Snail1—
showing enhanced expression at the neural plate
border by late gastrula stages (fig. S1, A and B).
We found that Vent2 was coexpressed with Snail2
at late gastrula/neurula stages when neural crest
cells retain their full developmental potential, but
was down-regulated as these cells begin to mi-
grate and lose multipotency (fig. S1C).
Explanted blastula animal pole cells retain full

developmental potential until the onset of gastru-
lation, when they lose competence to form meso-
derm and endoderm (20, 21). We thus examined
whether expression of regulatory factors present
in pluripotent blastula cells is lost when explants
age and their developmental potential becomes
restricted. Oct60, Sox3, FoxD3, andMyc expression
was high in blastula-stage explants but reduced by
late gastrula stages, correlating with loss of poten-
tial (Fig. 1C). Not all potency factors were down-
regulated as these cells lost plasticity; expression of
Vent2 and Id3 was unchanged as explants aged
from blastula to gastrula stages (Fig. 1C). This sug-
gests that a concentration-dependent signature of
regulatory factors may be essential to retaining
broad developmental potential and preventing
lineage restriction, which is consistent with find-
ings in mouse that specific threshold concentra-
tions of Oct4 (50 to 150% of endogenous levels)
support pluripotency, whereas levels outside this
range lead to differentiation (9, 22).

Neural crest factors are required for
pluripotency in blastula cells

Given that neural crest potency factors are coex-
pressed with core pluripotency factors in blastula
cells, we asked whether they were required to main-
tain expression of these pluripotency factors. Block-
ing Snail1 function in the animal pole of blastula
embryos cells led to loss of expression of factors
linked to the neural crest state, such as TF-AP2 and
Id3 (Fig. 2A and fig. S3A). Expression of Oct/Sox/
Vent network components was also lost (Fig. 2A
and fig. S3A). We obtained similar results when
Sox5 function was blocked in animal pole cells
(Fig. 2B and fig. S3B). Thus, neural crest regula-
tory factors are not merely expressed in pluri-
potent blastula cells but also function there to
maintain expression of core pluripotency factors.
The developmental plasticity of amphibian

animal pole cells was first demonstrated by
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Nieuwkoop, whose recombinant assay drove cur-
rent understanding of mesendoderm formation
(fig. S1D) (23). Because we found that neural crest
factors such as Snail1 are required for maintain-
ing expression of factors linked to pluripotency,
we hypothesized that cells lacking Snail1 function
would lack competence to respond to endogenous
inducing signals. To test this, animal pole explants
from control blastulae, or blastulae in which Snail1
function had been blocked, were recombined with
vegetal tissue from sibling embryos. Control re-
combinants robustly expressed mesodermal mark-
ers Brachyury and MyoD, whereas animal pole
cells blocked for Snail1 function showed dramat-
ically diminished responsiveness (Fig. 3, A and B,
and fig. S3, C and D). Similar results were observed
with animal pole cells depleted of Sox5 (Fig. 3, C
and D, and fig. S3, C and D). As with conjugation
to vegetal tissue, treatment of pluripotent blas-
tula cells with low or moderate doses of activin
instructs them to form mesoderm, and this re-
sponsiveness is also lost in cells depleted of Snail
or Sox5 function (Fig. 3, E and G, and figs. S1E;
S2, A and C; and S3, E and F).
Because Snail factors have endogenous roles

in mesoderm formation, a more demanding test
of their contributions to pluripotency was to ask
whether blastula cells lacking Snail1 function
consequently lose their capacity to form endo-
derm. Blastula explants adopt endodermal fates
in response to high activin concentrations, ex-
pressing endoderm-specific genes such as Endo-
dermin and Sox17. However, blastula explants
depleted of Snail function could no longer form
endoderm (Fig. 3F and figs. S2B and S3, G and H).
Snail proteins are neither expressed in, nor func-
tion in, endoderm endogenously; thus, loss of

activin-mediated endoderm induction likely
reflects a general lack of competence of Snail-
depleted animal pole cells to respond to endoderm-
inducing signals. Similar results were found when
Sox5 was depleted from blastula cells (Fig. 3H
and figs. S2D and S3, G and H).

Reprogrammed neural crest
can form endoderm
Given that neural crest potency factors are ex-
pressed in pluripotent blastula cells and required
for expression of core pluripotency factors, we fur-
ther explored the link between the neural crest

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1333

Fig. 1. Neural crest cells and pluripotent blastula cells share a common regulatory circuitry. (A and B) In situ hybridization of wild-type blastula (stage 9)
Xenopus embryos examining expression of genes associated with (A) pluripotency or (B) neural crest formation. Scale bars, 250 mM. (C) Quantitative reverse
transcription polymerase chain reaction (RT-PCR) of wild-type ectodermal explants examining relative expression of pluripotency genes and neural crest genes
over developmental time.

Fig. 2. Neural crest regulatory factors are required for the expression of blastula pluripotency factors.
(A andB) In situ hybridization of embryos injected with (A) DSnail mRNA or (B) Sox5MO. Embryos were collected
at blastula stages (stage 9) and examined for expression of genes associated with pluripotency/neural crest
formation. Asterisk denotes injected side, with b-gal staining (red) serving as a lineage tracer. Scale bars, 250 mM.
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state and the pluripotent blastula state. Specifically,
we asked whether establishing a neural crest state
is sufficient to confer pluripotency on, or prevent
loss of pluripotency in, descendants of blastula
animal pole cells. Animal pole cells explanted at
blastula stages are initially competent to give rise
to all somatic cell types but lose pluripotency by
gastrula stages. Established protocols exist for con-
verting blastula animal pole explants to a neural
plate border or neural crest state. Combined ex-
pression of Pax3 and Zic1 efficiently converts ex-
plants to neural plate border (24–26), whereas
Snail2 together with Wnt signaling is sufficient to

establish a neural crest state (27, 28). We therefore
asked whether converting these explants to a
neural plate border or neural crest state would
be sufficient to prevent loss of competence and
extend the pluripotency of these cells (fig. S1F).
As predicted, explants treated at blastula stages

with mesoderm-inducing concentrations of activin
robustly expressed the mesoderm-specific MyoD
gene, but if explants were aged to gastrula stages
before treatment, they were unable to form meso-
derm (Fig. 4A). In contrast, explants converted to
a neural plate border state retained their potency
and formed mesoderm in response to either early

or late activin treatment (Fig. 4A and fig. S4A). We
also tested whether this change in plasticity ex-
tended to endoderm formation. When blastula-
derived cells were treated with endoderm-inducing
doses of activin, identical results were achieved
(Fig. 4B). Explants treated with high activin at
blastula states expressed the endodermal markers
Endodermin and Sox17 but were unable to do so
when treated at gastrula stages (Fig. 4B and fig. S2E).
In contrast, Pax3/Zic1 programmed explants retain
the ability to form endoderm even when treated at
gastrula stages (Fig. 4B and figs. S2E and S4, C and
E). Similarly, blastula-derived cells programmed to
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Fig. 3. Neural crest regulatory factors are required for pluripotency of blastula cells. (A to D) Nieuwkoop recombinant assay examining expression of [(A) and
(C)] Brachyury and [(B) and (D)] MyoD after depleting [(A) and (B)] Snail1 or [(C) and (D)] Sox5 function. Recombinants were harvested at gastrulation stages for
Brachyury expression (stage 11.5) or early neurula stages (stage 13/14) forMyoD expression. (E toH) Ectodermal explant assay examining expression of [(E) and (G)]
MyoD and [(F) and (H)] Endodermin. Explants were injected with [(E) and (F)] DSnail mRNA or [(G) and (H)] Sox5 MO and cultured with or without activin until early
neurula stages for MyoD expression (stage 13/14) and midgastrula stages (stage 11.5) for Endodermin expression. Scale bars, 250 mM.

Fig. 4. Establishing a neural crest state prevents loss of potency in blastula-derived cells. (A to D) Ectodermal explant assay examining expression
of [(A) and (C)] MyoD or [(B) and (D)] Endodermin in embryos that were injected with [(A) and (B)] Pax3-GR/Zic1-GR mRNA or [(C) and (D)] Snail2/
Wnt8 mRNA. Explants were treated with activin at either stage 8 or 12 and cultured until late neurula stages (stage 18). Scale bars, 250 mM.
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a neural crest state with Snail2/Wnt8 retain comp-
etence to form mesoderm and endoderm through
gastrula stages (Fig. 4, C and D, and figs. S2F and
S4, B, D and F). The ability of neural plate border or
neural crest factors to prevent loss of pluripotency
in animal pole–derived cells, combined with the
requirement of these factors for the normal plas-
ticity of these cells at blastula stages, suggests a close
link between the molecular networks controlling
the potency of neural crest and blastula cells.

Endogenous neural crest
can form endoderm

If such a link exists, one prediction is that cells
isolated from the neural plate border region of an
intact neurula-stage embryo should also exhibit
broad developmental potential, including the cap-
acity to form both mesoderm and endoderm. This
capacity should exist even though there is currently
no evidence that neural plate border–derived cells
form endoderm during normal development. To
test this prediction, we isolated neural plate border
cells from neurula-stage embryos and cultured the
cells in vitro (fig. S1G). As expected, when these cells
were cultured without inducers, they did not ex-
press the mesodermal markersMyoD or Brachyury
or the endodermal markers Endodermin or Sox17
(Fig. 5, A to D). However, treatment of neural plate
border explants with concentrations of activin
sufficient to induce mesoderm or endoderm in
pluripotent blastula cells elicited strong expres-
sion of all of these genes (Fig. 5, A to D, and figs.
S2G and S4, G to J). These findings demonstrate
that endogenous neural crest cells possess a much
greater degree of potency/plasticity than has pre-
viously been appreciated, including an unexpected
capacity for endoderm formation.

Discussion

Long-standingmodels for neural crest formation
posit that inductive interactions endow these cells
with greater developmental potential than that of
the cells they were derived from, developmentally
or evolutionarily (fig. S5A) (25–28). This classic

view implies a distinct reversal of trajectory in
Waddington’s landscape of progressive restriction of
developmental potential (29). Based on our findings
reported here, we suggest instead a revised model
in which neural crest cells are an example of cellu-
lar neoteny (30). Select cells with the pluripotent
potential characteristic of the blastula state persist
to neurula stages, where they can be induced to
form the highly diverse lineages that derive from the
neural crest (fig. S5B). This retention of pluripotency
long after other cells have become fate-restricted
has endowed the neural crest with the capacity to
contribute the novel attributes characteristic of ver-
tebrates to the simple chordate bauplan. Mech-
anistically, we propose that neural crest cells arose
as a consequence of their retention of all or part of
a regulatory network that controls pluripotency in
the blastula cells from which they were derived.
Our model is consistent with, and helps explain,

an earlier study of avian embryos that detected ex-
pression of genes associated with the neural crest
state, such as Pax7, in the medial epiblast at early
gastrula stages (31). Those findings were interpreted
at the time as evidence that neural crest induction
occurs earlier than previously believed, but we sug-
gest that it reflects the retention of pluripotency in
a subset of avian epiblast cells. Our work further
suggests that transcription factors such as Pax7 or
Snail1, which were previously considered and de-
fined as neural plate border or neural crest factors,
should instead be viewed as pluripotency mainte-
nance factors. Future studies should address how
such factors function to retain potential to contrib-
ute to all three germ layers in cells that will become
the neural crest. The previously unrecognized ca-
pacity of neural crest cells to express endodermal
markers in culture raises the question of whether
they also contribute endodermal cell types en-
dogenously. Perhaps neural crest contributions to
otherwise endodermal organs, such as the para-
follicular cells of the thryroid (32), should be
considered a contribution of endoderm.
The model for formation of neural crest cells

proposed here provides a framework for future

studies in basal chordates to probe the earliest
evolutionary origins of these cells. Ascidians, for
example, possess a cell lineage that arises from
the neural plate border and expresses genes such
as Snail, Id, FoxD, and Ap2, all of which we find
shared between pluripotent blastula cells and
neural crest. This a9.49 lineage in ascidians may
be homologous to the neural crest lineage in ver-
tebrates (33). Investigating shared and divergent
aspects of pluripotency network components in
these and other protochordate and basal verte-
brate models should therefore shed light on when
and how pluripotency was retained in cells that
become neural crest and thus provide insight into
the evolutionary origins of vertebrates.
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Fig. 5. Neural crest cells possess the capacity for endoderm formation. (A to D) In situ hybridization
examining at late neurula stages (stage 18) expression of (A) MyoD, (B) Endodermin, (C) Brachyury, and
(D) Sox17 in neural plate border/neural crest tissue treated with or without activin. Scale bars, 250 mM.
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INDUCED SEISMICITY

High-rate injection is associated
with the increase in U.S.
mid-continent seismicity
M. Weingarten,1* S. Ge,1 J. W. Godt,2 B. A. Bekins,3 J. L. Rubinstein3

An unprecedented increase in earthquakes in the U.S. mid-continent began in 2009.
Many of these earthquakes have been documented as induced by wastewater injection.
We examine the relationship between wastewater injection and U.S. mid-continent
seismicity using a newly assembled injection well database for the central and eastern
United States. We find that the entire increase in earthquake rate is associated with
fluid injection wells. High-rate injection wells (>300,000 barrels per month) are much
more likely to be associated with earthquakes than lower-rate wells. At the scale
of our study, a well’s cumulative injected volume, monthly wellhead pressure,
depth, and proximity to crystalline basement do not strongly correlate with
earthquake association. Managing injection rates may be a useful tool to minimize
the likelihood of induced earthquakes.

T
he injection of fluids into the subsurface
has been known to induce earthquakes
since the mid-1960s (1–3). However, few
additional cases of earthquakes induced
by wastewater injection have been docu-

mented until 2009 (4). The hazard from these
earthquakes was considered small because they
were infrequent and not expected to be large
(largest observed prior to 2011 was the M 4.9
Rocky Mountain Arsenal earthquake in 1967)
(4–6). The central and eastern United States
(CEUS) has seen an unprecedented increase in
earthquake rate since 2009, and many of these
earthquakes are believed to be induced (7).
Along with the increased rate, several damaging
earthquakes have occurred such as the 2011
magnitude (M) 5.6 Prague, Oklahoma, earthquake
(8, 9), the 2011 M 5.3 Trinidad, Colorado, earth-
quake (10), the 2012M 4.8 Timpson, Texas, earth-
quake (11), and the 2011 M 4.7 Guy, Arkansas,
earthquake (12). The increased earthquake rate and
occurrence of multiple damaging earthquakes
has prompted the scientific community to re-
focus efforts to understand the hazard posed by
injection-induced earthquakes (13).
The sudden appearance of several large, po-

tentially induced earthquakes led to many site-
specific case studies (4). These case studies examined
the operation of injection wells in close proxim-
ity to the earthquakes, showing a link between
the timing and location of injection and seismic-
ity (12, 14–18). Though useful to understand the
individual systems in which these earthquakes
occurred, broader-scale studies are needed to

understand the phenomenon as a whole. One
previous study examined earthquakes in Texas’s
Barnett Shale region and found that earthquakes
are commonly located near wells injecting more
than 150,000 barrels permonth (19). However, to
fully understand the possibility of induced seis-
micity associated with a given injection well, we
must analyze a range of geologic, hydrogeologic,
and operational differences between injection
wells that are potentially associated with earth-
quakes and those that are not.
We examined the location and timing of

earthquakes and their relationship to the loca-
tion and operation of injection wells across the
CEUS (Fig. 1). We compiled a database from
publicly available sources that documents the lo-
cation andoperational parameters of underground
injection control class II injection wells in the
CEUS (Fig. 1 and table S1). Class II injection wells
inject fluids associated with oil and gas production
and are distinct from hydraulically fractured
production wells (20). The database contained
187,570 wells as of December 2014, with 56%
actively injecting fluid (Fig. 1) and the remaining
44% being inactive or abandoned. About 75% of
the active class II injection wells operated for the
purposes of enhanced oil recovery (EOR),whereas
nearly all of the remaining wells were desig-
nated as salt water disposal (SWD) wells (fig.
S1). EOR wells inject fluid into depleted oil
reservoirs to increase oil production. SWD wells
inject to dispose of waste fluids produced by oil
and gas production, which would otherwise be
hazardous to surface waters or underground
sources of drinking water. Injection wells are
geographically clustered in the basins and re-
gions of major oil and gas operations. Texas,
Oklahoma, Kansas, and Wyoming contain ~85%
of all class II injection wells in the CEUS. The

spatial density of active SWD wells is highest
(≥5 wells per 5 km2) in the Forth Worth Basin of
north-central Texas and theMississippi Lime Play
extending from north-central Oklahoma north-
ward into central Kansas. The spatial density of
active EORwells is highest (≥5 wells per 5 km2) in
the Permian Basin ofWest Texas, the FortWorth
Basin, south-central Oklahoma, and southeast-
ern Kansas (fig. S1).
We obtained earthquake location and magni-

tude data from the Advanced National Seismic
System’s comprehensive earthquake catalog (ANSS
ComCat) (21). During the study period (1973 to
2014), we identified 7175 M ≥ 0.0 events in the
catalog in the CEUS region (Fig. 2). Although the
catalog is not complete down to M 0.0 during
the study period, we treated all earthquakes as
potentially induced events to capture the most
comprehensive data set of associated earthquakes
and injectionwells.We used amagnitude of com-
pleteness of 3.0 when comparing associated ver-
sus nonassociated earthquakes through time (7).
We used spatial and temporal filtering meth-

ods to discriminate injection wells that may be
associated with earthquakes from those that are
probably not. We considered any earthquake with-
in 15 km of an active injectionwell to be associated
with that well. This distance of association is based
upon the sum of a 5-km radius within which
earthquakes are traditionally considered as poten-
tially induced (22) and a 10-km estimate of the
spatial uncertainty in earthquake epicenter loca-
tion in the CEUS (23). We designed the temporal
filter to include only injection wells active at the
time of the spatially associated earthquake. Both
filters could be considered conservative, because
induced seismicity has been found tens of kilome-
ters from injection wells (24) and also after a
well is shut-in (25) owing to the injection prior
to thewell becoming inactive (4, 5). To analyze the
sensitivity of our results to these filtering param-
eters, we also tested our analysis using spatial
association distances of 5 and 10 km. This first-
order analysis attempts to understandwhich basic
well properties affect the likelihood of earth-
quake association.
We find 18,757 injection wells (~10% of all

wells) associated with earthquakes in the CEUS
after filtering, mostly in the states of Oklahoma
and Texas (Fig. 1). The number of associated in-
jection wells has tripled since the year 2000 (fig.
S2). The spatiotemporal filter identifies every
case of induced seismicity from class II injection
wells documented in the literature for the CEUS
region (table S2). We identify far more injection
wells that are potentially related to earthquakes
than those indicated by published cases. Of the
wells that are associated with earthquakes, 66%
are EOR wells. However, active SWD wells are
more than 1.5 times as likely as active EOR
wells to be associated with an earthquake,
which accounts for their respective well totals
(Fig. 1). The finding that SWD wells are pre-
ferentially associated with earthquakes likely
resides with difference in well operation. SWD
injection causes a net-positive reservoir pres-
sure change,whereas EOR injection and extraction
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wells are typically operated in tandem with in-
jection rates managed carefully to balance res-
ervoir pressures (7).
Over the past four decades, more than 60% of

all CEUS seismicity (M 3.0+) is associated with
injection wells using our filtering criteria (Figs. 2
and 3). Varying the spatial distance of associa-
tion by several kilometers only changes this per-
centage by T5% (fig. S3). Before the year 2000, an
average of ~20% of all CEUS seismicity was as-
sociated with injection wells. The yearly percent-
age of associated earthquakes has risen sharply
to ~87% from 2011 to 2014 (Fig. 3 and fig. S4).
The percentage increase of associated earthquakes,
combined with the rising CEUS earthquake rate,
implies that recent seismicity in the CEUS is pref-
erentially occurring near injection wells. The
number of nonassociated earthquakes during
the same period has also remained stable (Fig. 3).
This increase in associated earthquake rate does
not correspond to an increase in the rate of wells
completed; thewell completion rate has remained
constant over this period (fig. S5) (26). A portion
of the increase in associated earthquakes may be
due to increasing spatial coverage of wells, but we
suggest that this effect is minimal, considering

that the relative increase in spatial coverage was
much more rapid between 1960 and 1980 than in
recent years (fig. S5). Wells in central and north-
central Oklahoma are the main contributors to
the dramatic increase in associated seismicity.
New production methods in these regions are
generating large volumes of produced water,
which are injected at high rates (fig. S6, A and
B) (27). Regions such as west Texas, southern
Colorado, central Arkansas, and southern Illinois
also show concentrations of seismicity associated
with injection wells (Fig. 2). However, several
regions with large numbers of injection wells
appear to be aseismic during the study period,
including the Williston Basin of North Dakota
(28), the Michigan Basin, and extensive areas of
the Texas and Louisiana Gulf Coast (Figs. 1 and 2).
Several operational parameters are hypothe-

sized to influence the likelihood of an induced
seismic event: injection rate (19, 24), cumulative
injected volume (29, 30), wellhead injection pres-
sure (31), and injection in proximity to crystalline
basement (18,32). Four states—Oklahoma,Arkansas,
Colorado, and New Mexico—with both natural
and induced earthquakes all have more than 15
years of injection data that include readily ac-

cessible information on monthly injection rate
and pressure for a large proportion of opera-
tional wells. Using these data, we explore in-
jection operational parameter control on the
likelihood that SWD and EOR wells will be as-
sociated with earthquakes.
The maximum monthly injection rate of wells

across these four states varies by several orders of
magnitude, ranging from 100 barrels (~15.9 m3)
permonth (bbl/month) up to 2million bbl/month
(~318,000 m3) (Fig. 4A) (33). The average SWD
well operates at a mean monthly rate of ~13,000
bbl/month. For each histogram bin in Fig. 4, A
and B, we calculate the percentage of wells as-
sociated with earthquakes. The likelihood that an
SWD well is associated with earthquakes in-
creases as the maximum injection rate increases
(Fig. 4C). To discern whether the association is
random, we estimated upper (95%) and lower
(5%) confidence bounds using a bootstrapped
resampling method with 10,000 resamples (Fig.
4C) (34, 35). Wells operating at maximum in-
jection rates greater than 300,000 bbl/month
fall outside the bootstrap resampling confidence
bounds, suggesting a greater-than-expected like-
lihood of association with an earthquake at a
statistical significance near 99%. This is con-
trasted with wells operating at maximum in-
jection rates less than 100,000 bbl/month,
which mostly fall within the bounds of random
association. We confirmed this result using
spatial distances of association of 5 and 10 km
(fig. S7), as well as restricting our well asso-
ciations to earthquakes greater thanM 3.0 (fig.
S8). Of the 413 wells operating at injection rates
greater than 300,000 bbl/month, 253 (61%) are
spatiotemporally associated compared with only
40% of wells operating at injection rates less
than 10,000 bbl/month. Additionally, 34 (76%) of
the 45 highest-rate SWD wells (injecting more
than a million barrels per month) are associated
with an earthquake. When SWD operations are
examined state by state, the overall percentage
associated varies, but the trend of increased earth-
quake association at higher rates is generally
preserved (fig. S9A). Fewer data are available for
EORwells, but we do not observe a clear trend of
increasing earthquake association with increas-
ing injection rate for EOR wells (fig. S10A).
Without considering geologic or hydrogeologic
setting, the highest-rate SWD wells are nearly
twice as likely to be near an earthquake as are
low-rate SWD wells.
We next examine whether cumulative injected

volume affects the likelihood of well association
with earthquakes. For the four states examined
during the period from 1973 to 2014, cumulative
injected volume ranged from 1000 bbl to nearly
100 million bbl (Fig. 4B). Many large cumulative
volume wells inject at moderate rates for dec-
ades, providing a contrasting data set from max-
imum injection rate. We do not observe a strong
trend of increasing SWD well association as a
function of increasing cumulative injected volume
(Fig. 4D). The difference between the associa-
tion rate of wells that have injected more than
1,000,000bbl cumulatively (45%) and thosewhich
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Active Injection Wells
27,102 - Salt Water Disposal
78,968 - Enhanced Oil Recovery

Associated Injection Wells
6,961 - Salt Water Disposal
11,796 - Enhanced Oil Recovery

Texas
38%

Oklahoma
40%

Kansas
8%

Wyoming

3%
Illinois

3%

Arkansas
2%

Indiana
2% All Other States

4%

Fig. 1. Active and associated class II injection wells in the CEUS. (A) Map showing the location of
active class II injection wells in the CEUS. Active injection wells from the database are shown as blue
circles. Spatiotemporally associated injection wells, defined as those within a 15-km radius and active
at the time of an earthquake, are shown as yellow circles. The CEUS region comprises all states
intersected by 109°W longitude and eastward. The total number of wells, including inactive or
abandoned wells in the CEUS, is 188,570. Of the 18,757 associated injection wells, >77% are currently
active. (B) The inset pie diagram shows spatiotemporally associated injection wells by state. Only
8% of all injection wells are located in Oklahoma, but 40% of the associated injection wells in the
CEUS are located in Oklahoma.
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have injected less than 10,000 bbl cumulatively
(38%) is not statistically significant, as determined
by a bootstrap resampling method (35). The
percentage of wells associated with earthquakes
at high cumulative injected volumes can be
mostly explained by random variation given the
total number of associated and nonassociated
wells. EOR wells exhibit a trend of earthquake
association similar to that of SWD wells as a
function of cumulative injected volume (fig. S10B).
If we instead calculate cumulative injected volume
not for individual wells, but for all wells within
15 km of an associated earthquake, we observe a
log-normal distribution of volumes without a
clear threshold of increased earthquake asso-
ciation (fig. S11). We do not observe cumulative
injected volume as strongly affecting the likeli-
hood of an injection well’s association with an
earthquake.
The majority of class II injection wells operate

at monthly wellhead injection pressures less than
500 pounds per square inch (psi). Reported
wellhead pressures for both SWD and EOR wells
ranged from 0 to 3000 psi (fig. S12, A and B). In
the same four states studied, the proportion of
SWD and EOR wells associated with earthquakes
show no strong correlation toward increased
monthly wellhead pressures (figs. S12 and S13).
However, reported monthly wellhead pressure
may not always be reliable because many wells
report constant wellhead pressures despite
changing injection rates. Wellhead injection
pressure data may not reflect the pore-pressure
conditions in the injection formation due to
friction in the wellbore and other factors. In
addition, wells reporting zero wellhead pressure
still create bottomhole pressure from the hydro-
static fluid column in the well that could be
large enough induce an earthquake. There are
several hundred wells with zero wellhead pres-
sures that are associated with earthquakes (fig.
S12, A and B). This is consistent with field
observations of earthquakes induced by wells
with zero wellhead pressure (10, 36). We do not
consider the reported maximum wellhead pres-
sure to be a controlling factor on injection well
and earthquake association. This finding, to-
gether with the indication that SWD wells are
preferentially associated with earthquakes, un-
derscores the need to collect reservoir pressure
data. Ideally, preinjection reservoir pore pres-
sure and bottomhole formation pressure mea-
surements during injection would prove more
useful in determining whether a link exists be-
tween injection pressure and earthquakes.
Injection depth and proximity to crystalline

basement have been hypothesized to affect the
likelihood that wells are associated with earth-
quakes (32). Comparison of injection depths for
most states in the CEUS, excluding Mississippi,
Indiana, West Virginia, and Alabama, is possible,
as these data are more readily available than
injection rates and pressures (table S1). Class II
injection wells are permitted over a wide range
of injection depths from 300 to 4000m (fig. S14).
The majority of both SWD and EOR wells inject
between 300 and 1500 m (fig. S14, B and E).

Wells associated with earthquakes also inject
over a similarly wide range of injection depths
(fig. S14, A andD).We find no clear evidence that
increasing injection depth increases the likelihood
that a well will be associated with seismicity; the
proportion of both SWD and EOR wells asso-
ciated with earthquakes does not increase with
increasing injection depth (fig. S14, C and F).

However, comparison of injection depths ne-
glects the large variations in sediment thickness
across the CEUS.
Using a map of sediment thickness across the

CEUS (37), we estimate injection proximity to
basement for all wells by subtracting injection
well depth from the sediment thickness at the
closest sediment thickness data point. The
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Fig. 2. Associated earthquakes in the CEUS from 1973 to 2014. Map showing the locations of M ≥
0.0 earthquakes in the ANSS ComCat earthquake catalog from 1 January 1973 through 31 December
2014. White dots denote earthquakes that are not spatiotemporally associated with injection wells. Red
dots denote earthquakes that are spatiotemporally associated with injection wells. Following Ellsworth
(7), the U.S. mid-continent is defined by the dashed lines inside of the greater CEUS.

Fig. 3. Associated and nonasso-
ciated earthquakes per year in the
U.S. mid-continent.The gray bars
represent the number of M ≥ 3.0
earthquakes per year in the U.S. mid-
continent (Fig. 2) located by the
networks of the ANSS ComCat
earthquake catalog from 1 January
1973 to 31 December 2014. The red
bars represent the number of earth-
quakes that are spatiotemporally
associated with injection wells. The
black line denotes the number of
nonassociated earthquakes per year.
Over the time period of the catalog,
the number of nonassociated earth-
quakes per year has stayed roughly
constant at 10 to 25 per year.
Meanwhile, the number of associ-
ated earthquakes per year has risen
from ~1 to 7 per year in the 1970s to
75 to 190 per year between 2011 and 2013 and >650 earthquakes in 2014.
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sediment thickness map was tested against
known reference depths of crystalline base-
ment and found to have errors in thickness up
to T15% (table S3). Thousands of wells in the
CEUS inject fluid within 500 m of crystalline
basement rock, but only a small proportion are
associated with seismicity. When taking into
account the error in basement depth over the
CEUS region, we did not observe a significant
correlation between a well’s injecting near
basement and earthquakes using a bootstrap
resampling method (fig. S15). However, injec-
tion wells operating very far from basement,
between 7 and 12 km vertically, exhibited an
association rate near zero. We found similar
results for both depth parameters using only
well associations with earthquakes greater than
M 3.0 (figs. S16 and S17). This finding supports
the notion that detailed stratigraphic knowledge
surrounding the injection interval is necessary
to quantify the mechanistic linkage between
injection and seismicity (32).
The lack of spatiotemporal association be-

tween injection and seismicity in several regions
highlights the apparent influence of factors other

than injection well operation. The San Juan
Basin of New Mexico, the Williston Basin of
NorthDakota, theMichigan Basin, and extensive
areas of the Texas and Louisiana Gulf Coast
contain thousands of SWD and EOR wells that
are not associated with seismicity (Fig. 1). In some
of these regions, wells inject at rates similar to
those in areas such as central Oklahoma, where
large numbers of wells are associated with earth-
quakes. In the aseismic Michigan Basin, 30 wells
operate at maximum injection rates greater than
200,000 bbl/month (fig. S18). Obviously, other
factors in addition to high injection ratemust play
a role; the regional state of stress, fault size, fault
orientation, the presence of fluid pathways be-
tween the injection point and faults, as well as
other geologic factors must be examined to assess
the potential for injection-induced seismicity (4).
Our analysis shows that injection rate is the

most important well operational parameter af-
fecting the likelihood of an induced seismic event
in regions and basins potentially prone to in-
duced seismicity. High-rate SWDwells are nearly
twice as likely as low-rate wells to be near an
earthquake. These high-rate wells perturb the

ambient reservoir pressure by a larger magni-
tude and over a larger area than low-rate wells,
thus increasing the likelihood that pressure
changes will reach an optimally oriented, criti-
cally stressed fault. Previous studies have shown
that high-rate wells exert greater influence on
the extent and magnitude of reservoir and fault
pressure perturbation (24). At the scale of our
study, no other operational parameter was found
to have a strong influence on the likelihood of
association with an earthquake. The important
distinction between operational parameters such
as injection rate and cumulative injected volume
shows the effect of the recent rise of new pro-
ductionmethods and high-rate SWDwells. Thus,
the oil and gas industry and regulatory bodies
can use this operational parameter to lower the
likelihood of earthquakes associated with injec-
tion wells.
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POLARON DYNAMICS

Long-lived photoinduced
polaron formation in conjugated
polyelectrolyte-fullerene assemblies
Rachel C. Huber,1* Amy S. Ferreira,1* Robert Thompson,1 Daniel Kilbride,1

Nicholas S. Knutson,1 Lekshmi Sudha Devi,1 Daniel B. Toso,2 J. Reddy Challa,1

Z. Hong Zhou,2,3 Yves Rubin,1† Benjamin J. Schwartz,1,3† Sarah H. Tolbert1,3,4†

The efficiency of biological photosynthesis results from the exquisite organization of
photoactive elements that promote rapid movement of charge carriers out of a critical
recombination range. If synthetic organic photovoltaic materials could mimic this
assembly, charge separation and collection could be markedly enhanced. We show
that micelle-forming cationic semiconducting polymers can coassemble in water with
cationic fullerene derivatives to create photoinduced electron-transfer cascades
that lead to exceptionally long-lived polarons. The stability of the polarons depends
on the organization of the polymer-fullerene assembly. Properly designed
assemblies can produce separated polaronic charges that are stable for days or
weeks in aqueous solution.

I
n biological photosynthetic systems, energy
cascade structures promote the spatial sep-
aration of photogenerated charges created
at the reaction center, preventing their recom-
bination. These energy cascade structures

require close proximity of the electron donors
and acceptors, on the scale of ~1 nm, and the
corresponding electron transfer (ET) processes
take only a few picoseconds (1). Similarly, photo-
excitation in artificial organic photovoltaic (OPV)
cells generates dissociated charges at a donor-
acceptor interface on subpicosecond time scales.
However, OPVs suffer a large degree of recom-

bination because they rely on phase separation
of the conjugated polymer donor and fullerene
acceptor into domains on the length scale of
10 to 20 nm to facilitate efficient exciton diffu-
sion and charge transfer (2, 3). The high charge
densities present in OPVs, coupled with the low
dielectric constant of organic materials, favor
carrier recombination before the charges can
be extracted through external electrodes. If
OPVs could be designed to use ET cascade
structures that are reminiscent of photosynthetic
complexes, it should be possible to greatly im-
prove charge separation and reduce recombina-
tion losses (4).
Here we describe how molecular self-assembly

can enable dissolved OPV materials (conjugated
polymers and fullerenes) in aqueous solution
to mimic the ET cascade structures of biolog-
ical complexes and allow us to “spatially” con-
trol photogenerated charges. We demonstrate
efficient long-time charge separation follow-
ing photoexcitation: The ET cascade produces
separated polarons that are exceptionally sta-
ble for weeks, a lifetime that is unprecedented

for OPV materials. Although long polaron life-
times have been observed in covalently linked
donor-acceptor dyads and triads (5) and micel-
lar structures (6), our use of standard organic
photovoltaic materials sets this work apart. In
addition, our use of self-assembly provides po-
tential future advantages in reproducibility and
scalability, both of which are major hurdles
for conventional OPVs with kinetically controlled
structures (7–9). Finally, the photoinduced charge
separation we achieve takes place in water, open-
ing possibilities for the “green” production of ar-
tificial photosynthetic devices.
The particular materials used in this study are

a combination of a conjugated polyelectrolyte,
poly(fluorene-alt-thiophene) (PFT) (10), and
several regioisomers of the charged fullerene
derivatives C60-N,N-dimethylpyrrolidinium iodide
[C60(PI)n], where n is the number of charged
pyrrolidinium iodide groups (11) (Fig. 1, A to C).
PFT is a water-soluble semiconducting polyelec-
trolyte whose bis-alkylated sp3-hybridized fluo-
renyl carbon forms a wedge-shaped monomer
that facilitates the assembly of the charged poly-
mer into rod-like micelles (Fig. 1B); details of
how this polymer assembles have been published
previously (10). Because of the charged nature of
the polymer, the electron acceptor(s) must also
carry cationic charges to avoid heterocoagula-
tion. The synthesis of C60(PI)n, depending on the
reaction conditions, produced multiadducts with
n ranging from 2 to 5, including multiple regio-
isomers for each n. To avoid confusion, we will
refer to C60(PI)n with n = 3 to 5 as “higher”
adducts and fullerenes with n = 2 as “mixed-bis”
adducts.
We achieved control over the solution-phase

aggregation of these materials by exploiting
the different solubility properties of the conju-
gated polyelectrolyte and charged fullerene
derivatives. Mixed-bis adducts show limited
solubility (without PFT) in aqueous solution,
whereas higher adducts are water soluble at
high concentration. This difference suggests that
the mixed-bis adducts should coassemble in aque-
ous solution with PFT, a result we confirmed by
cryogenic electron microscopy (cryoEM), small-
angle x-ray scattering (SAXS), and luminescence
quenching studies. CryoEM images of pure PFT,
PFT:mixed-bis adducts, and PFT:high adducts
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are shown in Fig. 1, D to F. Pure PFT samples
self-assemble into branched micelles that are
roughly 4 T 0.5 nm in diameter and 30 to 50 nm
in length. CryoEM images of PFT assembled with
mixed-bis adducts are visually similar to the pure
PFT, indicating association of the C60(PI)2 with
the PFT micelles. In contrast, cryoEM images of
PFT:high adducts appear blurry because these
solutions contain separate PFT and fullerene
agglomerates.
This interpretation of coassembly of PFT with

mixed-bis adducts is also supported by SAXS
measurements (Fig. 2, A and B). We radially
averaged the SAXS data and fit it to a power
law to extract the exponent a, which is related
to the polymer fractal structure (12, 13). Values
of a = 1, 2, and 4 correlate to rigid rod, lamellar,
and spherical structures, respectively, although
interactions between molecules cause deviations
from these ideal slopes. Analysis of SAXS data
for pure PFT yielded a = 1.5 at low q (rod-like at
large size), increasing to a = 3.7 at high q (sphere-
like at small size). Deviation from a = 1 arose from

the branched network seen by cryoEM (Fig. 1D)
(14). SAXS power-law slopes for C60(PI)n high-
adducts correspond to a percolation network
at low q and rod-like behavior at high q, in-
dicating aggregation (12, 15). SAXS data from
the combined PFT:high adducts solution was
well approximated as the mass-scaled sum of
the pure PFT and pure fullerene scattering,
suggesting a nonassembled mixture, similar to
that seen by cryoEM. By contrast, mass-scaled
SAXS from solutions of PFT and mixed-bis ad-
ducts is nearly identical to the pure PFT. These
results provide strong evidence that C60(PI)2
and PFT coassemble into a single micellar
aggregate.
Finally, electronic interactions in the polymer-

fullerene assemblies were confirmed with lumi-
nescence quenching, which provides an indirect
measure of the photoinduced charge transfer
from the polymer to the fullerenes (16). Solu-
tions of PFT:high adducts showed relatively
little photoluminescence (PL) quenching, pre-
sumably because the donors and acceptors were

not in close physical proximity, but aqueous
solutions of PFT with the mixed-bis adducts
had substantial PL quenching, indicating both
physical and electronic contact (Fig. 3A). The
data indicate that >75% of the PFT excitations
were quenched in the presence of the mixed-bis
adducts.
We determined the dynamics of charge sep-

aration in these donor-acceptor assemblies using
ultrafast broadband transient absorption spec-
troscopy on dilute aqueous solutions of coas-
sembled PFT with mixed-bis adducts (17).
Representative transient absorption spectra at
different probe delays following excitation at
470 nm are shown in Fig. 3B. We assigned the
negative transient absorption peak near 520 nm
to stimulated emission, as the spectral fea-
tures and the lifetime (Fig. 3C) matched the
fluorescence emission. Interestingly, the 690-nm
absorption of the PFT hole polaron (P+) ap-
peared on a subpicosecond time scale after
photoexcitation (18, 19). This ultrafast appear-
ance of P+ confirmed that the C60(PI)2 adducts
must be coassembled with PFT, because other
geometries would require diffusion or other
structural rearrangements that could not occur
so quickly. Once formed, about 75% of the PFT
polarons in these dilute samples decayed back
to the ground state in ~200 ps (Fig. 3C). The re-
maining polarons survived past the nanosecond
time scale.
To mimic biological charge-separation sys-

tems, coassembly and rapid charge separation
are required, but if they are followed by rapid
recombination, the charges cannot be extracted.
A fullerene acceptor that is optimized for charge
separation thus needs to contain one class of
compounds that can assemble intimately with
the PFT for efficient charge transfer, and a sec-
ond class of compounds that can assemble more
loosely, allowing us to pull the electron away from
the PFT and prevent recombination. Fortunate-
ly, both types of compounds were already avail-
able within our mixed-bis sample, and their
properties could be examined simply by sep-
arating C60(PI)2 regioisomers. Our mixed-bis
samples were primarily composed of four iso-
mers (10% trans-1, 39% trans-2, 44% trans-3,
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Fig. 1. PFT and charged fullerene structure and assembly. PFT structure (A); cartoon of a PFT
micelle (B); charged fullerenes (C). CryoEM images of pure PFT (D), PFT:mixed-bis adducts (E), and
PFT:high adducts (F).

Fig. 2. SAXS data for PFT and PFT/fullerene mixtures. (A) Data for PFT:high-adducts are reasonably approximated by a sum of PFT + high-adducts.
(B) The PFT:mixed-bis profile overlap mass-scaled PFT data. (C) Raw scattering data for all PFT and PFT:bis-fullerene samples are similar. (D) Distance
distribution functions, P(r), obtained by Fourier transformation of the data in (C) show different fullerene environments for trans-1,2 and trans-3,4, with
PFT:mix-bis corresponding to the sum of the two.
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and 7% trans-4). Structures of each of the iso-
mers are shown in Fig. 4, A to D. We partially
separated these isomers by silica gel column
chromatography of the neutral pyrrolidine
precursors (prior to quaternization), produc-
ing fractions that we refer to as trans-1,2 (29%
trans-1 and 71% trans-2) and trans-3,4 (14%
trans-2, 74% trans-3, and 12% trans-4). The
full characterization of all of these materials
is found in figs. S1 to S22 of the supplementary
materials (17). The trans-1,2 fullerenes have
charges on nearly opposite sides of the
buckyball and can be viewed as isotropically
charged molecules that should not easily
insert into a PFT micelle. By contrast, the
angle between charges in trans-3 is ~145° and
that between charges in trans-4 is 103°, suggest-
ing more amphiphilic molecules that could insert
into the PFT micelle.
The coassembly of PFT with trans-1,2 and trans-

3,4 was examined via SAXS. Raw scattering data
for all of the samples looked similar to the data
for pure PFT (Fig. 2C), but Fourier analysis using
cylindrical boundary conditions showed subtle
variations. In Fig. 2D, PFT and PFT:trans-3,4
showed similar probability distributions, sup-
porting the model of insertion of fullerene into
the PFT micelle. PFT:trans-1,2 shows two peaks,
reminiscent of a polymer micelle with a partial
“shell” of fullerenes surrounding the outside.
The PFT:mixed-bis data were well fit by a sim-
ple linear combination of the PFT:trans-1,2 and
PFT:trans-3,4 probability distributions, further
supporting the idea that trans-3,4 assembles on
the inside of the polymer micelle, whereas trans-
1,2 surrounds the outside. The relative locations
of the two different sets of fullerenes were also
confirmed via solvatochromic absorption mea-
surements (fig. S25). These measurements show
that the ultraviolet absorption of trans-1,2
fullerenes assembled with PFT matches that
of the fullerenes in pure water, indicating that
trans-1,2 sits outside of the PFT micelle. In
contrast, the absorption of the trans-3,4 full-
erenes assembled with PFT matches that of
the fullerenes in organic solvents, indicating
that trans-3,4 sits in a lower dielectric envi-
ronment like the micelle interior.
Figures 4, F and G, show luminescence quench-

ing measurements that further support the
idea that different isomers of C60(PI)2 assemble
in different places in the PFT micelle. The lu-
minescence decays shown in Fig. 4G were taken
with a Kerr-gated time-resolved fluorescence
setup using CS2 as the gate medium, providing
a time resolution of ~1 ps (20). Clearly, the PFT
fluorescence is quenched nearly to the instru-
ment limit in concentrated solutions when as-
sembled with trans-3,4 fullerenes, verifying that
the photoinduced charge transfer to these ful-
lerenes is ultrafast. In contrast, there is almost
no fast quenching of the PFT emission with an
equal amount of trans-1,2 fullerenes, reflecting
their assembled position predominantly on the
outside of the micelle, out of range for fast ET.
Figure 4F shows steady-state luminescence
measurements on these same samples. Con-

sistent with the time-resolved data, assemblies
of PFT with trans-1,2 fullerenes showed little
luminescence quenching, whereas PFT assem-
bled with trans-3,4 fullerenes had strong quench-
ing. These quenching results suggested that not
only can we selectively associate fullerenes with
polymer micelles using the number of charges,
we can also control the position of the fullerene
within the micelle by the placement of the
charges (Fig. 4E).
Given this degree of control, the next step was

to examine long-lived excitations in assemblies
of PFT and mixed-bis adducts containing both
intimately assembled trans-3,4 and more iso-
tropically charged trans-1,2 fullerenes. Ideally,
this coassembly should permit rapid photoin-
duced electron transfer from PFT to the trans-
3,4 fullerenes, followed by a second ET step to
the trans-1,2 fullerenes. If this type of directed
ET cascade occurs, electrons on the trans-1,2
fullerenes would then be stabilized in the high-
dielectric environment of the water surround-
ing the micelle, preventing recombination with

the PFT. Indeed, we found that photoexcitation
of aqueous PFT:mixed-bis adduct solutions caused
a dramatic color change from yellow to dark
green over time (Fig. 3D); once the solution was
exposed to light, the color change was essen-
tially permanent, lasting days to weeks. Dilute
solutions, like those used to collect the data in
Fig. 3, B and C, required extensive light exposure
(fig. S24), but when higher concentrations were
used, the color change took place in just a few
seconds under room lights, indicating that the
quantum yield for long-lived charge separation
is much higher than the ~25% in dilute solu-
tions (compare Fig. 3B).
PFT is a blue-absorbing polymer with an ab-

sorption maximum at 430 nm in water and little
to no absorbance above 550 nm (10). The color
change from yellow to green was confirmed to
arise from the appearance of the PFT hole po-
laron (P+) by comparing steady-state data (Fig.
3D) with transient absorption data (Fig. 3B) and
absorption from PFT oxidized with iodine, both
of which show absorption in the sub-gap region
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at ~690 nm (fig. S23) (21). The Fig. 3D inset shows
that simultaneously, a substantially weaker neg-
ative (N –) polaron absorption peak caused by
the C60(PI)2 molecular anion was observed at
1180 nm. The low intensity of the N– absorp-
tion has several origins: (i) The absorption cross-
section of fullerene anions is much smaller than
that of the polymer polarons (22); (ii) the weak N–

absorption peak sits on top of a broad scattering
background from the coassembled micelles in
solution; and (iii) the N– polaron might react
with impurities in the water, despite our best
efforts to deoxygenate the solutions by freeze-
pump-thaw techniques (23).
To further confirm the formation of stable,

separated N– and P+ polarons after exposure to
light, we performed electron paramagnetic
resonance (EPR) experiments. Figure 3E shows
the EPR signal from the green PFT:mixed-bis
adducts solution; the g-factors for the N– and
P+ polarons are 2.0004 and 2.0040, respec-
tively, in good agreement with reported values
for many other polymer-fullerene systems (24).
The N– polaron line width that we observed
is broader than that in other polymer-fullerene
systems, both because of the interaction of
the water dipoles with the polarons and be-
cause of different spin-relaxation times for the
electron and hole (25, 26). The critical differ-
ence between our coassembled system and
previous systems, however, is that the previ-
ous EPR work required active photoexcita-
tion (light-induced EPR) in order to observe
the polaron signals. In contrast, once ex-
posed to light, the polarons created in our
PFT:C60(PI)2 solutions remained stable essen-
tially indefinitely.

Final confirmation that the long-lived sep-
arated charges resulted from a self-assembled
ET cascade comes by examining the details of
absorption and luminescence for a range of
samples in different solvents. As discussed above,
aqueous solutions of PFT and trans-1,2 full-
erenes show little PL quenching (Fig. 4, F and
G), but they did briefly turn green during the
course of the dissolution, indicating polaron
formation (possibly from disordered polymer
that transiently allowed the fullerene to partly
insert into the micelle). By contrast, despite the
efficient luminescence quenching in solutions
of PFT coassembled with the trans-3,4 full-
erenes (Fig. 4, F and G), the solutions did not
turn green and ultrafast experiments (data
not shown) indicate that polarons are formed
on subpicosecond time scales (as in Fig. 3B),
but recombine with 100% yield over the next
few hundred picoseconds. These results indi-
cate that controlling the spatial position of the
fullerenes can dramatically affect carrier dy-
namics. Moreover, photoexcitation of green-
colored PFT:mixed-bis fullerene solutions results
in increased luminescence quenching because
PFT excitons are further quenched by P+-
polarons (Fig. 3F). However, when tetrahydro-
furan (THF), which is known to disassemble
the polymer micelles (27), was added to the co-
assembled green system, the luminescence sig-
nal regained its intensity, indicating a fully
reversible system (Fig. 3F). These results fur-
ther support the idea that intimate assemblies
with well-controlled molecular positions are
required to facilitate a charge transfer cascade
and avoid recombination. When nanoscale ar-
chitecture is optimized, the result is stable

polarons that could potentially be applied to
improve organic photovoltaic cells via sup-
pression of charge recombination.
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BATTERIES

Topological defect dynamics in
operando battery nanoparticles
A. Ulvestad,1 A. Singer,1 J. N. Clark,2,3 H. M. Cho,4 J. W. Kim,1 R. Harder,5 J. Maser,5

Y. S. Meng,4* O. G. Shpyrko1*

Topological defects can markedly alter nanomaterial properties. This presents
opportunities for “defect engineering,” where desired functionalities are generated through
defect manipulation. However, imaging defects in working devices with nanoscale
resolution remains elusive. We report three-dimensional imaging of dislocation dynamics
in individual battery cathode nanoparticles under operando conditions using Bragg
coherent diffractive imaging. Dislocations are static at room temperature and mobile
during charge transport. During the structural phase transformation, the lithium-rich phase
nucleates near the dislocation and spreads inhomogeneously. The dislocation field is a
local probe of elastic properties, and we find that a region of the material exhibits a negative
Poisson’s ratio at high voltage. Operando dislocation imaging thus opens a powerful avenue
for facilitating improvement and rational design of nanostructured materials.

N
anoconfinement causesmaterial properties
to differ substantially from their bulk coun-
terparts in many ways and can lead to size-
tunable thermodynamics, faster intercalation
kinetics, and extended life cycles (1). “De-

fect engineering” can be used to further design
and optimize properties owing to the apprecia-
ble influence of defects on material properties
(2, 3). Motivated by this opportunity, many re-
searchers worked to develop imaging techniques
capable of resolving defects, in particular dis-
locations (4, 5).
The observation of dislocations with techni-

ques such as x-ray topography (6, 7) and recip-
rocal space mapping dates back to the 1950s
(8–10). The coherence of third-generation syn-
chrotron x-ray beams enabled several new defect
imaging techniques (11), including phase con-
trast tomography (12) and Bragg x-ray ptychog-
raphy (13), which was recently used to visualize
the displacement field of a dislocation in silicon.
For a recent review of defect imaging using co-
herent methods, see (14).
Bragg coherent diffraction imaging (BCDI)

relies on interference produced by coherent
x-rays and phase-retrieval algorithms to recon-
struct the three-dimensional (3D) electrondensity
and atomic displacement fields in nanocrystals
(15–18). The displacement field information
that BCDI provides is complementary to the
aforementioned techniques and crucial in iden-
tifying the character of single dislocations. BCDI

can also track, with nanoscale resolution, buried
single defects under operando conditions.
The role of dislocations in Li-ion battery per-

formance remains largely underexplored, and
one of the few areas where materials can be
further optimized. The appearance of disloca-
tions correlates with capacity loss (19), as dis-
locations induce stress and strain (20). Yet,
dislocations can relieve strain during phase
transformations by allowing the interface be-
tween the phases to decohere and thus prevent
cracking and the associated active material
loss and undesirable surface reactions with the
electrolyte (21, 22). To understand these nuances,
we must first track single defects in operating
devices under working conditions. We use BCDI
to study single defects in the nanostructured
disordered spinelmaterial LiNi0.5Mn1.5O4 (LNMO).
LNMO is a promising high-voltage cathode
material in which the lithium diffusion path-

way is three-dimensional (23). In addition, the
material exhibits both two-phase coexistence
and phase transformations at certain lithium
concentrations during charge and discharge,
as evidenced by both electrochemical and dif-
fraction data (21, 24–26). The phases are dif-
ferent in their lattice constant but have the same
symmetry group (Fd3m).
The experimental setup is shown schemati-

cally in Fig. 1. Focused coherent x-rays are inci-
dent on an in situ coin cell (fig. S1) that contains
the nanoparticulate LNMO cathodematerial. X-ray
diffraction data (fig. S2) and electrochemical data
(fig. S3) confirm expected behavior of the LNMO
cathode. The x-rays scattered by a single LNMO
particle satisfying the (111) Bragg condition are
recorded on an area detector (27). The exper-
imental geometry, combined with the random
orientation of the cathode nanoparticles, ensures
that the (111) Bragg reflections corresponding
to separate particles are well separated and an
individual reflection can be isolated on the de-
tector. The battery was cycled 101 times at a fast
rate (30 min for full charge) before the imaging
experiment. From the coherent diffraction data,
we reconstruct both the 3D distribution of elec-
tron density, rðx; y; zÞ, and the 3D displacement
field along [111], u111(x,y,z), in an individual cath-
ode nanoparticle with 35-nm spatial resolution
(fig. S4) (27).
Figure 2A shows the isosurface rendering of

the particle shape. Figure 2B shows a cross-
section of the 3Ddisplacement field [u111(x,y,z= z0)]
in the cathode nanoparticle. The [111] direction is
approximately along the x axis, whereas the x-ray
beam is almost parallel to the z axis. To determine
the defect type responsible for the displacement
field in Fig. 2, B and C, Fig. 2D shows the dis-
placement field magnitudes at a fixed radius, r,
as a function of azimuthal angle, q. Depending
on the defect type, this angular distribution will
have distinct features. For example, displacement
fields generated by screw dislocations must vary
linearly with q (28). Edge dislocations produce
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Edge dislocation

Incident Coherent 
X-rays

Diffracted Coherent 
X-rays

In situ coin cell

 Cathode nanoparticle

Fig. 1. Bragg coherent diffractive imaging experiment schematic. Coherent x-rays (red) are incident
on a cathode nanoparticle (green) containing an edge dislocation. A schematic of an edge dislocation for a
cubic unit cell structure is shown with the extra half plane colored purple. The diffracted x-rays carry
information about the 3D electron density and atomic displacement fields within the particle that allows
the type of dislocation to be identified.
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displacements both perpendicular and parallel to
the extra half plane given by (28)

u⊥ ¼ b

2p
qþ sin2q

4ð1 − nÞ
� �

ð1aÞ

u∥ ¼ −
b

2p
1 − 2n
4ð1 − nÞ logr

2 þ cos2q
4ð1 − nÞ

� �
ð1bÞ

where r and q are the radial and azimuthal co-
ordinate, b is the Burgers vector length, and n is
Poisson’s ratio (see fig. S5 for coordinate defini-
tion). Thus, an edge dislocation produces a dis-
placement field that varies linearly with q with
an additional periodic modulation. By inspec-
tion of Fig. 2D, we identify the displacement
field in Fig. 2, B and C, as resulting from edge
dislocations.
We quantitatively determined the edge dislo-

cation properties and the elastic properties in the
nearby region by using Eqs. 1a and 1b with b and
n as fit parameters (27). Other elastic parameters
determined from the displacement field are
consistent with expectations (27). The crystallo-
graphic geometry of the edge dislocation with
respect to [111] is determined from the 3D dis-
placement field to be 50 T 8°, in good agreement
with the predicted value of 54° for an edge dis-
location along <100>. The fitted Burgers vector
magnitude of 8 T 1 Å is in excellent agreement
with the lattice constant along <100>, which is
8.16 Å, and the fitted Poisson’s ratio of 0.27 T 0.1
agrees with the bulk value of 0.3 in the discharged
state (29). For additional fit information, see figs.
S6 and S7.
We mapped the edge dislocations in 3D, and

by repeated measurements confirmed that they
were static for at least an hour at room tem-
perature (fig. S8). Figure 3 shows the evolution of
the dislocation line as a function of charging. The
width of the dislocation line reflects the un-
certainty in the position as determined by the
phase retrieval transfer function (27). The evolu-
tion of the single-particle lattice constant during
charging and discharging is shown in fig. S9.
We observe dislocation line movement as a

function of charge transport, which means that
the dislocations are stable at room temperature

and dynamic under applied current. There is in-
homogeneity in the amount of movement among
different line segments, and it does not appear to
be random. Instead, there is preferential move-
ment toward the boundary of the particle. Addi-
tional time sequences are shown in fig. S10.
We perform fits as shown in Fig. 2 to all

dislocations as a function of charge state in order
to locally determine the Poisson’s ratio in the
single particle along the dislocation line (27).
Figure 4A shows Poisson’s ratio of the particle in
the vicinity of the dislocation line as a function of
charge state. At full lithiation (discharged), the

local Poisson’s ratio is in excellent agreement
with the literature value of 0.3 (29). However, the
lithium concentration changes as a function of
voltage and is known to change material prop-
erties, including Young’s modulus (30) and the
diffusion coefficient (31). Surprisingly, we observe
that Poisson’s ratio decreases during delithiation,
eventually becoming negative at roughly 4.5 V.
The negative Poisson’s ratio, or auxetic prop-

erty, could be due to the peculiar structural changes
in LNMO. It is known that materials are auxetic
for a variety of reasons, including the presence of
microstructures, such as reentrant honeycombs,

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1345

100 nm

z

x

8.167 Å

8.166 Å

8.151 ÅC
ha

rg
e

y

x

8.135 Å

8.126 Å

8.124 ÅC
ha

rg
e

y

x

100 nm

z

x

Fig. 3. Three-dimensional edge dislocation line evolution due to charging. The particle shape is
represented by a semitransparent green isosurface. (A) Evolution of the dislocation line at three different
charge states. (B) The same evolution as in (A) for a different view. (C) Evolution of the dislocation line for
the subsequent three charge states. (D) The same evolution as in (C) for a different view.

0
−3

−2

−1

0

1

2

 

 4 V, 8.167 Å

−2

−1

0

1

2

30 nm

b = 8 Å
ν = 0.29

Θ
−π π

data

100 nm

D
is

pl
ac

em
en

t  
(Å

) fit
u111 / Å

y

x

100 nm

z

x
y

Fig. 2. Edge dislocationdisplacement field identified in a single LNMOcathodenanoparticle. (A) A green isosurface representing the particle shape. A black
plane shows the spatial location of the cross-section of the u111 displacement field shown in (B). (C) Magnification of the boxed region in (B). Locations of edge
dislocations are indicated by ⊥. Data points in (D) correspond to the displacement values as a function of azimuthal coordinate q at fixed radius r [shown as a black
circle in (C)].The red line is a two-parameter fit to the edge dislocation model described by Eqs. 1a and 1b.

RESEARCH | REPORTS



and as a result of phase transformations (32).
For example, auxetic behavior was attributed to a
hinge-like structure in spinel CoFe2O4 (33), which
has the same structure as LNMO.We hypothesize
that a hinge-like mechanism as diagrammed in
Fig. 4C is responsible for the reduction in the
measured Poisson’s ratio. At 4.5 V and higher, all
of the Mn3+ ions are oxidized to Mn4+, which

makes the Mn-O bond exceptionally strong be-
cause of the superior ligand field stabilization
energy of Mn4+ due to its half-filled t2g level (23).
This leads to strong and weak bonds within the
crystal, and ultimately to the hinge structure. As
the voltage is increased and more lithium is re-
moved, the hinge structure moves more freely
and consequently the Poisson’s ratio decreases.

If our hypothesis is correct, the delithiated
LNMO spinel would be incredibly strain tolerant
(34) and might be used to prevent structural
collapse in layered oxide materials at high vol-
tages when blended as a nanocomposite (35).
The auxetic property may also explain why this
material is relatively resistant to losing oxygen
from the crystal structure at high voltage.
Near 4.7 V, LNMO exhibits two-phase coexis-

tence anda structural phase transformationduring
charge and discharge, as evidenced by both elec-
trochemical and diffraction data (24, 25, 36). The
twophases differ in their lattice constant, whereas
the symmetry group of the crystal remains the
same. At the single-particle level, the phase trans-
formation manifests itself as a splitting in the
(111) diffraction peak, indicating that two lattice
constants are present (see fig. S12 for diffraction
data during the onset of the phase transforma-
tion and fig. S9 for single-particle lattice constant
evolution). Figure S13 shows diffraction datamid-
way through the phase transformation. Figure 5
shows the displacement and strain field evolution
within the nanoparticle at two measurement
times (left and right) corresponding to 4.7 and
4.69 V during the onset of the phase transfor-
mation during discharge. Again, the x axis cor-
responds to the [111] direction.
In Fig. 5A, we qualitatively identify an edge

dislocation by inspection of the displacement
field. Approximately 20 nm higher, the Li-rich
phase nucleated above the dislocation and created
tensile strain due to its larger lattice constant.
However, this is below the spatial resolution of the
experiment, and thus another cross-section (z3) that
is 40 nm higher is also shown to corroborate the
previous statement. Thus, the observed dislocation
is near the phase boundary between the Li-rich
and Li-poor phase. From their proximity, we
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conclude that the dislocation likely acts as a
nucleation point for the new phase during the
phase transformation, which is expected from
theoretical calculations (37). Figure 5, B and C,
show that further discharge causes the Li-rich
phase to expand further into the particle, as op-
posed to nucleating a new phase region a con-
siderable spatial distance away. This suggests the
near-equilibrium pathway for the phase trans-
formation at the single-particle level. The obser-
vation of a phase boundary is quite interesting in
light of recent results showing the absence of a
phase boundary during fast charging in LiFePO4

(38). The relatively slow cycling rate (4 hours for
full charge) used in this study is most likely
responsible for this discrepancy.
We studied topological defect dynamics in

crystalline nanoparticles under operando con-
ditions using Bragg coherent diffractive imaging.
Edge dislocations that are static at room temper-
ature are dynamic in response to charge tran-
sport. The 3D dislocation displacement field
serves as a local probe of elastic properties, and
we observe that at high voltage, Poisson’s ratio in
the vicinity of the dislocation is vastly different
from that at lower voltages. This calls for further
investigation into using lithium ions to tune ma-
terial properties and could explain why LNMO is
resistant to oxygen loss at high voltage. We
anticipate that imaging of dislocations can be
used as a nanotechnology to locally probe elastic
properties in nanomaterials and that LNMOcould
improve the strain tolerance of other cathodes.
We reconstructed the onset of the phase trans-
formation, observed the dislocation act as a nu-
cleation point, and showed how the phase expands
into the particle. Our results open up the imag-
ing of weakly strained phase transformations to
BCDI and unlock the potential for a synthesis/
imaging feedback loop to engineer dislocations
at the nanoscale.
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MEMBRANE FILTRATION

Sub–10 nm polyamide nanofilms
with ultrafast solvent transport
for molecular separation
Santanu Karan, Zhiwei Jiang, Andrew G. Livingston*

Membranes with unprecedented solvent permeance and high retention of dissolved solutes
are needed to reduce the energy consumed by separations in organic liquids.We used
controlled interfacial polymerization to form free-standing polyamide nanofilms less than
10 nanometers in thickness, and incorporated them as separating layers in composite
membranes. Manipulation of nanofilm morphology by control of interfacial reaction conditions
enabled the creation of smooth or crumpled textures; the nanofilms were sufficiently rigid
that the crumpled textures could withstand pressurized filtration, resulting in increased
permeable area. Composite membranes comprising crumpled nanofilms on alumina supports
provided high retention of solutes, with acetonitrile permeances up to 112 liters per square
meter per hour per bar.This is more than two orders of magnitude higher than permeances of
commercially available membranes with equivalent solute retention.

M
any separation processes used by indus-
try require evaporation and distillation,
which have high energy consumption
due to the latent heat of vaporization.
Membrane technology would require

only one-tenth as much energy to process an
equivalent amount of liquid (1), but for indus-
trial processes involving large quantities of or-
ganic liquids, such membranes should be stable
in organic solvents and have high permeance
to enable processing within a reasonable time.
Thin-film composite (TFC) membranes for water
desalination (2, 3), which comprise a polyamide
separating layer formed by interfacial polymeri-
zation on top of a porous ultrafiltration support

membrane, have been adapted for organic sol-
vent nanofiltration (OSN). However, the perme-
ance of TFC-OSN membranes is still relatively
low (~2.5 liters m−2 hour−1 bar−1 for membranes
that reject >90% of solutes with molecular weight
<300 g mol−1) (4), demanding large membrane
areas for industrial applications. Meanwhile, for
OSN, Karan et al. (5) used chemical vapor depo-
sition to prepare diamond-like carbon (DLC)
nanosheet membranes that showed ultrafast per-
meance when the thickness of the DLC separation
layer was decreased to 30 nm; the DLC layer re-
mained mechanically robust. In contrast, when
the same thickness-reduction approach was fol-
lowed for solution-cast films of a linear polymer
(PIM-1), a maximum heptane permeance of ~18
liters m−2 hour−1 bar−1 was measured for a film
140 nm thick, after which permeance decreased
with decreasing thickness. This was attributed
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to structural relaxation of the films for thick-
nesses less than 100 nm (6).
We postulated that thin films comprising net-

work polymers will achieve ultrafast solvent per-
meance when their thickness is reduced below
100 nm, in contrast to films comprising linear
polymers. Hence, we decided to explore the per-
meation of solvents through highly cross-linked
sub–10 nm polyamide nanofilms fabricated via
interfacial polymerization of diamine and acid
chloride. By controlling the rate of interfacial re-
action,m-phenylenediamine (MPD)–trimesoyl chlo-
ride (TMC) nanofilms were prepared on a sacrificial
layer of cadmium hydroxide nanostrands. The
fabrication process is shown in Fig. 1, A and B. The
nanostrand layer was formed on an ultrafiltration

support membrane [either cross-linked polyimide
XP84 (figs. S1 and S2) or porous alumina] via vac-
uum filtration of nanostrand solution (5, 7, 8)
(Fig. 1, C and D, and fig. S3). Polyamide nano-
films with controlled morphology were formed
on the nanostrand layer through controlled
release of diamine at the water-hexane interface
(fig. S4). The nanostrand layer was then removed
by acid dissolution, using a dilute aqueous so-
lution of hydrochloric acid, or, for prolonged
interfacial polymerization reactions, by virtue
of the acid formed in the reaction (Fig. 1B). This
resulted in the formation of ultrathin nanofilms
comprising a highly cross-linked polyamide net-
work with terminal carboxylic acid groups on the
surface facing the hexane (figs. S5 to S7).

The surface morphology of the nanofilms
varies with MPD concentration (fig. S8); with
increasing MPD concentration, the nanofilm
appears crumpled, with feature sizes of 100 to
500 nm (figs. S9 to S13 and table S1). We be-
lieve that the crumpling phenomenon occurs
when heat generation resulting from high-rate
interfacial reactions leads to local temperature
rises. These then create interfacial instabilities
in the hexane layer through buoyancy driven
by Rayleigh-Bénard convection (9). This causes
the nanofilm to bend and crumple up, and gen-
erates additional interfacial area over the same
time scale as the interfacial reaction itself. The
resulting nanofilm is thus a “mold” of the in-
terface (10).
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Fig. 1. Description of the controlled interfacial polymerization process
and the resulting sub–10 nm nanofilms. (A) A sacrificial Cd(OH)2 nano-
strand layer was prepared on top of an ultrafiltration support membrane
[porous alumina or cross-linked polyimide (XP84)]. The nanostrand layer was
saturated with an aqueous solution of diamine and contacted with a hexane
layer containing TMC, enabling the synthesis of polyamide nanofilms via
interfacial polymerization. (B) The nanostrand layer was removed by acid
dissolution, resulting in a free-standing nanofilm that was then attached to a
support membrane. (C and D) Cross-sectional and surface SEM images
of a nanostrand layer, 120 nm thick, formed on an alumina support. The
nanofilms with controlled surface morphology were fabricated from MPD-
TMC on XP84 and then transferred onto alumina. (E and F) Cross-sectional

SEM images of smooth nanofilm (MPD-0.1%-10min) (E) and crumpled
nanofilm (MPD-3%-1min) (F). Insets in (E) and (F) are high-magnification
images. (G and H) AFM height image and corresponding height profile of
a section of a smooth nanofilm (MPD-0.1%-10min) on top of a silicon wafer.
A scratch was made to expose the wafer surface and allow measurement
of the height from the silicon wafer surface to the upper nanofilm surface.
(I) AFM images of the wrinkles formed when the MPD nanofilms are
transferred onto an elastomer substrate and subjected to an applied
compressive stress. Top, smooth nanofilm; bottom, crumpled nanofilm.
(J) Photograph of a smooth nanofilm ~8 nm thick (MPD-0.1%-10min)
transferred to a wire lasso. (K) Aspiration of a crumpled nanofilm through
a pipette tip 320 mm in diameter.
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Scanning electron microscopy (SEM) images
of smooth and crumpled nanofilms (MPD-0.1%-
10min and MPD-3%-1min in Table 1, respec-
tively) are shown in Fig. 1, E and F. Atomic force
microscopy (AFM) images of a smooth free-
standing nanofilm (MPD-0.1%-10min; fig. S14)
transferred onto a silicon wafer and scratched to
reveal the wafer surface give a thickness of ~8.4 nm
(Fig. 1, G and H). Layer-by-layer growth of an
MPD-TMC film on a silicon wafer (11) has sug-
gested that the thickness of each cycle is 0.9 nm,
and if similar dimensions apply to the MPD-TMC
nanofilms formed by interfacial polymerization,
these would be 8 to 10 polyamide units thick.
These sub–10 nm nanofilms are robust, flex-

ible, and defect-free over a few square centimeters
in area (fig. S15). Wrinkling-based measurements
(12, 13) under compressive stress induced by an
elastomer substrate (Fig. 1I and fig. S16) con-
firmed that nanofilms have a Young’s modulus
in the range 0.11 to 2.71 GPa, depending on the
interfacial polymerization conditions (table S2).
Figure 1J shows a smooth nanofilm (MPD-0.1%-
10min) transferred to a wire lasso; although the
film is only ~8 nm thick, it forms an integral sur-
face across the whole 1.5-cm diameter of the lasso.
As demonstrated in Fig. 1K, a nanofilm can be
aspirated through a narrow pipette tip without
visibly tearing or fragmenting.
The strength and flexibility of the nanofilm

make it feasible to produce composite membranes
in a two-stage process in which the separating
nanofilm layer is formed by interfacial polym-
erization as a free-standing entity and is then
placed on top of a support to form a composite
membrane. Further, if the crumpled texture is

robust under pressurized filtration, then (relative
to a smooth film) it will provide a higher permea-
ble nanofilm area per unit area of composite
membrane support. This will enhance compo-
site membrane permeance, which is calculated
according to flow normal to the area of the sup-
port membrane.
Properties of nanofilms fabricated under dif-

ferent interfacial reaction conditions and with
both aromatic and semi-aromatic diamines are
listed in Table 1. The thickness of the smooth
MPD nanofilms was approximately constant after
1 min, whereas their mass measured with a quartz
crystal microbalance increased by a factor of
3 with prolonged reaction time (1 to 10 min)
(table S3). The increasing density explains the
increase in elastic modulus of the nanofilm (table
S2). The top (hexane-facing) surfaces of the nano-
films were characterized by AFM (figs. S17 to S22
and table S4). For crumpled MPD nanofilms,
the reported thickness reflects the apparent
thickness of the crumpled layer (up to 94 nm,
MPD-3%-1min in Table 1) rather than the ac-
tual nanofilm thickness. In fig. S23, we show
that the conditions that result in a crumpled
nanofilm formed on the nanostrand layer give a
smooth nanofilm when applied at an aqueous-
organic interface between free liquids, which
suggests that the crumpling occurs when the
film formation is constrained by the nanostrand
layer. Under AFM, the reverse (aqueous-facing)
surfaces of the nanofilms revealed imprints of the
nanostrand layer as well as the porous backside
of the crumpled sheet (fig. S24 and table S5).
We estimated the carbon, oxygen, and nitro-

gen content in the nanofilms by x-ray photo-

electron spectroscopy (XPS) (Table 1 and fig.
S25). Deconvolution of the C1s spectrum revealed
the signature of amide and carboxyl groups; the
percentages of carboxylic acid groups (resulting
from the hydrolysis of unreacted acyl chloride
groups) and unreacted amine groups were es-
timated from the N1s and O1s spectra (figs. S26
and S27 and table S6). The extent of chemical
cross-linking was calculated from the relative
values of N and O measured from XPS (table S7).
The thicknesses for smooth MPD nanofilms were
also estimated by Ar sputtering in XPS and spec-
troscopic ellipsometry, confirming a sub–10 nm
thickness (fig. S28). Estimated values of C, N, and
O from energy-dispersive x-ray (EDX) measure-
ments under transmission electron microscopy
(TEM) (table S8) concur with XPS measurements.
The contact angles for all MPD nanofilms were
in the range 50° to 60°, which suggests similar
polarity (surface energy) of the surfaces of all the
nanofilms formed. Furthermore, TEM observa-
tions confirmed that the nanofilms were amor-
phous polymers (figs. S29 to S35). Piperazine (PIP)
nanofilms required longer reaction times (10 min)
to become defect-free (figs. S36 to S38).
Measurement of the MPD nanofilm thickness

has been a challenge in understanding the poly-
amide separating layer in TFC desalination mem-
branes; current estimates are in the range of
several hundred nanometers (3, 14, 15). Our
nanofilms can be made free-standing without
deforming their morphology, thereby enabling
close examination. We assert that the rough mor-
phology [length scales ~100 to 500 nm with
hollow features (fig. S33)], which results from
moderate MPD-TMC concentrations, comprises
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Table 1. Composition and surface properties of free-standing nanofilms
fabricated by interfacial polymerization (IP). Root mean square (RMS)
roughness and thickness of free-standing nanofilms were measured on silicon
wafers. The atomic composition was assessed by XPS measurements from
free-standing nanofilms transferred onto gold-coated silicon wafers. The den-
sity of carboxylic acid groups (–COOH) was calculated from the core-level C1s

XPS spectra (table S6).The degree of network cross-linkingwas calculated from
the ratio of network to linear cross-linked portion of the polymer (table S7).The
contact angle of the nanofilms was measured on XP84. Nanofilms with the
suffix ACT were activated with DMF by immersion for 4 hours followed by
washing in methanol (immersion for 15 min). Nanofilm with the suffix Flip
refers to the reverse side. ND, not determined.

Free-standing
polyamide nanofilm
(aqueous amine phase–
wt%–IP time)

TMC in
hexane
phase
(wt%)

Overall
thickness

from
SEM/AFM

(nm)

RMS
roughness
Rrms (nm)

Atomic composition from XPS (%)
Degree of
network

cross-linking
(%)

Contact
angle (°)C O N COOH

MPD-0.05%-10min 0.0025 8.4 T 0.4 0.63 T 0.03 ND ND ND ND ND 58.2 T 1.6
MPD-0.1%-1min 0.005 7.5 T 0.4 0.52 T 0.04 73.3 14.3 12.4 3.0 78.6 56.8 T 3.2
MPD-0.1%-1min-ACT 0.005 7.8 T 0.2 0.69 T 0.05 73.5 14.5 12.0 2.9 71.7 56.6 T 2.4
MPD-0.1%-10min 0.005 8.4 T 0.5 0.60 T 0.05 73.7 14.3 12.0 3.7 73.8 58.7 T 1.5
MPD-0.1%-10min-ACT 0.005 8.0 T 0.3 0.51 T 0.05 74.0 14.6 11.4 3.3 63.1 59.1 T 1.9
MPD-3%-1min 0.15 94 T 7 78.0 T 1.9 73.6 13.8 12.6 3.2 86.4 51.2 T 1.9
MPD-3%-1min-ACT 0.15 95 T 10 64.8 T 1.7 73.0 14.7 12.3 3.2 73.3 49.3 T 2.4
MPD-3%-1min-Flip 0.15 ND 11.2 T 0.7 72.5 14.7 12.8 3.2 79.3 ND
MPD-4%-1min 0.2 63 T 5 56.2 T 2.8 73.3 14.7 12.0 3.4 69.7 53.6 T 2.9
MPD-4%-1min-ACT 0.2 52 T 8 42.6 T 3.7 73.2 14.5 12.3 3.4 75.4 53.1 T 1.8
MPD-10%-1min 0.5 64 T 3 23.9 T 3.0 74.5 12.8 12.7 1.8 98.8 60.6 T 4.0
MPD-10%-1min-ACT 0.5 47 T 6 24.5 T 2.7 74.7 12.9 12.4 2.2 94.1 57.6 T 2.4
PIP-0.1%-10min 0.02 33.2 T 1.1 4.66 T 0.25 73.2 14.2 12.6 2.0 82.1 44.1 T 1.1
PIP-0.1%-10min-ACT 0.02 ND ND 72.7 14.6 12.7 2.1 79.1 41.9 T 1.5
AMP-0.1%-10min 0.02 14.5 T 0.5 2.31 T 0.88 75.5 13.1 11.4 1.7 79.2 55.7 T 1.4
AMP-0.1%-10min-ACT 0.02 ND ND 75.0 13.2 11.5 1.6 79.3 56.2 T 1.7
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crumpled nanofilms ~8 nm thick (fig. S39) and
that it is the thickness of the whole crumpled
zone that has been reported previously as the
film thickness of TFC membranes.
Figure 2A shows the rejection performance

of a typical nanofilm composite membrane.
Organic solvent permeance of polyamide TFC
membranes is known to be enhanced by di-
methylformamide (DMF) activation (4), and
the same trend is observed for our nanofilm
composite membranes (Table 2, Fig. 2B, and
figs. S40 and S41). Seeking to explain this phe-
nomenon, we examined surface morphology,
chemical structure, film thickness, and mass
per unit area before and after activation with
DMF. None revealed any significant differences,
and so we attribute the permeance increase to
molecular-level modification of the membrane
material (see supplementary materials and table
S9). Before and after activation, a similar rejec-
tion was observed for charged dyes and poly-
styrene oligomers, whereas neutral dyes exhibited
slightly lower rejection (Table 2 and figs. S42 to

S45). MPD nanofilm membranes were tight,
with molecular weight cutoff (MWCO) below
246 g mol−1 based on the rejection of 6-hydroxy-
2-naphthalenesulfonic acid sodium salt (HNSA;
molecular weight 246.2 g mol−1, size 0.59 nm3;
table S10), whereas 4-(aminomethyl)piperidine
(AMP) and PIP nanofilms were progressively
looser with higher MWCO. These membranes
are at least equivalent in selectivity to TFC-OSN
membranes reported to date (4). Acetonitrile,
with viscosity of 0.32 × 10−3 Pa·s and solubility
parameter due to dipole force (dp) of 18.0 MPa1/2

(table S9), gave the highest permeance of 112
liters m−2 hour−1 bar−1. Methanol (0.49 × 10−3

Pa·s, 12.3 MPa1/2) gave the second highest per-
meance of 52.2 liters m−2 hour−1 bar−1. Methyl
ethyl ketone (MEK; 0.38 × 10−3 Pa·s, 9.0 MPa1/2),
with a molar diameter 20% greater than that of
acetonitrile, gave a permeance one-third that of
acetonitrile; the relatively nonpolar heptane and
toluene gave the lowest permeances. Methanol
flux was linear with transmembrane pressure
(fig. S15).

From these observations, we propose a phe-
nomenological transport model (16) describing
the permeance (Ps,i) of solvent s through each
nanofilm i:

Ps;i ¼ Ki
dp;s

hsd
2
m;s

 !
ð1Þ

where Ki is a proportionality constant for nano-
film i (m3 Pa−0.5), dp,s is the solubility param-
eter (Pa0.5), hs is the solvent viscosity (Pa·s), and
dm,s is the molar diameter of the solvent s (m).
Equation 1 describes solvent permeance well
for both activated and nonactivated nanofilms
(Fig. 2B and fig. S41).
Methanol permeance for various nanofilm

membranes is plotted as a function of time in
Fig. 2C. The activated polyamide nanofilm main-
tained a constant permeance when supported
on the aging-resistant alumina. With XP84, per-
meance decreased by 60% over the first 4 hours;
both composite membranes exhibited similar
rejection (Table 2). This permeance decline is
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Fig. 2. Nanofiltration performance of smooth and crumpled nanofilm com-
posite membranes. (A) Ultraviolet-visible absorption spectra of acid fuchsin
(ACF) dye in methanol to estimate the separation performance of the MPD
nanofilmcompositemembrane. Inset shows theACFmolecular structure. (B) Plot
of solvent permeances against the combined solvent property (viscosity, molar
diameter, and solubility parameter) for crumpled nanofilm (MPD-3%-1min) on
alumina. (C) Variation ofmethanol permeance through crumpled nanofilm (MPD-

4%-1min) composite membranes with time. Membranes were activated via DMF
filtration followed by washing in methanol. (D) Plot of methanol permeance with
time for theMPDnanofilm (afterDMFactivation)onalumina (smooth,MPD-0.1%-
10min; crumpled, MPD-3%-1min). Nanofiltration was conducted in a dead-end
stirred cell (500 rpm) at 30°C under 10 bar. (E and F) AFM height image and
schematic representation of the estimated length from AFM, showing actual and
superficial length of smooth nanofilm (E) and crumpled nanofilm (F).
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presumably a result of physical aging and com-
paction of the XP84 support membrane with
DMF filtration. If so, then these highly cross-
linked nanofilms must be adhered to an aging-
resistant support material to enable sustained
performance. This result is especially interesting
because these observations could only have been
made through the formation of free-standing
nanofilms that can be attached to either support.
Figure 2D shows that an alumina supported

crumpled MPD nanofilm provided higher per-
meance than an alumina-supported smooth MPD
nanofilm by a factor of >4 (Table 2). This is
consistent with the assertion that the crumpled
nanofilm provides an effective permeable area
greater than the area of support it covers. Cru-
cially, it appears that this crumpled texture does
not collapse and fail under pressure. Linear flux
over the pressure range 0.3 to 50 bar (fig. S15D)
suggests that the permeable area of the crum-
pled nanofilm is constant, with no folding or flat-
tening to form overlapping layers as pressure is
increased. For a smooth film, the distance traveled
by an AFM tip is the same as the distance across
the scanned area, whereas the distance traveled
by the tip as it moves up and down the ridges of
the crumpled film is greater by a factor of 1.8
(Fig. 2, E and F). The permeance data suggest that
the permeable area of a crumpled film is at least 4
times that of the smooth film; the AFM data sup-

port this, and the schematic in Fig. 2F illustrates
why the AFM value of 1.8 is an underestimate.
The methanol flux through the crumpled

MPD nanofilm on a porous alumina support
(52.2 liters m−2 hour−1 bar−1) is more than 20
times the value reported for TFC membranes
(4) and is two orders of magnitude higher than
commercially available OSN membranes (fig. S46).
This ultrafast permeation through a polymeric
thin film, without compromising selectivity, im-
proves the potential for energy efficiency in OSN
applications (2, 17). A range of chemical processes
have a strong demand for solvent-resistant nano-
filtration membranes with superior permeance.
We provide here a potential candidate in the
form of sub–10 nm crumpled nanofilm compo-
site membranes with ultrafast solvent permeance,
excellent selectivity, and sufficient mechanical
strength for nanofiltration applications.
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Table 2. Organic solvent nanofiltration performance of nanofilm com-
posite membranes. Negatively charged dyes with varying molecular weight
dissolved in methanol were used to study solute retention. Nanofilm mem-
branes were prepared on the prefabricated nanostrand layer deposited on
cross-linked polyimide (XP84) or alumina. Composite membranes with
the suffix ACTwere activated with DMF filtration for 15 to 30 min followed

by filtration with methanol under 10 bar in a dead-end cell. Feed solution
concentration was 20 mg liter−1 in methanol. Feed volume was 50 ml or
100 ml, half of which was collected as permeate to determine the rejection
value. Nanofiltration experiments were conducted in a dead-end stirred
cell (500 rpm) at 30°C under 10 bar. Permeance values are expressed as
liters m−2 hour−1 bar−1.

Nanofilm composite
membrane type
(aqueous amine
phase–wt%–
IP time)

Pure
methanol
permeance

HNSA
(246.2 g mol−1, 0.59 nm3)

Methyl orange
(327.3 g mol−1, 0.86 nm3)

Naphthalene brown
(400.3 g mol−1, 0.95 nm3)

Acid fuchsin
(585.5 g mol−1, 1.18 nm3)

Permeance Rejection
(%)

Permeance Rejection
(%)

Permeance Rejection
(%)

Permeance Rejection
(%)

Alumina support
MPD-10%-1min 2.45 2.44 91.8 2.39 94.8 2.34 95.5 2.05 96.2
MPD-10%-1min-ACT 6.60 6.58 90.2 6.58 94.1 6.40 95.5 6.32 96.5
MPD-4%-1min 8.99 8.98 98.5 8.98 98.9 8.78 99.9 8.78 99.9
MPD-4%-1min-ACT 34.12 34.12 94.5 31.84 98.8 31.03 99.9 30.17 99.9
MPD-3%-1min 13.73 13.73 98.7 12.97 98.9 12.70 99.9 12.53 99.9
MPD-3%-1min-ACT 52.22 52.22 98.5 52.05 98.9 52.00 99.9 51.84 99.9
MPD-0.1%-10min 3.14 3.10 98.5 2.97 99.7 2.90 99.9 2.82 99.9
MPD-0.1%-10min-ACT 12.21 12.23 98.3 12.11 99.7 11.93 99.9 11.24 99.9

XP84 support
MPD-4%-1min 4.78 4.78 97.4 4.78 99.1 4.78 99.7 4.35 99.9
MPD-4%-1min-ACT 13.25 13.33 93.5 12.99 97.7 12.74 99.9 12.74 99.9
MPD-3%-1min 7.71 7.71 95.5 7.71 98.9 7.67 99.9 7.52 99.9
MPD-3%-1min-ACT 19.11 19.11 91.0 19.11 95.5 18.62 99.9 18.49 99.9
MPD-0.1%-3min 5.19 5.31 98.7 5.16 99.9 5.31 99.8 4.84 99.9
MPD-0.1%-3min-ACT 8.59 8.32 98.5 7.97 99.9 ND 99.9 8.31 99.9
MPD-0.1%-10min 3.89 3.89 84.6 3.74 96.4 3.87 98.1 3.82 99.6
MPD-0.1%-10min-ACT 9.55 9.09 94.1 9.09 96.8 9.24 98.5 8.31 99.9
PIP-0.1%-10min 1.42 1.34 71.1 ND ND 1.27 98.2 1.17 99.1
PIP-0.1%-10min-ACT 1.82 1.77 76.2 1.49 96.9 1.70 99.1 1.59 99.5
AMP-0.1%-10min 4.42 4.54 88.4 4.66 97.5 4.35 99.8 4.35 99.9
AMP-0.1%-10min-ACT 4.23 4.25 90.4 4.35 98.6 4.16 99.9 4.16 99.9
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BRAIN PROCESSING

Cortical information flow during
flexible sensorimotor decisions
Markus Siegel,1,2* Timothy J. Buschman,2,3 Earl K. Miller2

During flexible behavior, multiple brain regions encode sensory inputs, the current task,
and choices. It remains unclear how these signals evolve. We simultaneously recorded
neuronal activity from six cortical regions [middle temporal area (MT), visual area four
(V4), inferior temporal cortex (IT), lateral intraparietal area (LIP), prefrontal cortex (PFC),
and frontal eye fields (FEF)] of monkeys reporting the color or motion of stimuli. After a
transient bottom-up sweep, there was a top-down flow of sustained task information from
frontoparietal to visual cortex. Sensory information flowed from visual to parietal and
prefrontal cortex. Choice signals developed simultaneously in frontoparietal regions and
travelled to FEF and sensory cortex. This suggests that flexible sensorimotor choices
emerge in a frontoparietal network from the integration of opposite flows of sensory and
task information.

O
ur reactions are not always the same to
the same sensory input. Depending on
context, we can map the same input onto
different actions. This involves a distrib-
uted network of brain regions. During

visuomotor decisions, choice predictive activ-
ity has been found in frontoparietal regions,
including the lateral intraparietal area (LIP)

(1–4), prefrontal cortex (PFC) (1, 5–9), frontal eye
fields (FEF) (7), and motor and sensory cortex
(10–13). However, it remains unclear how choice
signals evolve. Do they flow bottom-up, flow
top-down, or evolve concurrently across brain
regions? Do choice signals in sensory regions
reflect their causal effect on the decisions or
feedback from decision stages (12)? Similarly,

little is known about the flow of task signals.
Neuronal activity encodes task rules in prefrontal
(6, 8, 14, 15), parietal (2), and visual (16) cortices.
Task-dependent attention modulates neuronal
activity throughout sensory cortices (17–19). It
remains unknown how task signals evolve across
these regions.
We trained twomonkeys ona flexible visuomotor

task (Fig. 1 and materials and methods). They
categorized either the color (red versus green) or
the direction (up versus down) of a colored visual
motion stimulus, reporting it with a left or right
saccade (Fig. 1A). A visual cue instructed animals
about the task (motion or color, Fig. 1C). Each
task was indicated by two different visual cues
to dissociate cue and task-related activity. Color
and motion spanned a broad range around the
category boundaries (yellow and horizontal) (Fig.
1B and fig. S1). Both monkeys were proficient at
categorizing the cued feature (Fig. 1D) (94% and
89% correct for motion and color tasks, respec-
tively, excluding ambiguous trials with stimuli on
the category boundary).
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Fig. 1. Task, behavior, and neuronal information. (A)
Monkeys categorized the motion, direction, or color of
centrally presented, colored random dot stimuli. Before
stimulus onset, a central cue indicated which feature to
categorize. Monkeys indicated their choice with a
leftward or rightward saccade and held central fixation
throughout each trial until their response. Monkeys
were free to respond any time up to 3 s past stimulus
onset. (B) Stimuli systematically covered motion,
direction, and color space between opposite motion
directions (up and down) and opposite colors (redand
green; lab space). All stimuli were 100% coherent, iso-
speed, iso-luminant, and iso-saturated. (C) Two differ-
ent cue shapes cued each task. (D) Responses were
strongly modulated by motion and color for the motion
and color task, respectively. (E) Time courses of neu-
ronal information in spiking activity about five different
task variables averaged across all units and brain
regions. Information is measured as percent variance
of spiking explained by the variable of interest, inde-
pendent of all other variables (%EV). (F) Percentage of
units per region significantly encoding each type of
information (P < 0.05). Dashed lines indicate chance
level. (G) Average information encoded for each region
and type of information. (H) Schematic display of the
recorded brain regions. lPFC, lateral prefrontal cortex. (I) Time course of average motion, color, and choice information analyzed separately for motion and
color categorization tasks. Information is log-scaled to facilitate comparison between tasks. All error bars denote SEM.
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We recorded multi-unit activity (MUA) from
up to 108 electrodes simultaneously implanted
in six cortical regions acutely each day (Fig. 1H
and materials and methods): FEF (532), dorso-
lateral PFC (1020), LIP (807), IT (57), V4 (155),
and MT (123) (total of 2694 multi-units). For
each multi-unit, we quantified how neural activ-
ity encoded cue identity, task (motion versus
color), stimulus motion direction, stimulus color,
and motor choice. Information was quantified as
spiking variance across trials explained by each
factor. All five types of information were quan-
tified independently; for example, choice mea-
sured only information about the choice that was
not explained by cue, task, color, or motion (see
materials and methods). To rule out activity due
to the saccade itself, we included neuronal activ-
ity up to 5 ms before saccade onset.
Averaging across all units revealed temporal

dynamics of information (Fig. 1E). Cue informa-
tion peaked directly after cue onset and stayed
tonically elevated during cue presentation (latency
to reach half maximum: 74 T 1 ms SE). Task infor-
mation showed a bimodal dynamic. A transient
peak shortly after cue onset had a similar latency as
cue information (100 T 25 ms). This transient peak
was followed by a dip and later rise of sustained
task information (333 T 15 ms). In contrast to cue

information, task information increased during
stimulus presentation. Motion and color informa-
tion rose after stimulus onset with a significantly
shorter latency for color (98 T 2 ms) as compared
with motion (108 T 2 ms) information (P < 0.001).
Last, choice information rose (193 T 1 ms) before
the motor responses (270 ms T 3 ms) and signif-
icantly later than motion and color information
(both P < 0.0001).
We quantified for each type of information the

percentage of units with significant effects (Fig.
1F) and the average amount of information (Fig.
1G). We used the second half of the cue interval
(0.5 to 1 s) for cue and task information, the
interval from stimulus onset to the average re-
sponse latency (1 to 1.270 s) for motion and color
information, and the 200-ms interval preceding
the saccade for choice information. We found
significant encoding of each type of information
in each region (P < 0.05 for all regions and
information), but the regional profiles differed.
In accordance with shape selectivity of V4 and
IT, we found themost frequent and strongest cue
information there. Task selectivity was frequent
in all regions and strongest in V4 and IT. Motion
and color information were strongest in MT and
V4, respectively. Choice information was most
frequent and strongest in LIP, FEF, and PFC.

Task (motion versus color) had little effect on
strength and dynamics of motion, color, and
choice information (Fig. 1I) (20, 21). Therewas no
evidence that only task-relevant sensory infor-
mation was routed to frontoparietal stages and
no evidence that choice information was present
only in the task-relevant sensory region. In sum,
all types of information were encoded across the
entire visuomotor pathway, albeit with different
incidences and strength.
Next, we investigated the temporal dynamics

of information across regions. Cue information
flowed bottom-up, rising first in MT, followed by
LIP, V4, IT, FEF, and PFC (Fig. 2A). Most of the
pairwise comparisons revealed significant la-
tency differences between regions (Fig. 2B, P <
0.001). Task information showed very different
dynamics (Fig. 2C). There was a significant early
transient peak of task information (<150 ms) in
IT and V4 only, without a latency difference
between V4 and IT (P > 0.05). The latency of this
peak in IT (72 ms) was not different (P > 0.05)
from the latency of cue information in IT (also
72 ms). In V4, the transient peak of task infor-
mation was slightly later (96 ms) than cue in-
formation (73 ms) (P < 0.05). Directly after this
transient peak, task information was low in the
PFC, but then appeared there first and flowed

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1353

Fig. 2. Dynamics of cue and task information.
(A) Each row displays for one brain region the
average time course of neuronal information
about cue identity. Left graphs display raw
information (% EV, same scale for all regions). To
support comparison across regions, right graphs
display time courses normalized by maximum
information for the interval of interest. The bottom
right graph shows an overlay of all regions’
information time courses. Cue and stimulus
onsets are at time = 0 s and time = 1 s,
respectively. (B) Comparison of cue information
latencies between regions. Latencies are quanti-
fied as the time to reach half maximum
information. Black dots in the right graph indicate
significant latency differences between regions.
(C) Time courses of task information across
regions. Same conventions as in (A). (D) Com-
parison of task information latencies between
regions. Latencies were separately analyzed for
the early transient peak around 100 ms and for
the later sustained increase of task information
after 200 ms. Early peak latencies were only
estimated for regions that showed a significant
effect (V4 and IT, P < 0.05). Same conventions as
in (B). All error bars denote SEM.0 1
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from PFC to LIP, MT, FEF, V4, and IT. Many
pairwise latency comparisons were significant
according to this pattern (Fig. 2D, P < 0.01). In
particular, task information rose earlier in PFC
and LIP than in FEF, V4, and IT (all P < 0.01). In
summary, IT and V4 first extracted task infor-
mation from the cues along with the encoding
of cue identity. After this transient burst, there
was a flow of sustained task information from
PFC and LIP across the entire sensorimotor
hierarchy.
Motion information rose first in MT, followed

by LIP, V4, IT, FEF, and PFC (Fig. 3A). Color
information rose first inMT, followed by V4, LIP,
FEF, IT, and PFC (Fig. 3C). Most pairwise com-
parisons revealed latency differences between
regions according to these sequences (Fig. 3, B
and D, P < 0.05). Furthermore, color information
appeared significantly earlier than motion infor-
mation in V4, MT, PFC, and FEF (all P < 0.001).
Analyzing motion and color tasks individu-
ally confirmed these results and showed that
neuronal latencies for motion and color in-
formation were almost identical for both tasks
(fig. S2).

Choice signals had a different dynamic. If spon-
taneous fluctuations of activity influenced ani-
mals’ choices, activity would predict the choice
even before presentation of the motion-color
stimulus. Indeed, for all regions except IT, sig-
nificant choice information preceded stimulus
onset (–0.5 to 1 s, P < 0.01). We ruled out that this
prestimulus choice information merely reflected
an effect of the previous trial (see materials and
methods). We next investigated the build-up of
choice information during decisions (Fig. 4).
Because this reflects the forthcoming behavioral
response, we time-locked analysis to the saccade.
Choice information increased in LIP and PFC
before FEF (Fig. 4B, P < 0.05), but there was no
latency difference between LIP and PFC. Choice
information increased later in V4 and MT than
in LIP and PFC (Fig. 4B, all P < 0.05), suggesting
feedback of choices from frontoparietal stages.
Analyzing choice information for motion and
color tasks individually confirmed the above re-
sults (fig. S3).
Our results provide insights into the neuronal

mechanisms underlying sensorimotor choices
(summarized in fig. S4). First, sensory (cue, mo-

tion, or color), cognitive (task), and behavioral
(choice) information was not confined to specific
cortical regions but instead broadly distributed.
This is incompatible with models of compart-
mentalized cortical function. Our results instead
suggest a graded functional specialization of cor-
tical regions with information shared between
regions (22). Second, sensory information flowed
feed-forward from sensory cortex. Third, task
information was first extracted in an early, tran-
sient burst in higher sensory cortex (V4 and IT).
This early transient may reflect the learned cue
associations, that is, the grouping of the two cues
for each task into one representation that is then
fed forward to PFC and LIP. After the early tran-
sient, sustained task information appeared first
in PFC and LIP and then spread to other regions.
Thus, task information may need to reach PFC
and LIP before being broadcast across the
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Fig. 3. Dynamics ofmotion and color information.Time courses and latencies of neuronal information
about (A and B) motion direction and (C and D) color of the categorized stimulus. Stimulus onset is at
time = 1 s. All other conventions as in Fig. 2.
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All other conventions as in Figs. 2 and 3.

RESEARCH | REPORTS



sensorimotor pathway (23). Fourth, choice pre-
dictive activity was present in sensory (V4 and
MT), frontoparietal (LIP and PFC), and premotor
(FEF) cortex before onset of the decision process.
This suggests a link between spontaneous fluc-
tuations of neuronal activity along the entire
sensorimotor pathway and subsequent decisions.
Fifth, choice signals first and simultaneously built
up in PFC and LIP and then followed in FEF. Our
findings accord with previous reports of ramping
choice predictive activity in LIP (3), PFC (7), and
FEF (7) but shed light on how choices aremade in
this network. Our results suggest that, although
sensory information reaches LIP and FEF before
PFC, the accumulation of sensory evidence occurs
first and jointly in LIP and PFC before decision
signals are relayed to FEF. Similar dynamics in
PFC and LIP could indicate that accumulation of
sensory evidence depends on their recurrent in-
teractions (24, 25). The delayed choice signals in
FEF may reflect the transformation of accumu-
lated evidence into a discrete choice (26). Sixth,
we found an increase of choice signals in LIP and
PFC before MT and V4. This is consistent with
feedback of choice signals from frontoparietal to
sensory cortex (12, 13, 27). This may support co-
operative computations between different hierar-
chical stages (28) and perceptual stability (27). In
sum, flexible sensorimotor decisions are not a
simple feed-forward process but result from com-
plex temporal dynamics, including feed-forward
and feedback interactions between frontal and
posterior cortex.
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COMETARY NUCLEI

The shape and structure of
cometary nuclei as a result of
low-velocity accretion
M. Jutzi1* and E. Asphaug2

Cometary nuclei imaged from flyby and rendezvous spacecraft show common evidence
of layered structures and bilobed shapes. But how and when these features formed is
much debated, with distinct implications for solar system formation, dynamics, and
geology. We show that these features could be a direct result of accretionary collisions,
based on three-dimensional impact simulations using realistic constitutive properties. We
identify two regimes of interest: layer-forming splats and mergers resulting in bilobed
shapes. For bodies with low tensile strength, our results can explain key morphologies of
cometary nuclei, as well as their low bulk densities. This advances the hypothesis that
nuclei formed by collisional coagulation—either out of cometesimals accreting in the early
solar system or, alternatively, out of comparable-sized debris clumps paired in the
aftermath of major collisions.

C
omets or their precursors formed in the
outer planets region, possibly millions of
years before planet formation. Cometary
nuclei may be fluffy condensates (1) or
rubble piles (2) assembled by hierarchical

accretion (3). Alternatively, they may be relics
of catastrophically disrupted progenitors (4).
Whether their interior structures preserve a
record of their original accumulation is much
debated (5, 6), as is their geophysical connec-
tion to the Kuiper belt objects (KBOs) that are
the likely source (7) of 1P/Halley and Jupiter
family comets (JFCs)—all of the comets visited by
spacecraft to date. Models of present-day dynam-
ical evolution (4) suggest that KBOs smaller than
~5 km in diameter have catastrophic disruption
lifetimes shorter than the age of the solar system,
in which case JFCs, even if delivered as intact
KBOs, are unlikely to be primordial. Others (8)
argue that KBOs larger than ~60 km grew by
efficient hierarchical accretion, whereas KBOs
smaller than ~4 km probably survived as pri-
mordial relics. Models based on gravitational
instability along with particle clumping in tur-

bulent flows predict that asteroids and comets
were born big (9, 10) and bypassed the primary
accretion phase of kilometer-sized bodies en-
tirely. If so, then JFCs are secondary collisional
relics from KBO-scale collisions (11, 12). Dynam-
ics is part of the story, chemistry another: In a
thermodynamic sense, JFCs are highly primitive.
The supervolatiles driving cometary activity and
disruption (6) require there to have been min-
imal processing by internal heating and differ-
entiation inside of a parent body and minimal
shock heating by energetic impacts.
Whatever their origin, cometary nuclei come

apart easily due to tides (13) and other gentle
stresses (14). They are weakly consolidated at
scales ~100 m or less (13). Estimated and mea-
sured bulk densities are half that of water ice,
requiring considerable porosity. These data and
other crucial information are obtained from as-
tronomical observations and theoretical inter-
pretations (5, 13), flyby missions (15, 16), and the
European Space Agency’s Rosetta rendezvous
mission to 67P/Churyumov-Gerasimenko (17).
Here we focus on the topographic and structur-
al expressions of cometary nuclei identified by
spacecraft.
There are two structural clues to cometary

origin. First, there is a clear record of layers (18, 19)
in 9P/Tempel 1 and 67P/C-G and possibly also in
19P/Borrelly and 81P/Wild 2. The layers of 67P
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range from structural (~10- to 100-m scale) to
textural (meter scale), and 9P/Tempel 1 has iden-
tifiable layers from >100 m to the limits of res-
olution (~10m). Second, about half of comet nuclei
have bilobed shapes (1P/Halley, 19P/Borrelly, 67P,

103P/Hartley 2). We apply three-dimensional (3D)
collisional models, constrained by these shape
and topographic data, to understand the basic
accretion mechanism and its implications for
internal structure.

According to primary accretion models (3),
cometary nuclei coagulated out of ~0.1- to 1-km
cometesimals during a formative epoch of low-
speed collisions, at speeds comparable to their
mutual escape speed vesc. This speed is a few
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Fig. 2. Different regimes of collisions.The results of SPH simulations for Mt/Mp = 2 and cohesionless bodies. A slice through the symmetry plane is shown;
white is the target and gray is the impactor. The normalized angular momentum L/Lref can be used to distinguish between splat collisions ð0 ≲ L=Lref ≲ 0:9Þ,
BLF collisions ð0:9 ≲ L=Lref ≲ 1:4Þ, and hit-and-run collisions ðL=Lref ≳ 1:4Þ, as indicated approximately by the dashed lines. The formation of a binary pair is
possible in oblique (small q) impacts.

T = 0 h T = 1.4 h T = 2.8 h T = 5.6 h

T = 13.8 h T = 20.8 h T = 27.7 h T = 55.5 h

Fig. 1. Time sequence of bilobed formation. Shown are ~1-km cohesionless icy spheres (top left) colliding at vimp = 1.5vesc, Mt/Mp = 2, and q = 52° with
crushing, friction, and self-gravity. The initial bodies have 50% porosity and a crushing strength of ~0.5 kPa. Their mutual escape speed is ~25 cm/s. The
smaller body leaves a trace of material on the larger one during the first impact, where it is slowed down to reimpact the target ~1 day later. T, time.
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meters per second, the velocity of a bicycle col-
lision. To study this regime, we used a smooth
particle hydrodynamics (SPH) impact code
(20–22) that is well suited to modeling planetes-
imal collisions (23). As weak cometesimals col-
lide and accrete, they crush each other into
deformed, rotating assemblages and escaping
pieces. Considering the expansive parameter
space and great computational expense, we con-
strain our study to bodies with zero initial ro-
tation, impact velocity vimp = 1 to 2 vesc, impact
angle q = 15° to 90°, and target-to-projectile mass
ratio Mt/Mp = 2 to 8.
Material properties are defined by the equa-

tion of state (water ice), porosity (50%), tensile
strength, compressive strength, and friction
(23). The largest tensile strength considered is
100 Pa; this exceeds the tidal stress that broke
D/Shoemaker-Levy 9 (S-L9) into a “string of
pearls” (13) and is consistent with laboratory
materials analysis (24). Tensile strength is
damaged at a prescribed failure stress, forming
rubble that is treated using a friction law.
Tensile strength is defined at the scale of the
simulation resolution, ~10 m. Subscale cohe-
sive structures (massive clods or sheets) would
not influence our tensile stress calculations.
Compressive strength is much greater than

tensile strength in a loosely bonded, coarsely
textured aggregate. We model compression using
a P-a crush curve (P, pressure; a, distention pa-
rameter) (23), considering compressive strengths
~0.5 to 5 kPa. These represent the low range of
dynamic strengths determined by scaling the
diameters of craters forming in icy satellite reg-
oliths (25). Larger values of compressive strength
would not affect our results, as the colliding
bodies experience only minor compaction in

modeled collisions (see below). Energetically, it
is easier to deform these bodies than to com-
pactify them, so they flow without much change
in density. Substantially lower compressive strength
is not possible, as this would lead to collapse under
hydrostatic pressure before the collision (fig. S1).
The central pressure inside a 10-km diameter,
0.5-g/cm3 comet nucleus equals 0.8 kPa, the
weight of a 15-cm layer of the same material on
Earth.
Although cohesion (tensile strength) is low,

friction (pressure-dependent shear strength) has
recently been identified as singularly important
for collisions involving weak aggregate bodies
(22, 26). Friction prevents collapse into a spheroid
and allows for complex shapes and states of non-
equilibrium rotation (27). Previous models of
slow rubble-pile collisions have used zero friction
materials or hard immutable spheres with ad
hoc sticking (28). Our models take into account
the combined effects of rheology (friction, poros-
ity, tensile strength) that are especially impor-
tant in modeling the self-gravitating gentle icy
structures considered here.
The time evolution of such a collision is shown

in Fig. 1. A summary of comparable collisions for
a range of q and vimp can be seen in Fig. 2, which
shows well-defined transitions between three
categories of outcomes, denoted by dashed lines
of approximately constant angular momentum:
(i) “hit-and-runs” (29), in which the colliding
bodies fail to accrete; (ii) bilobe-forming (BLF)
collisions such as in Fig. 1; and (iii) “splats,” in
which the projectile strikes head-on at higher
velocity, flattening into an accretionary pile (30).
We have not studied binary system outcomes
dynamically, but we identify separated binaries
near the transition between BLF collisions and
hit-and-runs, consistent with studies of the
formation of Pluto-Charon and Haumea (11, 12).
For higher–mass ratio collisions [Mt/Mp = 4

(fig. S2)], the picture is similar, although bilobed
shapes are less pronounced. For Mt/Mp = 8 (fig.
S3), no bilobed regime is identified, and colli-
sions result in splats [impactor accreted as a
layer (30)] or hit-and-runs (impactor continues
downrange). In a splat, although the impactor is
severely deformed, there is little compaction of
pore space for the impact velocities vimp ~ vesc

considered here. According to our simulations,
even multiple layer-forming events do not sub-
stantially increase the bulk density, so the final
body is compatible with the measured low den-
sities of comets. The degree of compaction is
dependent on the crush curve within the limits
explained above; detailed analysis of splat-like
layers in comets (18) could constrain this aspect
of cometary materials.
For two reasons, splats are prevalent and BLF

collisions less common for higher–mass ratio
collisions: First, a small projectile is usually stopped
effectively by a considerably larger target. Even
for small q (near-grazing), all of the body’s mass
encounters target material directly. In a similar-
sized collision (29), half of the projectile typ-
ically has no direct contact with target material,
leading to BLF, graze-and-merge, and hit-and-
run collisions. Second, for large Mt/Mp, the
pancake deformation of a projectile requires
less energy than the mobilization of target ma-
terial against target gravity; splats fill their own
craters (30).
The boundaries between splats, BLF colli-

sions, and hit-and-runs can be specified in terms
of a reference initial angular momentum Lref =
Mpvescrimpbref, which is the angular momentum
of an impact with vimp = vesc, reference impact
parameter bref = cos(45°), and impact radius rimp =
rt + rp. Normalized angular momentum is L/Lref =
(vimpb)(vescbref), where L = Mpvimprimpb (b, im-
pact parameter) and rt and rp are the radii of
the target and projectile, respectively. Visual
inspection of Fig. 2 shows that for mass ratio
Mt/Mp = 2, splats occur for 0 ≲ L=Lref ≲ 0:9,
BLF collisions for 0:9 ≲ L=Lref ≲ 1:4, and hit-
and-runs for L=Lref ≳ 1:4. Because L increases
with vimp, the probability of forming splats and
BLF collisions decreases with increasing impact
velocity. We find that these boundaries also
apply for different mass ratios (fig. S1), although
as noted, splats dominate at very small mass
ratios (fig. S2).
In principle, the structural morphology of

cometary nuclei can be used to quantify their
accretionary dynamics. Comet 67P, with esti-
mated mass ratio Mt/Mp ~ 2 to 4 between its
lobes, is the result of a possible BLF colli-
sion. The mutual escape speed from its lobes is
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Fig. 3. Result of combined BLF and subse-
quent splat-forming collisions. An additional im-
pactor (mass Mp2) with Mt/Mp2 = 8 and an
impact velocity of vimp ~ vesc is used to investigate
a splat-type event on a bilobed body. The latter
was formed in a collision such as shown in Fig.
1 and has a final rotation rate of ~12 hours. Sim-
ulated bodies are cohesionless. The subsequent
impact leads to a splat feature (white) without
destroying the bilobed structure of the target. The
dark gray and light gray materials correspond to
the original target and impactor, respectively.

Fig. 4. Effect of tensile strength on the final shape. Comparison between two runs with the same
initial conditions (same as in the run shown in Fig. 1) but different material properties. Colors indicate the
original colliding bodies. (Left) Zero tensile strength; (right) 100-Pa tensile strength.
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vesc ~ 0.7 m/s, assuming a bulk density of 470 kg/m3

(17), placing 67P well within the modeled BLF
regime for impact velocities up to 1.5 m/s (as
represented by Fig. 1). The accreted body is
spun up to a final rotation period Prot ~ 10 to 12
hours for Mt/Mp = 2 and Prot ~ 10 to 14 hours
for Mt/Mp = 4, depending on initial angular
momentum and final shape and elongation of
the resulting structure. Although consistent with
Prot = 12.7 hours for 67P, this is perhaps not
meaningful because Prot increased by 0.4 hours
before and after the comet’s 2009 perihelion (31).
A relatively narrow range of comet nuclei have

been observed by spacecraft: ~10-km radius at
largest (1P/Halley and 19P/Borrelly) and ~1 km
at smallest (103P/Hartley). For these sizes the
outcomes of collisions would be comparable to
those presented here, for a normalized impact
velocity vimp/vesc and normalized angular momen-
tum L/Lref to define the boundaries. For bodies
much larger than ~10 to 100 km, compaction of a
weak interior is expected (32) (fig. S1); this would
strongly influence the outcomes of collisions by
increasing the deep interior binding energy.
In simulations of BLF collisions, traces of the

projectile are smeared onto the target and piled
along the equator, suggesting the possibility of
distinguishing features in remote sensing. We
also consider the effect of successive collisions, as
these could potentially bury, cover, or otherwise
modify a preexisting structure. For this, we first
produced a cohesionless BLF collision target
(shape held by friction) with initial rotation Prot =
12 hours, followedby a large splat-forming collision
(Fig. 3). Splat formation is clearly possible with-
out destroying the preexisting bilobed structure.
We also consider tensile strength at the res-

olution scale (23) for cometesimals of mass ratio
1/2, 1/4, and 1/8 (figs. S4 to S6). Initially cohesive
bodies are partly or fully damaged by the col-
lisions (fig. S7), meaning that final shapes are
maintained only by friction, as in Fig. 1. For
tensile strength ~100 Pa, the results are compa-
rable to identical collisions with zero tensile
strength, and the distinct neck of 67P might be
better reproduced with some tensile strength
(Fig. 4). Greater tensile strength allows smaller
“heads” to form, as opposed to cohesionless bodies
and lumpy splats. There appears to be a tendency
to form more binaries and small satellites with
small tensile strength, although we have not eval-
uated the dynamical stability of pairs.
The major structural features observed on

cometary nuclei—evidence for layers and bilobed
shapes—can be explained by the pairwise accre-
tion of icy bodies with little tensile strength on
~10- to 100-m scales. Our analysis is compatible
with the low bulk densities of comets: Low ten-
sile strength implies high original porosity, while
the collisions result in only minor compaction.
These slow mergers might represent the quiet,
early phase of planet formation (3), before large
bodies excited the system to disruptive velocities,
supporting the idea that cometary nuclei are
primordial remnants of early agglomeration (33).
Alternatively, the same processes of coagulation
might have occurred among debris clumps ejected

from much larger parent bodies. Apart from re-
quiring the latter scenario to be consistent with
the cosmochemistry of nuclei, these clumps would
have to be similar in size to produce BLF collisions,
and nearly cohesionless, aspects for which there is
evidence in simulations of larger collisions (12, 34).
In either case, these structureswould have to avoid
catastrophic disruption until the present.
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GROUP DECISIONS

Shared decision-making drives
collective movement in wild baboons
Ariana Strandburg-Peshkin,1*† Damien R. Farine,2,3,4*†
Iain D. Couzin,1,5,6 Margaret C. Crofoot2,3*

Conflicts of interest about where to go and what to do are a primary challenge of group
living. However, it remains unclear how consensus is achieved in stable groups with
stratified social relationships. Tracking wild baboons with a high-resolution global
positioning system and analyzing their movements relative to one another reveals that a
process of shared decision-making governs baboon movement. Rather than preferentially
following dominant individuals, baboons are more likely to follow when multiple initiators
agree. When conflicts arise over the direction of movement, baboons choose one direction
over the other when the angle between them is large, but they compromise if it is not.
These results are consistent with models of collective motion, suggesting that democratic
collective action emerging from simple rules is widespread, even in complex, socially
stratified societies.

I
ndividuals living in stable social groups may
often disagree about where to go but must
reconcile their differences to maintain cohe-
sion and thus the benefits of group living.
Consensus decisions could be dominated by

a single despotic leader (1), determined by a hi-

erarchy of influence (2), or emerge from a shared
democratic process (3). Because decisions are typ-
ically more accurate when information is pooled
(4, 5), theory predicts that shared decision-making
should be widespread in nature (6). However,
in species that form long-term social bonds,
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range from structural (~10- to 100-m scale) to
textural (meter scale), and 9P/Tempel 1 has iden-
tifiable layers from >100 m to the limits of res-
olution (~10m). Second, about half of comet nuclei
have bilobed shapes (1P/Halley, 19P/Borrelly, 67P,

103P/Hartley 2). We apply three-dimensional (3D)
collisional models, constrained by these shape
and topographic data, to understand the basic
accretion mechanism and its implications for
internal structure.

According to primary accretion models (3),
cometary nuclei coagulated out of ~0.1- to 1-km
cometesimals during a formative epoch of low-
speed collisions, at speeds comparable to their
mutual escape speed vesc. This speed is a few
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Fig. 2. Different regimes of collisions.The results of SPH simulations for Mt/Mp = 2 and cohesionless bodies. A slice through the symmetry plane is shown;
white is the target and gray is the impactor. The normalized angular momentum L/Lref can be used to distinguish between splat collisions ð0 ≲ L=Lref ≲ 0:9Þ,
BLF collisions ð0:9 ≲ L=Lref ≲ 1:4Þ, and hit-and-run collisions ðL=Lref ≳ 1:4Þ, as indicated approximately by the dashed lines. The formation of a binary pair is
possible in oblique (small q) impacts.

T = 0 h T = 1.4 h T = 2.8 h T = 5.6 h

T = 13.8 h T = 20.8 h T = 27.7 h T = 55.5 h

Fig. 1. Time sequence of bilobed formation. Shown are ~1-km cohesionless icy spheres (top left) colliding at vimp = 1.5vesc, Mt/Mp = 2, and q = 52° with
crushing, friction, and self-gravity. The initial bodies have 50% porosity and a crushing strength of ~0.5 kPa. Their mutual escape speed is ~25 cm/s. The
smaller body leaves a trace of material on the larger one during the first impact, where it is slowed down to reimpact the target ~1 day later. T, time.
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meters per second, the velocity of a bicycle col-
lision. To study this regime, we used a smooth
particle hydrodynamics (SPH) impact code
(20–22) that is well suited to modeling planetes-
imal collisions (23). As weak cometesimals col-
lide and accrete, they crush each other into
deformed, rotating assemblages and escaping
pieces. Considering the expansive parameter
space and great computational expense, we con-
strain our study to bodies with zero initial ro-
tation, impact velocity vimp = 1 to 2 vesc, impact
angle q = 15° to 90°, and target-to-projectile mass
ratio Mt/Mp = 2 to 8.
Material properties are defined by the equa-

tion of state (water ice), porosity (50%), tensile
strength, compressive strength, and friction
(23). The largest tensile strength considered is
100 Pa; this exceeds the tidal stress that broke
D/Shoemaker-Levy 9 (S-L9) into a “string of
pearls” (13) and is consistent with laboratory
materials analysis (24). Tensile strength is
damaged at a prescribed failure stress, forming
rubble that is treated using a friction law.
Tensile strength is defined at the scale of the
simulation resolution, ~10 m. Subscale cohe-
sive structures (massive clods or sheets) would
not influence our tensile stress calculations.
Compressive strength is much greater than

tensile strength in a loosely bonded, coarsely
textured aggregate. We model compression using
a P-a crush curve (P, pressure; a, distention pa-
rameter) (23), considering compressive strengths
~0.5 to 5 kPa. These represent the low range of
dynamic strengths determined by scaling the
diameters of craters forming in icy satellite reg-
oliths (25). Larger values of compressive strength
would not affect our results, as the colliding
bodies experience only minor compaction in

modeled collisions (see below). Energetically, it
is easier to deform these bodies than to com-
pactify them, so they flow without much change
in density. Substantially lower compressive strength
is not possible, as this would lead to collapse under
hydrostatic pressure before the collision (fig. S1).
The central pressure inside a 10-km diameter,
0.5-g/cm3 comet nucleus equals 0.8 kPa, the
weight of a 15-cm layer of the same material on
Earth.
Although cohesion (tensile strength) is low,

friction (pressure-dependent shear strength) has
recently been identified as singularly important
for collisions involving weak aggregate bodies
(22, 26). Friction prevents collapse into a spheroid
and allows for complex shapes and states of non-
equilibrium rotation (27). Previous models of
slow rubble-pile collisions have used zero friction
materials or hard immutable spheres with ad
hoc sticking (28). Our models take into account
the combined effects of rheology (friction, poros-
ity, tensile strength) that are especially impor-
tant in modeling the self-gravitating gentle icy
structures considered here.
The time evolution of such a collision is shown

in Fig. 1. A summary of comparable collisions for
a range of q and vimp can be seen in Fig. 2, which
shows well-defined transitions between three
categories of outcomes, denoted by dashed lines
of approximately constant angular momentum:
(i) “hit-and-runs” (29), in which the colliding
bodies fail to accrete; (ii) bilobe-forming (BLF)
collisions such as in Fig. 1; and (iii) “splats,” in
which the projectile strikes head-on at higher
velocity, flattening into an accretionary pile (30).
We have not studied binary system outcomes
dynamically, but we identify separated binaries
near the transition between BLF collisions and
hit-and-runs, consistent with studies of the
formation of Pluto-Charon and Haumea (11, 12).
For higher–mass ratio collisions [Mt/Mp = 4

(fig. S2)], the picture is similar, although bilobed
shapes are less pronounced. For Mt/Mp = 8 (fig.
S3), no bilobed regime is identified, and colli-
sions result in splats [impactor accreted as a
layer (30)] or hit-and-runs (impactor continues
downrange). In a splat, although the impactor is
severely deformed, there is little compaction of
pore space for the impact velocities vimp ~ vesc

considered here. According to our simulations,
even multiple layer-forming events do not sub-
stantially increase the bulk density, so the final
body is compatible with the measured low den-
sities of comets. The degree of compaction is
dependent on the crush curve within the limits
explained above; detailed analysis of splat-like
layers in comets (18) could constrain this aspect
of cometary materials.
For two reasons, splats are prevalent and BLF

collisions less common for higher–mass ratio
collisions: First, a small projectile is usually stopped
effectively by a considerably larger target. Even
for small q (near-grazing), all of the body’s mass
encounters target material directly. In a similar-
sized collision (29), half of the projectile typ-
ically has no direct contact with target material,
leading to BLF, graze-and-merge, and hit-and-
run collisions. Second, for large Mt/Mp, the
pancake deformation of a projectile requires
less energy than the mobilization of target ma-
terial against target gravity; splats fill their own
craters (30).
The boundaries between splats, BLF colli-

sions, and hit-and-runs can be specified in terms
of a reference initial angular momentum Lref =
Mpvescrimpbref, which is the angular momentum
of an impact with vimp = vesc, reference impact
parameter bref = cos(45°), and impact radius rimp =
rt + rp. Normalized angular momentum is L/Lref =
(vimpb)(vescbref), where L = Mpvimprimpb (b, im-
pact parameter) and rt and rp are the radii of
the target and projectile, respectively. Visual
inspection of Fig. 2 shows that for mass ratio
Mt/Mp = 2, splats occur for 0 ≲ L=Lref ≲ 0:9,
BLF collisions for 0:9 ≲ L=Lref ≲ 1:4, and hit-
and-runs for L=Lref ≳ 1:4. Because L increases
with vimp, the probability of forming splats and
BLF collisions decreases with increasing impact
velocity. We find that these boundaries also
apply for different mass ratios (fig. S1), although
as noted, splats dominate at very small mass
ratios (fig. S2).
In principle, the structural morphology of

cometary nuclei can be used to quantify their
accretionary dynamics. Comet 67P, with esti-
mated mass ratio Mt/Mp ~ 2 to 4 between its
lobes, is the result of a possible BLF colli-
sion. The mutual escape speed from its lobes is
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Fig. 3. Result of combined BLF and subse-
quent splat-forming collisions. An additional im-
pactor (mass Mp2) with Mt/Mp2 = 8 and an
impact velocity of vimp ~ vesc is used to investigate
a splat-type event on a bilobed body. The latter
was formed in a collision such as shown in Fig.
1 and has a final rotation rate of ~12 hours. Sim-
ulated bodies are cohesionless. The subsequent
impact leads to a splat feature (white) without
destroying the bilobed structure of the target. The
dark gray and light gray materials correspond to
the original target and impactor, respectively.

Fig. 4. Effect of tensile strength on the final shape. Comparison between two runs with the same
initial conditions (same as in the run shown in Fig. 1) but different material properties. Colors indicate the
original colliding bodies. (Left) Zero tensile strength; (right) 100-Pa tensile strength.
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vesc ~ 0.7 m/s, assuming a bulk density of 470 kg/m3

(17), placing 67P well within the modeled BLF
regime for impact velocities up to 1.5 m/s (as
represented by Fig. 1). The accreted body is
spun up to a final rotation period Prot ~ 10 to 12
hours for Mt/Mp = 2 and Prot ~ 10 to 14 hours
for Mt/Mp = 4, depending on initial angular
momentum and final shape and elongation of
the resulting structure. Although consistent with
Prot = 12.7 hours for 67P, this is perhaps not
meaningful because Prot increased by 0.4 hours
before and after the comet’s 2009 perihelion (31).
A relatively narrow range of comet nuclei have

been observed by spacecraft: ~10-km radius at
largest (1P/Halley and 19P/Borrelly) and ~1 km
at smallest (103P/Hartley). For these sizes the
outcomes of collisions would be comparable to
those presented here, for a normalized impact
velocity vimp/vesc and normalized angular momen-
tum L/Lref to define the boundaries. For bodies
much larger than ~10 to 100 km, compaction of a
weak interior is expected (32) (fig. S1); this would
strongly influence the outcomes of collisions by
increasing the deep interior binding energy.
In simulations of BLF collisions, traces of the

projectile are smeared onto the target and piled
along the equator, suggesting the possibility of
distinguishing features in remote sensing. We
also consider the effect of successive collisions, as
these could potentially bury, cover, or otherwise
modify a preexisting structure. For this, we first
produced a cohesionless BLF collision target
(shape held by friction) with initial rotation Prot =
12 hours, followedby a large splat-forming collision
(Fig. 3). Splat formation is clearly possible with-
out destroying the preexisting bilobed structure.
We also consider tensile strength at the res-

olution scale (23) for cometesimals of mass ratio
1/2, 1/4, and 1/8 (figs. S4 to S6). Initially cohesive
bodies are partly or fully damaged by the col-
lisions (fig. S7), meaning that final shapes are
maintained only by friction, as in Fig. 1. For
tensile strength ~100 Pa, the results are compa-
rable to identical collisions with zero tensile
strength, and the distinct neck of 67P might be
better reproduced with some tensile strength
(Fig. 4). Greater tensile strength allows smaller
“heads” to form, as opposed to cohesionless bodies
and lumpy splats. There appears to be a tendency
to form more binaries and small satellites with
small tensile strength, although we have not eval-
uated the dynamical stability of pairs.
The major structural features observed on

cometary nuclei—evidence for layers and bilobed
shapes—can be explained by the pairwise accre-
tion of icy bodies with little tensile strength on
~10- to 100-m scales. Our analysis is compatible
with the low bulk densities of comets: Low ten-
sile strength implies high original porosity, while
the collisions result in only minor compaction.
These slow mergers might represent the quiet,
early phase of planet formation (3), before large
bodies excited the system to disruptive velocities,
supporting the idea that cometary nuclei are
primordial remnants of early agglomeration (33).
Alternatively, the same processes of coagulation
might have occurred among debris clumps ejected

from much larger parent bodies. Apart from re-
quiring the latter scenario to be consistent with
the cosmochemistry of nuclei, these clumps would
have to be similar in size to produce BLF collisions,
and nearly cohesionless, aspects for which there is
evidence in simulations of larger collisions (12, 34).
In either case, these structureswould have to avoid
catastrophic disruption until the present.
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GROUP DECISIONS

Shared decision-making drives
collective movement in wild baboons
Ariana Strandburg-Peshkin,1*† Damien R. Farine,2,3,4*†
Iain D. Couzin,1,5,6 Margaret C. Crofoot2,3*

Conflicts of interest about where to go and what to do are a primary challenge of group
living. However, it remains unclear how consensus is achieved in stable groups with
stratified social relationships. Tracking wild baboons with a high-resolution global
positioning system and analyzing their movements relative to one another reveals that a
process of shared decision-making governs baboon movement. Rather than preferentially
following dominant individuals, baboons are more likely to follow when multiple initiators
agree. When conflicts arise over the direction of movement, baboons choose one direction
over the other when the angle between them is large, but they compromise if it is not.
These results are consistent with models of collective motion, suggesting that democratic
collective action emerging from simple rules is widespread, even in complex, socially
stratified societies.

I
ndividuals living in stable social groups may
often disagree about where to go but must
reconcile their differences to maintain cohe-
sion and thus the benefits of group living.
Consensus decisions could be dominated by

a single despotic leader (1), determined by a hi-

erarchy of influence (2), or emerge from a shared
democratic process (3). Because decisions are typ-
ically more accurate when information is pooled
(4, 5), theory predicts that shared decision-making
should be widespread in nature (6). However,
in species that form long-term social bonds,
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considerable asymmetries in dominance and so-
cial power often exist, and some have proposed
that these differences give high-ranking individ-
uals increased influence over group decisions
(1, 7, 8). Determining how consensus is achieved
in these types of societies remains a core chal-
lenge for understanding the evolution of social
complexity (6, 9, 10).
We studied the collective movement of a troop

of wild olive baboons (Papio anubis) at Mpala
Research Centre in Kenya to examine how group
members reach consensus about whether and
where tomove. Baboons, long amodel system for
studying the evolutionary consequences of so-
cial bonds (11–13), live in stable multi-male, multi-
female troops of up to 100 individuals (11). De-
spite differing needs, capabilities, and preferred
foraging strategies (14–16), troop members re-
main highly cohesive, traveling long distances
each day as a unit, while foraging for diverse and
widely dispersed foods. How troops make collec-
tive movement decisions, and whether specific
individuals determine decision outcomes, remain
unclear. Attempts to identify influential individ-
uals by observingwhich animals initiate departures
from sleeping sites (17, 18) or are found at the front
of group progressions (19) have yielded conflicting
results (9). Studying collective decision-making
events requires many potential decision-makers
in a group to be monitored simultaneously—a
significant logistical challenge.
To tackle this “observational task of daunt-

ing dimensions” (8), we analyzed data from 25
wild baboons (~80% of our study troop’s adult
and subadult members, table S1), each fitted
with a custom-designed global positioning sys-
tem (GPS) collar that recorded its location every
second [Fig. 1 and movies S1 and S2 (20)]. We
developed an automated procedure for extract-
ing “movement initiations” based on the relative
movements of pairs of individuals (20). These
were defined as sequences in which one indi-
vidual (the initiator) moved away from another
(the potential follower) and was either followed
(a “pull,” Fig. 1 inset, left) or was not and subse-
quently returned (an “anchor,” Fig. 1). This de-
finition is agnostic to individual intention and
motivation. Although any particular movement
sequence may or may not reflect a causal rela-
tionship between initiator and follower (supple-
mentary text), analyzing aggregate patterns across
many sequences nonetheless yields insight into
the processes driving collective movement.
Our method is based on finding all minima

and maxima in the distance between pairs

of individuals, allowing it to capture pulls and
anchors occurring over a range of time scales,
from seconds to minutes [fig. S8 (21)]. It also
detects simultaneous movement initiations. We

aggregated concurrent pulls and anchors on the
same potential follower into “events” (20). We
then examined the behavior of potential fol-
lowers during these events, including whether
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Fig. 1. Extracting pulls and anchors frommovement data. Baboon trajectories (25 individuals) during
the first day of tracking. (Inset, left) Successful initiation (pull), where the initiator (red) recruits the
follower (blue). (Inset, right) Failed initiation (anchor),where the initiator (red) fails to recruit the potential
follower (blue). Other individuals’ trajectories are in gray.

Fig. 2. The probability of following depends on the number of initiators and their directional
agreement. Baboons are most likely to follow when there is high agreement among many initiators.
When agreement is low, additional initiators do not improve the chances of following and may decrease
them. The surface plot shows a GEE fit to the data (table S2).
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they followed any initiators, and if so, in which
direction they moved.
Our data show that the probability of follow-

ing depends on both the number of initiators
and their level of directional agreement. To quan-
tify directional agreement among concurrent ini-
tiators in an event, we calculated the circular
variance (cv) of the unit vectors pointing from
the potential follower to each initiator and de-
fined agreement as 1 – cv. This measure ap-
proaches 0 when individuals initiate in opposing
directions (low agreement) and 1 when all indi-
viduals initiate in the same direction (high agree-
ment). Fitting a binomial generalized estimating
equation (GEE) model revealed that a baboon’s
probability of following depends on an interac-
tion between the number of initiators and their
directional agreement (Fig. 2 and table S2).
Overall, baboons aremost likely to followwhen
there are many initiators with high agreement.
However, when agreement is low, having more
concurrent initiators decreases the likelihood
that a baboon will follow anyone. This pattern
suggests that decisions are delayed when opin-
ions are split.
If social dominance plays a role in determin-

ing the outcomes of movement decisions (1),
the disproportionate influence of high-ranking
animals should be easiest to observe when single
individuals make movement initiations (single-
initiator events). We found no evidence of this.
The dominant male did not have the highest
probability of being followed, dominance rank
(20) did not correlate with initiation success, and
no sex differences existed in initiation success
(fig. S1, binomial GLMM: coefficient (male) T SE =
–0.222 T 0.159, z = –1.402, P = 0.161, initiator and
follower fit as random effects), despite males
being dominant over females (11). Instead, we
found that baboons are more likely to follow
initiators who move in a highly directed manner
(fig. S2), which is consistent with the findings of
a previous study (17).
Whenmultiple members of the troop initiate

movement simultaneously, followers must de-

cide in which direction to move. Theory (22) pre-
dicts that, when preferred directions conflict,
the type of consensus achieved will depend on
the angle between these directions (angle of dis-
agreement, Fig. 3A). When this angle is large,
the group travels in one direction or the other
(“choose”). Below a critical angle, the same in-
dividual rules result in the group moving in the
average of preferred directions (“compromise”).
Our data reveal that baboon followers exhibit
these two predicted regimes. In events with two
initiators, followers consistently choose one di-
rection or the other when the angle between the
initiators’ directions is greater than approximate-
ly 90°, but they compromise when the angle falls

below this threshold (Fig. 3B, (20)). The same
pattern emerges in eventswithmultiple initiators
clustered into two subgroups (Fig. 3C).
When initiators have strongly conflicting

directions, how do followers choose which di-
rection to take? When facing a choice between
two subgroups of initiators, followers are more
likely to move toward the direction of the ma-
jority. This tendency grows stronger as the nu-
meric difference between the two subgroups
increases (Fig. 4), which is consistent with the-
oretical (3, 6, 22) and empirical studies (3, 5, 23).
Individuals’ choices also scale up to group move-
ment. After such conflicts, the troop’s travel di-
rection is positively correlated with the direction
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Fig. 3. As predicted by collective movement models (A), as the angle be-
tween initiation directions increases, baboon followers exhibit a transi-
tion from compromising (moving in the average of the two directions)
to choosing one direction over the other. (B to D) Plots show the empirical
distribution of follower movement directions as a function of the angle of
disagreement between two initiators (B) or two subgroups of initiators (C).

Regions divided by dotted lines are statistically assigned to (i) compromise,
(ii) transitional, and (iii) choose (fig. S9). Solid white lines show themedian of
the directions taken for each mode. Dashed white lines represent the expected
direction when compromising (middle line) or choosing (top/bottom lines).
When the number of individuals in the clusters differs by 1, followers are more
likely to move toward the majority (i.e., along the horizontal line) (D).
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Fig. 4. When initiation directions conflict, followers choose the direction of the largest subgroup
of initiators. (A) Empirical data are in black; error bars are 95% confidence intervals estimated by 1000
bootstrapped replications of the data.The red line shows a sigmoidal fit to the data.The tendency to follow
the majority is maintained regardless of the total number of initiators (B to D) or whether the troop is
moving or stationary (fig. S6).
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associated with successful (but not failed) sub-
groups of initiators (fig. S4). Thus, failed ini-
tiators ultimately move in the direction of the
majority (away from their original initiation
directions), maintaining cohesion with others.
The failure of high-ranking individuals to

dominate movement decisions highlights an
important distinction between social status and
leadership in wild baboons. Although field-based
experiments suggest that dominant individ-
uals, when highly motivated, can shape group
movement patterns to their advantage (1), our
results provide evidence that the decision-making
process driving day-to-day movement patterns
in baboons is fundamentally shared. Our study
emphasizes the power of using high-resolution
GPS tracking data to uncover the interdepen-
dencies of animal movements. In conjunction
with the rich individual-level data that long-term
observational studies provide, these methods
open up a new window into the social dynamics
of wild animal groups.
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SIGNAL TRANSDUCTION

Structural basis for nucleotide
exchange in heterotrimeric G proteins
Ron O. Dror,1*†‡ Thomas J. Mildorf,1* Daniel Hilger,2* Aashish Manglik,2

David W. Borhani,1 Daniel H. Arlow,1§ Ansgar Philippsen,1 Nicolas Villanueva,3

Zhongyu Yang,4 Michael T. Lerch,4 Wayne L. Hubbell,4 Brian K. Kobilka,2

Roger K. Sunahara,3|| David E. Shaw1,5†

G protein–coupled receptors (GPCRs) relay diverse extracellular signals into cells by
catalyzing nucleotide release from heterotrimeric G proteins, but the mechanism
underlying this quintessential molecular signaling event has remained unclear. Here we use
atomic-level simulations to elucidate the nucleotide-release mechanism.We find that the G
protein a subunit Ras and helical domains—previously observed to separate widely upon
receptor binding to expose the nucleotide-binding site—separate spontaneously and
frequently even in the absence of a receptor. Domain separation is necessary but not
sufficient for rapid nucleotide release. Rather, receptors catalyze nucleotide release by
favoring an internal structural rearrangement of the Ras domain that weakens its
nucleotide affinity. We use double electron-electron resonance spectroscopy and protein
engineering to confirm predictions of our computationally determined mechanism.

G
protein–coupled receptors (GPCRs), which
represent the largest class of drug tar-
gets, trigger cellular responses to external
stimuli primarily by activating heterotri-
meric G proteins: An activatedGPCR, upon

binding an inactive, guanosine diphosphate (GDP)–
bound G protein, dramatically accelerates GDP
release, thus allowing guanosine triphosphate
(GTP) to bind spontaneously to the vacated
nucleotide-binding site (1, 2). This nucleotide
exchange initiates G protein–mediated intra-
cellular signaling. Despite breakthroughs in GPCR
structure determination (3–5), key aspects of the

molecular mechanism by which GPCRs accelerate
GDP release remain unresolved.
Heterotrimeric G proteins undergo a dramatic

conformational change upon binding activated
GPCRs (Fig. 1, A and B). Double electron-electron
resonance (DEER) spectroscopy has demonstrated
that the Ras and helical domains of the G protein
a subunit (Ga), which tightly sandwich the nu-
cleotide in all nucleotide-bound G protein crystal
structures, separate by tens of angstroms upon
GPCR binding and GDP release (6). A crystal
structure of a GPCR–G protein complex (4), and
accompanying deuterium-exchange and electron
microscopy data (7, 8), confirmed this dramatic
domain separation.
These observations have raised several unre-

solved questions (4, 9). What is the role of do-
main separation in GDP release? Does a GPCR
catalyze GDP release by forcing the domains to
separate, or does the GPCR force out GDP, with
the absence of GDP leading to subsequent do-
main separation? More generally, what is the
structural mechanism by which a GPCR brings
about GDP release?
To address these questions, we performed

atomic-level molecular dynamics (MD) simula-
tions of heterotrimeric G proteins with and
without bound GPCRs. We initiated simulations
from crystal structures of nucleotide-bound G
protein heterotrimers [in particular, Gi (10) and a
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chimeric Gt (11)], including some in which we
omitted the cocrystallized nucleotide, GDP (12).
We also initiated simulations from the only crys-
tal structure of a GPCR–G protein complex [b2-
adrenergic receptor (b2AR)–Gs] (4), which is also
the only structure of a nucleotide-free heterotri-
mericGprotein. The 66 simulationsweperformed,
of lengths up to 50 ms each, are listed in table S1.

In simulations of GDP-bound G protein het-
erotrimers, the Ga Ras and helical domains—
which are tightly apposed in all nucleotide-bound
crystal structures—unexpectedly and dramatically
separated from one another (Fig. 1C and figs. S1
and S2). These domain-separated conformations
recall the extreme open conformation of the
nucleotide-free b2AR-Gs crystal structure (4):

In both cases, the helical domain rotated as a
rigid body (fig. S3) from its nucleotide-bound
crystallographic conformation about a loose
hinge located on the distal (away from GDP)
side of helix aF (fig. S4). In GDP-bound sim-
ulations, the helical domain fluctuated between
tightly apposed and separated positions. The
maximal rotation observed, ~90°, was less extreme
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Fig. 1. The Ras and helical domains of the G protein a subunit separate
spontaneously and frequently when GDP is bound, even in the absence
of a receptor. (A) The Ras and helical domains are tightly apposed in all
nucleotide-bound G protein crystal structures, enveloping the nucleotide [left:
GDP-bound Gt heterotrimer; Protein Data Bank (PDB) entry 1GOT]. Yet they
are dramatically separated in the receptor-bound, nucleotide-free structure
[right: b2-adrenergic receptor–Gs heterotrimer (b2AR-Gs) complex; PDB entry
3SN6]. Orange, GDP; blue, Ras domain; light blue, helical domain; gray, Gbg;
yellow, receptor. The degree of domain separation is represented by a thick
black line connecting Ala134 and Glu272 in Gat or the corresponding Ala161 and
Glu299 in Gas, with both ends connected by white lines to a pivot point near
Thr166 (Gat) or Ser

193 (Gas). (B) Key structural motifs of the a subunit, illustrated
using the GDP-bound Gt structure. (C) Spontaneous domain separation pro-
vides an exit pathway for GDP. In simulations of receptor-free, GDP-bound Gt,
the Ala134-to-Glu272 distance varies substantially as the domains fluctuate be-
tween apposed and separated conformations. Raw (light purple) and smoothed
(250-ns moving average; dark purple) data are shown. Representative molecular
simulation snapshots (top: overview; bottom: nucleotide-binding site) display

varying degrees of GDP exposure. Data are from simulation 2 (table S1). (D)
Domain separation is not sufficient for rapid nucleotide release. GDP remains
tightly bound to receptor-free Gt (top), even with the helical domain removed
(bottom; traces show displacement of the centroid of the nucleotide non-
hydrogen atoms relative to the crystal structure). Data are from simulations 2
and 33. (E) Domain separation is necessary for rapid nucleotide release. GMP
dissociates spontaneously from receptor-free Gt (top) but remains bound when
the interdomain distance is artificially restrained to prevent domain separation
(bottom). Data are from simulations 16 and 31. (F) Domain separation is greater
in the absence of a nucleotide. In simulations initiated from the receptor-free,
GDP-bound Gt crystal structure, but with the GDP removed, the Ras and helical
domains exhibited extensive and prolonged separation (red trace; left-hand
snapshot). In simulations of the b2AR-Gs complex, also nucleotide-free, the
helical domain remained widely separated from the Ras domain, although it
typically moved away from the membrane toward the b-propeller of Gbg (green
trace; right-hand snapshot). GDP-bound Gt simulation data from (C) are
replicated for reference (purple trace). See the supplementary materials for
details on structural renderings. Data are from simulations 2, 14, and 22.
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than the nearly 150° rotation of the b2AR-Gs struc-
ture. Nonetheless, the rotation observed in sim-
ulation, and the accompanying domain separation of
up to ~30 Å (Fig. 1C), dramatically disrupted the
interdomain nucleotide-binding site. Such domain
separation is particularly notable because it oc-
curred with GDP bound and in the absence of a
receptor. Smaller interdomainmotionshaveprev-
iously been observed in shorter MD simulations,
including some with GDP bound (13–17).
Despite this substantial domain separation,GDP

remained bound throughout our multimicrosec-
ond simulations (Fig. 1D and fig. S5), held in place
by persistent, tight contacts with the Ras domain

(fig. S4); the few contacts with the helical domain
appeared to be weaker, occasionally breaking and
reforming. GDP also remained bound to the Ras
domain in a simulation with the entire helical
domain deleted (Fig. 1D and fig. S5), in accord
with the experimental finding that the Ras do-
main alone is sufficient to bind nucleotides (18).
The Ga domain separation observed in simu-

lations cleared an exit pathway for the bound nu-
cleotide, eliminating steric barriers to its escape
(fig. S6). Guanosinemonophosphate (GMP), which
forms fewer contacts with the Ras domain and has
a G protein–binding affinity five to six orders of
magnitude weaker than that of GDP (7), consist-

ently dissociated within microseconds in simula-
tions (Fig. 1E and fig. S5). GMP dissociated only
when the domains had separated (fig. S7), how-
ever, and when we prevented such separation by
restraining the interdomain distance, GMP re-
mained bound (Fig. 1E and fig. S5). Loosening the
restraint to permit partial domain separation of ~25Å
was sufficient to allowGMP dissociation (fig. S5).
Lack of a bound nucleotide further promoted

domain separation. In nucleotide-free simulations—
still initiated from the tightly closed, GDP-bound
conformation in the absence of a receptor—
domain separation was more dramatic and per-
sistent (Fig. 1F and fig. S1), approaching the level
observed in the b2AR-Gs structure. This increased
separation appeared to be due to the loss of
nucleotide contacts with residues in and near
the helical domain aF helix. aF generally re-
mained in contact with the Ras domain a1 helix
when GDP was bound but readily separated
from a1 in nucleotide-free simulations, adopt-
ing much the same position as in the b2AR-Gs

structure (fig. S8).
In simulations initiated from the b2AR-Gs

structure, which also lacks a bound nucleotide,
the domains consistently remained well sepa-
rated (Fig. 1F and fig. S1). The helical domain
adopted conformations similar to those observed
in receptor-free, nucleotide-free simulations.
Our nucleotide-bound G protein simulations

indicate that a certain degree of Ga domain
separation is necessary to clear an exit pathway
for nucleotide release. Adequate separation occurs
frequently and spontaneously even in the recep-
tor-free, GDP-bound state, but separation alone is
not sufficient for rapid GDP release. Rather, a
weakening of nucleotide–Ras domain contacts
also appears necessary. These observations sug-
gest that an activated receptor could accelerate
nucleotide release simply by favoring conforma-
tional changes in the Ras domain that weaken
its interactions with GDP; the receptor need not
promote further domain separation. Prior stu-
dies have indicated that binding of an activated
receptor promotes Ras domain conforma-
tional changes, particularly in the C-terminal a5
helix but possibly also near the Ga N terminus
(4, 7, 19–22).
To investigate the nature of such conforma-

tional changes and how they might affect nucle-
otide affinity, we compared our simulations of
receptor-free G proteins with andwithout bound
GDP, focusing on those structural elements
known to interact with receptors. Our guiding
thesis was that a conformation that favors GDP
release should itself be favored by the absence
of GDP; that is, if affinity for GDP is weaker
when the G protein adopts a particular con-
formation than when it does not, then removal
of GDP will increase the equilibrium popula-
tion of that conformation (fig. S9).
Of the G protein structural elements that con-

tact the receptor in the b2AR-Gs crystal structure,
only the Ras domain a5 helix displayed clear
conformational differences between simulations
with and without bound GDP (fig. S10). In the
absence of GDP, a5 often moved away from the

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1363

Fig. 2. Receptor-induced displace-
ment of the Ga C-terminal a5
helix disrupts key GDP contacts,
thereby promoting nucleotide
release. (A) In the receptor-bound,
nucleotide-free crystal structure
(PDB entry 3SN6), a5 docks into the
receptor. (B) (Top, left) Super-
imposition of receptor-free, GDP-
bound (PDB entry 1GOT; purple) and
receptor-bound, nucleotide-free
(PDB entry 3SN6; green) crystal
structures shows the displacement
of a5, relative to the rest of the Ras
domain, that occurs when a G pro-
tein binds to an activated receptor.
(Top, right) In a simulation initialized
from a receptor-free, GDP-bound Gt

structure but with GDP removed
(red), a5 spontaneously rotated 60°
and translated 5 Å, adopting a posi-
tion distal from the nucleotide-
binding site that closely matched
that of the b2AR-Gs complex (green).
Several side chains in the a5 helix
and a5-b6 loop are shown to facilitate
comparison between structures.
(Bottom) The position of a5 in this
simulation (red) changed abruptly at
~4.5 ms to match that of the b2AR-Gs

complex. The a5 position was stable
in simulations of receptor-free,
GDP-bound Gt (purple) and of the
b2AR-Gs complex (green). Data are
from simulations 5, 12, and 22 (table
S1). RMSD, root mean square devia-
tion. (C) Forcing a5 into the distal
conformation accelerates nucleotide
release in simulation. TAMD simula-
tions allow observation of GDP
release on computationally accessi-
ble time scales, but only when a5 is
restrained to the distal conformation
(i.e., the conformation observed in
the b2AR-Gs complex). Receptor-free,
GDP-bound Gt was simulated without
(top) or with (bottom) restraints on
a5 (see supplementary materials).
GDP displacement is measured as in
Fig. 1. Data are from simulations 55
and 56.
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nucleotide-binding site (~5 Å translation along
and ~60° rotation around the helical axis), adopt-
ing a conformation closely matching that ob-
served in the b2AR-Gs structure (4), as well as
in a rhodopsin-Gi model (19) (Fig. 2, A and B, and
figs. S10 and S11). The shift to this distal a5 con-
formation was facilitated by the increasedmobility
of the adjacent b6-a5 loop in the absence of a
nucleotide; this loop directly contacts bound GDP
and shifts position in its absence (fig. S12). In
receptor-free simulations, the distal a5 confor-
mation was ~1000 times more prevalent in the
absence of GDP than in its presence (fig. S10).
Our simulations thus indicate that a reposi-

tioning of a5 reduces the affinity of bound GDP.
This a5 motion shifts the b6-a5 loop away from
the guanine ring of GDP, thereby weakening its
contacts with the Ras domain. Previous compu-
tational and experimental work has shown that
the distal a5 conformation is favored by the
activated receptor (19); the b2AR-Gs crystal
structure shows that only when a5 is distally
positioned can it dock fully into the receptor
(4) (fig. S13). The distal a5 conformation, adopted
only rarely in our simulations of a receptor-free,
GDP-bound G protein (fig. S10), apparently be-
comes the dominant conformation once the G
protein binds an activated receptor (19), thus fa-
cilitating GDP dissociation.
Mimicking the effect of the receptor by re-

straining the a5 helix to the distal conforma-
tion substantially accelerated GDP release in
temperature-acceleratedMD (TAMD) simulations
(Fig. 2C and fig. S14). Release of GDP led to in-
creased domain separation, but the receptor-
mimicking restraintswerenot observed to increase
domain separation before GDP release, suggest-
ing that a receptor accelerates nucleotide release
primarily by weakening the Ras domain’s nu-
cleotide affinity rather than by favoring domain
separation.
Our simulations thus suggest the following

nucleotide-exchange mechanism. The Ras and
helical domains of GDP-bound Ga separate spon-
taneously, even in the absence of a receptor (Fig. 3).
Such separation is necessary but not sufficient
for rapid GDP release. Binding of an activated
receptor favors conformational changes within
the Ras domain (rotation and translation of the
a5 helix away from the nucleotide-binding site,
leading to rearrangement of the adjacent b6-a5
loop) that weaken its interactions with GDP,
thereby enabling GDP to unbind when the helical
and Ras domains spontaneously separate. Because
GDP helps stabilize closed domain conformations,
nucleotide dissociation shifts the equilibrium to-
ward conformations with the two domains widely
separated.
Our computationally determined mechanism

predicts that the Ras and helical domains sep-
arate spontaneously and frequently, even with
GDP bound and in the absence of a receptor.
Although no crystal structure of a nucleotide-
bound G protein has captured a domain-separated
conformation—perhaps because such conforma-
tions are less populated and less amenable to
crystallization than one with the domains in

tight contact—the DEER spectroscopy study that
originally demonstrated domain separation upon
receptor binding also noted a small peak at large
distances in GDP-bound Gi interdomain distance
distributions [figure 1 of (6)].
To better characterize this peak, we performed

improved DEER experiments by using a Gi con-
struct with no inserted purification tags (to avoid
altering protein dynamics), substantially longer

dipolar evolution times (to increase confidence
in the measured distance distribution at large
distances), and an experimental protocol that
delivers an improved signal-to-noise ratio (12).
We also performed similar experiments on Gs.
In both GDP-bound Gi and GDP-bound Gs, we
found clear evidence for a minority population
exhibiting substantial domain separation
(Fig. 4A and fig. S15). The results of a recently
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Fig. 3. Proposed
mechanism of receptor-
catalyzed nucleotide
release. (Left) The
Ras and helical domains
(Ras and HD) separate
frequently, even in the
absence of a receptor, but
such separation does not
usually lead to GDP
release. This rapid (rela-
tive to overall GDP
release) equilibrium favors
the closed conformation
(top). (Middle) Binding of
an activated receptor (R*)
favors a Ras domain
conformational change—
displacement of a5 away
from GDP—that weakens interactions between GDP and the Ras domain, allowing GDP to escape when
the Ga domains happen to spontaneously separate (bottom). (Right) Loss of GDP shifts the equilibrium
toward Ga conformations with widely separated domains (bottom).
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Fig. 4. Experimental validation of spontaneous Ga domain separation in GDP-bound heterotri-
meric G proteins and its role in nucleotide exchange. (A) DEER distance distributions measured
between spin labels attached to the Ras and helical domains of Gi (Glu

238 and Arg90) and Gs (Asn
261 and

Asn112) show multiple distance peaks, consistent with an equilibrium between closed and open con-
formations of the a subunit in the presence of GDP, despite the absence of an activated receptor. These
distance distributions extend to much larger values than would be expected if the G proteins maintained
their crystallographic nucleotide-bound conformations (fig. S15). (B) Domain separation affects the
basal GDP release rate. The Gi-HD-tether construct (fig. S16), designed to restrict domain separation,
exchanges nucleotides 20 times more slowly than the Gi wild type, under conditions where GDP release
is rate-limiting. GDP release was monitored by BODIPY-GTPgS binding kinetics, shown for the Gi wild
type (black) and Gi-HD-tether (purple). The inset corresponds to the gray dashed box.
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published DEER study on GDP-bound Gai1 in the
absence of the bg subunit also suggest a minority
population with separated domains (23).
Our simulations suggest that the minority

domain-separated population in GDP-bound G
proteins arises due to rapid fluctuations between
closed and open conformations and that this
spontaneous opening plays an essential role in
nucleotide exchange. This implies that constrain-
ing domain opening would substantially slow
basal nucleotide exchange and, in particular, GDP
release. To test this prediction, we engineered a
Gi variant to restrict domain opening. In this
construct, the N terminus of the g subunit was
fused to a peptide fragment designed to bind the
helical domain without impinging on either the
nucleotide-binding site or the Ras domain (fig.
S16). Binding kinetics measured by fluorescence
quenching showed that this helical domain teth-
er slowed basal nucleotide exchange by a factor
of 20, under conditions in which GDP release is
rate-limiting (Fig. 4B).
Our nucleotide-release mechanism is consist-

ent with earliermutagenesis studies. Pointmuta-
tions to the Ras domain b6-a5 loop (24) accelerate
nucleotide exchange in the absence of a receptor
substantially more than mutations that weaken
contacts between the Ras and helical domains
(25), suggesting that weakening interactions be-
tween b6-a5 and theGDP guanine ring facilitates
nucleotide release to a greater extent than does
increasing domain separation. Mutations to a5
that energetically favor the distal conforma-
tion increase both receptor-catalyzed and basal
nucleotide-exchange rates, whereas those dis-
favoring that conformation decrease nucleotide-
exchange rates (21) (fig. S10D).
Several caveats are in order. First, because

we did not simulate the complete process of
receptor–G protein association, we have not
determined the sequence of steps by which a
receptor couples to a G protein, nor have we
addressed the question of whether a G protein
might associate with a receptor before receptor
activation (26–28). Second, although our sim-
ulations are orders of magnitude longer than
previous atomistic G protein simulations, they
still lack sufficient length, and perhaps suffi-
cient accuracy, to reliably determine equilib-
rium populations of the various conformations.
However, our simulations strongly imply the
existence of certain conformations and dynami-
cal interchange among them.We cannot rule out
the possibility that additional conformational
changes to the G protein would manifest them-
selves on longer time scales. Thus, the GPCR
might also induce GDP release, in part through
other mechanisms, such as displacement of the
b1 strand of Ga (7). Third, because crystal struc-
tures of nucleotide-bound and receptor-bound
heterotrimers are not available for the same G
protein, our analysis combines data from differ-
ent G proteins, under the common assumption
that their high level of structural homology im-
plies similar functional mechanisms (1, 2).
Why might heterotrimeric G proteins have

evolved to fluctuate spontaneously between open

and closed conformations? Tight apposition of the
Ras and helical domains appears to be essential
for efficient hydrolysis of GTP to GDP (29). In the
closed conformation, the helical domain plays a
role similar to that of the GTPase activating pro-
teins (GAPs) required by small G proteins—which
contain only a Ras domain—for efficient catal-
ysis (18). Conversely, our results suggest that rapid
GDP release requires an open conformation.
Spontaneous fluctuation of the helical domain po-
sition thus provides an elegant solution to the con-
flicting needs of catalysis and nucleotide release.
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PROTEIN DESIGN

Design of ordered two-dimensional
arrays mediated by noncovalent
protein-protein interfaces
Shane Gonen,1,2,3,4 Frank DiMaio,2,3 Tamir Gonen,1* David Baker2,3,4*

We describe a general approach to designing two-dimensional (2D) protein arrays mediated by
noncovalent protein-protein interfaces. Protein homo-oligomers are placed into one of the
seventeen 2D layer groups, the degrees of freedom of the lattice are sampled to identify
configurations with shape-complementary interacting surfaces, and the interaction energy
is minimized using sequence design calculations.We used the method to design proteins that
self-assemble into layer groups P 3 2 1, P 4 21 2, and P 6. Projection maps of micrometer-scale
arrays, assembled both in vitro and in vivo, are consistent with the design models and display
the target layer group symmetry. Such programmable 2D protein lattices should enable new
approaches to structure determination, sensing, and nanomaterial engineering.

P
rogrammed self-assembly provides a route
to patterning matter at the atomic scale.
DNA origami methods (1, 2) have been
used to generate a wide variety of ordered
structures, but progress in designing pro-

tein assemblies has been slower owing to the
greater complexity of protein-protein interac-
tions. Biology provides a number of examples
of ordered two-dimensional (2D) protein ar-
rays: Bacterial S-layer proteins assemble into
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oblique, square, or hexagonal planar symmetry
(3); gap-junction plaques, abundant in muscle
and heart tissue, display hexagonal planar sym-
metry (4); andwater channels display square planar
symmetry (5). Although proteins that form or-
dered 3D crystals have been designed (6) and

2D lattices have been generated by genetically
fusing or chemically cross-linking oligomers
with appropriate point symmetric groups (7–10),
there has been little success in designing self-
assembling 2D lattices with order sufficient to
diffract electrons or x-rays below 15 Å resolution
(7). Naturally occurring 2D arrays and assem-
blies are stabilized by extensive noncovalent
interactions between protein subunits (10, 11),
and this principle has been used to design self-
assembling tetrahedral and octahedral cages
(12, 13).
We sought to design ordered 2D arrays me-

diated by designed protein-protein interfaces sta-

bilized by extensive noncovalent interactions.
We focused on symmetric arrays, as symmetry
reduces the number of distinct protein interfaces
required to stabilize the lattice (14, 15). There are
17 distinct ways (layer groups) in which 3D ob-
jects can come together to form periodic 2D lay-
ers (16). In some layer groups, there are only two
unique interfaces between identical subunits, in
others, three or four (17). To simplify the design
challenge, we focused on the layer groups that
involve only two unique interfaces and building
blocks with internal point symmetry (which al-
ready contain one of the two required interfaces),
which leaves only one unique interface to be
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Fig. 1. Computational design strategy and experimental analysis of de-
signed arrays. (A) The P 3 2 1 unit cell with threefold axes represented by
triangles.Yellow (–) and purple (+) C3 objects have opposite orientations along
the z axis. (Inset) The three degrees of freedom of the lattice. (B) p3Z_42 2D
array. (C) p3Z_42 designed interface with “zipper-like” hydrophobic packing
andperipheral hydrogenbonds. (D) Large (>1 mm)E. coli–grown array (middle),
higher magnification view with lattice spacing as in (B) (right), and Fourier
transform (amplitudes) of the large array (left). (E) (left) Projection map at
15 Å calculated from a large array. (Right) overlay of the p3Z_42 design model
on the projection map. (F) The P 4 21 2 lattice. Ovals represent twofold axes

and squares, fourfold axes. (G) p4Z_9 array. (H) p4Z_9 designed interface. (I)
Negatively stained E. coli–grown array (main panel), an in vitro refolded lattice
at higher magnification (inset), and Fourier transform of the main panel (left).
(J) Projectionmap at 14 Å calculated from an E. coli array as in (I) without (left)
and with (right) p4Z_9 design model. (K) The P 6 lattice has two degrees of
freedom (A,q) (inset) available for sampling. Sixfolds are represented by hexa-
gons. (L) p6_9H array. (M) p6_9H designed interface. (N) p6_9H lattice grown
in vivo with Fourier transform at left and higher magnification view at right. (O)
Projection map at 14 Å of p6_9H from E. coli–grown arrays as in (N) and
cartoon overlay (right). All scale bars: black, 5 nm; white, 50 nm.
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designed to form the 2D array. Of the 17 layer
groups, 11 have two unique interfaces; we focused
here on 6 of these 11 groups involving cyclic rath-
er than dihedral point groups because there are
considerably more cyclic oligomers than dihedral
oligomers in the Protein Data Bank that can serve
as building blocks. The six layer groups with two
unique interfaces that can be built from cyclic
oligomers are P 2 21 21 (from C2 building blocks),
P 3 and P 3 2 1 (from C3 building blocks), P 4 and
P 4 21 2 (from C4 building blocks), and P 6 (from
C6 building blocks). The different groups have
different numbers of degrees of freedom describ-
ing the placement of an object with cyclic sym-
metry in the lattice, for example, for P 3 2 1 (Fig. 1A)
and P 4 21 2 (Fig. 1F), there are three degrees of
freedom, whereas for P 6 (Fig. 1K) there are
only two.
We used symmetric docking in Rosetta

(14, 18, 19) to search for placements of cyclic
oligomers into each of the six layer groups with
shape-complementary (20) interfaces between
different oligomer copies. The docking scoring
function consisted of a soft sphere model of steric
interactions and a simple measure of the desig-
nable interface area: the number of interface Cbs
within 7 Å. For each cyclic oligomer in each layer
group, ~20 independent Monte Carlo docking tra-
jectories were carried out that started from place-
ments of six to nine copies of the oligomer with
its symmetry axis aligned with the correspond-
ing symmetry axes of the layer group (for ex-
ample, trimers were placed on the threefold
symmetry axes indicated by the triangles in Fig.
1A, tetramers on the fourfold symmetry axes
indicated by squares in Fig. 1F, and hexamers on
the sixfold symmetry axes indicated by hex-
agons in Fig. 1K). In the Monte Carlo docking
simulations, the degrees of freedom sampled
were those compatible with the layer group

[Fig. 1, A, F, and K (right)], and hence, the layer
group symmetry was preserved throughout the
calculations.
We thenselected themost shape-complementary

(largest number of contacting residueswith fewest
clashes) solutions from the trajectories and car-
ried out Rosetta sequence design calculations to
generate well-packed low-energy interfaces be-
tweenoligomers.MonteCarlo searcheswere carried
out over all amino acid identities and side-chain
rotamer states for residues near the newly formed
interface between oligomers, while optimizing the
Rosetta all-atom energy of the entire complex
(12, 13, 21). After this sequence design step, the
energy was further minimized with respect to
the side-chain torsion angles of residues near
the interface and the symmetric degrees of
freedom of the layer group. Finally, the result-
ing lattice models were filtered on the basis of
the shape-complementarity of the designed in-
terface (>0.5), surface area of the designed
interface (>400 Å per monomer), buried un-
satisfied hydrogen bonds introduced at the
new interface (<4 using a 1.4 Å solvent acces-
sibility probe) (22), and predicted relative free
energy (23) of complex formation (≤10 Rosetta
energy units per subunit) (sample Rosetta script
files accompany the supplementary material).
After further sequence optimization (13, 24),
models passing the filters were manually in-
spected, and 62 designs were selected for ex-
perimental characterization; 16 for P 2 21 21, 2
for P 3, 10 for P 3 2 1, 16 for P 4, 3 for P 4 21 2,
and 15 for P 6.
Synthetic genes were obtained for the 62

designs, and the proteins were expressed in
the Escherichia coli cytoplasm by using a stan-
dard T7-based expression vector. Of the 62
designs, 43 expressed; of these, 18 had protein
in the supernatant after clearing the lysate at

12,000g for 30 min, whereas all 43 had protein
in the pellet. To investigate the degree of or-
der in the pelleted material, we examined neg-
atively stained samples by electron microscopy
(EM). Regular lattices were observed for four
of the designs: One formed only stacked 2D
layers (fig. S1), whereas three formed planar ar-
rays. The latter are described in the follow-
ing sections.
Design p3Z_42 is in layer group P 3 2 1. The

rigid body arrangement of the constituent
b-helix trimers in the lattice was identified by
Monte Carlo search over the three degrees of
freedom of the lattice: the rotation of the tri-
mer around its axis q, the lattice spacing A, and
the z offset of the trimer from the lattice plane
(Fig. 1A). In the lattice identified in the Monte
Carlo docking calculations, the oligomeric build-
ing blocks pack into a dense array (Fig. 1B; the
yellow and purple copies are inverted with re-
spect to each other) stabilized by a large con-
tact surface between adjacent copies with close
complementary side-chain packing (Fig. 1C) gen-
erated in the sequence design calculations.
p3Z_42 formed large and verywell ordered 2D

crystals (Fig. 1D). Most of the protein expressed
in E. coli appeared to assemble in these 2D crys-
tals, as there was very little present in the soluble
fraction (fig. S3). At low (16°C) expression tem-
peratures, 2D sheets were obtained (Fig. 1D),
whereas at 37°C, where larger amounts of pro-
teins are produced, large 2D sheets stackedmain-
ly into thick 3D crystals. Higher magnification
(Fig. 1D, inset) showed a trigonal lattice similar
to that of the design model [compare Fig. 1D
(right) with Fig. 1B]. Fourier transformation of
the lattice [Fig. 1D (left)] yielded peaks out to 15 Å
resolution; the order in the unstained lattice is
probably markedly higher, as the negative stain
likely limits the observed resolution. A 15 Å

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1367

Fig. 2. Cryo-EM analysis of design p3Z_42. (A)
Cryo-EM micrograph of E. coli–grown p3Z_42 re-
corded from nonpurified, resuspended insoluble
material. (B) Fourier transform calculated from
motion-corrected movies taken from samples like
those in (A). (C) Electron diffraction of a crystal as
in (A). (D) Projection map at 4 Å calculated from
motion-corrected movies from material as in (A)
showing a linked repeat-protein arrangement sim-
ilar to the p3Z_42 design model. The unit cell is
shown in blue and contains two alternating trimeric
units. Triangular density at the corners of the unit
cell is likely an averagingartifact. (E) p3Z_42 design
model in a similar view as in (D). Scale bar, 50 nm.
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projectionmap (Fig. 1E) back-computed from the
Fourier components followed the contour of the
designed lattice [Fig. 1E (right)] (unit cell dimen-
sions a = b = 85 Å, g = 120°). It is notable that
planar crystals of such large size can grow with-
out support within the confines (and with the
many cellular obstacles) of an E. coli cell. Cell-
free expression of this design yielded large, or-
dered 2D crystals similar to those formed in
E. coli (fig. S4A).
Design p4Z_9 is in layer group P 4 21 2. Search

over the three degrees of freedom of the layer
group [the rotation around the internal C4 axis,
the lattice spacing, and the z offset between
adjacent inverted tetramers (Fig. 1F)] yielded
the close-packed arrangement shown in Fig. 1G
(side view in fig. S2B). The designed interface is
composed of hydrophobic residues nestled be-
tween two a helices surrounded by polar residues
(Fig. 1H).
p4Z_9 formed crystals up to 1 mm in width

(Fig. 1I) with little of the protein present in the
soluble fraction (fig. S3). Incubation of the pellet
material with 6 M guanidine and subsequent
purification and refolding (by dialysis or fast
dilution) yielded crystalline 2D arrays and fibers
with the same square packing (fig. S4, B and C).
Fourier transformation of the negatively stained
large 2D lattices generated in vivo yielded peaks
out to 14 Å resolution [Fig. 1I (left)]. The 14 Å
projection map produced by back-transformation
had distinctive rectangular voids in alternating
directions, which closely matched the designmod-
el [Fig. 1J and 1J (right)] (unit cell dimensions
a = b = 56 Å, g = 90°).
Design p6_9 is built from a-helical hexamers

in layer group P 6. In this case, all oligomers are
in the same orientation along the z axis (per-
pendicular to the plane in Fig. 1K), and hence,
there are only two degrees of freedom—the ro-
tation around the sixfold axis and the lattice
spacing [Fig. 1K (right)]. The shape-complementary
docking solution (Fig. 1L and side view fig.
S2C) is composed of four closely associating a
helices along the twofold axis of the lattice
(Fig. 1M) with two interacting phenylalanines.
We also tested a variant, p6_9H, which intro-
duces a hydrogen bond network across the in-
terface (Fig. 1M).
Design p6_9 expressed in E. coli was found in

both the supernatant and pellet (fig. S3). EM in-
vestigation revealed that the pellet contained
highly ordered single-layer 2D hexagonal arrays,
whereas the supernatant did not. p6_9H formed
even larger arrays (Fig. 1N, fig. S5, and table S1).
The 2D layers in the pellet were highly ordered
with clearly evident hexagonal packing [Fig. 1N
and 1N (inset)]. Fourier transformation of the
negatively stained arrays [Fig. 1N (left)] yielded
peaks out to 14 Å resolution; and the back-
computed 14 Å map was again closely consistent
with the design model of the array [Fig. 1O and
1O (right)] (unit cell dimensions: a = b = 120 Å,
g = 120°). Large arrays were also formed in vitro
after concentration of soluble p6_9H purified
from the supernatant after lysis of E. coli (fig. S4,
D and E).

To achieve higher resolution than possible
with negatively stained samples, we analyzed
designs without stain by electron cryomicro-
scopy (cryo-EM). Analysis of p3Z_42 crystals by
cryo-EM (Fig. 2, A and B) and electron diffrac-
tion yielded data to 3.5 Å resolution (Fig. 2C).
The vast majority of crystals diffracted to this
resolution in the cryo preparations, indicating
high long-range order. Movie micrographs of
the resulting crystals were also collected, mo-
tion corrected, and processed in 2dx (25) to yield
a projection map at 4 Å resolution in agree-
ment with the design model (Fig. 2, compare
D and E). To our knowledge, this is the highest
order observed to date for a designed macro-
molecular 2D lattice.
Our designed planar protein arrays form

large planar 2D crystals both in vivo and in
vitro that are closely consistent with the de-
sign models. Two of the three successes were
with layer groups with adjacent building blocks
in opposite orientations along the z axis; these
have the advantages that (i) there is an addi-
tional degree of freedom (the z offset) provid-
ing more possible packing arrangements for a
given oligomeric building block; (ii) the inter-
faces are antiparallel rather than parallel so
that, in the design calculations, opposing resi-
dues can have different identities; and (iii) in-
accuracies in the design calculations that result
in deviation from planarity effectively cancel
out. On the other hand, designed “polar” arrays
with all subunits oriented in the same direction—
such as p6_9—have advantages for functional-
ization, as the two sides are distinct and can be
addressed separately.
It is notable that, for all three designs, ex-

tensive crystalline arrays form unsupported in
E. coli and from purified protein in vitro. The
coherent arrays can extend up to 1 mm in length
but are only 3 to 8 nM thick by design (fig. S2).
We anticipate that even larger and perhaps
more highly ordered crystals would form on a
solid support, which will be useful for future
nanotechnology applications. The ability to pre-
cisely design 2D arrays at the near atomic level
should enable new approaches in structural
biology [fusing proteins of unknown struc-
ture to array components for electron crystal-
lography or using these to nucleate 3D crystal
growth for x-ray and MicroED (26) applications],
new sensing modalities with the coupling of
analyte binding domains to the arrays, and the
organization of enzyme networks and light-
harvesting chromophores in two dimensions.
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ENDOCYTOSIS

Endocytic sites mature by continuous
bending and remodeling of
the clathrin coat
Ori Avinoam,1,2 Martin Schorb,2,3 Carsten J. Beese,1

John A. G. Briggs,2,1* Marko Kaksonen1,2*†

During clathrin-mediated endocytosis (CME), plasma membrane regions are internalized to
retrieve extracellular molecules and cell surface components. Whether endocytosis occurs by
direct clathrin assembly into curved lattices on the budding vesicle or by initial recruitment to
flat membranes and subsequent reshaping has been controversial. To distinguish between
these models, we combined fluorescence microscopy and electron tomography to locate
endocytic sites and to determine their coat and membrane shapes during invagination. The
curvature of the clathrin coat increased, whereas the coated surface area remained nearly
constant. Furthermore, clathrin rapidly exchanged at all stages of CME. Thus, coated vesicle
budding appears to involve bending of a dynamic preassembled clathrin coat.

C
lathrin-mediated endocytosis (CME) is es-
sential for abroad rangeof cellular processes,
including nutrient uptake, signal transduc-
tion, synaptic vesicle recycling, and immune
responses (1, 2). It initiates with cargo bind-

ing by adaptor proteins that recruit clathrin on
the plasma membrane, followed by membrane
invagination, which leads to dynamin-dependent
scission of a coated vesicle (3, 4). Clathrin trimers
have a triskelion shape and can assemble into
heterogeneous polyhedral coats (5). The relation
between coat assembly and membrane invagina-
tion is poorly understood. Two alternativemodels
describe the transition fromplanarmembrane to
clathrin-coated vesicle (CCV). The first—derived
from electron microscopy images showing both
relatively flat and invaginated clathrin lattices
in cells—suggests that clathrin assembles as a
planar lattice that subsequently bends as the
membrane invaginates (6) (Fig. 1A). For this to
happen, complex rearrangements within the
clathrin network must occur during budding.
The second model avoids this difficulty by pro-
posing that large, flat clathrin lattices are not
precursors of CME and that, at sites of CME,
clathrin directly assembles to produce the curved
coat as the membrane invaginates (7) (Fig. 1A).
To study clathrin-coated pit (CCP)maturation,

we used well-characterized genome-edited hu-
man cell lines expressing fluorescently tagged
clathrin light chain A at endogenous concen-
trations (8, 9) (hCLTAEN) (Fig. 1, B and C). To
distinguish late stages of CME, we used cells that
coexpressed endogenously tagged dynamin-2 (9)

(hCLTAEN/hDNM2EN) (Fig. 1B). To label CCPs
that recruit cargo, we incubated cells with fluo-
rescently labeled transferrin (TF), a constitutive
cargo of CME (hCLTAEN/TF) (Fig. 1C). CME events
imaged by total internal reflection fluorescence
(TIRF) microscopy showed a buildup of clathrin
fluorescence that reached a plateau before a
burst of dynamin preceded the site’s disappear-
ance, as previously described (8, 10) (Fig. 1, B and
C, and movies S1 and S2).
To distinguish between the models of coat as-

sembly, we applied a correlative fluorescence
microscopy (FM) and electron tomography (ET)
method to locate CCPs precisely and to obtain
three-dimensional information about their shape
(11–13) (Fig. 1D andmovies S3 to S5).We obtained,
in total, 233 tomographic reconstructions of sites
where a clathrin signal was detected at the cell
periphery (117 from hCLTAEN/hDNM2EN and 116
from hCLTAEN/TF). In all cases, the fluorescent
signal correlatedwith an endocytic sitewith a clear
membrane coat (13). When the coat lay parallel to
the imaging plane, the characteristic polygonal
architecture of polymerized clathrin was visible
(Fig. 1E and fig. S1). We analyzed 199 CCPs and 27
CCVs corresponding to different stages of CME
(Fig. 1F) (13).
To characterize changes in membrane shape,

we extracted the membrane and coat profiles
and analyzed themcomputationally (12, 13) (Fig. 2).
We determined the invagination depth, tip curva-
ture, and coated membrane area. When a con-
stricted neck was detected at the base of the
invagination,wemeasured neckwidth andheight
(13) (Fig. 2B and tables S1 and S2). We further
determined the maximal angle (q) between the
adjacent plasma membrane (PM) and the invagi-
nating segment of the membrane (Fig. 2B). Inde-
pendently of invagination size and which model is
correct, q will increase during invagination from
0° to 90° in a U-shaped invagination before tend-
ing to 180° at neck constriction and scission (13)
(Figs. 1A and 2B and movie S6). q is therefore a

surrogate for CCP stage and was used to order
CCPs from early to late.
We detected no apparent morphological dif-

ferences between the cargo-labeled CCPs from
hCLTAEN/TF and the CCPs observed in hCLTAEN/
hDNM2EN cells (fig. S2) and, unless stated other-
wise, we pooled the data from these data sets.
Dynamin-positive sites consisted exclusively of
deep invaginations with a neck and clustered
at late stages of CME (~q > 90°; depth, 68 to
155 nm) (Fig. 3, A and B, and fig. S3). The high
precision of correlation allowed us to localize
dynamin to the base of the invagination close
to the PM (13) (Fig. 2C). Dynamin-associated
necks had widths of up to 121 nm, which greatly
exceeded the diameter of assembled dynamin
rings in vitro (<30 nm) (14); these findings sug-
gested that dynamin recruitment and neck con-
striction begin before ring formation.
If clathrin directly assembles into the curved

coat by addition of triskelia during membrane
invagination, then the coated membrane area
should grow as sites mature. In contrast, we found
that the coated membrane area in CCPs did not
appreciably change during budding and did not
differ significantly between CCPs and CCVs (Fig.
3C and figs. S1C and S2, C and D). This suggests
that enough clathrin is recruited before invagi-
nation to coat a complete vesicle. Furthermore, if
clathrin directly assembles into the curved coat,
then the tip curvature of CCPs would remain
constant during budding and would be the same
as that in the resultant CCVs. In contrast, our
analysis showed that tip curvature continuously
increased during invagination (Fig. 3, D and E,
and fig. S2E). These results show that the cur-
vature of CCPs increases, whereas the surface
area remains largely constant. These properties
are only consistent with themodel where clathrin
is initially deposited on a nearly planar membrane
followed by subsequent membrane bending.
In order to bend, flat lattices composed pri-

marily of hexagons must acquire pentagons re-
quiring extensivemolecular rearrangements and
removal of triskelia (7, 15). It has been reported
previously that clathrin exchanges at CCPs (16, 17).
However, it is unclear if, and at what stages, this
occurs during canonical CME. To test this, we
performed fluorescence recovery after photobleach-
ing (FRAP) analysis of individual CCPs (13) while
simultaneously imaging clathrin and dynamin
(Fig. 4A and movie S7). Clathrin fluorescence re-
covered rapidly, reaching 60% recovery with a
half time of ~2 s, both before and after dynamin
recruitment (Fig. 4, B and C, and fig. S4). This
indicates that clathrin is exchanging at early and
late stages of CME and explains why blocking
clathrin turnover arrests CCPs at all stages (18).
Although fluorescence intensity profiles of indi-

vidual CCPs display considerable heterogeneity
in assembly kinetics and overall persistence at
the plasmamembrane, recent analysis has shown
that clathrin displays an initiation and growth
phase, followed by a plateau in which fluores-
cence intensity is at its maximum (10, 19). Our
correlated FM and ET data showed that clathrin
recruitment occurs beforemembrane invagination,

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1369

1Cell Biology and Biophysics Unit, The European Molecular
Biology Laboratory, Heidelberg 69117, Germany. 2Structural
and Computational Biology Unit, The European Molecular
Biology Laboratory, Heidelberg 69117, Germany. 3Electron
Microscopy Core Facility, The European Molecular Biology
Laboratory, Heidelberg 69117, Germany.
*Corresponding author. E-mail: marko.kaksonen@unige.ch (M.K.);
john.briggs@embl.de (J.A.G.B.) †Present address: Department of
Biochemistry, University of Geneva, 1211 Geneva, Switzerland.

RESEARCH | REPORTS



which suggests that invagination occurs during the
fluorescence intensity plateau (Fig. 3C and fig. S5).
In yeast, the coat is also recruited before mem-
brane bending, which suggests that this is a

conserved feature (12). Numerous EM studies
have documented a population of flat clathrin
lattices that could potentially evolve into single
vesicles (6, 20). It is likely that these lattices

correspond to the early CCPs observed here.
Subdomains of the larger clathrin lattices that
exist in some cell types may also undergo local
rearrangements to produce vesicles (20, 21).
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Fig. 2. Data extraction and analysis. (A) An oblique tomographic slice containing the long axis of an invagination (left) and the corresponding profile (right) of
the outer surface of the coat (red) and the inner leaflet of the PM (black). (B) Schematic of PM (black) and coat (red) profiles illustrating the measured
parameters (13). (C) Correlated position of clathrin (red circles) and dynamin (green circles) determined from multiple correlations relative to individual
membrane profiles of dynamin-positive CCPs (light gray) and their average membrane and coat profiles (black) (13). Maximum likelihood is in the center of the
inner circle. Contour lines are at 10% and 1% of the maximum likelihood, respectively.

Fig. 1. FM and ETof CCPs. (A) Schematic representation of the two models
for CME. In model 1 (top), clathrin (red) is first recruited to sites of endo-
cytosis and bends during PM (black) invagination. In model 2 (bottom), clathrin
assembles during invagination and directly adopts the curvature of the
resultant vesicle. q represents the maximum angle between the PM and the
invaginated membrane (purple) (13). (B and C) TIRF microcopy images of
representative SK-MEL-2 cells hCLTAEN/hDNM2EN (B) expressing DNM2-GFP
and hCLTAEN/TF and (C) 90 s after addition of TF:Alexa488 (green), both
expressing CLTA-RFP (movies S1 and S2). Scale bars, 5 mm and, inset, 2 mm.
(D) Correlative FM and ET workflow. Multicolor fluorescence image of the
prepared EM sample (top). Clathrin (red), dynamin (green), TetraSpec (multi-
spectral) (11, 13).White circles outline the approximate position of fluorescent
spots and their corresponding position in a slice through a low-magnification
tomogram (middle). Red and green circles (bottom) outline the correlated
positions of clathrin and dynamin; radius illustrates correlation accuracy (radius of 92 nm) (13). Two slices through the tomogram are shown. Scale bars, 1 mm
and 100 nm. (E) A representative slice through the tomogram showing the polygonal structure of the clathrin coat (fig. S2). Scale bar, 50 nm. (F) Rep-
resentative tomographic slices through CCPs. Scale bar, 100 nm.
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Recruitment of clathrin before membrane
bending provides a flat, dynamic array as a plat-
form for cargo recruitment. This implies that the

membrane to be internalized and the size of the
future vesicle are not determined by clathrin ge-
ometry during assembly into a curved cage but

rather are selected before invaginationduring cargo
recruitment. Rapid clathrin exchange is consist-
ent with a dynamically unstable lattice—dynamic

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1371

Fig. 4. FRAP analysis of individual early and late
CCPs. (A) Images of a representative FRAP experiment
(top) and montage of the bleached spot showing the
pre-, post-, and recovery after photobleaching of clathrin-
RFP in hCLTAEN/hDNM2EN SK-MEL-2 cells. Scale bar,
2 mm. (B and C) Mean fluorescence recovery profiles
of clathrin when dynamin was absent [early (B)] or
present for at least seven frames [late (C)]; error bars
indicate SD. MF, mobile fraction; t1/2, half time; and
number of sites (n).
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Fig. 3. Changes in membrane shape during invagination. Analysis of
parameters extracted from the data set (Fig. 2B), invagination depth (A),
neck width (B), coated surface area (C), and tip curvature (D), each plotted
against the angle q, which represents the growth stage of a CCP (13). CCPs
without a neck (black), with a neck (cyan), and associated with dynamin
(red). (A) Invagination depth increases during CCP maturation. The neck
begins to form when CCPs exceed ~70 nm in depth at ~q = 90°. Dashed
lines: q = 90° and depth = 70 nm. (B) Neck width decreases during CCP
maturation. Dynamin-positive invaginations appear at the onset of neck
constriction. NoN, no neck. (C) The coated membrane surface area of CCPs
is not significantly different from that of CCVs (CCPs: 28 T 13 × 103 nm2,
CCVs: 25 T 11 × 103 nm2; P > 0.2, two-tailed t test). (Inset) A sketch of
expected results for the first model (red) and the second model (black) (Fig.
1A). Vesicle surface area: range (gray area) and distribution (green scatter

plot, mean in red). (D) During maturation, the tip curvature decreases [mea-
sured from fitted circles as in (E)], which shows that CCP curvature in-
creases. At late stages, it reaches the curvature range seen in released
vesicles.Vesicle radii: range (gray area), distribution (green scatter plot, mean
in red), and inset as in (C). (E) Representative profiles of different stages of
invagination; coat (red) and PM (black), with circles fitted to determine tip
curvature (dashed line).
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instability is a common property within networks
of low-affinity protein interactions (22). It would
allow for stochastic abortion of sites that initiate
but fail to cross a growth- or cargo-mediated check-
point (19, 23–25) before investing energy in
membrane bending. During invagination, fur-
ther exchange would allow clathrin reorganiza-
tion and bending of the lattice into a defined
cage that requires active disassembly.
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TRANSCRIPTION

Recruitment of RNA polymerase II by
the pioneer transcription factor PHA-4
H.‐T. Hsu,1 H.‐M. Chen,1 Z. Yang,2 J. Wang,3 N. K. Lee,1 A. Burger,4 K. Zaret,2 T. Liu,3,5

E. Levine,4 S. E. Mango1*

Pioneer transcription factors initiate cell-fate changes by binding to silent target genes.
They are among the first factors to bind key regulatory sites and facilitate chromatin
opening. Here, we identify an additional role for pioneer factors. In early Caenorhabditis
elegans foregut development, the pioneer factor PHA-4/FoxA binds promoters and recruits
RNA polymerase II (Pol II), often in a poised configuration in which Pol II accumulates
near transcription start sites. At a later developmental stage, PHA-4 promotes chromatin
opening.We found many more genes with poised RNA polymerase than had been observed
previously in unstaged embryos, revealing that early embryos accumulate poised Pol II
and that poising is dynamic. Our results suggest that Pol II recruitment, in addition to
chromatin opening, is an important feature of PHA-4 pioneer factor activity.

E
mbryonic development depends on precise
patterns of gene expression that are orches-
trated by key transcription factors such as
pioneer transcription factors. Pioneer fac-
tors function at the earliest stage of tran-

scriptional onset to facilitate chromatin opening
at cis-regulatory sites, which enables additional
factors to bind DNA (1). The founding pioneer
factor ismammalian FoxA1,which associateswith
liver genes and promotes chromatin accessibility
before transcriptional activation. In vitro, FoxA
proteins bind nucleosomes and block chromatin
compaction by H1 linker histones (1), and in vivo
FoxA proteins open chromatin with the his-
tone variant H2A.Z (2). It is unknown whether
chromatin opening is the sole mechanism of
transcriptional priming induced by pioneer
transcription factors.
In Caenorhabditis elegans, pha-4 encodes a se-

lector gene that specifies foregut fate (3). pha-4 is
orthologous to FoxA proteins (4, 5) and interacts
with H2A.Z (2), raising the question of whether
pha-4 functions as a pioneer transcription factor
in addition to its selector activities.We performed
five tests that revealed that pha-4 had pioneer
activity. First, PHA-4 associated with target genes
M05B5.2, ceh-22, and myo-2 beginning at the 8E
stage (“E” for endodermal cells), when PHA-4 was
first detected (Fig. 1, A and B, and fig. S1A). We
observed binding to promoters that are activated
at early,mid-, or late embryogenesis and confirmed
that themid- (ceh-22) and late-stage (myo-2) genes
were not expressed in our 8E sample (gastru-
lation stage). These data indicate that PHA-4
associates with endogenous foregut promoters
hours before transcriptional onset, which is as

expected for a pioneer factor. Second, we deter-
mined that PHA-4 bound nucleosomal DNA
in vitro equivalently to its orthologs FoxA1 and
FoxA2 (Fig. 1C). Third, chromatin sites bound by
PHA-4 in vivo [measured with chromatin immu-
noprecipitation (ChIP)] (6) lacked stable nucleo-
somes [measured with formaldehyde-assisted
isolation of regulatory elements (FAIRE)] (fig. S1C)
(7), indicating PHA-4 association with open chro-
matin. Moreover, regions bound by PHA-4 were
enriched for activating histonemarks H3K4me2,
H3K4me3, and acetylated H3K27 (fig. S1C) (8).
Fourth, single-cell analysis with artificial chromo-
somes (Fig. 1D) revealed that chromatin was open
in the foregut, where PHA-4 is expressed, but not
in other cell types, which lack PHA-4, nor with a
target promoter bearing amutated PHA-4-binding
site (Fig. 1E) (9). Fifth, we tracked PHA-4 associa-
tion with chromatin during mitosis and observed
that a portion of PHA-4 was retained on DNA in
dividing foregut cells (fig. S2) (10). Together, the
results reveal that PHA-4 fulfilled the criteria of a
pioneer transcription factor (Fig. 1 and fig. S1B). It
associatedwith binding sites early in development,
bound DNA packaged in nucleosomes in vitro,
and decompacted chromatin in vivo.
To examine the role of PHA-4 in transcrip-

tion, we mapped Pol II occupancy by means of
genome-wide ChIP-sequencing (ChIP-seq). Previ-
ous studies with C. elegans Pol II had focused on
relatively late time points, after transcription was
established for many genes (6, 11). Our interest
was earlier stages, before transcriptional onset.
We analyzed early embryos after PHA-4 bound
to target genes but before their transcription
(~8E stage) and compared those embryos tomid-
stage, transcriptionally active embryos (bean stage)
(staging is provided in fig. S3). To localize Pol II,
we mapped its position relative to the transcrip-
tion start site (TSS) (11) and calculated three
scores: promoter occupancy for Pol II spanning
the TSS (Fig. 2A), Pol II within gene bodies (Fig.
2B), and the poising index as the ratio of the
promoter to the gene body values (Fig. 2C). The
poising index reflects the relative quantity of
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Pol II close to the site of transcriptional initiation
(12). Poising has been detected in diverse orga-
nisms including, to a degree, C. elegans (12, 13).
We began by surveying the whole genome. In

early embryos, most genes showed little Pol II at
either promoters or gene bodies (Fig. 2, A and B),
suggesting thatmost of the genomewas inactive.
However, ~20% of genes had Pol II near the TSS
and little Pol II within gene bodies, leading to a
high poising index (≥2.5) (Fig. 2C). As develop-
ment progressed, the Pol II signal for both pro-
moters and gene bodies increased, resulting in a
broad range of poising values (Fig. 2C and fig.
S4C). This result suggested that the mid-stage
poising scores reflected a surge in Pol II activity
at the level of initiation and elongation, and that
poising in C. elegans is temporally regulated, sim-
ilar to other animals (12). Most genes had docked
Pol II, in which Pol II bound just upstream of the
TSS (14) (Fig. 2D) (11). Pol II “pausing” was also
observed 3 to the TSS, like other species (12, 14),

but we observed fewer cases of pausing as com-
pared with docking. We suggest that poising in
C. elegans is more prevalent than had been pre-
viously recognized. Earlier studies observed some
poising in starved larvae and in samples bearing
mixtures of stages (6, 13, 14). In our samples,
poising was associated with both early and mid-
stages, with index values typically higher in early
embryos because occupancy of Pol II within gene
bodies was low. Our analysis gives a picture of
Pol II loading and transcriptional onset during
embryogenesis.
We next examined Pol II at foregut-associated

genes. We observed an enrichment of poised Pol
II: 27% of foregut genes were poised early com-
pared with 17% for the whole genome (Fig. 2C).
At the bean stage, 36% of PHA-4–bound pro-
moters had a poising index >2.5, compared with
29% for the whole genome. We confirmed the
ChIP-seq result by means of ChIP–quantitative
polymerase chain reaction (PCR) for four foregut

genes exhibiting different Pol II poising scores
(11). For example, Pol II was poised at the ceh-22
promoter in early embryos before transcriptional
onset, but it subsequently decreased at the TSS
and increased in the gene body (Fig. 2E and
fig. S4B). Quantitative reverse transcriptase–PCR
(RT-PCR) analysis demonstrated that ceh-22mRNA
was activated inmid-embryos, as expected (Fig. 3,
B and C) (11, 15). These data suggest that poised
Pol II often reflects preparation for transcrip-
tional activation (12). Consistent with this idea,
genes with poised Pol II were associated with
Gene Ontology (GO) terms “embryonic develop-
ment” and “embryonicmorphogenesis” (table S1).
However, poising likely has additional roles be-
cause we also detected embryonic poised Pol II at
a subset of genes not expressed in embryos (such
as mex-3) or associated with GO terms such as
“post-embryonic development.”
Pol II poising at developmentally expressed

genes has been observed in Drosophila embryos
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somes (purple, LacI) bearing the ceh-22 promoter (arrows). PHA-4::YFP
binding was abolished when ceh-22 carried a mutated PHA-4 binding site
(DPHA-4; bottom). Asterisks mark artificial chromosomes in nonforegut cells.
Scale bar, 2 mm.
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(16), but poising in C. elegans had been asso-
ciated predominantly with starvation (6, 13). A
likely explanation for the difference between the
prior studies and ours is the embryonic stage (11).
For example, we found that mixtures of embryos
with a range of ages lacked poised Pol II for
ceh-22, underscoring the importance of staging
(fig. S4A).
To test whether pha-4 affects Pol II occu-

pancy, we performed Pol II ChIP with a pha-4(ts)
temperature-sensitive strain that combines pha-
4(zu225nonsense) with smg-1(cc546ts) (fig. S6A)
(17). smg-1(cc546) alone served as a control. Growth
of pha-4(ts) was complicated because pha-4
is an essential gene, and therefore we relied
on ChIP–quantitative PCR, which requires less
material.

At restrictive temperature, pha-4mutants failed to
accumulate poised Pol II at three tested loci (ceh-
22, T06D8.3, andK10D3.4) or elongating Pol II at
one (M05B5.2) (Fig. 3A and fig. S6B) (11).mig-38,
which has PHA-4 bound but is expressed
broadly, was not affected by pha-4(ts) (Fig. 3A).
Recent studies found that Pol II poising was not
tissue-specific for Drosophila muscle (16), but
our analysis indicates that PHA-4 helps Pol II
associate with its target foregut genes in worms.
Pioneer transcription factors promote chro-

matin opening at target genes to modulate gene
expression. We therefore wondered whether
chromatin opening by PHA-4 affected Pol II
loading. We adapted FAIRE (7, 11) to track regions
of the C. elegans genome with absent or un-
stable nucleosomes. In older, wild-type embryos,
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we found a strong correlation between PHA-4
binding and open chromatin, characterized by a
high FAIRE signal, at both promoters (H2A.Z+,
H3K4me3+, and H3K27ac+) and enhancers
(H3K4me1/2+) (fig. S7). Conversely, Pol II occu-
pancy was only weakly correlated with open
chromatin (fig. S7A), which is similar to Dro-
sophila (18). To determine the contribution of
pha-4 to chromatin opening, we surveyed three
foregut genes by means of FAIRE–quantitative
PCR at early and mid-stages after pha-4 inac-
tivation (Fig. 4A). At the 8E stage, pha-4(ts) em-
bryos had a FAIRE signal equivalent to wild-type
embryos for ceh-22 and K10D3.4, suggesting that
PHA-4 did not contribute to chromatin opening
at these early stages. T06D8.3, however, showed
a ~10% decrease in FAIRE, suggesting nucleo-
somes depended on pha-4 for at least some
opening. Inmid-stage embryos, reduction of pha-4

lead to a decrease in open FAIRE regions spanning
the PHA-4 binding site and the Pol II binding
site for T06D8.3 and K10D3.4. The effect was less
dramatic for ceh-22, with a small reduction at the
PHA-4 binding region. Nevertheless, PHA-4 still
promoted ceh-22 opening. These data suggest
that PHA-4 promotes chromatin opening atmid-
stages, at least for the surveyed genes, but has
less of an effect early.
We extended these results in three ways. First,

we determined that pha-4(ts) had no impact on
three nonforegut genes (eft-3,mig-38, and srw-99)
(Fig. 4A). Second, we used artificial chromosomes
bearing PHA-4 target promoters and fluorescently
tagged PHA-4 to examine chromatin opening in
single cells (9). We observed decompaction of
artificial chromosomes in the foregut ofmid-stage
embryos but not early embryos (Fig. 4, B to D) (9).
Artificial chromosomes in nonforegut cells failed

to decompact at either stage (Fig. 4, B and C).
Third, a comparison of wild-type 4E embryos
(with little to no PHA-4) and 8E embryos (with
detectable PHA-4) revealed a decrease in FAIRE
values at the 8E for both foregut and nonforegut
genes (fig. S7). Thus, PHA-4 binding did not
induce detectable decompaction at the 8E stage
compared with the 4E. The data suggest that
PHA-4 induces decompaction predominantly at
mid-stages, after Pol II binding.
This study reveals widespread poised Pol II

during C. elegans development and shows that
the pioneer transcription factor PHA-4 contrib-
utes to Pol II recruitment at poised and tran-
scribed genes within the foregut. PHA-4 activity
is critical during early embryonic stageswhenwe
observe Pol II recruitment, suggesting these early
events are essential for proper organogenesis (17).
C. elegans embryos develop in 13 hours, with rapid
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changes in gene expression. Pol II poising may
accommodate these dynamics by promoting rapid
and/or synchronous transcriptional onset (12, 19).
Recruitment of poised Pol II is followed by
decompaction of chromatin. One appealing hy-
pothesis is that deposition of Pol II at TSS regions
may participate in chromatin opening, along with
PHA-4 (18). This scenario predicts that Pol II binds
to regions that would otherwise contain stable nu-
cleosomes, a prediction that is borne out by our
FAIRE analysis, and that Pol II interferes with the
construction of nucleosomes. It will be of interest
to see whether other pioneer factors or FoxA pro-
teins also poise Pol II.
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DRUG DEVELOPMENT

Phthalimide conjugation as a strategy
for in vivo target protein degradation
Georg E. Winter,1* Dennis L. Buckley,1* Joshiawa Paulk,1 Justin M. Roberts,1

Amanda Souza,1 Sirano Dhe-Paganon,2 James E. Bradner1,3†

The development of effective pharmacological inhibitors of multidomain scaffold
proteins, notably transcription factors, is a particularly challenging problem. In part,
this is because many small-molecule antagonists disrupt the activity of only one domain
in the target protein. We devised a chemical strategy that promotes ligand-dependent
target protein degradation using as an example the transcriptional coactivator BRD4, a
protein critical for cancer cell growth and survival. We appended a competitive antagonist
of BET bromodomains to a phthalimide moiety to hijack the cereblon E3 ubiquitin ligase
complex. The resultant compound, dBET1, induced highly selective cereblon-dependent
BET protein degradation in vitro and in vivo and delayed leukemia progression in mice.
A second series of probes resulted in selective degradation of the cytosolic protein
FKBP12. This chemical strategy for controlling target protein stability may have
implications for therapeutically targeting previously intractable proteins.

P
hthalimide-based drugs emerged in the
1950s. Among themost notable was thalid-
omide, developed initially as a sedative but
infamouslywithdrawn fromhumanuse ow-
ing to catastrophic teratogenicity (1). More

recently, the phthalimides have been successfully
repurposed for erythema nodosum leprosum,
multiplemyeloma (MM), andmyelodyspasia. The
efficacy of thalidomide, lenalidomide, andpomali-
domide inMM(Fig. 1A) has prompted investigation
into the mechanism of action of phthalimide im-
munomodulatorydrugs (IMiDs). By ligand-affinity
chromatography, cereblon (CRBN)—a component
of a cullin-RINGubiquitin ligase (CRL) complex—
was identified as the target of thalidomide (2).
Recently, our group and others reported that
phthalimides prompt CRBN-dependent protea-
somal degradation of transcription factors (TFs)
IKZF1 and IKZF3 (3, 4). Crystallographic studies
now establish that IMiDs bind CRBN to form a
cryptic interface that promotes recruitment of
IKZF1 and IKZF3 (5).
Ligand-induced target protein destabilization

has proven tobeanefficacious therapeutic strategy,
in particular for cancer, as illustrated by arsenic
trioxide–mediateddegradation of thePMLprotein
in acute promyelocytic leukemia (6) and estrogen
receptor degradation by fulvestrant (7). Histori-
cally, target-degrading compounds have emerged
serendipitously or through target-specific cam-
paigns in medicinal chemistry. Chemical biolo-
gists have devised elegant solutions to modulate
protein stability using engineered cellular systems,
but these approaches have been limited to non-
endogenous fusion proteins (8–11). Others have

achieved the degradation of endogenous proteins
through the recruitment of E3 ligases, but these
approaches have been limited by the requirement
of peptidic ligands (12–14), the use of nonspecific
inhibitors (15), and by low cellular potency.
RING-domainE3ubiquitin-protein ligases lack

enzymatic activity and function as adaptors to E2
ubiquitin-conjugating enzymes. Inspired by the
retrieval of CRBN using a tethered thalidomide
(2), we hypothesized that rational design of bi-
functional phthalimide-conjugated ligands could
confer CRBN-dependent target protein degrada-
tion as chemical adapters. We selected BRD4 as
an exemplary target. BRD4 is a transcriptional
coactivator that binds to enhancer and promoter
regions by recognition of acetylated lysines on his-
tone proteins andTFs (16). Recently,we developed
a direct-acting inhibitor of BET bromodomains
(JQ1) (17) that displaces BRD4 from chromatin
and leads to impaired signal transduction from
TFs to RNA polymerase II (18–20). Silencing of
BRD4 expression by RNA interference inmurine
and human models of MM and acute myeloid
leukemia (AML) elicited rapid transcriptional
down-regulation of theMYC oncogene and a po-
tent antiproliferative response (19, 21). These and
other studies in cancer, inflammation (22), and
heart disease (23, 24) establish a desirable mech-
anistic and translational purpose to target BRD4
for selective degradation.
Having shown that the carboxyl group on JQ1

(25) and the aryl ring of thalidomide (5) can tol-
erate chemical substitution, we designed the bi-
functional dBET1 to have preservedBRD4 affinity
and an inactive epimeric dBET1(R) as a stereo-
chemical control (Fig. 1, A and B). Selectivity pro-
filing confirmed potent and BET-specific target
engagement among 32 bromodomains (BromoScan)
(Fig. 1C and tables S1 and S2). A high-resolution
crystal structure (1.0 Å) of dBET1 bound to BRD4(1)
confirmed the mode of molecular recogni-
tion, comparable to JQ1 (Fig. 1D, fig. S1, and
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changes in gene expression. Pol II poising may
accommodate these dynamics by promoting rapid
and/or synchronous transcriptional onset (12, 19).
Recruitment of poised Pol II is followed by
decompaction of chromatin. One appealing hy-
pothesis is that deposition of Pol II at TSS regions
may participate in chromatin opening, along with
PHA-4 (18). This scenario predicts that Pol II binds
to regions that would otherwise contain stable nu-
cleosomes, a prediction that is borne out by our
FAIRE analysis, and that Pol II interferes with the
construction of nucleosomes. It will be of interest
to see whether other pioneer factors or FoxA pro-
teins also poise Pol II.
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protein stability using engineered cellular systems,
but these approaches have been limited to non-
endogenous fusion proteins (8–11). Others have

achieved the degradation of endogenous proteins
through the recruitment of E3 ligases, but these
approaches have been limited by the requirement
of peptidic ligands (12–14), the use of nonspecific
inhibitors (15), and by low cellular potency.
RING-domainE3ubiquitin-protein ligases lack

enzymatic activity and function as adaptors to E2
ubiquitin-conjugating enzymes. Inspired by the
retrieval of CRBN using a tethered thalidomide
(2), we hypothesized that rational design of bi-
functional phthalimide-conjugated ligands could
confer CRBN-dependent target protein degrada-
tion as chemical adapters. We selected BRD4 as
an exemplary target. BRD4 is a transcriptional
coactivator that binds to enhancer and promoter
regions by recognition of acetylated lysines on his-
tone proteins andTFs (16). Recently,we developed
a direct-acting inhibitor of BET bromodomains
(JQ1) (17) that displaces BRD4 from chromatin
and leads to impaired signal transduction from
TFs to RNA polymerase II (18–20). Silencing of
BRD4 expression by RNA interference inmurine
and human models of MM and acute myeloid
leukemia (AML) elicited rapid transcriptional
down-regulation of theMYC oncogene and a po-
tent antiproliferative response (19, 21). These and
other studies in cancer, inflammation (22), and
heart disease (23, 24) establish a desirable mech-
anistic and translational purpose to target BRD4
for selective degradation.
Having shown that the carboxyl group on JQ1

(25) and the aryl ring of thalidomide (5) can tol-
erate chemical substitution, we designed the bi-
functional dBET1 to have preservedBRD4 affinity
and an inactive epimeric dBET1(R) as a stereo-
chemical control (Fig. 1, A and B). Selectivity pro-
filing confirmed potent and BET-specific target
engagement among 32 bromodomains (BromoScan)
(Fig. 1C and tables S1 and S2). A high-resolution
crystal structure (1.0 Å) of dBET1 bound to BRD4(1)
confirmed the mode of molecular recogni-
tion, comparable to JQ1 (Fig. 1D, fig. S1, and
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table S3). Using the dBET1-BRD4(1) crystal struc-
ture and the recently reported structure of CRBN
bound to thalidomide (5), we have modeled the
feasibility of ternary complex formation in silico.
An extended conformation of dBET1was capable
of bridging ordered BRD4(1) and CRBN without
destructive steric interactions (Fig. 1E). To exper-
imentally assess the chemical adaptor function of
dBET1, we established a homogeneous proxim-
ity assay for recombinant human CRBN–DNA
damage–binding protein 1 (CRBN-DDB1) and
BRD4(1) (Fig. 1F). Luminescence arising fromprox-
imity of CRBN-DDB1- and BRD4-bound acceptor-
donor beads increases with low concentrations of
dBET1 and decreases at higher concentrations,
consistent with saturation of CRBN and BRD4
binding sites by excess ligand. Competitive coin-
cubation with free JQ1 or thalidomide inhibits

ternary complex formation in a stereo-specific
manner (Fig. 1G).
To assess the effect of dBET1 in cells, we treated

a humanAML cell line (MV4;11) for 18 hours with
increasing concentrations of dBET1 and assayed
endogenous BRD4 levels by immunoblot. Pro-
nounced loss of BRD4 (>85%) was observed with
concentrationsof dBET1 as lowas 100nM(Fig. 1H).
The epimeric control dBET1(R) was inactive (Fig.
1B), which demonstrated that BRD4 degradation
requires target protein engagement (fig. S2, A
and B). The kinetics of BRD4 degradation were
next determined using 100 nM dBET1 in MV4;11
cells. Marked depletion of BRD4 was observed at
1 hour, and complete degradationwas observed at
2 hours of treatment (Fig. 1I). A partial recovery in
BRD4 abundance at 24 hours establishes the pos-
sibility of compound instability, a recognized lia-

bility of phthalimides. To quantify dose-responsive
effects on BRD4 protein stability, we developed a
cell-count normalized, high-content assay using
adherent SUM149 breast cancer cells (Fig. 1J). De-
pletion of BRD4 was observed for dBET1 [half-
maximal effective dose (EC50) = 430 nM] without
apparent activity for dBET1(R), confirmed by
immunoblot (fig. S2, C and D). Additional cul-
tured adherent and nonadherent human cancer
cell lines showed comparable response (SUM159,
MOLM13) (fig. S3).
To explore the mechanism of dBET1-induced

BRD4 degradation, we studied requirements on
proteasome function, BRD4 binding, and CRBN
binding using chemical genetic and gene-editing
approaches. First, we confirmed that treatment
with either JQ1 or thalidomide alone was insuf-
ficient to induce BRD4degradation inMV4;11 cells

SCIENCE sciencemag.org 19 JUNE 2015 • VOL 348 ISSUE 6241 1377

Fig. 1. Design and characterization of dBET1. (A) Chemical structure of JQ1
(S), phthalimides, and dBET1. (B) Vehicle-normalized BRD4 displacement by
AlphaScreen (triplicate means T SD). (C) Selective displacement of phage-
displayed BETs by dBET1 (BromoScan at 1 mM; n = 1). (D) Crystal structure of
dBET1 bound to BRD4 bromodomain 1 (E) Docking of (D) into the published
DDB1-CRBN structure (F) dBET1-induced ternary complex formation of re-
combinant BRD4(1) and CRBN-DDB1 by AlphaScreen [quadruplicate means T

SD; normalized to dimethyl sulfoxide (DMSO)]. (G) Competition of 111 nM
dBET1-induced proximity as in (F) in the presence of vehicle (DMSO), JQ1,

thal-(–), JQ1(R), and thal-(+) all at 1 mM. Values represent quadruplicate
means T SD, normalized to DMSO. (H) Immunoblot for BRD4 and vinculin
(VINC) after 18 hours of treatment of MV4;11 cells with the indicated con-
centrations of dBET1. (I) Immunoblot for BRD4 and vinculin after treatment
of MV4;11 cells with 100 nM dBET1 for the indicated exposures. (J) Cell count–
normalized BRD4 levels as determined by high-content imaging in SUM149
cells treated with the indicated concentrations of dBET1 and dBET1(R) for
18 hours.Values represent triplicate means T SD, normalized to DMSO-treated
cells and baseline-corrected using immunoblots seen in fig. S2C.
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(fig. S4A). Degradation of BRD4 by dBET1 was
rescued by the proteasome inhibitor carfilzomib,
which established a requirement for proteasome
function (Fig. 2A). Pretreatment with excess JQ1
or thalidomide abolished dBET1-induced BRD4
degradation, consistent with a requirement for
both BRD4 and CRBN engagement (Fig. 2A).
Pretreatment with the NAE1 inhibitor MLN4924
(26) rescued BRD4 stability and established its de-
pendence on CRL activity, as expected for cullin-
based ubiquitin ligases that require neddylation
for processive E3 ligase activity (4, 27) (fig. S4B).
Finally, to definitively confirm the cellular require-
ment for CRBN, we used a previously published
CRBN-deficient human MM cell line (MM1.S-
CRBN−/−) (4). Whereas treatment of wild-type
MM1.SWT cells with dBET1 promoted degrada-
tion of BRD4, exposure of MM1.S-CRBN−/− cells
to dBET1 was ineffectual (Fig. 2B). These data pro-
vide mechanistic evidence for CRBN-dependent
proteasomal degradation of BRD4 by dBET1.
To assess the feasibility of extending this strategy

to other protein targets, we designed and syn-
thesized phthalimide-conjugated ligands to the
cytosolic signaling protein FKBP12 (FKBP1A).
FKBP12 has been extensively studied in the
chemical biology literature, which includes studies
of engineered target degradation and a growing
literature on chemical dimerizers. At a known per-
missive site on the FKBP12-directed ligand steel
factor (SLF), we positioned two chemical spacers

to create the conjugated phthalimides dFKBP-
1 and dFKBP-2 (Fig. 2C). Both potently decreased
FKBP12 abundance in MV4;11 cells (Fig. 2D). As
with dBET1, destabilization of FKBP12 by dFKBP-
1 was rescued by pretreatment with carfilzomib,
MLN4924, free SLF, or free thalidomide (Fig. 2E).
We established CRBN-dependent degradation us-
ing previously published isogenic 293FT cell lines
that arewild type (293FT-WT) or deficient (293FT-
CRBN−/−) (4) for CRBN (Fig. 2F).
An unbiased, proteome-wide approach was se-

lected to assess the cellular consequences of dBET1
treatment on protein abundance, in a quantitative
and highly parallel format (28). We compared the
immediate impact of dBET1 treatment (250nM) to
JQ1 and vehicle controls in MV4;11 cells. A 2-hour
incubation was selected to capture primary, im-
mediate consequences of small-molecule action
and to mitigate expected, confounding effects on
suppressed transactivation of BRD4 target genes.
We prepared three biological sample replicates
for each treatment condition using isobaric tag-
ging that allowed the detection of 7429 proteins.
After JQ1 treatment, few proteomic changes were
observed (Fig. 3A and table S4). Only MYC was
significantly depleted more than twofold after
2 hours of JQ1 treatment, which confirmed the
reported rapid and selective effect of BET bromo-
domain inhibition on MYC abundance in AML
(Fig. 3, A and C) (21). JQ1 treatment also down-
regulated the oncoprotein PIM1 (Fig. 3, A and C).

Treatment with dBET1 elicited a comparable,
modest effect on MYC and PIM1 expression. Re-
markably, only three additional proteins were
identified as significantly (P < 0.001) and mark-
edly depleted (to one-fifth) in dBET1-treated cells:
BRD2, BRD3, and BRD4 (Fig. 3, B and C). These
findings are consistent with the anticipated, BET-
specific bromodomain target spectrum of the JQ1
bromodomain-biasing element on dBET1 (17). The
remaining BET-family member BRDT is not de-
tectable in MV4;11 cells. To validate these find-
ings, wemeasured BRD2, BRD3, BRD4,MYC, and
PIM1 levels by immunoblot after compound treat-
ment, as above. BET family members were de-
graded only by dBET1, whereas MYC and PIM1
abundance was decreased by both dBET1 and
JQ1 (and to a lesser degree) (Fig. 3D). No effect on
Ikaros TF expressionwas observed in either treat-
ment condition (fig. S5).MYC and PIM1 are often
associatedwithmassive adjacent enhancer loci by
epigenomic profiling (18, 20), which suggested a
transcriptionalmechanism of down-regulation.We
therefore measured mRNA transcript abundance
for each depleted gene product (Fig. 3E). Treat-
ment with either JQ1 or dBET1 down-regulated
MYC and PIM1 transcription, suggestive of sec-
ondary transcriptional effects. Transcription of
BRD4 and BRD3 were unaffected, consistent
with posttranscriptional effects. Note that tran-
scription of BRD2was affected by JQ1 and dBET1,
whereas protein stability of theBRD2geneproduct
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Fig. 2. Chemical and
genetic rescue of
dBET1- and dFKBP-1–
mediated degrada-
tion. (A) Immunoblot
for BRD4 and vinculin
after a 4-hour pre-
treatment with DMSO,
carfilzomib (400 nM),
JQ1 (10 mM), or thalid-
omide (10 mM),
followed by a 2-hour
dBET1 treatment
(100 nM) in MV4;11
cells. (B) Immunoblot
for BRD4, CRBN, and
tubulin after treatment of
MM1SWTorMM1SCRBN−/−

cells with dBET1 for
18 hours at the indi-
cated concentrations.
(C) Structures of
dFKBP-1 and dFKBP-2.
(D) Immunoblot for
FKBP12 and vinculin
after 18 hours of treat-
ment with the indicated
compounds. (E) Immu-
noblot for FKBP12 and
vinculin after a 4-hour
pretreatment with
DMSO, carfilzomib
(400 nM), MLN4924 (1 mM), SLF (20 mM), or thalidomide (10 mM), followed by a 4-hour dFKBP-1 treatment (1 mM) in MV4;11 cells. (F) Immunoblot for FKBP12,
CRBN, and tubulin (Tub) after treatment of 293FTWT or 293FTCRBN−/− cells with dFKBP12 at the indicated concentrations for 18 hours.
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was only influenced by dBET1, suggestive of tran-
scriptional and posttranscriptional consequences.
These data establish a highly selective effect of
dBET1 on target protein stability, proteome-wide.
We next explored the differential antiprolif-

erative consequences of BET degradation with
dBET1 to BET bromodomain inhibition with JQ1.
Degradation of BRD4 by dBET1 was associated
with an enhanced apoptotic response in MV4;11
AML and DHL4 lymphoma cells, as measured by

caspase activation (Caspase-GLO) (Fig. 4A), cleav-
age of poly(ADP-ribose) polymerase (PARP), cleav-
age of caspase-3 (immunoblot) (Fig. 4B), and
Annexin V staining (flow cytometry) (fig. S6A).
Kinetic studies revealed an apoptotic advantage
for dBET1 after pulsed treatment followed by
washout in MV4;11 cells (Fig. 4, C and D). In-
deed, dBET1 induced a potent and superior in-
hibitory effect on MV4;11 cell proliferation at
24 hours (Fig. 4E).

The rapid biochemical activity and robust
apoptotic response of cultured cell lines to dBET1
established the feasibility of assessing effects on
primary human AML cells, where ex vivo pro-
liferation is negligible in short-term cultures.
Exposure of primary leukemic patient blasts to
dBET1 elicited dose-proportionate depletion of
BRD4 (Fig. 4F) and improved apoptotic response
compared to JQ1 (Annexin V and propidium io-
dide staining) (Fig. 4G and fig. S6B). Together,
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Fig. 3. Selective BET bromodomain degradation established by expression
proteomics. MV4;11 cells were treated for 2 hours with DMSO, 250 nM dBET1,
or 250 nM JQ1. (A) Fold-change in abundance of 7429 proteins comparing JQ1 to
vehicle (DMSO) treatment, versus P value (t-test; triplicate analysis). (B) As for
(A), but comparing 250 nM dBET1 to vehicle treatment. (C) Selected proteins
from (A) and (B) normalized to vehicle. Values represent triplicate means T SD.

(D) Immunoblot of BRD2, BRD3, BRD4,MYC, PIM1, and vinculin (VINC) after a
2-hour treatment of MV4;11 cells with DMSO, 250 nM dBET1, or 250 nM JQ1. (E)
Quantitative reverse transcription–polymerase chain reaction analysis of tran-
script levels of BRD2, BRD3, BRD4, MYC, and PIM1 after a 2-hour treatment of
MV4;11 cells with DMSO, 250 nM dBET1, or 250 nM JQ1. Values represent
triplicate means T SD. *P = 0.01 to 0.05; **P = 0.001 to 0.01; ****P < 0.0001.
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these data exemplify that target degradation
can elicit a more pronounced biological conse-
quence than domain-specific target inhibition.
Tomodel the therapeutic opportunity of BRD4

degradation in vivo, we first evaluated the tol-
erability and antitumor efficacy of dBET1 in amu-
rine hind-limb xenograft model of humanMV4;11
leukemia cells (29). As pharmacokinetic studies of
dBET1 indicated adequate drug exposure in vivo
(fig. S7A), tumor-bearing mice were treated with
dBET1 administered by intraperitoneal injection
(50mg/kg bodyweight daily, ip) or vehicle control.
After 14 days of therapy, a first tumor reached
institutional limits for tumor size, and the study
was terminated for comparative assessment of

efficacy and modulation of BRD4 stability and
function. Administration of dBET1 attenuated tu-
mor progression, as determined by serial volu-
metric measurement (Fig. 4H), and decreased
tumorweightwas assessedpostmortem (fig. S8A).
Acute pharmacodynamic degradation of BRD4
was observed by immunoblot 4 hours after a first
or second daily treatment with dBET1 (50mg/kg
ip) (Fig. 4I), accompanied by down-regulation of
MYC (Fig. 4I). These findings were confirmed by
immunohistochemistry at the conclusion of the
14-day efficacy study (Fig. 4J). A statistically sig-
nificant destabilization of BRD4, down-regulation
of MYC, and inhibition of proliferation (Ki67
staining) was observed with dBET1 compared

with vehicle control in excised tumors (Fig. 4J
and fig. S8B). Notably, 2 weeks of dBET1 was
well tolerated with preservation of animal weight
and normal complete blood counts (fig. S7, C and
D). To compare the efficacy of BET inhibition to
BET degradation, we selected an aggressive dis-
seminated leukemia model (mCherry+ MV4;11)
and treated animals with established disease using
equimolar concentrations of JQ1 and dBET1 for 19
days. Post mortem analysis of leukemic burden
in bonemarrow by fluorescence-activated cell sort-
ing revealed significantly decreased mCherry+ dis-
ease with dBET1 administration (Fig. 4K).
In summary, we present a mechanism-based

chemical strategy for endogenous target protein
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Fig. 4. The kinetic and antileukemic advantage of BET bromodomain
degradation. (A) Fold increase of apoptosis, assessed via Caspase-Glo assay
relative to DMSO-treated controls, 24 hours of treatment in MV4;11 or DHL4
cells.Values represent quadruplicate means T SD. (B) Immunoblot for cleaved
caspase 3, PARPcleavage, and vinculin after treatmentwith dBET1 and JQ1 for
24 hours, as indicated. (C) Fold increase of apoptosis (Caspase-Glo) relative to
DMSO-treated controls. MV4;11 cells were treated for 4 or 8 hours with JQ1 or
dBET1 at the indicated concentrations. Drug was washed out with phosphate-
buffered saline (3 times) before cells were plated in drug-free medium for a
final treatment duration of 24 hours.Values represent quadruplicate means T

SD. (D) Immunoblot for cleaved caspase 3, PARP cleavage, and vinculin after
treatment conditions as described in (C). (E) Dose-proportional effect of
dBET1 and JQ1 (24 hours) on MV4;11 cellular viability as approximated by
adenosine triphosphate–dependent luminescence. Values represent quadru-
plicate means T SD. (F) Immunoblot for BRD4 and vinculin after treatment of

primary patient cells with the indicated concentrations of dBET1 for 24 hours.
(G) Annexin V–positive primary patient cells after 24 hours of treatment with
either dBET1 or JQ1 at the indicated concentrations. Values represent the
average of duplicates and the range as error bars (representative scatter plots
in fig. S6). (H) Tumor volume (means T SEM) of vehicle-treatedmice (n = 5) or
mice treated with dBET1 (50 mg/kg; n = 6) for 14 days. (I) Immunoblot for
BRD4, MYC, and vinculin (VINC) by using tumor lysates from mice treated
either once for 4 hours or twice for 22 hours and 4 hours, compared with a
vehicle-treated control. (J) Immunohistochemistry for BRD4,MYC, andKi67 of
a representative tumor of a dBET1-treated and a control-treated mouse
(quantification of three independent areas in fig. S8). (K) Percentage of
mCherry+ leukemic cells (means T SEM) in flushed bone marrow from
disseminated MV4;11 xenografts after daily treatment with dBET1 (n = 8) and
JQ1 (n = 8) (both at 63.8 mmol/kg) or formulation control (n = 7) for 19 days.
***P = 0.0001 to 0.001; other P values as in Fig. 3 legend.
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degradation. Phthalimide conjugation to selec-
tive small molecules produces CRBN-dependent
posttranslational degradation with exquisite
target-specific activity. Although this approach is
CRBN-dependent, CRBN is ubiquitously expressed
in physiologic and pathophysiologic tissues, which
supports its broad utility in developmental and
disease biology. The increased apoptotic response
of primary AML cells to dBET1, even compared
with the efficacious tool compound JQ1, highlights
the potential superiority of BET degradation over
BET bromodomain inhibition and prompts consid-
eration of therapeutic development. Pharmacologic
destabilization of BRD4 in vivo also resulted in
improved antitumor efficacy in a human leuke-
mia xenograft compared with the effects of JQ1.
The extension of this approach to new targets
(here, FKBP12), lowmolecular mass, high cell per-
meability, potent cellular activity, and synthetic
simplicity addresses limitations associated with
prior pioneering systems. We anticipate dFKBP1
will also serve as a useful tool for the research
community in control of fusion protein stability.
Amore general implication of this research is the
feasibility of approaching intractable protein
targets using phthalimide-conjugation of target-
binding ligands that may ormay not have target-
specific inhibitory activity.
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Join Keystone Symposia in Asia for our
October Conferences on Nutrition and Diabetes

Diabetes: New Insights intoMolecularMechanisms
and Therapeutic Strategies
October 25–29, 2015
Westin Miyako Kyoto | Kyoto | Japan

Scientifc Organizers: Takashi Kadowaki, Juleen R. Zierath, Nobuya Inagaki and Barbara B. Kahn

The prevalence of type 2 diabetes is rising to epidemic proportions worldwide. Type 2 diabetes is a complex disease caused by dysfunction
ofmultiple organ systems, and disease susceptibility is profoundly infuenced by both genetic and environmental factors. Thismeeting
brings together leading professionals in the academic and pharmaceutical communities with various specialties in diabetes research to
share new approaches and research paradigms. Themeetingwill present the latest discoveries in diabetes research, highlighting essential
aspects of diabetes, as well as emerging themes that are likely to provide novel therapeutic approaches.

Session Topics:
• Islet Dysfunction in Diabetes
• Regenerative Medicine in Diabetes
• Gut Biology and Systemic Metabolism

• CNS Control of Metabolism

• Novel Insights into Adipocyte Biology
•Molecular Mechanisms Underlying Insulin Resistance
¥ Genetics and Epigenetics of Diabetes
• Diabetes and Healthy Lifespan

HumanNutrition, Health and Environment
October 14–18, 2015
ChinaWorld Hotel | Beijing | China

Scientifc Organizers: Martin Kussmann, Hannelore Daniel and Jacqueline Pontes Monteiro

Understanding interactions of nutrition and lifestyle with an individualÕs geneticmakeup is vital formaintaining health and delaying
disease onset. Toward that end, thismeeting aims to: 1) Bring together researchers from traditionally separated disciplines: nutrition, (gen)
omics, clinics, physiology, epidemiology, analytics, biomathematics; 2) Advance nutrition research as a quantitative, holistic andmolecular
science; 3) Review/challenge classical pre-clinical models and clinical study designs, incorporating improved translational in vitro and in
vivomodels, human intervention study designs, and innovative new tools/technologies formolecular phenotyping; and 4) Connect basic
science to patient- and consumer-relevant outputs in terms of personalized dietary/nutritional counseling andmonitoring/diagnostics.

Session Topics:
• The Interaction between Human Genome, Diet
and Environment
• Translational Models for Human Nutrition and Health
• Human Nutritional and Lifestyle Interventions

• Capturing andMonitoring Human Individuality
• From Nutrigenomics to Systems Nutrition
• Nutrition 2.0 – Translation into Solutions for Human Health
• Global Nutrition and Sustainability

Scholarship & Discounted Abstract Deadline: June 25, 2015; Abstract Deadline: July 23, 2015; Discounted Registration Deadline: August 25, 2015

For additional details, visitwww.keystonesymposia.org/15T2.

Global Health Travel Award Deadline (for investigators from developing countries): May 12, 2015;
Scholarship & Discounted Abstract Deadline: June 16, 2015; Abstract Deadline: July 14, 2015; Discounted Registration Deadline: August 13, 2015

For additional details, visitwww.keystonesymposia.org/15T1.



WHAT DO YOU AND THOMAS EDISON

HAVE IN COMMON?

By investing in AAAS you join Thomas Edison

and the many distinguished individuals

whose vision led to the creation of AAAS and

our world-renowned journal, Science,more

than 150 years ago.

Like Edison, you can create a legacy that will

last well into the future through planned giving

to AAAS. By making AAAS a benefciary of your

will, trust, retirement plan, or life insurance

policy, you make a strong investment in our

ability to advance science in the service of

society for years to come.

To discuss your legacy planning, contact

Juli Staiano, Director of Development, at

(202) 326-6636, or jstaiano@aaas.org, or visit

www.aaas.org/1848 for more information.

“I feel great knowing that I will leave behind a legacy that will be

channeled through the AAAS. It also means a lot to me to be able

to honor my late parents, too.”
–PETER ECKEL

Member, 1848 Society and AAAS Member since 1988

1848
society

AAAS.
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Nanoliter-Scale Immunoassay 

#$%&�����$���%���$��$	
�$�����
$�%��$����

CD Gyrolab xP workstation, Gyrolab xPlore 

�%$�$&���$��&���	�$��%	�����	����$%������

��$	���$	
�	$&���%$��	�&�	��$������	���

scale immunoassays accessible to labora�

	����%$��$����
$%����$�%���$������$&�������

����$	��
�����
�$�
�����$� ����$��	�&���%$

�&&����%%�
$�������&��	�$��������$��%	��$

�%%�
$�������&��	�$������	����$���$
��
$

	
����
��	$����
%�%$��$��%%$	�&�$	
��$��	
$

&�����$���
&��������$�&&���%�����	$

�%%�
$��$%�&����	�&�	��$&�	
��%�$�
�

��%!$	��
�����
$�������%$
��
�"����	
$��	�$

��	
$�����$�
��&��$�����%$���$��������	$

reproducibility while dramatically reduc�

���$%�&���$���$������	$���%�&�	����$

Gyrolab systems use precise, automated 

���	���$��$���	�������$���$��������
$�����%$

	�$%	���$��"���$���$	
����
$������	���%����$

&����������$%	���	���%$���	�����$��	
��$

�
�����$��%�$��	�&�	���$	
�$�%%�
$�����

����$�
�����$� ����$�%$�$��%	�����	���$	���$

that will accelerate assay development for 

discovery and preclinical R&D, help users 
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Capillary Gel Electrophoresis Analyzer 
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Precision Biosystems 
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www.precisionbiosystems.com

Four-Axis SCARA-Type Robot 
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robot arm,î or SCARA. The Spinnaker 

%*��	(&�����	��
("���	(
�)(����	���(

��)���(�������(��	
(!
��*�(%����	���(

Momentum 4 software to eliminate 

the need for users to manually 

correct for drift that occurs over time 
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positional variations. This is particularly 

important for systems in environmental 
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robot vision capability and software 
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camera doubles as a barcode reader, 
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instruments. 
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Automated Module 
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handler. The [MPE]( incorporates three 

functionalities in one. [MPE]( is a positive 
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sealer that uses air pressure to attach the sealant to the plate. 

Hamilton Robotics 
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www.hamiltoncompany.com 

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

Advanced Handling System
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Typical applications include transfer of 
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test stations. Festo systems are available 

for preanalytical processes, analytical pro�
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Tis prize is made possible with the
kind support of the Knut and Alice
Wallenberg Foundation.Tis Founda-
tion grants funding in two main areas;
research projects of high scientifc poten-
tial and individual support of excellent
scientists.

Will you be
meeting a Nobel
Prize winner this
December?
(If you have a recent PhD you could be.)

Stockholm in the second week of December is a special place. The city is alive

with excitement as it welcomes and celebrates the new Nobel Laureates at the

annual Nobel Prize ceremony.

If you are a PhD student, you could be here too – meeting a Nobel Laureate and

receiving a rather special prize yourself.

Te journal Science & SciLifeLab have established Te Science & SciLifeLab Prize for
Young Scientists, to recognize and reward excellence in PhD research and support young
scientists at the start of their careers. It’s about bright minds, bright ideas and bright futures.

Four winners will be selected for this international award.Tey will have their essays published
in the journal Science and share a new total of 60,000 USD in prize money. Te winners
will be awarded in Stockholm, in December, and take part in a unique week of events
including meeting leading scientists in their felds.

“Te last couple of days have been exhilarating. It has been an experience of a lifetime.
Stockholm is a wonderful city and the Award winning ceremony exceeds my wildest dreams.”
–Dr. Dan Dominissini, 2014 Prize Winner

Who knows, Te Science & SciLifeLab Prize for Young Scientists could be a major step-
ping stone in your career and hopefully one day, during Nobel week, you could be visiting
Stockholm in December once again.

Te 2015 Prize is now open. Te deadline for submissions is August 1, 2015.
Enter today: www.sciencemag.org/scilifelabprize

Te 2015 Prize categories are:

• Cell and Molecular Biology

• Ecology and Environment

• Genomics and Proteomics

• Translational Medicine



To request a copy, visit

www.neb.com/newcatalog

CUTSMART
®
, NEBNEXT

®
, NEW ENGLAND

BIOLABS
®
, NEBUILDER

®
, ONETAQ

®
and Q5

®
are

registered trademarks of New England Biolabs, Inc.

PASSION IN SCIENCE AWARDS
™

is a trademark of

New England Biolabs, Inc.

Celebrating
40 Years of
Passion in Science
The 2015-16 NEB Catalog

& Technical Reference
New England Biolabs introduces the latest edition of its award-

winning Catalog & Technical Reference, featuring over 50 new

products, up-to-date selection charts, protocols and troubleshooting

tips. This collectible features your favorite catalog covers from the

past 40 years, as well as the inspiring stories of our 2014 Passion in

Science Awards™ Winners.

Featured Products:

• > 200 restriction enzymes now 100% active in CutSmart® Buffer

• OneTaq® and Q5® DNA Polymerases – robust amplification of a

wide range of templates (routine, AT- and GC-rich)

• NEBuilder® HiFi DNA Assembly – virtually error-free assembly of

multiple DNA fragments

• NEBNext® reagents for NGS library preparation – now includes

kits for FFPE DNA, rRNA Depletion and Microbiome DNA
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Junior Research Group for Neuroscientists
at the Werner Reichardt Centre for Integrative Neuroscience (CIN) in Tübingen

The Werner Reichardt Centre for Integrative Neuroscience (CIN) is an interdisciplinary research institution
at the Eberhard Karls University TŸbingen, funded by the German Excellence Initiative Program. The CIN

strives to deepen our understanding of how the brain generates function and how brain diseases impair
functions. It tries to make use of newly acquired insights to help people with brain disorders and to launch
new mind- and brain-inspired applications in many areas of engineering and computer science. Its scientifc
program is guided by the conviction that progress in the understanding of brain function can only be achieved
by an integrative approach spanning multiple levels of organization and pooling the knowledge of researchers
from many different felds. In order to strengthen specifc research areas, the CIN offers a junior group leader
(JRG) position for up-and-coming young scientists with a promising track record in any feld of basic and ap-
plied neuroscience. The CIN strives to increase the number of female scientists. Therefore qualifed female
candidates are particularly encouraged to apply.

The submission deadline for this position is 30 July 2015.

Framework: The intended duration of the position is for 5 years, with evaluations by external experts at
regular intervals. Start-up funds as well as substantial funding for personnel and running costs will be available,
but will depend on the applicant’s qualifcations and prior experience. Appointees will be full members of
and active participants in the CIN, which will also provide laboratory and/or offce space. The JRG leader
will be provided with opportunities to contribute to research-oriented training within the framework of the CIN

Graduate Training Centre.

According to German law, severely disabled persons with equal occupational aptitude will be given preferential
consideration.

Applicants should submit
- a curriculum vitae,
- up to 5 key publications (as pdf-fles),
- a statement of research achievements and future directions (not to exceed 3 pages),
- the names and addresses of at least three referees.

All documents should be submitted electronically and addressed to Prof. Dr.
Peter Thier, Chairman of the Werner Reichardt Centre for Integrative Neuroscience
(CIN), TŸbingen; E-Mail: cin@cin.uni-tuebingen.de

For further information on the CIN go to: www.cin.uni-tuebingen.de

Werner Reichardt Centre

for Integrative Neuroscience

Cardiac/Renal Biology

The Department of Physiology and Biophysics at Case Western Reserve University School of Medicine
seeks a Cardiac or Renal Physiologist at the rank ofAssistant,Associate or Full Professor.Applicants must
have a Ph.D.,M.D. or equivalent degree and demonstrated academic excellence appropriate for career stage.
Individuals seeking appointment at the Assistant Professor level must have at least 3 years of postdoctoral
experience, a strong record of scholarly activity and evidence of academic potential are required. Candidates
forAssociate Professor should have a considerable publication record, evidence of an international reputation
and a demonstrated ability to renew funding. For appointment at the Professor level substantial evidence of
leadership in the applicant’s academic feld, outstanding productivity and a sustained funding history are
required. Rank will be commensurate with experience.

The successful applicant will have demonstrated academic excellence appropriate for career stage and be
expected to develop or continue a robust extramurally-funded research program in the feld of cardiac or
renal physiology that compliments current programs within the department. Any area of cardiac and renal
physiology will be considered, however, we particularly encourage applicants with expertise in the areas
of cellular and molecular mechanisms of cardiac muscle contraction, genetics of cardiovascular disease,
cardiac electrophysiology and arrhythmias, cardiac regeneration, heart failure, renal pH regulation,molecular
mechanisms of renal calcium transport, role of the kidney in blood pressure regulation and molecular and
cellular mechanisms of ion transport.

The Department of Physiology and Biophysics includes 18 primary and 32 secondary faculty members. The
department has a strong record of cardiac and renal research and faculty members are part of both the Case
Western Reserve University Cardiovascular Research Institute and the Kidney Research Center.

Interested candidates should send an electronic application that includes a cover letter, complete curriculum
vitae including funding history, a one-page summary of research interests and the names and contact information
for four references to: CardioRenalSearch@case.edu.

ÒIn employment, as in education, CaseWestern Reserve University is committed to Equal Opportunity
and Diversity. Women, veterans, members of underrepresented minority groups, and individuals with

disabilities are encouraged to apply.Ó

ÒCaseWestern Reserve University provides reasonable accommodations to applicants with disabilities.
Applicants requiring a reasonable accommodation for any part of the application and hiring process
should contact the Offce of Inclusion, Diversity and Equal Opportunity at 216-368-8877 to request a

reasonable accommodation. Determinations as to granting reasonable accommodations for any applicant
will be made on a case-by-case basis.”



NingboUniversity
invites you

to apply for faculty positions
AboutNingboUniversity

Founded in 1986 by Sir Yue-Kong Pao and autographed the name by Deng Xiaoping, Ningbo University (NBU) is a young and dynamic university located in the beautiful city

of Ningbo by East China Sea, with five campuses covering 160 hectares of land.As a leading comprehensive university in Zhejiang Province, NBU offers programs in economics,

law, education, liberal arts, history, science, engineering, agriculture, medicine, and management. The university now receives public funding, as well as continuous support and

generous donations from many overseas Chinese and their families including Sir Yue-Kong Pao, Sir Run-Run Shaw, Chao An Chung, Hans Tang, Yue-shu Pao, Cao Guangbiao,

Li Dashan, Zhu Xiushan, etc.

Academic Excellence

NBU consists of 22 faculties and offers 75 undergraduate programs, 116 master programs, and 12 Ph.D. programs. It enrolls 31,645 students including 26,527 full-time

undergraduates and 5,118 graduate students. Currently NBU has around 1,400 full-time faculty members and 1,000 administrative staff members. Among them there are 5

academicians, 284 full professors, and 721 associate professors.

Research Achievements
With 77 research institutes and 14 key laboratories, NBU is the center of varieties of research and teaching activities. The research and development initiatives of the university,

especially in marine science, information science and technology, engineering mechanics, and material science have contributed greatly to the economic development of the

region and have been recognized by numerous national awards. The university library has a CNKI Network Administrative Service Center, and a collection of approximately

1,700,000 books and 11500GB digital resources.

International Programs
NBU maintains close links to 47 well-known institutions of higher education in Canada, Germany, France, Great Britain, USA, Sweden, Japan, South Korea and Australia. For

example, the Sino-Canada joint-educational program is welcomed by international students with 100% satisfaction.

QUALIFICATIONS

Candidates should at least have (a) a Ph.D. degree in a related discipline, (b) adequate teaching ability and a strong passion for teaching, (c) an outstanding research background

and influential publication record in recent three years, and (d) an ability to conducthigh-quality research and attract external funding.

REMUNERATION&CONDITIONSOF SERVICE

Salary offered will be commensurate with qualifications and experience. Remuneration package will be highly competitive. Forapplicants with titles of professor or associate

professor, salary and housing compensation can be negotiated on the individual basis.For newly graduate PhD and Postdoctoral, initial appointment will be made on a fixed-term

contract, with a housing compensation of 600,000 RMB upon fulfillment of the contract requirements. Re-engagement thereafter is subject to mutual agreement.

APPLICATION

Please submit completed application form, CV and cover letter via email to rsc@nbu.edu.cn. Application forms can be downloaded from http://www.nbu.edu.cn/shizi

Recruitment stays open until positions are filled unless otherwise specified. Please visit http://rsc.nbu.edu.cn for more details.

INFORMATIONONPOSITIONS

SCHOOL OF MARINE SCIENCE

Professor/Associate Professor

Marine Biotechnology/ Marine Sciences/Medicinal

Chemistry/ Ocean Engineering/Marine planning and

remote sensing /Sea port and environmental

ecology/Marine Geographic Information Science

Faculty of Electrical Engineering and Computer Science

Professor/ Associate Professor Wireless Communications

/ New Generation Communication Networks /

Underwater Acoustic Communication / Multimedia

Information Processing / Embedded Systems / Integrated

Circuit Design / Electronic Design Automation /

Database System / Big Data Processing / Software and

Theory / Information Security / Mobile Computing /

Graphics and Image processing / Power system and Its

Automation / Power Electronics / Pattern recognition and

Intelligent system / Sensor and Intelligent detection

FACULTY OF SCIENCE

Professor/Associate Professor/Assistant Professor

Condensed Matter

Physics/Microelectronics/Optoelectronics/Solar Cell

Department of Mathematics/Computational

Mathematics/Probability and Statistics / Financial

Mathematics

FACULTY OF MECHANICAL ENGINEERING

AND MECHANICS

Professor/Associate Professor/Assistant Professor

Mechanics/Vehicle

Engineering/ Mechanical

Engineering/Industrial Design

INTERNATIONAL COLLEGE

Professor/Assistant Professor

Accounting

SCHOOL OF MATERIALS SCIENCEAND

CHEMICAL ENGINEERING

Assistant/Associate/Full Professors

Polymer Science/Chemical Engineering/Material

Science

SCHOOL OF LAW

Professor/Associate Professor/Assistant Professor

Criminal Law/Criminal Procedure Law/Civil Procedure

Law/Civil Law/Electronic Comm ce Law

COLLEGE OF TEACHER EDUCATION

Professor/Associate Professor/Assistant Professo

Curriculum and Teaching Methodology/Higher

Education/Preschool Education Educational Economy

and Management/Cognitive Ps chology/Educat nal

Psychology/Clinical Psychology/School

Psychology/Experimental Psyc ology/Personalit

Psychology/Social Psychology/Management

Psychology/Computer Graphics nd Digital Image

Processing/Electronic Music, Game Development/3D

Animation and Game Developmen

FACULTY OF MARITIMEAND TRANSPORTATION

Professor/Associate Professor/Assistant P ofessor

Department of Logistics and Transportation/Department

ofMaritime Technology/Department of Marine

Engineering/Department of Naval Architecture and

Ocean Engineering

FACULTY OF PHYSICAL EDUCATION

Assistant Professor

Sport Management/Sport Sociology/Human

Movement/Sport Training/Sport Physiology

MEDICAL SCHOOL

Professor / Associate Professor

MechanismAnd Prevention Of Alzheimer's Disease;

Oncology; Genetics; Human Anatomy; His ology And

Embryology; Cell Biology; Immunology;

Microbiol P sitology; Analytical Chemist y;

O upational And Enviro mental Health; Toxicol gy

COLLEGE OFARTS

Profes Asso Professor / As istant Professor

P e Of Musicology

(E colog Compositi n

A Of A igital Arts, F ne Art, Art

H ,Art/Music In , Art/Music herapy

S OL OFARCH TURE, CIV L

E NEERINGAN VIRONME T

P or /Associate ssor /Assis ant Professor

Architecture Design/Urban Design/ Urban

Planning/Architecture Technology Human Geography

Physical Geography/Cartography and Geographic

I formation System/Envir nmental

Techno /A li Environmental Microbiolog /

Civil Engineering/Engineering Management
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Laboratory for Laser Plasmas, Shanghai Jiao Tong University

The Laboratory for Laser Plasmas at Shanghai Jiao Tong University,

founded in 2010, has been becoming a world-renowned research base

for laser plasma theory, simulations and experiments, high-intensity

laser technology, ultrafast science, and microtarget fabrication, which

are applied to fundamental high energy density physics, ultrafast

electron microscopy, laser-plasma based particle beams and radiation

sources, etc. The Laboratory has established a series of state-of-the-art

facilities from high powerul trafast laser systems to high space-

time-resolution diagnostic systems.

Aiming at continuous innovation, we are now seeking outstanding

scholars in relevant fields to join us. Candidates are expected to hold a

Ph.D. degree, preferably with postdoctoral experience, a strong record of

academic accomplishments, and with expertise either in high power

laser technology, or laser-plasma interaction and applications, or

ultrafast science, or high performance computation and visualization of

plasma physics. The successful candidates will be expected to develop

world-class research programs. The University will provide attractive

annual salary, start-up fund, housing allowance together with other

benefits from the Laboratory.

All applicants should send a cover letter, a curriculum vitae with a

publication list, a research proposal (3-4 pages) and a statement of

teaching interest in a single pdf file by August 31, 2015 to Ms. Dan

Zhang, Shanghai Jiao Tong University, Shanghai 200240, China,

through e-mail to: laser_plasma@sjtu.edu.cn. Please also arrange three

reference letters directly to the above e-mail address. Applications after

the deadline could be reviewed until the positions are filled.

http://join.sjtu.edu.cn/

The University of Science and
Technology of Suzhou is Recruiting
High-end Talents in Key Disciplines

Located in the south of Jiangsu Province and the middle of the Yangtze River Delta, Suzhou City

sits with the neighbors of Shanghai Metropolitan and Zhejiang Province. Well known for its long

history and rich culture, Suzhou was listed as one of the top cities livable in China in 2012.

The University of Science and Technology of Suzhou (USTS) is a comprehensive center of higher

education situated in the center of the National High Tech Development Zone just to the west of

Suzhou’s Old Town. The USTS was established by Chinese central and Jiangsu local government

after combining Suzhou Institute of Urban Construction and Environmental Protection (SIUCEP)

and Suzhou Railway Teachers College (SRTC) in September 2001, and both of which were formed

in early 1980’s. It is now administrated primarily by Jiangsu government.

USTS provides well-established 58 programs at the baccalaureate in science, engineering, literature,

history, philosophy, law, management, education, arts and economics etc. 15 and 55 of them are

first- and second-level master programs. Three disciplines are selected as key disciplines in Jiangsu

Province, including the Civil Engineering and Environmental Engineering (subject group), Urban &

Rural Planning and Management, and Environment Functional Materials and Technology； It also

has 4 key provincial disciplines in Civil Engineering, Urban and Rural Planning, World History, and

Landscape Architecture. Additionally, USTS is home to 3 national level specialty disciplines, 6

provincial level specialties and 8 provincial key specialties. The university now has 5

provincial-level key laboratories, 2 provincial-level humanities and social sciences research bases

and 9 provincial-level experimental teaching demonstration centers. It also has other excellent

public service facilities and resources such as a provincial-level engineering center, a

provincial-level technical service platform, a provincial-level colleges and universities social

science study base, a university science park, and an enterprise academician workstation.

Our industry-oriented service will focus within Suzhou, covering the whole province and reaching

the nation. USTS implements five strategies as “rejuvenating with talents, building with quality,

prospering with specialty, promoting with services and harmonizing with culture.”Accordingly, it is

striving to make itself a base for bringing up high quality applied talents, high-level applied

research, top policy-making consulting and high grade culture development serving for the local and

industrial development. USTS is endeavoring to develop itself to be a high level local university in

the near future with distinctive characteristics in school operation, with a growing national

reputation, with significant influence in Jiangsu Province and with a leading position among similar

universities in China.

I. Talent Requirements

Positions are available for the following university’s leading disciplines in Architecture, Urban and

Rural Planning, Landscape Architecture, Environmental Science and Engineering, Municipal

Engineering, Civil Engineering, Material Science and Engineering, Public Management, History

and other related disciplines and specialties (“talent” is official Chinese parlance for individuals

with proven exceptionality in their respective fields). Requirements for these positions are as

follows:

1. Minimum of two consecutive years of working experience as an associate professor or equivalent

in well-known overseas universities or research institutions following receiving his/her Ph.D.

abroad (or four plus years of working experience overseas following receiving his/her Ph.D. in

China).

2. Age of under 50 is preferable, but flexible for candidates with outstanding oversea experience.

3. Capable of grasping the trends and directions of development in the his/her field of the discipline,

developing a fundamental, strategic and prospective research program, securing funding for

undertaking significant science and technology research projects from the national government in

accordance with the strategic needs of the country and the international scientific and technological

fronts.

4. Having a well-established research record in the field of the discipline, which is internationally-

recognized, such as published articles in influential academic journals, mastered key

technologies and important patents, etc.

5. Capable of leading a research team to carry out scientific researches comparable international

levels of excellence and achieving scientific research progress drawing attention from peers

domestic and abroad.

6.Actively cultivating young faculty, promoting international academic exchange, and conducting

productive collaborative researches with related organizations in China and abroad.

7. Scrupulously abiding by academic morality, professional ethic moral integrity and rigorous

scholarship.

II. Level of Talents

1. Level A: Candidates to be nominated as a member of the Chinese Academic of Sciences.

2. Level B: Distinguished professors selected by “1000 Talent Plan” and “Changjiang Scholars

Program”, or the national Outstanding Youth Science Foundation.

III. Salaries and Benefits

1. The salary for Level A talents will be negotiated on a case-by-case basis. An annual salary of

¥1,000,000 Yuan (RMB) is offered for Level B Talents.

2. An apartment of 135-240㎡will be provided, the property right of which can be transferred to the

talent after the completion of the employment term. An appropriate sum to move will also be

provided.

3. A start fund of ¥500,000 Yuan (RMB) to 1,000,000 Yuan (RMB) will be provided for scientific

research.

4. Can form a research team with assigned personnel or with autonomously recruited personnel.

5. Office and research space will be provided.

6. Residential matters, visa affairs, settling and children’s school admission can be settled properly,

job position for spouse can also be arranged, as well as benefits including insurance and medical

care will be offered in accordance with relevant regulations of the official policies.

7. The university actively assists top talents when they apply for national and provincial talent

projects, and the winners can enjoy simultaneously the fund and correlated benefits offered by both

the central and local government.

IV. Contacts

USTS home page: http://web.usts.edu.cn

Mailing Address: High Level Talent Office, University of Science and Technology of Suzhou

(No. 1 Kerui Road, High-Tech Zone, Suzhou, Jiangsu Province, China, 215009)

Post Code: 215009

Telephone Number: 86-0512-68090233, 86-0512-68092996

Email: grb@mail.usts.edu.cn

Contact Persons:Ms. Zhang, Ms. Cheng

Welcome you to join us for a brighter future!

Research Positions open

at Soochow University

Soochow University, founded in 1900 in Suzhou, is a premier

research university in clinical and basic hematology with wide

international recognized program in immunology, leukemia and

blood and marrow transplantation. With newly established

Soochow Institute of Blood and Marrow Transplantation

(SIBMT) and substantial funding from Jiangsu government and

Soochow University, a major expansion of its research programs

is under way.

We are seeking outstanding scientists in the areas of

immunology and malignant hematological disorders,

biology of hematopoietic stem cells, blood and marrow

transplantation for Associate Professor and Professor

positions. Candidates with strong background in immunology,

molecular biology, and animal models are encouraged to apply.

Candidates should have a Ph.D. or M.D., splendid track records

of scientific achievements, the ability to develop independent

research projects and strong interests in translational research.

Our institute is dedicated to build a state-of-the-art research

platform, offer large collections of clinical samples. Successful

candidates will be provided with generous start-up funds and

relocation packages and competitive salaries/benefits.

Please send your curriculum vitae, a statement of research

interests and accomplishments, future research plans and a list of

three references to:

Dr. Depei Wu (wudepei@medmail.com.cn) at the first

affiliated hospital of Soochow University, 188# Shizi Street,

Suzhou, 215006, China.

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

o
p

p
o

r
t

u
n

i
t

i
e

s
 i

n
 c

h
i
n

a



o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

o
p

p
o

r
t

u
n

i
t

i
e

s
 i

n
 c

h
i
n

a



o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

SUNY Upstate Medical University seeks a neuroscientist at the Associate/Full Professor level
to fill a tenured position as part of the New York State Empire Innovator Program, which aims
to expand the ranks of world-class faculty in the SUNY system. Research should focus on
studying the mechanisms of neurological function, disease, and dysfunction at the cellular,
molecular or systems levels. Areas of particular interest that would synergize with existing
strengths include, but are not limited to vision, addiction biology, psychiatric genetics,
neurological disorders, neurodegenerative diseases, neuro-oncology, and neurodevelopmental
disorders. Candidates using stem cell biology, biomarker development, cross-disciplinary
translational research, behavioral methods or cutting-edge optical approaches are especially
encouraged to apply.

The successful candidate will join a growing team of collaborative and interdisciplinary
neuroscientists in Central New York at Upstate Medical University, neighboring Syracuse
University, the Syracuse Veterans Hospital, and nearby Cornell and Binghamton Universities.
The position is open to individual applicants or to established research teams. Current external
research funding is required. Successful candidates will hold joint appointments in a basic
science and one of several clinical departments, and will be expected to maintain a vigorous and
independently funded research program.

SUNY Upstate offers a highly competitive hard-money state-line salary, a generous start-up
package supplemented by contributions from the New York State Empire Innovation fund and
access to a unique, integrated clinical-basic science research environment. Neuroscientists at
Upstate benefit from a new research building containing 100,000 sq. ft. of laboratory space
equipped with state-of-the-art research facilities and research cores that support sophisticated
imaging capabilities including deep brain imaging, super-resolution microscopy, and whole
genome sequencing and analysis to name a few.

Applicants should submit a cover letter, curriculum vitae and statement of research interests by
August 31, 2015 to eisearch@upstate.edu. Applications will be evaluated as they are received
and until the position is filled.

Empire Scholar Position in the Neurosciences

Upstate Medical University is an Equal Opportunity Employer with a strong commitment to
diversity and urges members of underrepresented groups to apply.

Director, Center for Vaccine Research
University of Pittsburgh

The University of Pittsburgh is seeking applications for the position of director, Center for Vaccine
Research (CVR). This interdepartmental center is dedicated to important research on novel vaccines
and highly pathogenic/select agents. The center includes the 15,000-square-foot Vaccine Research
Laboratory (VRL) and the Regional Biocontainment Laboratory (RBL), with 10 fully equipped BSL-3
laboratories and four fully equipped ABSL-3 facilities, a necropsy suite, a Clinical Imaging Core
(including coupled micro-PET and CT, IVIS Spectrum imaging, and live-cell microscopy), and an
Aerobiology Core for computerized quantitative aerosol exposure in animal models.

The CVR faculty includes 12 highly accomplished individuals who are accustomed to working in the
center’s collaborative environment.Research in the center involves complementary investigations of basic
immunology and pathogenesis of infectious diseases and the application of accumulated knowledge to the
development of novel human vaccine strategies.TheCVR research portfolio totalsmore than $30million
in multiyear grants and contracts from NIH, industry, and DoD. Program activity covers diverse viral
and bacterial pathogens including studies of equine encephalitic viruses, chikungunya virus, yellow fever
virus, Rift Valley fever virus, dengue virus, human and simian immunodefciency viruses, Francisella
tularensis, and Mycobacterium tuberculosis. The current CVR operating budget is approximately $10
million. Learn more about the important work taking place at the CVR by visiting: www.cvr.pitt.edu.

Competitive candidates must have a track record of exceptional research in vaccine development or
infectious disease pathogenesis and must meet the requirements for the appointment of the academic
rank of full professor with tenure. Other key characteristics include a broad vision for new vaccine
research, ability to foster collaborations, and signifcant administrative and leadership experience.

With more than $400 million of NIH funding, the University of Pittsburgh ranks 4fth among more than
3,000 entities that receive NIH support. The University’s Schools of the Health Sciences include the
Schools ofMedicine, Nursing, DentalMedicine, Pharmacy, Health and Rehabilitation Sciences, and the
Graduate School of Public Health. The schools serve as the academic partner of UPMC (University of
PittsburghMedical Center), a global health system with 23 hospitals, more than 60,000 employees, and
close to $11 billion of annual revenue.

The University of Pittsburgh is an Affrmative Action, Equal Opportunity Employer.

Please send curriculum vitae and a letter outlining interest and quali4cations to: Chair, CVR Search
Committee, Res Pav 1.9, Hillman Cancer Center, 5117 Centre Avenue, Pittsburgh, PA 15213 or
email: DIRofCVR@pitt.edu. To ensure full consideration, materials must be received by August 15,
2015.

AAAS is here –
helping scientists
achieve career success.

Every month, over 400,000

students and scientists visit

ScienceCareers.org in search of

the information, advice, and

opportunities they need to take

the next step in their careers.

A complete career resource, free

to the public, Science Careers

offers a suite of tools and services

developed specifically for scientists.

With hundreds of career develop-

ment articles, webinars and

downloadable booklets filled with

practical advice, a community

forum providing answers to career

questions, and thousands of job

listings in academia, government,

and industry, Science Careers has

helped countless individuals

prepare themselves for successful

careers.

As a AAAS member, your dues help

AAAS make this service freely avail-

able to the scientific community.

If you’re not a member, join us.

Together we can make a difference.

To learn more, visit

aaas.org/plusyou/sciencecareers



The EPFL School of Basic Sciences anticipates making a tenure-

track faculty appointment in atomic, molecular and optical (AMO)

physics at the level of assistant professor. We seek a candidate

with the ability to build a strong, independent, experimental re-

search program at the frontiers of AMO physics in a broadly de-

fined sense, ranging from cold-atom physics to solid state quan-

tum systems. The file of the successful candidate will be submitted

to the Sandoz Foundation for the funding of the first four years of

the chair.

An excellent track record of research in AMO physics is required.

The successful applicant is expected to establish and manage an

internationally recognized research program in his/her field of ac-

tivity and be committed to excellence in teaching physics at both

the undergraduate and graduate levels.

We offer internationally competitive salaries, benefits, and start-

up resources for scientific equipment, as well as annual resources

for PhD students, staff and consumables.

Applications including a motivation letter, curriculum vitae, pub-

lication list, statement of research plans and teaching interests, as

well as the names and addresses (including email) of at least five

references should be submitted in PDF format via the web site :

https://academicjobsonline.org/ajo/jobs/5618

by September 8, 2015.

For additional information, please contact :

Professor Benoît Deveaud (benoit.deveaud@epfl.ch) or

consult the following websites:

www.epfl.ch, sb.epfl.ch and itp.epfl.ch

The EPFL School of Basic Sciences aims for a strong presence of

women amongst its faculty, and qualified female candidates are

encouraged to apply.

Faculty Position in Atomic, Molecular

and Optical (AMO) Physics
at Ecole polytechnique fédérale de Lausanne (EPFL)

Senior Scientist

NewLink Genetics is a biopharmaceutical company focused on
discovering, developing and commercializing novel immuno-oncology
products to improve treatment options for patientswith cancer.NewLinkÕs
portfolio includes biologic and small molecule immunotherapy product
candidates intended to treat a wide range of oncology indications.

NewLinkÕs product candidates are designed to harness multiple
components of the immune system to combat cancer without significant
incremental toxicity, either as amonotherapy or in combinationwith other
treatment regimens.

NewLink is currently searching for a Senior Scientist to lead activities
to analyze pre-clinical and clinical samples and elucidate the effector
pathways of NewLink’s scientific portfolio.

For more information on this and other great career opportunities, please
visit our Career Page at: www.newlinkgenetics.com/careers

NewLink Genetics is an Equal Opportunity/Affirmative Action Employer.
We provide equal employment opportunities to all qualified employees
and applicants for employment without regard to race, religion, sex,
age, marital status, national origin, sexual orientation, citizenship
status, veteran status, disability or any other legally protected status.
We prohibit discrimination in decisions concerning recruitment, hiring,
compensation, benefits, training, termination, promotions, or any other
condition of employment or career development.

as a joint appointment of the Faculty of Mathematics, Computer
Science and Natural Sciences of RWTH Aachen University and the
DWI – Leibniz-Institute for Interactive Materials.

We are seeking qualified applicants for a research-focused
professorship in the area ofMacromolecular and Soft Matter Sciences
and as a member of the scientifc board of the DWI. The starting
date is fall 2015 / spring 2016. Recognized expertise in physics and
/ or chemistry of macromolecules and soft matter nanoscience is
essential. Experience in the management of a larger research group
or institute is particularly welcome.

APh.D. degree and postdoctoral research and lecturing qualifcation
are requested; an exemplary record of research achievement as an
assistant / an associate / a junior professor or university researcher
and/or an outstanding career outside academia are highly desirable.
Ability in and commitment to teaching within the curriculum of
Macromolecular Chemistry are required. German is not necessary
to begin but will be expected as a teaching language within the frst
5 years.

Please send a cover letter stating research aims, a CV as well as a
documentation of your research and teaching activities to the Dean
of the Faculty of Mathematics, Computer Science and Natural
Sciences of RWTH Aachen University, Prof. Dr. Stefan Schael,
52056 Aachen, Germany. The deadline for applications is August
24, 2015.

RWTH Aachen University is certifed as a family-friendly university and offers
a dual career program for partner hiring. RWTH Aachen University and the
Leibniz-Gemeinschaft particularly welcome and encourage applications from
women, disabled people and ethnic minority groups, recognizing they are
underrepresented across RWTH Aachen University. The principles of fair and

open competition apply and appointments will be made on merit.

Full Professor (W3)

in Macromolecular Matter and Systems
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The Japan Agency for Marine-Earth Science and
Technology (JAMSTEC) wants to help talented young
researchers who have completed promising Ph.D. theses
to develop their scientiAc excellence in the Aelds of
ocean and earth sciences. For this purpose, JAMSTEC
has established an international postdoctoral fellowship
programme. It is intended that research grants will be
provided to successful applicants, which will enable
them to work independently on research topics of their
choosing: ¥1,000,000 for the Arst Ascal year and ¥500,000
for each of the second and third years. During the contract
period, they will have access to the necessary facilities
and equipment at JAMSTEC.

Successful applicants are expected to join our institutes
onApril 1, 2016 in Yokosuka, Yokohama, Kochi, or Mutsu,
Japan.

Required documentsmust be sent to JAMSTECbyPOST
on or before July 21, 2015.

For further information, please visit our website:
http://www.jamstec.go.jp/e/about/recruit/

FY2016 Recruitment of

Postdoctoral Fellows

JAMSTEC
http://www.jamstec.go.jp/e/

VICE PRESIDENT FOR RESEARCH

The University of Cincinnati, a growing and vibrant global research
University invites nominations and applications in search of our next
Vice President forResearch.This individualwill play an essential role in
the central leadership of theUniversity’s research, scholarly and creative
programs to facilitate and direct the University’s research and discovery
initiatives. The University invites letters of nomination, applications
(letter of interest, full resume/CV, and contact information of at least fve
references), or expressions of interest to be submitted to the search frm
assisting the University at the email address below. Nominations and
applications submitted prior to August 5, 2015 are preferred; however
review of materials will begin immediately and continue until the
appointment is made. For a complete position description, please visit
http://www.uc.edu/president/priorities/search/search_vp-research.html

Send application materials to:
Porsha L.Williams (pwilliams@parkersearch.com)

770-804-1996 ext: 109

The University of Cincinnati is an Equal Opportunity, Affrmative
Action Employer. Ohio law provides that public records, which would
include certain search materials such as nominations and applications,
be open to the public and the press. Ohio Revised Code Sec. 149.43.

Notice of Nondiscrimination -
http://www.uc.edu/about/policies/non-discrimination.html

The Max Planck Society (MPS), the Centro Interdisciplinario de Neuroci-
encia de Valparaíso (CINV), and the Universidad de Valparaíso (UV) intend
to establish two independent

MAX PLANCK TANDEM GROUPS IN
NEUROSCIENCE RESEARCH

We are seeking candidates for the position of the Principal investigator
(PI), with the title of MAX PLANCK TANDEM GROUP LEADER (MPTGL)
at the Centro Interdisciplinario de Neurociencia de Valparaíso (CINV) in
Valparaíso, Chile. The candidate must be at the beginning of a success-
ful scientific career in the area of Neurosciences and Computational
Neurobiology with postdoctoral experience, and be highly motivated to
develop and carry out a competitive research program on the internati-
onal level.

Other than the research activities, responsibilities include the supervi-
sion of postdocs, students and technicians, and high-level publications.
Solid, sustainable ties of collaboration will be developed between the
Tandem Groups within their host institution and other universities and
research institutes in Chile, and the Max Planck Institutes that are part
of the Agreement.

The salary of the position is highly competitive according to local stan-
dards. Additional funds will be allocated for staff, supplies and research
equipment. The successful candidate will be appointed initially for 5 ye-
ars with the possibility of two year extension following an outstanding
independent external evaluation.

The MPG, CINV and UV seek to increase the number of women in those
areas where they are under-represented and therefore explicitly encou-
rage women to apply.

Applications, including a curriculum vitae, list of publications, reprints
of three selected papers, a two-page description of scientific achieve-
ments, a two-page research plan and three letters of recommendation
should be sent electronically as one pdf file to: research.leaders@cinv.cl

Deadline for registration is July 31st 2015. Short-listed candidates will
be invited to a selection symposium in Valparaíso, Chile, on November
18th-20th, 2015, at which they will have the opportunity to present
their research. For further information and detailed instructions, see
https://cinv.uv.cl/research-leaders

ASSOCIATE SCIENTIST/ASSISTANT PROFESSOR

CHILDREN’S HEALTH RESEARCH CENTER

The Children’s Health Research Center (CHRC, Sioux Falls, SD http://www.
sanfordresearch.org/researchcenters/childrenshealth/), invites applications
from researchers for full time faculty at the rank ofAssociate Scientist within
Sanford Research (http://www.sanfordresearch.org/) with commensurate rank
ofAssistant Professor in theDepartment of Pediatrics of the Sanford School of
Medicine at The University of South Dakota.An historic $400 million gift by
philanthropist Denny Sanford has allowed for expansion of Sanford Research
and development of the CHRC, an energetic and collegial research community
focused on pediatric research.

We seek outstanding scientists with research programs on the underlying
mechanisms and/or treatment of congenital defects, developmental disorders,
and pediatric diseases.Applicants should hold a PhD,MD orMD/PhD degree
and complement the existing strengths and the interdisciplinary and collaborative
nature of the CHRC. Candidates will be expected to develop independent
research programs with extramural funding. Signifcant institutional support,
includingmodern laboratory space and state-of-the-art facilities,will be provided
at the SanfordCenter. In addition, a comprehensive compensation packagewill
be tailored to the individual’s qualifcations.

Sanford Health is an Equal Opportunity/Affirmative Action Employer.
Candidates should submit a single PDF including a detailed curriculum vitae,
description of research experience and future research plans with specifc details
on the relevance of their research to pediatric research. Candidates should also
submit at least three letters of recommendation. Incomplete candidate packages
will not be accepted.All application materials should be sent by email to:

DavidA. Pearce, Ph.D.

Director, ChildrenÕs Health Research Center

Sanford Research

Professor, Department of Pediatrics

Sanford School ofMedicine of The University of South Dakota

2301 E. 60th Street North, Sioux Falls, SD 57104

Telephone: 605-312-6004 FAX: 605-312-6071

Email: researchrecruitment@sanfordhealth.org
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Rat der
Eidgenössischen
Technischen
Hochschulen
ETH-Rat

Conseil des
écoles
polytechniques
fédérales
CEPF

Consiglio
dei
politecnici
federali
CPF

Board of the
Swiss Federal
Institutes of
Technology
ETH Board

The Ecole polytechnique fédérale de Lausanne (EPFL)
stands for excellent teaching, pioneering fundamental
research and the application of the results for the bene-
fit of society. Together with ETH Zurich and the four

federal research institutes PSI, WSL, Empa and Eawag,

EPFL is part of the ETH Domain, whose strategic manage-
ment and supervisory body is the ETH Board.

The ETH Board is advertising the position of

President of the
Ecole polytechnique fédérale

de Lausanne (EPFL)
The incumbent President will be stepping down at the
end of 2016. The ETH Board will thus have to propose a

successor to the Swiss government, the Federal Council.

Since its integration to the ETH Domain in 1969, EPFL has

rapidly become one of the internationally top-ranked
universities in the fields of technical and natural sciences

as well as life sciences. Currently, more than 13’500

people are studying, working and carrying out research
at EPFL. Outstanding research conditions, state-of-the-
art infrastructure, an entrepreneurial atmosphere, and
an attractive environment provide an ideal setting for

creative personalities.

Requirements

The successful candidate must have an excellent inter-
national reputation in the exact, natural or engineering
sciences. She/he is able to identify and foster outstanding
potential and visionary ideas, specify strategic guidelines

and address issues in current scientific, technological and
societal domains. She/he is committed to excellence in
education. Ideally, the successful candidate is an experi-
enced leader in a large organisation, preferably in the
field of academics or industry, and has provided evidence
of her/his participative management skills and fund-
raising abilities. She/he has good networks inside and
outside the scientific community and is ready to develop
EPFL’s future and help shape the entire ETH Domain.

The successful candidate’s personality is characterised by

a high degree of social competence, assertiveness and
the ability to deal with conflict. She/he possesses excel-
lent communication and negotiation skills, which she/

he uses both inside and outside the university. She/he is
willing to engage with Switzerland’s political structures

and legislative processes and appreciates its cultural
diversity. Finally, the candidate has a very good com-
mand of French and English, and preferably knowledge
of German.

We are looking for a candidate willing to hold office for

at least two terms (i.e. eight years) and who could start

at the beginning of 2017.

Applications

Applications from women are particularly welcome.

Complete applications (CV and motivation letter) must

be sent by July 31, 2015, to the President of the ETH

Board, Dr. iur. Fritz Schiesser, ETH-Rat, Häldeliweg 15,

CH-8092 Zurich, Switzerland. He will also be available
for further information (phone +41 44 632 20 01,

schiesser@ethrat.ch). All applications will be treated with
strict confidentiality.
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POSITIONS OPEN

BIOMEDICAL FACULTY POSITION
University of Wisconsin-Madison

TheDepartment of Comparative Biosciences, School
of Veterinary Medicine invites applications for Tenure-
Track Faculty Position (ASSISTANT/ASSOCIATE
PROFESSOR). Qualifications include Ph.D. (or DVM/
M.D.), postdoctoral experience, ability to develop an
extramurally fundedresearchprogram,andcommitment
to teaching excellence. Research area is open, but pre-
ference will be given to those complementing depart-
ment strengths including but not limited to: muscle
biology, neuroscience, reproductive, developmental or
cancer biology, epigenetics, or other biological stress
responses (such as inflammation and oxidative stress).
Teaching responsibilities based on expertise may in-
cludeNeuroscience, Physiology, Toxicology, Small An-
imal Anatomy, or Pharmacology. Send curriculum vitae,
brief statements of research interests and teaching phi-
losophies, and three letters of reference in response to
PVL 83170 to:Dr. Jyoti Watters, Search Committee
Chair, Department of Comparative Biosciences,
University of Wisconsin, 2015 Linden Dr., Madison,
WI, 53706 at e-mail: cbs_admin@vetmed.wisc.edu
Apply by August 15, 2015. For additional informa-
tion, see website: http://www.vetmed.wisc.edu/
about-the-school/employment/current-searches/
Equal Opportunity/Affirmative Action Employer.

CRANIOMAXILLOFACIAL RESEARCH
SCIENTIST, DB-0601-03

The United States Army Institute of Surgical Re-
search (USAISR) has an opening for a Craniomax-
illofacial Research Scientist in the Dental and Trauma
Research Detachment. The position is to serve as
PRINCIPAL INVESTIGATOR leading efforts to
expand the current craniomaxillofacial bone restoration
program for the development of therapeutic products
that can be rapidly transitioned to the clinic for treating
craniomaxillofacial battle injuries. This position is lo-
cated in Fort Sam Houston, San Antonio, Texas.
For information about this current vacancy and in-

structions on how to apply, go to website: https://
www.usajobs.gov/GetJob/PrintPreview/405945000.
The vacancy announcement closes on 14 August 2015.
For more information please contact Dr. Kai Leung

at e-mail: kai.p.leung.civ@mail.mil.
USAISR is an Equal Opportunity/Affirmative Action Employer.

GRADUATE STUDENT AND
POSTDOCTORAL OPENINGS at
The Pennsylvania State University

The Penn State Acoustofluidics Group (website:
http://www.esm.psu.edu/huang/) is inviting the
most motivated, talented postdoc and Ph.D. student
candidates to join us. We conduct research at the in-
terface of acoustics, micro/nano technology, and bio-
medicine. We are interested in candidates with expertise
in one of the following fields: Acoustics, Analytical
Chemistry, Physics, Biochemistry, Optics, Mechanical
Engineering, Biomedical Engineering, Electrical Engi-
neering, Chemical Engineering, Material Science, Chem-
istry, Biology, or Medicine. Highly-qualified applicants
should send to Prof. Tony Huang (e-mail: junhuang@
psu.edu) the following three documents: (1) curriculum
vitae; (2) names and contact information for 3–5 pro-
fessors who know you; and (3) one short write-up (no
more than one page) justifying why you can contribute
to our research on acoustofluidics (the fusion of acous-
tics and fluid mechanics for biomedical applications)
and/or microbioacoustics (the fusion of acoustics and
micro/nano technology for biomedical applications) and
how you will contribute (e.g., what kind of research
you would do once you join us).
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Assistant Professor in the Energy Cluster

As part of a larger investment to create a newCenter forEnergyResearch,
the School ofArts and Sciences at the University of Pennsylvania seeks
to add faculty to our newly formed Energy Cluster spanning the natural
sciences. Following a frst hire in Chemistry, we now invite applications
for tenure-track assistant professorwhose primary research and teaching
af,liation will be in one of the following departments: Biology, Earth
and Environmental Science, or Physics & Astronomy. Exceptional
senior candidates will be given consideration. The successful candidate
will mount an innovative program of fundamental scienti,c research
with impact on our societal energy challenges, and in doing so will
forge collaborative links with Penn scientists and engineers involved in
energy research.

Applicantsmust apply online at http://facultysearches.provost.upenn.
edu/postings/590. Required application materials include: curriculum
vitae with a list of publications, and a research and teaching statement
that includes the candidate’s perspective on how she or he ,ts into one
of the three departments and identi,es potential collaborative links with
other natural science departments. Applicants should also submit the
names and contact information for three individuals who will provide
letters of recommendation. Review of applications will begin no later than
September 1st, 2015 and will continue as long as the position remains
open. The School of Arts and Sciences is strongly committed to Penn’s
Action Plan for Faculty Diversity and Excellence and to establishing a
more diverse faculty (for more information see: http://www.upennledu/
almanac/volumes/v58/n02/diversityplan.html).

The University of Pennsylvania is an EOE.Minorities/Women/
Individuals with disabilities/Protected Veterans

are encouraged to apply.

To book your ad: advertise@sciencecareers.org

The Americas: 202-326-6582 Europe/RoW: +44-+-122---265++

Japan: +81----219-5777 China/Korea/Singapore/Taiwan: +86-186-++82-9-45

Why choose this immunology section for your advertisement?

§ Relevant ads lead off the career section with special Immunology banner

§ Bonus distribution to:

8th International AIDS Society (IAS) Conference

19–22 July, Vancouver, British Columbia, Canada

Malaria

25–26 July, Girona, Spain.

* Ads accepted until July . on a first-come, first-served basis.

SCIENCECAREERS.ORG

T H E R E ’ S A S C I E N C E T O R E A C H I N G S C I E N T I S T S .

Immunology
July 1+, *+15

Reserve space by June 23*

Special Job Focus:

For recruitment in science, there’s only one

Jobs are updated 24/7

Search thousands of jobs
on your schedule

Receive push notifications
per your job search criteria

ScienceCareers.org

Get a job on the go.

Search worldwide for thousands of

scientific jobs in academia, industry,

and government. The application

process is seamless, linking you

directly to job postings from your

customized push notifications.

Scan this code to
download app or visit
apps.sciencemag.org

for information.

Download the
Science Careers jobs app from
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Q: What do you enjoy about science?

A: Science is my hobby as well 

as my profession. It is enormous 

fun. Just like every child, when 

I was young, I was very curious 

about everything around me. For-

tunately, I managed to avoid hav-

ing that knocked out of me while 

I was at school, and to this day, 

I take advantage of my curiosity 

to explore the life around me. As 

a result, I think about new things 

or make discoveries every day.

Q: What traits make a  

successful scientist?

A: A dogged persistence to solve 

any problem that comes along. 

An appreciation that many 

experiments fail, especially when 

working in a new field or in areas where we know rather 

little. I like it when experiments fail repeatedly because 

it usually means our basic hypothesis—and hence 

the axioms on which it is based—is wrong and nature 

is trying to tell us something. A discovery is waiting 

to be made.

Good scientists are always open to new hypotheses 

and experimental opportunities. Often, a new technique 

applied to an old problem will reveal new features 

that were not predicted—again an opportunity to make 

a discovery. 

Successful scientists will also constantly be on the 

lookout for good problems to solve. They tend to be 

skeptical of explanations that seem too simplistic or 

not well supported by evidence.

Q: How did you move to an independent position? 

A: During my postdoc at Harvard in  Jack Strominger’s 

laboratory, I worked fairly independently but with excel-

lent support when I needed it. This made it fairly easy 

to transition to an official independent position at 

Cold Spring Harbor Laboratory.

Q: What is the right time to 

transition to independence?

A: As soon as possible. Re-

searchers are easily at their 

most creative when they are 

young, because they have no 

fear. This makes it much easier 

to challenge dogma and take 

risks—both essential features 

of the creative process.

Q: Have you experienced 

self-doubt? 

A: I think most scientists have 

self-doubt from time to time, 

but in general, the better ones 

have very little of it—or at least 

they don’t share it with others. 

I have always been fairly con-

fident in my abilities and my 

views, although as I get older, I do recognize that my 

abilities are less than they were when I was younger.

Q: What advice would you offer to those planning

a career in scientific research?

A: Find an area that you are completely passionate about 

and focus on it single-mindedly. That doesn’t mean you 

can’t change if something more exciting comes along, but 

you will be happier and more successful if you love what 

you do. Almost all of biology is at a stage where we know 

a little, but nothing like as much as we will need to if we 

want to say we have a good understanding of life. I think 

bioinformatics is a growth area and absolutely funda-

mental to future studies of biology. Ultimately, almost 

everything we need to know about life will come from 

bioinformatic analysis of DNA sequence. We have to vastly 

improve our ability to predict function from sequence. ■

Marek Wagner, a postdoc at the University of Bergen in 

Norway, will be attending the 65th Lindau Nobel Laureate 

Meeting. For more on life and careers, visit ScienceCareers.

org. Send your story to SciCareerEditor@aaas.org. IL
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“I think about new things or 
make discoveries every day.”

Do it for love

A 
t the 65th Lindau Nobel Laureate Meeting, which takes place 28 June to 3 July in Germany, 

some 650 students and postdocs will mingle with 66 Nobel laureates and attend lectures, 

panel discussions, and master classes. One of those laureates is Richard J. Roberts, who won 

the 1993 Nobel Prize in physiology or medicine jointly with Phillip Sharp “for their discoveries 

of split genes.” In an interview with Science Careers, Roberts shared his thoughts on how to 

build a career in science. This interview was edited for brevity and clarity.

By Marek Wagner

WO R K I N G  L I F E

Published by AAAS
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