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T
his month, the United States takes over the chair-

manship of the Arctic Council, a position it last 

held in 1998. Since then, global interest in the 

Arctic has increased, and the council has evolved 

considerably. What has spurred that interest, 

and what will the council focus on under U.S. 

leadership?

Increased interest in the Arctic is being driven by 

dramatic change in a region that is both valuable and 

vulnerable: a warming cli-

mate (sea-ice retreat, thaw-

ing permafrost, and coastal 

erosion); globalization and 

the demand for resources 

(increasing population 

and an expanding middle 

class); and geopolitics 

(claims on extended con-

tinental shelves and po-

tential northern shipping 

routes). Taken together, 

these factors create oppor-

tunities and challenges, all 

of which require prepara-

tion, informed by knowl-

edge acquired through 

Arctic research.

The Arctic Council was 

formed in 1996 by the 

eight Arctic nations (Can-

ada, Denmark/Greenland, 

Finland, Iceland, Norway, 

Russia, Sweden, and the United States) as a forum to 

address sustainable development and environmental 

issues. The council promotes cooperation and col-

laboration among its member states and indigenous 

peoples’ organizations and with formally recognized 

observers. The council has produced well-regarded re-

ports, such as the Arctic Climate Impact Assessment 

and the Arctic Marine Shipping Assessment, which 

stimulated cross-border science and the adoption of 

best practices.

In recent years, discussion initiated by the council 

led to the creation of two multilateral agreements on 

search and rescue and on marine oil pollution pre-

paredness and response. A third agreement, to increase 

international scientific cooperation, is in progress. Last 

year, the council created the Arctic Economic Council, 

an independent organization that facilitates economic 

development in the region.

The U.S. theme for the chairmanship is One Arctic: 

Shared Opportunities, Challenges and Responsibilities. 

Three areas of focus are: Ocean Safety, Security, and 

Stewardship; Improving Economic and Living Condi-

tions of Arctic People; and Addressing the Impacts of 

Climate Change. Specific initiatives will be conducted 

under each focus area by the council’s working groups 

(see www.arctic-council.org).

Are the Arctic Eight still 

working well together? 

Yes. There is more politi-

cal alignment in the Arctic 

than in many other places, 

as evidenced by good rela-

tions at council events and 

by similar national objec-

tives. Each member nation 

has its own strategy for the 

Arctic, with remarkably 

similar goals: international 

cooperation, national secu-

rity, environmental stew-

ardship, and economic and 

social benefits for the  peo-

ple of the region. In Janu-

ary 2015, President Obama 

issued an Executive Order 

to focus federal efforts in 

the Arctic under the U.S. 

National Strategy for the 

Arctic Region, as aug-

mented by an implementation plan, and a 5-year Arc-

tic research program plan. These documents recognize 

federal responsibilities in the region and offer hope for 

increased coordination and efficiency to meet evolving 

challenges. U.S. chairmanship initiatives will advance 

these goals and will require the support of Congress, 

the State of Alaska, and local and tribal entities to be 

successful.

Scientific observations and research provide the 

knowledge base for prudent decisions. The initiatives 

proposed for the U.S. chairmanship require resources 

and coordinated effort. An essential ingredient is con-

tinued federal investment in Arctic science and tech-

nology. If the United States is to lead in these next 2 

years and beyond, then it must have the capability and 

commitment to do so.

– Fran Ulmer

 One Arctic

Fran Ulmer is 

chair of the U.S. 

Arctic Research 

Commission, 

which has of  ces in 

Washington, DC, 

and Anchorage, 

Alaska. E-mail: 

fran.ulmer@ 

arctic.gov

EDITORIAL

10.1126/science.aab3119

“This month, the United States 
takes over the chairmanship of 

the Arctic Council...”

Published by AAAS

 o
n 

A
pr

il 
18

, 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


sciencemag.org  SCIENCE264    17 APRIL 2015 • VOL 348 ISSUE 6232

P
H

O
T

O
S

: 
(T

O
P

 T
O

 B
O

T
T

O
M

) 
N

A
S

A
/J

P
L

-C
A

LT
E

C
H

/
U

C
L

A
/

M
P

S
/

D
L

R
/

ID
A

; 
F

U
T

U
R

A
G

E
N

EAROUND THE WORLD

WHO backs trial result access 
GENEVA, SWITZERLAND |  The movement 

to make results from clinical trials publicly 

available has found an important new ally. 

On 14 April, the World Health Organization 

(WHO) issued a statement calling for 

the public release of all key clinical trial 

outcomes within a year after data collection 

ends and for publication of the findings 

in a peer-reviewed journal within 2 years. 

Recent research has shown that many 

studies still go unpublished, says WHO’s 

Vasee Moorthy. This can harm patients 

and research volunteers, waste money, and 

distort scientists’ understanding of the state 

of the art of their science. “It’s unethical to 

conduct clinical research without reporting 

the results,” Moorthy says. WHO also called 

for the publication of results from older, 

finished trials that have never been made 

public. http://scim.ag/_WHOtrials

GM eucalyptus approved in Brazil
SÃO PAULO, BRAZIL |  Commercial plant-

ing of genetically modified eucalyptus 

trees has been approved for the first 

time anywhere by the National Biosafety 

Technical Commission of Brazil. The trees 

were developed by FuturaGene of São 

Paulo, a subsidiary of Suzano Pulp and 

Paper. The trees grow about 20% more 

wood than standard ones—a feature the 

company expects will allow it to reduce its 

carbon emissions by cutting the distance 

the wood must 

travel to mills. 

Development began 

in 2001, and the 

trees have been in 

field trials since 

2006. Commercial 

planting was 

approved on 

10 April, shortly 

NEWS
I N  B R I E F

“
I’m 110% committed to being a scientist … [but] 110% effort 

may not be enough if I can’t afford to get to the conferences 
where I may meet somebody that gives me [a] job.

”Marine sociologist Edward Hind; his #SciSpends survey asked scientists what they 

spend to advance their careers. http://scim.ag/SciSpends

Test plot of FuturaGene’s 

GM eucalyptus.

A
bout 20 years ago, the Hubble Space Telescope 

observed several curious bright spots on the sur-

face of the dwarf planet Ceres, the largest object 

in the asteroid belt between Mars and Jupiter. 

Now, scientists are getting a much closer look. 

NASA’s Dawn spacecraft, which was captured 

by Ceres’s gravity on 6 March, has been of ering the 

fi rst close-up look at the surface of a dwarf planet in 

a series of images it took last month. The images of-

fered evidence that the spots might be plumes of ice 

bursting out of the dwarf planet’s surface. But new 

images from the spacecraft, released this week at the 

annual meeting of the European Geosciences Union 

in Vienna, paint a more complex picture. A false-color 

map of Ceres’s surface (pictured) shows that only some 

of the bright spots remain visible at infrared wave-

lengths, which could suggest dif erent origins than the 

icy plumes. The map also reveals that the dwarf plan-

et’s surface has fewer large craters—a possible sign of 

geologic activity—than researchers expected. 

A dwarf planet’s mysterious mottled landscape

Published by AAAS
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after a meeting of the commission was can-

celed due to protests by the Brazil Landless 

Workers’ Movement. The protesters also 

destroyed GM seedlings at FuturaGene’s 

research station in Itapetininga, 170 kilo-

meters west of São Paulo. 

Monkey deaths prompt new probe
SOUTHBOROUGH, MASSACHUSETTS | The 

U.S. Department of Agriculture has 

launched an investigation into Harvard 

University’s New England Primate 

Research Center after several suspicious 

deaths at the facility. The inquiry coin-

cides with a series of articles published by 

The Boston Globe, which has uncovered 

potential animal welfare violations at 

the center, including a dozen dehydrated 

squirrel monkeys found dead in their 

cages or euthanized because of poor 

health between 1999 and 2011. In several 

cases it appears that the animals were not 

given water or were unable to drink due 

to malfunctioning water lines. Some of 

these animals were the subject of a 2014 

Veterinary Pathology paper on the impact 

of dehydration on lab animals. The journal 

says it is investigating this study. The 

primate center is set to close at the end of 

next month—although, the Globe notes, 

the university blames finances, not animal 

care problems.

NEWSMAKERS

Three Q’s
Scientific labs generate a lot of waste, a 

fact that bothered biomedical engineer 

Joshua Resnikoff (also co-founder of 

eco-friendly company Cuppow!). So last 

October, he founded Labconscious (www.

labconscious.com), an open community 

where scientists can share tips and tricks 

to help each other green their labs. 

Q: How did you get interested in 

reducing lab waste?

A: I’m a biomedical engineer by training. 

In life science, there’s an unbelievable 

amount of waste that comes out of the 

lab. I’m a big environmentalist—I take 

the time to sort my recycling at home. It’s 

always been a hard juxtaposition to go 

from biking to work to throwing all of this 

plastic away.

Q: What’s the purpose of the blog?

A: We don’t pretend to be the experts 

in the room about any of this stuf . The 

real goal of the blog is to get the conver-

sation going and raise awareness so that 

people can trade tips and best practices 

New species of ‘terror bird’ discovered

F
amed for their large hooked beaks and a presumed taste for meat, flightless 

“terror birds” (above, in an artist’s representation) were among South America’s 

top predators before going extinct about 2.5 million years ago. Now, paleontolo-

gists have unearthed one of the most complete fossils of a terror bird—known as 

a phorusrhacid—to date. The skeleton of the new species is nearly 95% com-

plete, giving scientists the ability to study a terror bird’s anatomy in unprecedented 

detail. So far, researchers say, the most interesting information has come from CT 

scans of the bird’s inner ear, which show that it had a much lower range of hearing 

than its closest relatives. The fossil, missing only a few wing and toe bones and the tip 

of its stubby tail, was excavated in northeastern Argentina in 2010 from material laid 

down as sediment about 3.5 million years ago. http://scim.ag/terrorbird

3.3
million

Age, in years, of the earliest known 

human tools. The tools were found 

at a site in Kenya, scientists reported 

this week at the Paleoanthropology 

Society’s annual meeting in 

San Francisco, California. 

$13
million

The largest education donation 

to the Smithsonian Institution’s 

National Museum of Natural 

History to date, made to support 

the museum’s science 

education center, Q?rius.

BY THE NUMBERS
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and better products that they’ve discov-

ered on their own.

Q: Can you share a few quick tips?

A: One, recycle your pipette tip boxes—

don’t throw them into the biohazard bin. 

Two, shut the sash on your bio hood 

and chemical fume hood when it’s not in 

use to save energy. And look for vendors 

that have green product alternatives.

Artificial trachea pioneer cleared 
Paolo Macchiarini, a thoracic surgeon 

who attracted widespread attention for 

transplanting artificial tracheae into 

patients—and then faced charges of 

scientific misconduct—has been found 

not guilty in the first of two investigations 

into his work. The ethics council of the 

Karolinska Institute in Stockholm began 

its investigation after receiving concerns 

last year about misrepresentation of 

results in Macchiarini’s papers. In its 

report, released 14 April, the council dis-

missed the issues. “We are now happy that 

everything has been cleared,” Macchiarini 

says. Pierre Delaere, a head and neck 

surgeon at UZ Leuven in Belgium who 

brought the case against Macchiarini, 

says he is “stunned.” Another ongoing 

investigation claims that Macchiarini 

did not get properly informed con-

sent from patients, a charge he denies. 

Macchiarini, who splits his time between 

the Karolinska Institute and Kuban State 

Medical University in Krasnodar, Russia, 

says his team has “moved forward” and 

no longer works on tracheae. 

http://scim.ag/artiftrach

A panel nixed Japanese research whaling in the Antarctic. (This minke whale was landed north of Japan.)

#IAmAScientistBecause …
A cheerful meme swept through 

the Twitter science community last 

week: Biologists, physicists, geolo-

gists, and others proclaimed why 

they love their work. See some of 

our favorites below and at 

http://scim.ag/scientistbec.

FINDINGS

Vampire bats prefer bacon
Examining animal droppings is not 

glamorous—even if you’re studying vampires. 

But for scientists interested in the diet of the 

common vampire bat (Desmodus rotundus), 

it’s one of the few ways to learn what they eat. 

In a new study in the Journal of Mammalogy, 

researchers used DNA from the bats’ feces to 

learn whose blood they suck and which blood 

they like best. They found that more than 

60% of their viable samples—collected from 

18 villages in the Amazon—contained chicken 

DNA, while just 30% contained pig DNA. 

After accounting for the relative scarcity of 

pigs, the scientists found that swine took the 

prize: Vampire bats were seven times more 

likely to feed on pigs than chance would 

predict. http://scim.ag/vampirebacon

… there are moments 
when I learn something in 
the lab and think, I’m the 
only human that knows 
this right now 
@DrWorms (Brian D. Ackley)

… my honest answer to 
“what would you want 
to do all day if you didn’t 
need money” is “what I 
actually am doing” 
@WhySharksMatter (David Shiffman)

… Science turns “I don’t 
know” into “I don’t 
know... yet” and you 
won’t find anything more 
empowering than that. 
@orzelc (Chad Orzel)

Panel: Thumbs-down to Japan’s plan to hunt minke whales

E
xperts on a review panel gave a thumbs-down to Japan’s latest proposal to resume 

hunting minke whales in the Antarctic for scientific research. The panel, which was 

convened by the Scientific Committee of the International Whaling Commission 

(IWC), released its nonbinding report this week from a February meeting in Tokyo. 

From 1987 to 2014, Japan killed 10,000 whales in the Antarctic under a special IWC 

clause that permits “scientific whaling.” But in March 2014, the International Court of 

Justice ruled that Japan’s whaling was not “for purposes of scientific whaling.” Japan 

agreed to revise its research plan. But the panel has concluded that Japan’s new 

proposal to harpoon nearly 4000 additional minke whales over the next 12 years fails to 

demonstrate why its scientists need to kill any whales to achieve their research objec-

tives. Japan’s fisheries officials say they are open to revising their proposal, although 

they did not give details. If Japan abides by the panel’s recommendations, it will collect 

samples nonlethally next year during its proposed whale hunting season. 

Published by AAAS
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By Robert F. Service

A
lthough record snowfall in the north-

eastern United States grabbed the 

headlines this winter, the mountains 

throughout much of the western 

United States remained unusually 

bare. Early to mid-April in the West 

typically marks the high point of the snow-

pack, which serves as a critically important 

water bank that doles out reserves as the 

snow melts over the dry summer months. 

But this year the bank is nearly empty, 

and drought-stricken farms and cities in 

California can expect little relief. And for 

endangered salmon mi-

grations, a calamity is 

looming. “It’s going to 

be a Katrina for fish,” 

says Dan Isaak, a fisher-

ies scientist at the U.S. 

Forest Service’s Rocky 

Mountain Research Sta-

tion in Boise.

He and others pre-

dict that when salmon 

swim up western rivers 

to spawn this summer, 

their eggs and young 

will perish in shallow, 

warm water. That could 

threaten already meager 

endangered stocks, par-

ticularly in California’s 

Central Valley, which 

faced similar disastrous 

conditions last summer. 

A map of snowpack 

totals in the Pacific Northwest shows mostly 

light and dark red dots, indicating snow 

levels 50% of normal and below. A smat-

tering of white dots indicates no measured 

snow at all. California’s Sierra Nevada is in 

even worse shape, as those mountains now 

hold only 5% of their normal snowpack. 

The state’s reservoirs are also only about 

half full. Faced with this combination, ear-

lier this month California Governor Jerry 

Brown mandated an across-the-board 

25% cutback in water deliveries to urban 

water users. 

Ironically, river and stream flows are still 

robust, at least outside California. According 

to interactive stream flow maps maintained 

by the National Oceanic and Atmospheric 

Administration (NOAA), water levels in riv-

ers that are prime salmon habitat across the 

Pacific Northwest are surging. The maps are 

peppered with pale blue and deep blue dots, 

indicating flow levels 125% to 175% of nor-

mal. But that’s because for most of the win-

ter, temperatures across the region were 3°C 

to 6°C above normal, says Kevin Berghoff, a 

senior hydrologist with NOAA’s Northwest 

River Forecast Center (NRFC) in Portland, 

Oregon. As a result, most of the precipita-

tion in the Northwest fell as rain rather than 

snow, swelling spring runoff volumes. 

Flows are likely to 

drop dramatically in 

the summer, accord-

ing to NRFC. With 

the exception of a few 

river basins in central 

and eastern Washing-

ton, Idaho, and British 

Columbia, virtually all 

the rivers in the North-

west are expected to 

have flow levels far be-

low normal. 

When summertime 

heat sets in, water tem-

peratures in those riv-

ers are likely to spike. 

In many inland streams 

in California’s Central 

Valley, as well as central 

Oregon and Washing-

ton, river temperatures 

are expected to crest 

I N  D E P T H

CONSERVATION 

Meager snows spell trouble ahead for salmon
Without snowmelt, streams in the western U.S. could reach lethal temperatures

UNITED 

STATES

UNITED 

STATES

CANADA

UNITED 

STATES

CANADA

Mapping the threats to endangered stocks 
Mild winter temperatures in the Pacific Northwest caused most precipitation to fall as rain 
instead of snow. That has left a snowpack far below normal (left) and is expected to cause 
low stream levels this summer (right).

Chinook salmon spawning 

in Idaho’s Snake River.

<25

Percentage of normal

25–50 50–75 75–90 90–110 110–125 125–150 Zero or no data

Snowpack Projected steam flow
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above 20°C, the upper limit for migrating 

salmon. Above that, salmon eggs, fry, and ju-

veniles typically perish, says Chris Caudill, a 

fisheries ecologist at the University of Idaho, 

Moscow. Adult fish sometimes survive those 

temperatures by halting their migrations and 

holing up in any colder water tributaries they 

can find. Yet doing so can bring other prob-

lems. For starters, the fish don’t eat during 

spawning, so extended layovers can sap the 

energy reserves they need to complete their 

trip. And as the fish wait, they face increased 

predation and disease. “When water tem-

peratures rise, none of the options is good,” 

Caudill says.

Water managers can combat high sum-

mer stream temperatures by slowly releas-

ing cold water from summertime snowmelt 

captured in reservoirs. But without a sig-

nificant snowpack, that strategy can only 

work for so long. Last year, for example, wa-

ter managers in northern California tried 

that approach at Shasta Dam in an effort 

to keep water temperatures below 20°C in 

the Sacramento River, home to endangered 

winter-run Chinook salmon that migrate 

upriver during the summer. But the sup-

ply of cold water behind the dam ran out 

in early September, and river temperatures 

soared. As a result, an estimated 95% of the 

eggs, fry, and juvenile winter-run Chinook 

died, says Peter Moyle, a fisheries biologist 

at the University of California, Davis. Right 

now, Shasta Lake holds roughly the same 

volume of cold water as it did at this time 

last year, Moyle says. “Chances are good 

we’ll see a repeat of last year.” 

Even if the skies open up and water fills 

reservoirs throughout the West, young 

salmon that do make it out to sea face a 

potentially even larger problem. That’s be-

cause river travel represents only the first 

of their challenges. Equally important to 

the health of the fish is the availability of 

food in the ocean. That food depends on the 

upwelling of cold, nutrient-rich waters off 

the West coast. Yet this year there has been 

less upwelling than usual because of a layer 

of unusually warm surface water (Science, 

3 April, p. 17), which has already led to a 

crash in sardine and seabird populations. 

So if and when young salmon manage to 

escape the warm, low river levels, “they will 

face an ocean with not a lot of food,” Moyle 

says. That’s likely to further jeopardize the 

more than one dozen fish runs already 

listed as either threatened or endangered. 

Adding to these troubles, long-term cli-

mate change, which is expected to produce 

more hot and dry years like this one, is 

likely to wipe out all the remaining Califor-

nia salmon stocks by the end of the century, 

Moyle says. At this point, Moyle says, “it 

looks inevitable.” ■

By Rachel Bernstein

W
endy Williams and Stephen Ceci 

believe they have crossed one fac-

tor off the list of obstacles facing 

women in academia: the hiring 

committee. To their own surprise, 

the Cornell University psycholo-

gists have found that a highly qualified 

woman applying for a tenure-track faculty 

position in STEM (science, tech-

nology, engineering, and math-

ematics) at a U.S. university is 

twice as likely to be hired as an 

equally qualified man.

The results run counter to 

widely held perceptions and sug-

gest that this is a good time for 

women to pursue an academic 

career. Some observers, however, 

say the study—which involved ac-

tual faculty members rating hypo-

thetical candidates—does not 

reproduce real-world hiring. And 

they worry the results may leave 

the incorrect impression that uni-

versities have achieved gender 

parity in STEM fields. Still, says 

psychologist Virginia Valian of 

Hunter College in New York City, 

“it will definitely make people 

think more thoroughly and more 

subtly” about the issue.

The researchers invented three 

hypothetical candidates for an 

assistant professorship: an ex-

tremely well-qualified woman, 

an extremely well-qualified man, 

and a slightly less qualified man. 

For each candidate, they wrote a 

summary that included a search 

committee’s impression of the 

candidate, quotes from recom-

mendation letters, and a score 

for the candidate’s job talk and 

interview. Then they asked 

873 tenure-track faculty from four fields, 

roughly divided between men and women, 

to rank the candidates. Overall, raters in 

most fields were twice as likely to tag the 

woman as the best candidate, the research-

ers reported online this week in the Proceed-

ings of the National Academy of Sciences.

Williams and Ceci say they were shocked 

at the outcome. And although they did not 

investigate the potential causes, they suspect 

it may be due to some combination of train-

ing programs on gender and hiring, a grow-

ing belief about the importance of gender 

balance among STEM faculty, and the retire-

ment of older faculty. 

The candidates’ marital status and 

whether they had children made little dif-

ference to the outcome, except in one case. 

When the female candidate was 

described as having had a child 

during graduate school, male 

raters preferred a candidate 

who took a 1-year parental leave, 

whereas female raters preferred 

the one who did not take a leave. 

“I almost wonder if there’s 

a bit of paternalism going on” 

among the male raters, says 

University of Mississippi, Ox-

ford, business professor H. Kristl 

Davison. Perhaps “there’s a fe-

male bias present in terms of, ‘I 

struggled through grad school 

without taking leave; I think oth-

ers should do so as well.’ ” 

But Davison also wonders 

whether the study’s main re-

sult “would translate to the real 

world.” She and others note that 

bias can enter the hiring process 

well before the final selection 

round. Men and women can be 

perceived differently during pre-

liminary interviews, for instance, 

based on personality traits that 

have nothing to do with merit. 

Others note that obstacles may 

emerge later, after a woman is 

hired. “I think it’s fair to say that 

the women who have run the 

gauntlet and gotten advanced 

STEM degrees will find the labor 

market quite welcoming,” writes 

Jennifer Glass, a sociologist at 

the University of Texas, Austin, in an e-mail. 

“What happens once they are [hired] is an-

other matter entirely.” She says studies sug-

gest that women still have higher attrition 

rates in some STEM careers.

Valian agrees. Despite the apparent good 

news, she says, “it’s too soon to say: ‘OK, 

problem solved.’ ” ■

Women best men in study of 
tenure-track hiring
Female candidates twice as likely to get top rating

FACULTY HIRING

67.3
%, overall

69.2
%, biology

66.7
%, engineering

72.5
%, psychology

58.6
%, economics

Who chose 

the female 

candidate?
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By Carolyn Gramling

T
he United States plans to launch an 

ambitious Arctic agenda next week 

as it begins a 2-year stint as chair of 

the Arctic Council, an eight-nation 

group that aims to foster cooperation 

on research and policy in the rapidly 

changing polar region. 

Concerns about the Arctic have escalated 

since the first U.S. chairmanship from 1998 

to 2000. This time, officials say they will em-

phasize the need to take action on climate 

change, expand marine conservation, and 

promote renewable energy. “They’ve laid 

out a very ambitious, good agenda,” says 

Lisa Speer, director of the International 

Oceans Program at the nonprofit Natural 

Resources Defense Council in Washington, 

D.C. She and others say the U.S. emphasis 

on climate will come as a marked contrast 

to outgoing chair Canada, which down-

played the issue and focused on economic 

development for indigenous people.

But some observers warn against lofty 

expectations, noting that the council 

doesn’t issue rules, only recommendations 

for action by the member governments. 

The group is often very good at identify-

ing solutions, says Whit Sheard, director 

of the International Arctic Program at the 

Ocean Conservancy in Washington, D.C. 

But implementation is another matter, he 

says, because the recommendations are 

“not always business-friendly and politi-

cally palatable.”

The council was created in 1996 by the 

“Arctic 8” nations that claim territory 

above the Arctic Circle—Canada, Denmark, 

Finland, Iceland, Russia, Sweden, Norway, 

and the United States. Early on, it became 

known for producing detailed reports, 

some with “pretty specific recommenda-

tions,” says Fran Ulmer, head of the U.S. 

Arctic Research Commission in Anchorage, 

Alaska, and the State Department’s special 

adviser on Arctic science and policy. But in 

recent years, she says the council has be-

gun to broker binding agreements. A 2011 

pact, for instance, focused on coordinating 

search and rescue operations, while a 2013 

deal dealt with responding to oil spills. Ne-

gotiations on a third agreement, on inter-

national cooperation in Arctic research, are 

nearing completion, she says (see Editorial, 

p. 263).

The United States hopes to add to that 

record after it takes the gavel at a 24 to 

25 April ministerial meeting in Iqaluit, 

Nunavut (Canada’s northernmost prov-

ince). The U.S. agenda, announced in Octo-

ber, includes a call for nations to enhance 

studies of climate-related processes such as 

the deposition of tiny particulates known 

as black carbon, which is accelerating the 

warming and melting of the region; emis-

sions of methane, a potent warming gas, 

from perma frost and the seabed; and 

the acidification of the Arctic Ocean. The 

United States also wants to make progress 

on creating an Arctic network of marine 

protected areas and equipping Arctic vil-

lages with renewable energy sources. 

The list marks “probably the most 

forward-leaning, ambitious program that’s 

been proposed [for] the chairmanship of 

Arctic Council,” said Admiral Robert Papp, 

a former commandant of the U.S. Coast 

Guard who is now the Obama administra-

tion’s special representative for the Arctic, 

at a March event at the Brookings Institu-

tion think tank in Washington, D.C. Papp 

and others also hope to use the position to 

remind Americans that the United States 

is an Arctic nation with a big stake in the 

region’s future.

“The chairmanship is falling at a key 

time,” Speer notes. Climate change is hav-

ing an increasingly noticeable impact on 

Arctic ecosystems, industry is ramping up 

interest in the region, and nations have 

been jostling to stake territorial claims. 

Against that backdrop, efforts to forge 

agreements on marine conservation, for 

example, “could really break new ground,” 

Speer says. “A regional seas agreement 

combined with a network of protected ar-

eas throughout the Arctic could be a huge 

legacy” left by a U.S. leadership team. 

But the clock is ticking. “Two years isn’t 

much time,” Speer says. “I hope they’ll hit 

the ground running.” ■

U.S. lays out its ambitions for 
leadership in the Arctic
Climate, marine conservation, and renewable energy 
priorities as U.S. ascends to chair of Arctic Council

ARCTIC POLICY

U.S. seeks more research on soot particles that are accelerating melting on Greenland’s ice sheet (left) and methane bubbling from frozen Arctic lakes (right).
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By Eric Hand

I
t was the biggest cataclysm the solar 

system has ever seen. About 100 million 

years after the planets began to take 

shape, a Mars-sized body crashed into 

the proto-Earth, creating a halo of hot 

debris that coalesced into the moon. 

There was collateral damage, it turns 

out. Scientists now suspect that fragments 

of the giant impact were flung all the way to 

the fledgling asteroid belt. When this plan-

etary shrapnel crashed into bodies there, it 

shock heated them, leaving an imprint that 

can still be detected billions of years later 

in meteorites. On page 321, planetary scien-

tists show that these shock-heating signa-

tures provide a new way to date the moon’s 

formation, pegging it at 105 million years 

after the beginning of the solar system 

4.6 billion years ago. 

The result could help settle debates 

about the age of the moon and suggests that 

meteorites, which are mostly fragments of 

asteroids, could harbor other evidence of 

tumult in the inner solar system. “The as-

teroid belt is almost primordial,” says Bill 

Bottke, a planetary scientist at Southwest 

Research Institute in Boulder, Colorado, 

and lead author of the new study. “A lot of 

objects there have been witness to activity 

in the inner solar system. We now have a 

way to probe that.”

Scientists have long tried to pin down the 

age of the moon by analyzing lunar samples 

returned from the Apollo missions. But be-

cause of disagreements about the isotope 

systems used for dating, the calculated ages 

vary from about 30 million years after the 

start of the solar system 

to 100 million or even 

200 million years younger. 

A more precise age would 

help scientists work out 

when the bumper-car pro-

cess of planet formation 

began winding down. The 

moon-forming impact is 

thought to have come late 

in the process, because 

the composition of Earth’s 

mantle reflects only a 

short period of impacts 

by smaller bodies after the 

mammoth collision.

Researchers who study 

the giant impact have 

typically ignored the bits 

that didn’t end up in the moon. But Bottke 

realized that an event so large would have 

created fragments moving fast enough to 

escape the collective gravity of the Earth-

moon system. “You create this huge swarm 

of material,” he says. His models suggest 

that 10 billion kilometer-sized bodies would 

have been flung out into the solar system—

where many of them could strike asteroids. 

Asteroids constantly collide with each 

other, but at relatively slow speeds. Some 

high-speed projectiles from the giant im-

pact, in contrast, would have struck at 

speeds upward of 10 kilometers a second, 

melting and transforming asteroid miner-

als into darker, glassy materials. The shock 

heating would also have altered a standard 

radio active “clock” used for dating, in which 

a radioactive isotope of potassium decays 

into argon that remains trapped in the crys-

tal structure of the rock. “If you heat it up 

enough, argon moves through the crystal 

structures, and you can reset [the clock],” 

says study co-author Tim Swindle, director 

of the Lunar and Planetary Laboratory at 

the University of Arizona in Tucson. 

Searching through the literature for me-

teorites that had already been dated, the 

team found 34 samples that fit their profile: 

those with shock-heating alteration and 

ancient argon ages. A significant fraction 

of these 34 samples have ages that cluster 

around 105 million years after the solar sys-

tem began; that, the team believes, is the 

age of the moon-forming impact. 

Other scientists are excited about the 

method but worried about the small sam-

ple size. The authors used their own judg-

ment to identify meteorites with the right 

type of shock heating, and their 34 meteor-

ite samples could hail from as few as five 

or six parent asteroid bodies. “Is that really 

representative of everything the asteroid 

belt saw?” asks Sarah Stewart, a planetary 

scientist at the University of California, 

Davis. “It’s not a robust 

conclusion, but it’s a 

robust method.” 

Swindle says the new 

moon age estimate—a 

signal “strong enough 

to look like more than a 

curiosity”—will improve 

as his lab and others calcu-

late dates for more shock-

heated meteorites. And 

Bottke hopes the method 

will be used for more than 

just dates. He says mete-

oriticists should return 

to these 34 samples and 

inspect them carefully. 

Perhaps amid the veins 

of glassy materials are 

fragments of the giant impactor, or the 

proto-Earth itself.  “There may still be 

traces of the primordial Earth in the aster-

oid belt, and they may be in our meteor-

ite collections today,” Bottke says. “To me 

that’s fun.” ■

Moon-forming impact left 
scars in distant asteroids
Planetary collision dated through analysis of meteorites

PLANETARY SCIENCE

The giant impact that 

formed the moon may 

have flung copious debris 

into the solar system.

Dark impact melt (top) in a meteorite 

that fell near Chelyabinsk, Russia, may 

have been created by projectiles from 

the moon-forming impact.

Published by AAAS
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By Jocelyn Kaiser 

W
hen nature calls, about 1 billion 

people in the developing world 

still head to an open field, the 

bushes, or a body of water to def-

ecate. The practice has contributed 

to high rates of diarrheal diseases, 

especially in India, where more than half 

of people don’t use latrines. Prime Minister 

Narendra Modi, who took power last May, 

has pledged to build 111 million toilets as 

part of the Clean India mission, a sanitation 

campaign. One goal is to end open defecation 

by October 2019.

But exactly how to get there is surpris-

ingly controversial. Some nongovernmental 

organizations and government officials in 

developing countries have long pushed for 

education campaigns—teaching people about 

the health benefits of using toilets. Others ad-

vocate subsidizing latrine costs for the poor, 

but some economists argue that financial aid 

for cheap toilets could backfire by discourag-

ing those who don’t receive it from buying 

latrines on their own for a higher price. 

Now, one of the largest controlled experi-

ments to examine sanitation strategies, con-

ducted in India’s neighbor Bangladesh and 

published online this week in Science (http://

scim.ag/RGuiteras), comes down strongly in 

favor of cash. After comparing three policies 

in more than 100 villages, the authors found 

that the key to getting people to build latrines 

is to subsidize the cost. They also found that 

funding poor villagers to install latrines can 

encourage their unsubsidized neighbors to 

follow suit in a beneficial spillover effect. 

“Given the enormous emphasis Prime Min-

ister Modi has placed on eliminating open 

defecation in India, these results should be 

of great interest to [the Indian government]. 

It tells us that cutting the price of quality toi-

lets is the single most powerful instrument 

in getting people to stop defecating outside,” 

says economist Abhijit Banerjee of the Mas-

sachusetts Institute of Technology in Cam-

bridge, who was not involved in the study. 

Others caution, however, that building toilets 

doesn’t always mean people will use them or 

be healthier, or that findings in Bangladesh 

will be relevant to culturally different India.

The experiment, funded by the Bill & 

Melinda Gates Foundation in Seattle, Wash-

ington, took place in the Tanore, a poor, rural 

district in northwest Bangladesh. Although 

open defecation rates are only 3% overall 

in Bangladesh, in Tanore, about one-third 

of adults still follow the practice or use un-

hygienic latrines, such as “hanging” latrines 

that empty into waterways. Yale University 

economists Mushfiq Mobarak and James 

Levinsohn and Raymond Guiteras of the 

University of Maryland, College Park, chose 

107 villages with 18,254 poor households. 

Some villages received education on the im-

portance of sanitation, and some received 

only information on buying and installing 

a latrine. In a third program, 25% to 75% 

of villagers received vouchers through a lot-

tery. Each voucher was good for about 50% 

off the $29 to $58 cost of an installed pour 

flush latrine—a design that carries feces to a 

sealed pit. 

The vouchers made all the difference, the 

researchers found 13 months later. Educa-

tion alone or information on how to acquire 

a latrine did not significantly increase the 

portion of people who owned or had access 

to a hygienic latrine. But education plus 

vouchers resulted in significant change—for 

example, a rise in hygienic latrine ownership 

from 22% in the control group to 45% in 

villages where half the households received 

vouchers and education. The study also 

found a reduction of 14% in open defecation 

in these same villages. 

The big surprise was that even people who 

didn’t receive a voucher were more inclined 

to buy a latrine at full price if their neigh-

bors received vouchers. This effect was stron-

ger when a higher proportion of households 

received vouchers. People were also more 

likely to use their vouchers in neighborhoods 

where more households received vouch-

ers. For policymakers, the message is clear, 

Mobarak says: “If you are going to use sub-

sidies, it makes sense to allocate them in a 

coordinated manner so that many people in 

a community all get subsidies jointly.” 

Varad Pande, an economist with the Dal-

berg consulting firm in Mumbai, India, who 

has advised the Indian government and the 

World Bank about sanitation policies, says 

the results “resonate with our experience on 

the ground. … Both [subsidies and educa-

tion] need to happen in a well-orchestrated 

sequence.” To Sumeet Patil, an epidemi-

ologist and economist with the Network for 

Engineering and Economics Research and 

Management in Mumbai, the result should 

settle the debate over toilet subsidies.

But others say an encouraging result in 

Bangladesh may not say much about India, 

where the hygiene problem is much bigger. A 

survey released last year by the Research In-

stitute for Compassionate Economics (RICE) 

in New Delhi found that many Indians who 

have access to a hygienic latrine still prefer 

open defecation, particularly Hindus, who 

were not represented in the Bangladesh 

study. The reasons may involve Hindu caste 

system beliefs that allowing feces to accumu-

late in a latrine is impure and that only an 

“untouchable” can remove them, says RICE 

Executive Director Dean Spears. He adds: 

“I would just say we should be very careful 

about generalizing [the Science findings] to 

Hindu rural north India.” ■

For toilets, money matters
New work suggests that subsidies to the poor to buy 
latrines could help end open defecation

SANITATION

In Bangladesh, some people still use “hanging 

latrines” that dump feces into a body of water.

Published by AAAS
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By Dennis Normile

J
apan’s premier particle accelerator 

will soon be back in business after a 

long shutdown that frustrated entire 

physics communities. 

On 23 May 2013, a malfunction 

at the Japan Proton Accelerator Re-

search Complex (J-PARC) in Tokai, 110 

kilo meters northeast of Tokyo, directed an 

unexpectedly strong pulse of protons from 

its 50 giga-electronvolt synchrotron at a 

gold target in the Hadron Experimental Fa-

cility. Radio active vapors escaped into the 

hall and outside the building. The leak was 

minor, exposing staff to doses equivalent to 

medical x-rays, and radia-

tion was barely detectable 

at the campus bound-

ary (Science, 7 June 2013, 

p. 1155). But the entire 

lab was closed for safety 

upgrades, hitting some 

research groups harder 

than others.

The proton beam feeds 

three separate experimen-

tal halls. In addition to 

the hadron facility where 

researchers study exotic 

subatomic particles, a sec-

ond hall focuses on mate-

rials and life sciences, and 

a third is dedicated to a 

world-leading neutrino ex-

periment. The life sciences 

and neutrino experiments 

were brought back online 

a year ago. Because the leak occurred in the 

hadron hall, it faced greater scrutiny and its 

experiments suffered a more crippling delay. 

If it passes a final safety inspection scheduled 

for 17 April, the hadron facility should soon 

resume operations as well.

Shuttering the hadron work for 2 years 

“had a big impact,” says Shin’ya Sawada, a 

physicist with Japan’s High Energy Accelera-

tor Research Organization (KEK) in Tsukuba, 

which operates J-PARC along with the Japan 

Atomic Energy Agency. It “has been a very 

difficult period.” The unique facility produces 

kaons, pions, muons, and other particles and 

directs them to several specially built second-

ary beamlines. These subatomic particles are 

at the heart of questions about the formation 

of atomic nuclei immediately after the big 

bang.

When the accident occurred, several had-

ron experiments were ongoing. Some groups 

were able to publish based on limited data. 

Others were less fortunate, including a 

planned hunt for a rare form of particle de-

cay that might offer clues to one of the great 

mysteries of physics: why there is more mat-

ter than antimatter in the universe. J-PARC 

had built a beamline for the experiment, 

known as KOTO, which aimed to observe 

neutral kaons decaying into neutral pions 

plus pairs of neutrinos. This decay violates 

a symmetry between matter and antimatter 

known as charge-parity (CP) symmetry. It is 

predicted to be vanishingly rare, so an obser-

vation would upend the standard theory of 

CP violation, which alone cannot explain the 

matter-antimatter imbalance.

After nearly a decade of preparation and 

instrument development, the KOTO team 

started taking data on 18 May 2013, just 

5 days before the radiation leak shut them 

down. Taku Yamanaka, an Osaka Univer-

sity particle physicist who leads KOTO, says 

they have tried to put their downtime to 

good use, for instance by building an addi-

tional detector that screens out background 

noise and steering Ph.D. candidates to fo-

cus their theses on detector development. 

Other groups are working on related themes, 

Yamanaka says, but “we don’t have any direct 

competitors, so that’s good.”  

Scientists involved in the Tokai to Ka-

mioka (T2K) neutrino experiment were luck-

ier, though they still suffered a setback. They 

direct the proton beam from the synchrotron 

at a graphite target, which produces neutri-

nos that wing their way from J-PARC to the 

Super-Kamiokande neutrino detector, 295 

kilometers west. T2K began taking data in 

2010, but lost a year to repairs after the 2011 

Tohoku earthquake. The experiment’s pri-

mary objective was to catch muon neutrinos 

changing into electron neutrinos in flight—

a phenomenon called oscillation that holds 

clues to the vanishingly small masses of the 

three neutrino varieties. At the time of the ac-

cident, the accumulated data were “enough 

to show electron neutrino appearance,” says 

Tsuyoshi Nakaya, T2K spokesman and a 

Kyoto University physicist. T2K researchers 

announced these world-

first findings in 2013.

The synchrotron, fed 

by a newly upgraded 

linear accelerator, came 

back online last year; 

T2K began taking data 

again that May. The team 

is now studying anti-

neutrinos for insights 

into another aspect of 

CP violation. Nakaya says 

they will announce new 

results this summer. But 

the team is warily watch-

ing Fermilab’s NOνA, an 

experiment that came 

online last fall and will 

also probe CP violation. 

By delaying the Japanese 

project, the J-PARC shut-

down “brought us [into] 

severe competition with NOνA,” says Takashi 

Kobayashi, a T2K physicist with KEK. 

Investigators traced the accident to faulty 

equipment and human error in the hadron 

hall. J-PARC has added devices to mini-

mize equipment glitches, installed air-tight 

membranes on the radiation shielding sur-

rounding the beamline, and fitted exhaust 

fans with filters to prevent any radio active 

gas from escaping to the environment. 

Construction is complete; after a safety in-

spection by an independent agency, a final 

green light must come from Japan’s Nuclear 

Regulation Authority.

Yamanaka is philosophical about the delay. 

Re-establishing trust with local authorities 

and the public “is a very difficult business,” 

he says. “But I’m glad the experiment is com-

ing back online.” ■

PARTICLE PHYSICS

Japan accelerator poised to go fully operational
Closure after radiation leak ended up hampering some teams more than others

To contain any future radiation mishap, J-PARC installed an air-tight barrier topped by a rubber 

sheet and spacers (shown) in its Hadron Experimental Facility. 
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A 
prehistoric dog is about to go 

to the dentist. Ardern Hulme-

Beaman, a lanky 27-year-old Irish 

postdoc, pulls on a white face-

mask and lifts a small 5000-year-

old jawbone from a cardboard 

box. He places a gloved hand 

over one of the molars and gen-

tly tugs from side to side until 

it pops out. The jagged top of the tooth is 

yellowish white, but the roots are dirty 

brown. Hulme-Beaman powers on a drill, 

and a circular blade screeches into a root. 

The scent of burning hair fills the 

air. “That’s a good sign,” he says. “It 

means there’s DNA here.”

Hulme-Beaman has spent the 

past 6 months traveling the world 

in search of ancient dog bones 

like this one. He’s found plenty 

in this Ohio State University archaeology 

laboratory. Amid boxes stacked high with 

Native American artifacts, rows of plastic 

containers filled with primate teeth, and a 

hodgepodge of microscopes, calipers, and 

research papers, a few shoe and cigar boxes 

hold the jigsaw pieces of a dozen canines: 

skulls, femurs, mandibles, and vertebrae.

It’s all a bit of a jumble, which seems ap-

propriate for a field that’s a bit of a mess it-

self. Dogs were the very first thing humans 

domesticated—before any plant, before any 

other animal. Yet despite decades of study, 

researchers are still fighting over where and 

when wolves became humans’ loyal compan-

ions. “It’s very competitive and contentious,” 

says Jean-Denis Vigne, a zooarchaeologist at 

the National Museum of Natural History in 

Paris, who notes that dogs could shed light 

on human prehistory and the very nature of 

domestication. “It’s an animal so deeply and 

strongly connected to our history that every-

one wants to know.”

And soon everyone just might. In an un-

precedented truce brokered by two scientists 

from outside the dog wars, the various fac-

tions have started working together. With 

the help of Hulme-Beaman and 

others, they’re sharing samples, 

analyzing thousands of bones, 

and trying to set aside years of 

bad blood and bruised egos. If the 

effort succeeds, the former com-

petitors will uncover the history 

of man’s oldest friend—and solve one of the 

greatest mysteries of domestication.

CHARLES DARWIN fired the first shot 

in the dog wars. Writing in 1868 in The 

Variation of Animals and Plants under 

Domestication, he wondered whether dogs 

had evolved from a single species or from 

an unusual mating, perhaps between a 

wolf and a jackal. Decades of speculation 

followed, until in the late 1990s, genetic 

analyses finally confirmed that dogs had 

descended from gray wolves. (The two 

share 99.9% of their DNA.)

An unprecedented collaboration 
may solve one of the greatest mysteries 

of domestication

By David Grimm, in Columbus, Ohio

FEATURES

DAWN OF
THE DOG

For a video, quiz, 
and more, see 
http://scim.ag/
k9science.

MORE ONLINE
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But just when and where this transition 

happened was a mystery. In 1977, scientists 

discovered a puppy buried in the arms of 

a human under a 12,000-year-old home in 

northern Israel, suggesting that dogs were 

domesticated in the Middle East, shortly 

before people took up farming. But later 

finds—skulls recovered from Russian caves 

and from ancient encampments in Germany

—pushed canine origins back another 4000 

years, indicating that dogs accompanied 

people in Eurasia while they were still 

hunters and gatherers.

Genetic investigations have only compli-

cated the picture. A 1997 analysis of DNA 

from more than 300 modern dogs and 

wolves tallied genetic differences, aiming 

to use these as a measure of time since dogs 

began to diverge from their wolf ancestor. 

It concluded that dogs may have been do-

mesticated as early as 135,000 years ago. 

Later studies argued for a more recent 

origin—less than 30,000 years ago—but the 

exact time and location remained unclear.  

“There were lots of books written, and 

they all said something completely differ-

ent,” says Peter Savolainen, a geneticist at 

the Royal Institute of Technology in Stock-

holm. Savolainen had become interested in 

the topic in the early 1990s as a master’s 

student in a government forensics lab, 

where he set up the world’s first canine 

DNA database to help police with two un-

solved murders. Dog hair had been found 

on the bodies, and by collecting genetic 

material from 100 canines across the globe, 

he helped the officers determine the type of 

dog the murderer owned.

Savolainen knew that DNA had been used 

to pinpoint Africa as the place where mod-

ern humans emerged, and he wondered if a 

similar approach could help him home in on 

the birthplace of dogs. “Already in our small 

database, I saw a pattern,” he says. East Asian 

breeds were more genetically diverse—a hall-

mark of more ancient origins. As Savolainen 

continued to build his database, the pattern 

remained. In 2009, he published a genetic 

analysis of more than 1500 dogs from around 

the world, concluding that the animals had 

likely arisen in a region south of China’s 

Yangtze River less than 16,300 years ago—a 

time when humans were transitioning from 

hunting and gathering to rice farming. These 

early canines, his team speculated, may have 

been raised for meat. “The data are very clear 

and distinct,” he says. “For me, the basic 

question is solved.”

Not for Robert Wayne, an evolutionary 

biologist at the University of California, Los 

Angeles. The elder statesman of canine ge-

Dogs have helped humans since prehistory. Here they 

accompany a caravan transporting salt in Tibet.
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netics, Wayne began working on dog DNA 

in the early 1980s, when genetic sequencing 

was still in its infancy. Like Savolainen, he’s 

interested in where dogs came from. But the 

two have come to very different conclusions 

and have been sparring in papers and the 

press for more than a decade.

That’s largely because Wayne thinks look-

ing at modern DNA is a mistake. “We have 

this image of dogs living in our homes and 

going on walks with us,” he says. “But that’s 

not the way it was in the past.” Dogs regu-

larly interbred with wolves and canines 

from other regions—especially in China, he 

says, where traffic along major trade routes 

likely brought in breeds from Europe, the 

Middle East, and elsewhere in Asia. Any 

genetic diversity in modern Asian dogs, he 

says, may simply be a result of all of these 

far-flung animals mating. “It would be 

like concluding that humans arose in the 

United States because there’s so much ge-

netic diversity here.”

Instead, Wayne focuses more on ancient 

DNA, hoping to peer back to a time when 

dog populations were relatively isolated 

from one another. In 2013, he and his col-

leagues published the most extensive anal-

ysis of ancient dog and wolf genomes to 

date. Comparing the DNA of 18 dog- and 

wolflike bones from Eurasia and America 

to that of modern dogs and wolves from 

around the world, the study found that the 

DNA of ancient dogs most closely matched 

that of European wolves, and the DNA of 

today’s dogs most closely matched that of 

ancient wolves.

That led the group to conclude that dogs 

evolved from a now-extinct group of wolves 

in Europe, somewhere between 19,000 

and 32,000 years ago. These early dogs 

may have resembled Siberian huskies on 

steroids—their hunting prowess and abil-

ity to carry heavy loads a boon to ice age 

humans as they pursued mammoths and 

other large game across a frigid continent.

Savolainen pounced on the study, calling 

it “geographically biased” in a 2013 story 

in The New York Times, because Wayne’s 

group hadn’t used any samples from South-

east Asia. “It’s like studying the geographi-

cal origins of humans without including a 

single sample from Africa,” he says. Wayne 

shot back, saying he hadn’t included an-

cient specimens from China because there 

were none—a fact, he said, that cast further 

doubt on the view that dogs had originated 

there. “I think we’ve reached an impasse,” 

Wayne says. “We don’t interact much.”

Greger Larson holds a wolf skull at the Oxford 

Museum of Natural History (top). Ardern 

Hulme-Beaman (bottom) examines an ancient 

dog jawbone (middle). 
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Geneticists aren’t the only ones brawling. 

In 2009, paleontologist Mietje Germonpré 

reported finding an unusual skull in the 

archives of her museum, the Royal Belgian 

Institute of Natural Sciences in Brussels. 

Though the scientist who had originally un-

earthed the skull from Goyet Cave in south-

ern Belgium pegged it as a wolf cranium, 

Germonpré’s measurements indicated that 

it belonged to a dog. Radiocarbon dating 

revealed that the skull was 32,000 years 

old—so much older than other ancient dog 

remains known at the time that it could 

have finally stamped a time and place on 

canine beginnings.

Critics chomped, calling Germonpré’s 

analysis “premature” and “misleading.” 

They said the specimen, like some other 

ancient putative dog skulls, could merely 

be a strange-looking wolf. Germonpré re-

sponded that the creature may have been 

an early dog that didn’t give rise to today’s 

canines—a primitive attempt at domestica-

tion that hit a dead end. “It’s a very combat-

ive field,” she sighs. “More than any other 

subject in prehistory.”

ENTER GREGER LARSON and Keith 

Dobney. The two had met in the early 1990s 

in Turkmenistan, where Dobney and a large 

group of other British archaeologists were 

excavating an early farming village. Larson—

fresh out of college in California—showed up 

unannounced, wearing a baseball cap and 

loafers. The archaeologists, in their floppy 

hats and scruffy trousers, “thought he was 

just another preppy American,” Dobney says. 

Yet Larson quickly impressed the scientists, 

asking a volley of incisive questions about 

their work. “It was a bit irritating, but his 

enthusiasm was infectious,” Dobney says. 

Within a few days, Larson was shotgunning 

beers with his new pals. 

The two began working together a few 

years later when Larson was a Ph.D. student 

at the University of Oxford and Dobney was 

back at the University of Aberdeen, both in 

the United Kingdom. Both were interested 

in the domestication of the pig—an animal 

that, like the dog, had played a crucial role 

in early human history but whose origins 

were murky. Their initial work, based on 

modern DNA, suggested that humans had 

independently domesticated wild boar in 

several locations. But when they combined 

ancient DNA with a relatively new technique 

known as geometric morphometrics—which 

involves taking thousands of measurements 

of bones to see how their shapes differ be-

tween individuals—they discovered that a 

long history of trading and interbreeding 

had created the impression of numerous 

domestication events when there were likely 

only one or two.

S
cientists who study canine origins seem to fight about everything: where 

dogs arose, when this happened, and even the best way to find these answers. 

But there’s one thing most of them agree on: how dogs became domesticated. 

Still, it’s taken almost a century to get here, and the details are still emerging.

In 1907, the English scientist Francis Galton suggested that dogs first 

entered our lives when our ancestors nabbed some wolf pups, brought them back 

to camp, and raised them as pets. If you’ve ever seen a baby wolf, with its big eyes 

and oversized ears, the idea doesn’t seem so far-fetched—and, indeed, Galton’s 

hypothesis reigned for decades. But scientists eventually realized that domestica-

tion is a long, messy process that can take hundreds or even thousands of years. 

These early humans may have started with a cute pup, but they would have ended 

up with a wild animal. 

So what did happen? Most experts now think dogs domesticated themselves. 

Early humans left piles of discarded carcasses at the edges of their campsites—a 

veritable feast, the thinking goes, for wolves that dared get close to people. Those 

wolves survived longer and produced more pups—a process that, generation by 

generation, yielded ever-bolder animals, until finally a wolf was eating out of a per-

son’s hand. Once our ancestors realized the utility of these animals, they initiated 

a second, more active phase of domestication, breeding early canines to be better 

hunters, herders, and guardians.

A massive collaboration that’s trying to figure out where and when dogs emerged 

(see main story, p. 274) has found some intriguing insights into the second phase of 

dog domestication. A comparison of thousands of ancient dog and wolf skeletons, 

for example, has revealed flattening of the dorsal tips of ancient dog vertebrae, 

suggesting that the animals hauled heavy packs on their backs. The team has also 

spotted missing pairs of molars near the rear of the jaw in ancient dogs, which may 

indicate that the animals wore some sort of bridle to pull carts. These services, in 

addition to dogs’ hunting prowess, may have proved critical for human survival, 

potentially allowing modern humans to outcompete our Neandertal rivals and even 

eventually settle down and become farmers.

Now, a study on page 333 helps explains how man and dog took the next step to 

become best friends. Takefumi Kikusui, an animal behaviorist at Azabu University 

in Sagamihara, Japan, and his colleagues have found that when dogs and humans 

gaze into each other’s eyes, both experience a rise in oxytocin—a hormone that has 

been linked to trust and maternal bonding. The same rise in oxytocin occurs when 

human mothers and infants stare at each other, suggesting that early dogs may 

have hijacked this response to better bond with their new human family. 

The oxytocin study and the skeletal data from the new collaboration go beyond 

clarifying the origin of the family pet, says collaboration leader Greger Larson, an 

evolutionary biologist at the University of Oxford in the United Kingdom. “The 

more that we know about the process of how dogs became associated with people, 

the more we learn about the origins of civilization.” ■

How the wolf became the dog By David Grimm

A gray wolf.

Published by AAAS



“When all these dog papers started com-

ing out, we got really frustrated,” says Larson, 

now an evolutionary biologist at Oxford. “We 

felt we had done more with pigs.” He thought 

that Wayne hadn’t accurately distinguished 

between ancient wolf and dog bones and that 

his samples were too geographically limited. 

Yet he also faulted Savolainen for trying to 

use modern DNA as a window 

into the past. “It’s like a giant 

tomato soup with just one 

color,” he says. “You can’t go 

back and figure out what the 

ingredients are.”

Larson and Dobney wanted 

to take a lesson from their 

pig work—analyzing as many 

samples as possible from as 

many places as possible and 

combining ancient DNA an-

alysis with geometric morpho-

metrics. But in order to do 

this, they were going to have 

to bring everyone together.

Money proved a great mo-

tivator. Though dogs loom 

large in the public con-

sciousness, they don’t tend 

to loosen the purse strings 

of funding organizations. 

As a result, many scientists 

work on them as only a 

hobby or side project, piggy-

backing on funding from 

other grants. But Larson and 

Dobney made a strong case 

to European funding agen-

cies in 2012, arguing that 

the domestication of dogs 

set the stage for taming an 

entire host of plants and ani-

mals. “We said, without dogs 

you don’t have any other domestication,” 

Larson says. “You don’t have civilization.” 

The approach worked. The duo secured 

$3 million and began calling people up. 

“We told them, ‘We’re going to do this. We 

have the finances. We want you on board,’ ” 

Larson says. His personality helped. “Every-

body likes him,” Dobney says. “People don’t 

see him as a rival.” Larson also took ego out 

of the equation. “I told everyone, ‘I don’t 

give a shit where I am as an author on these 

papers—I just want to get them out.’ ”

By the end of 2013, Larson and Dobney 

had attracted 15 collaborators, including 

Wayne, Savolainen, and Germonpré. In a 

2-day conference in December, they ham-

mered out the details of 

the project. “You could feel 

the tension in the room,” 

Dobney recalls. But Larson 

soothed the small crowd. 

“Everything is water under 

the bridge,” he told them. 

“We all have a stake in this.”

Savolainen was intrigued 

by the opportunity to delve 

into new data sets. “There’s 

always more to learn,” he 

says. And Wayne was ex-

cited to analyze more 

samples. “Greger won the 

trust and confidence of a 

lot of people,” he says. “That’s 

a real skill.” Now, they just 

had to get their hands on 

thousands of bones.

BACK AT OHIO STATE, 

Hulme-Beaman is drilling 

into a second dog molar, but 

this time he seems nervous. 

The tooth has a hairline 

crack, and he’s worried it will 

fracture or explode: precious 

DNA lost in the dust, an irre-

placeable museum specimen 

destroyed. But he gets lucky; 

the root saws clean off, and 

the rest of the molar remains 

intact. Hulme-Beaman plugs 
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Wolf versus dog
Traditionally, researchers used the traits below to distinguish wolves from 
dogs, but geometric morphometrics may reveal new nuances.

A dog skull sits on a disk, 

as scientists prepare to 

photograph it for geometric 

morphometrics.

Dogs have a relatively 

shorter snout.

The wolf snout slopes 

down gently, whereas 

the dog snout has a kink 

in front of the eyes.

Canines are generally

smaller, finer in dogs.

Wolf teeth tend to be 

less crowded.

Wolf

Dog
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the tooth back into its man-

dible and slots the root into 

a tiny Ziploc bag, where it 

will be shipped to the United 

Kingdom for genetic analy-

sis. “That’s about as good as 

it can go,” he exhales.

The postdoc has made 

11 trips as one of the dog 

collaboration’s two main 

sample hunters, traveling 

from his home base at the 

University of Aberdeen to 

other universities, muse-

ums, and even private col-

lections. “I’m on a plane or 

train every 2 to 3 weeks,” 

he says. He’s probed wolf 

skulls in Serbia, cradled 

dog bones in Sweden, and 

scoured the archives of the 

Smithsonian Institution in 

Washington, D.C. Most of 

the destinations come from 

scanning the scientific lit-

erature, talking to experts, 

and putting up posters at 

professional and amateur 

archaeology conferences. 

“There’s a huge amount 

that’s hidden in desk draw-

ers,” he says.

Hulme-Beaman is at Ohio

State because of a call 

Larson received from Paul 

Sciulli, a retired physical 

anthropologist who heard 

about the collaboration. He 

told Larson he had access 

to a bunch of ancient Na-

tive American dogs, some of 

which he had dug up him-

self in unexpected places. “There are sites 

where you find nothing,” says Sciulli, who 

has swung by to check on Hulme-Beaman’s 

progress. “No houses, no signs of village 

life. Just graves. And it’s just people and 

dogs.” Most of the dogs were about the size 

of beagles, and some were buried with their 

owners, one under a person’s arm. “These 

weren’t wild animals,” he says. “They were 

part of the family.” 

Sciulli watches as Hulme-Beaman moves 

on to another specimen, gingerly removing 

a yellow-brown cranium the size of a pine-

apple from a plastic bag. He places the sam-

ple on a record-size disk, beneath a camera 

attached to a jointed mechanical arm. Then 

he slowly rotates the disk, snapping a pic-

ture every 2 seconds as the images appear 

on a nearby laptop. “We’re tricking the 

computer into thinking that we’re walking 

around the object,” he explains. By the time 

the disk has done a 360, he has taken more 

than 200 shots, and a three-dimensional 

rendering of the skull pops up on the screen, 

rotating to expose every nook and cranny—

a carbon copy cranium Hulme-Beaman can 

bring anywhere.  

The computer can now do something 

no archaeologist can: perform geometric 

morphometric analysis of the skull. The 

thousands of measurements it will take 

will go far beyond mere length and width 

to determine actual shapes: the precise cir-

clets of eye sockets, the jut and jag of every 

tooth. Ancient DNA, Hulme-Beaman says, 

can tell you where an animal came from, 

but only such morphometric data can show 

you domestication in progress—the sharper 

angling of the snout, for example, that took 

place as wolves morphed into dogs. 

“For the first time, we’re going to be able 

to look at some of these strange skulls like 

the Goyet skull and figure out how strange 

they really are,” he says. “Are they wolves 

becoming dogs, or are they 

just unusual wolves?” Com-

bining the two approaches, 

he says, should allow the 

collaboration to home in on 

just where dogs came from—

and when this happened. 

“Archaeology is story-

telling,” Hulme-Beaman says. 

“I think we’re going to be 

able to tell a great story.” 

AT THE END OF THE DAY, 

Hulme-Beaman packs up his 

laptop and samples and pre-

pares for his next trip, likely 

to Istanbul. Sciulli suggests 

a detour, mentioning a mu-

seum in Cleveland that has 

“hundreds of bones” from a 

local site; he says he can put 

the curator in touch. Hulme-

Beaman looks tired, but he 

smiles. “Sure,” he says, “give 

me his number.”

A continent away, Larson 

and Dobney have contin-

ued to make phone calls. 

Their collaboration has 

now swelled to 50 scientists 

from around the world—

experts on dogs, domestica-

tion, zooarchaeology, and 

genetics. Larson estimates 

that the team has analyzed 

more than 3000 wolf, dog, 

and mystery specimens 

so far, and he expects the 

group to submit its first pa-

per this summer. “I’ve been 

really encouraged by how 

everyone has been getting 

along,” he says. “We have a lot more in com-

mon than we thought.”

Larson feels confident that the work will 

solve the mystery of dog domestication 

once and for all, though some experts aren’t 

so sure. Just throwing a lot of data at an 

enigma won’t necessarily unravel it, warns 

Richard Meadow, the director of the zoo-

archaeology laboratory at Harvard Univer-

sity’s Peabody Museum. “The more samples 

you get, the more complicated things get.” 

And Hulme-Beaman points out that even if 

there is an answer, it’s likely to disgruntle 

some of the collaborators. 

Still, the formerly warring camps seem 

sanguine. “I’m willing to accept a different 

result,” Savolainen says. “If I’m wrong, it will 

be a bit embarrassing,” he laughs, “but sci-

ence is about trying to find the truth.” Wayne 

agrees. “Even if what we find contradicts my 

hypothesis, I’d be very happy,” he says. “I just 

want an answer.” ■

The skeletons of a human and dog (upper left)  discovered underneath a 12,000-year-old 

home in northern Israel are early evidence of the human-canine bond.
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Look into my eyes. Changes in oxytocin 

concentration in a dog might elicit similar 

changes in a human and vice versa.

PERSPECTIVES

          T
ens of thousands of years ago, a wolf-

like predator gave rise to a more 

docile lineage, which soon became 

our trusted fireside companions ( 1). 

How did dogs become so embedded 

in human societies? Why do we feel 

genuine friendship, love, and social at-

tachment in our relationships with dogs? 

On page 333 in this issue, Nagasawa et al. 

( 2) reveal a powerful mechanism through 

which dogs win our hearts—and we win 

theirs in return.

Until recently, most research on human 

social and cognitive evolution concentrated 

on our closest primate relatives. Mean-

while, sitting at our feet was a remarkable 

case of evolutionary convergence. Inspired 

by developmental psychologists studying 

human infants, comparative psychologists 

began studying family dogs. It quickly be-

came apparent that dogs have much more 

to tell us about cognition, and ourselves, 

Oxytocin facilitates social connections between humans and dogs

EVOLUTION

than many might have imagined (3). This 

is particularly true when it comes to how 

dogs understand the social world. Even 

as puppies, dogs spontaneously respond 

to cooperative human gestures, such as 

pointing cues, to find hidden food or toy 

rewards. By contrast, great apes must have 

extensive experience with people to show 

similar skills (4). This use of social cues 

extends to a wide range of social gestures, 

including gaze direction and even the use 

of arbitrary communicative markers. Such 

Dogs hijack the human bonding pathway
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abilities provide humans with a social 

foundation for word learning, another area 

in which dogs have been surprisingly adept 

( 5). Incredibly, dogs’ attention to social in-

formation leads not only to skillful problem 

solving, but also to the same socially medi-

ated errors that young children make. For 

example, both dogs and children are likely 

to interpret eye contact as communicative, 

even in contexts when it is not ( 6). Thus, 

dogs exhibit many of the same cognitive 

flexibilities and biases that characterize our 

own species.

The domestication hypothesis suggests 

that humanlike tendencies in dogs are the 

result of selection for easygoing tempera-

ments, which allowed dogs to interact with 

humans much like conspecific partners 

( 7). Direct comparisons with wolves show 

that like great apes, but unlike dog pup-

pies, wolves are only skilled with human 

gestures when heavily socialized. Unlike 

dogs, wolves—who do not expect humans 

to be cooperative social partners—do not 

look to humans for help when faced with an 

unsolvable problem ( 8). Wolves also ignore 

the ostensive social cues that lead human 

infants and dogs to make predictable errors 

in certain cognitive tasks ( 6). Therefore, the 

evidence to date suggests that the set of 

unusual traits found in dogs is not simply 

inherited from wolves.

If dog psychology was shaped by domes-

tication, what biological mechanisms were 

affected? How do these mechanisms make 

possible an interspecies relationship that is 

surprisingly successful from an evolution-

ary perspective? The neuropeptide oxytocin 

has long been known for its role in affili-

ative social behavior, and the formation of 

bonds between members of a species. But 

can oxytocin facilitate social relationships 

between species? Comparisons of humans 

and dogs before and after they interact with 

each other have revealed notable increases 

in circulating oxytocin, as well as endor-

phins, dopamine, and prolactin, in both 

species ( 9). In addition, exogenous admin-

istration of oxytocin causes dogs to initiate 

more social contact with other dogs and 

humans ( 10), and allows dogs to tune into 

human social cues even more faithfully ( 11). 

These findings suggest not only an interspe-

cies effect of oxytocin, but also the exciting 

possibility of a feedback loop—that is, shifts 

in oxytocin concentration in a dog might 

elicit similar changes in a human and vice 

versa—just as is seen when a mother bonds 

with her infant.

Nagasawa et al. report the strongest test 

yet of the idea that humans and dogs are 

locked in an oxytocin feedback loop that 

is mediated in part through mutual gaze—

sustained eye contact between human and 

dog (see the figure). The authors observed 

30 dog owners (24 female, 6 male) interact-

ing with their dogs (15 females and 15 males 

of varying breeds and ages) and measured 

changes in both the dogs’ and owners’ uri-

nary oxytocin concentrations before and af-

ter the two interacted. In previous work, the 

authors found that owners who report the 

highest relationship satisfaction with their 

dogs also have dogs who maintain mutual 

gaze with them the most ( 12). Nagasawa et 

al. demonstrated that dog owners whose 

dogs gazed at them the most had the largest 

change in urinary oxytocin after interact-

ing with their canine companions ( 2,  12). 

Their dogs, in return, experienced a similar 

oxytocin increase, the magnitude of which 

correlated with that of the owner. When 

they carried out a similar experiment with 

wolves, there was no evidence of this type of 

relationship, even though the wolves were 

tested with the people who had raised them 

as pups.

But is there a causal relationship between 

mutual gazing and oxytocin release? Naga-

sawa et al. administered oxytocin to a new 

group of dogs before they interacted with 

their owners. Not only did the authors see 

an increase in the extent of mutual gaze 

between owners and dogs, but they also 

detected an increase in oxytocin in the dog 

owners as a result. Oxytocin administered 

to dogs increased oxytocin concentration 

in their owners through increased mutual 

gaze—however, this effect occurred only 

with female dogs. Collectively these findings 

mirror studies demonstrating that oxytocin 

administration to human parents can have 

parallel effects in their infants, as a result of 

increased affiliative parental behavior ( 13).

Evolution is notoriously thrifty, often re-

cycling old mechanisms for new purposes. 

Nagasawa et al.’s findings suggest that 

dogs have taken advantage of our paren-

tal sensitivities—using behaviors such as 

staring into our eyes—to generate feelings 

of social reward and caretaking behavior. 

Because these processes are bidirectional, 

dogs themselves likely experience similar 

rewards, ensuring that the feedback loop 

is propagated. From an evolutionary per-

spective, the challenge for dogs may sim-

ply have been to express a behavioral (and 

morphological) repertoire that mimicked 

the cues that elicit caregiving toward our 

own young. Indeed, these juvenile charac-

teristics of dogs are known to carry a se-

lective advantage with respect to human 

preferences ( 14). Once dogs were capable of 

eliciting such responses in humans, inter-

specific bonds could be maintained through 

the feedback loop, which originally evolved 

to promote bonding between mother and 

child. Recent brain imaging studies have 

also demonstrated that when human moth-

ers view images of their child or their dog, 

a common network of brain areas related to 

emotion, reward, and affiliation is activated 

( 15). Thus, diverse aspects of our biology ap-

pear to be tuned into dogs and children in 

remarkably similar ways.

If they stand the test of time, the impli-

cations of these findings are far-reaching. 

In addition to providing clues about how 

dogs became a part of human history, the 

results also help to elucidate the proximate 

mechanisms through which our relation-

ships with dogs may be salubrious. For ex-

ample, the benefits of assistance dogs for 

individuals with autism or posttraumatic 

stress disorder—conditions for which oxy-

tocin is currently being used as an experi-

mental treatment—may arise partly through 

these social pathways. Thus, an important 

future challenge will be to probe the extent 

to which these findings generalize to diverse 

populations. In the meantime, Nagasawa et 

al. have provided more evidence that when 

your dog is staring at you, she may not just 

be after your sandwich.        ■   
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          A
lthough hundreds of viruses are 

known to cause human disease, anti-

viral therapies are approved for fewer 

than 10. Most approved antiviral 

drugs target viral enzymes, most com-

monly proteases and polymerases. 

Such direct acting antivirals (DAAs) have 

shown considerable success in the treat-

ment of HIV and hepatitis C virus (HCV) 

infections. However, this approach does not 

scale easily and is limited particularly with 

respect to emerging and reemerging viruses 

against which no vaccines or antiviral ther-

apies are approved.

A major limitation of the commonly de-

veloped DAAs is their narrow spectrum of 

coverage. Given an average cost of over 2 

billion dollars and an 8- to 12-year timeline 

to develop a new drug ( 1), targeting viruses 

individually makes drug development 

expensive and slow. Moreover, given the 

unpredictable nature of virus emergence, 

this approach cannot provide adequate 

global health protection and national se-

curity preparedness. Finally, resistance to 

conventional DAA monotherapy typically 

emerges rapidly.

Emerging and reemerging pathogens for 

which no specific, licensed treatments ex-

ist include the flavivirus dengue, estimated 

to infect 400 million people annually; the 

coronaviruses SARS-CoV and MERS-CoV, 

associated with outbreaks of severe acute 

respiratory syndrome in 2002 and Middle 

East respiratory syndrome in 2012, respec-

tively; and the filovirus Ebola, responsible 

for the current large-scale epidemic in 

Africa. There is an urgent need for novel 

drugs against these and many other viral 

diseases. This need is unlikely to be met 

solely by the prevailing drug-development 

approach.

Broad-spectrum drugs can play a role 

in addressing this need (see the figure). 

They drastically reduce the time and cost 

associated with the early stages of drug 

development per approved indication and 

diminish the clinical risks in the more ad-

vanced phases. Off-label use of approved 

broad-spectrum antivirals against new viral 

indications can provide further economic 

incentives as well as facilitate readiness for 

future outbreaks of emerging pathogens. A 

broad-spectrum therapeutic could also be 

administered before a viral threat has been 

accurately diagnosed, increasing likelihood 

of viral control.

The concept of broad-spectrum antivi-

rals was first introduced in the 1970s with 

the discovery of ribavirin, which inhibits 

viral RNA or DNA synthesis as one of its 

mechanisms of action. Ribavirin was re-

ported to benefit the resolution of many 

emerging viral infections preclinically ( 2) 

but yielded marginal to no benefit in the 

clinic. In the U.S., ribavirin is commonly 

administered together with DAAs or the 

soluble immune factor interferon for HCV 

treatment. Although interferon is active 

against most vertebrate-infecting viruses 

( 3), it has shown partial success rates in the 

clinic, requires intramuscular injections, 

has serious side effects, and is expensive.

More promising, next-generation nucle-

otide and nucleoside analogs have been 

recently developed. For example, the syn-

thetic adenosine analog BCX4430 inhibits 

replication of more than 20 RNA viruses in 

nine families, including coronaviruses and 

flaviviruses, both in vitro and in animal 

models ( 4). It protects nonhuman primates 

from filovirus disease and has a favorable 

preliminary preclinical safety 

profile. T-705 (favipiravir), an-

other nucleoside analog, also 

has in vitro and in vivo effi-

cacy against several RNA viral 

families ( 5). Human trials for 

the treatment of both influenza 

and Ebola with T-705 are ongo-

ing. CMX001 (brincidofovir), a 

lipid conjugate of the nucleotide analog ci-

dofovir, shows in vitro activity against mul-

tiple DNA viruses, including herpesviruses 

and papillomavirus ( 6). It has a favorable 

pharmacokinetic profile and has advanced 

to phase III trials. However, because of the 

extensive sequence and structural diver-

sity of virally encoded proteins, design of 

broad-spectrum DAAs is seldom feasible. 

Thus far, only one class of molecules, nu-

cleoside inhibitors, has shown promise in 

the clinic.

A different broad-spectrum antiviral 

strategy is to target the host (see the fig-

ure). Host proteins or pathways required 

by multiple viruses are attractive targets for 

broad-spectrum antivirals, with an often 

added benefit of a higher genetic barrier 

to resistance. The most clinically advanced 

representatives of this class are the cy-

clophilin A inhibitors DEB025 (alisporivir) 

and SCY-635 ( 7). These compounds act in 

a multifaceted way that includes impair-

ing protein folding and augmenting innate 

immune responses. They inhibit a diverse 

group of RNA and DNA viruses, including 

HCV, dengue virus, HIV, influenza, and 

SARS-CoV, both in vitro and in animal 

models, and have shown promise as anti-

HCV drugs in phase II/III trials.

Endoplasmic reticulum α-glucosidase is 

another host protein that serves as a broad-

spectrum antiviral target. Glycoproteins of 

many enveloped viruses depend on host 

glucosidases to achieve proper folding. 

Iminosugars, such as celgosivir, are com-

petitive substrates for α-glucosidases with 

activity against multiple unrelated viruses 

both in tissue culture and in rodents ( 8). 

Little to no efficacy has been found thus far 

with celgosivir in clinical studies, but fur-

ther investigation of glucosidase inhibitors 

is warranted.

Repurposing approved drugs that target 

host functions required by several viruses 

is a cost- and time-effective route to broad-

spectrum antivirals. One area 

of investigation targets host 

factors involved in regulating 

intracellular viral trafficking. 

For example, the host kinases 

cyclin G associated kinase 

(GAK) and AP2-associated pro-

tein kinase 1 (AAK1) regulate 

viral trafficking during entry, 

Combating emerging viral threats
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“One drug, multiple bugs”
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“One drug, one bug”

assembly, and release of unrelated viruses 

(9). The approved anticancer drugs erlo-

tinib and sunitinib potently inhibit GAK 

and AAK1, respectively, and show in vitro 

activity against HCV, several flaviviruses, 

Ebola virus, and HIV (9). The combination 

of erlotinib and sunitinib protects mice 

from lethal dengue and Ebola virus chal-

lenges and is being advanced into clinical 

trials for dengue and Ebola. The kinase in-

hibitors dasatinib, imatinib, and nilotinib 

are additional approved anticancer drugs 

with broad antiviral activity ( 10,  11).

Another drug that may be repurposed 

is nitazoxanide, approved by the U.S. Food 

and Drug Administration (FDA) for the 

treatment of parasitic diarrhea. It inhib-

its replication of respiratory viruses, HIV, 

HCV, flaviviruses, and other viruses and 

has reduced the duration of flu symptoms 

in clinical studies ( 12). Nitazoxanide blocks 

maturation of the influenza hemagglutinin, 

but the target remains unknown. Further 

approved drugs whose therapeutic poten-

tial against emerging viruses is being eval-

uated include chloroquine, an antimalarial 

agent ( 13), and cholesterol-lowering drugs, 

like statins ( 14).

Focusing on host functions is a useful ex-

pansion of potential antiviral drug targets, 

but this approach faces its own challenges. 

Cellular proteins function in a complex 

network of interactions, and a complete 

understanding of the drug’s mechanism of 

action is often elusive. Moreover, the antivi-

ral effect observed in vitro often cannot be 

reproduced in vivo. Toxicity is another ma-

jor concern. Nevertheless, it may be feasible 

to identify a therapeutic window where 

the drug level is sufficient to inhibit viral 

replication with minimal cellular toxicity. 

Furthermore, shifting from an indication 

requiring long-term therapy (e.g., months to 

years for cancer) to a shorter duration suf-

ficient to treat most acute viral infections 

can help limit toxicity. Emergence of resis-

tance typical of DAA monotherapy can also 

complicate treatment with host-targeted 

approaches, as in the case of the chemokine 

receptor 5 (CCR5) antagonist maraviroc 

( 15). Nevertheless, the time to resistance 

with other host-targeted approaches ap-

pears longer and the level of resistance 

lower than with DAAs, as exemplified by 

treatment with cyclophilin inhibitors ( 7).

Taken together, meeting the clinical 

needs presented by emerging viruses will 

best be achieved by a combinatorial ap-

proach that includes discovery of novel 

broadly acting DAAs and host-targeted 

therapies as well as repurposing of already 

approved drugs.          ■
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Toward broad-spectrum antivirals. Antiviral drugs that 

selectively inhibit unique viral proteins provide a “one 

drug, one bug” solution (left), whereas broad-spectrum 

drugs can restrict multiple viruses by inhibiting either 

common viral enzymatic functions or host factors 

commonly required by several viruses (right). Each 

panel depicts specific stages of the viral life cycle (bold) 

often targeted by the two classes of drugs. Examples 

of broad-spectrum compounds are connected to the 

corresponding targeted proteins or pathways by blunt 

arrows. CypA, cyclophilin A.
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          T
issues rely on fibroblasts to produce 

and distribute extracellular matrix 

(ECM) proteins that provide crucial 

structure and organization for other 

resident cells. Although their pres-

ence is imperative to normal tissue 

morphogenesis and maintenance, these 

mesenchymal cells are frequently over-

looked as “merely” ubiquitous supportive 

cells or uniformly vilified because of their 

role in aberrant connective tissue deposi-

tion that can occur during wound healing 

or reactive fibrosis. Consequently, the study 

by Rinkevich et al. on page 302 of this issue 

( 1), teasing apart the embryonic origins, 

molecular profiles, and functional capaci-

ties of discrete fibroblast lineages within 

adult skin, turns a thought-provoking spot-

light on these unassuming cells and paves 

the way for future studies with potentially 

important clinical implications.

Historically, skin fibroblast heteroge-

neity has been solely described in terms 

of localization within the skin; papillary 

fibroblasts sit close to the epidermis, the 

outer epithelial layer of skin, as opposed 

to reticular fibroblasts residing deeper 

in the dermis, both distinct from hair fol-

licle–associated mesenchymal cells ( 2– 4). 

Each region has largely been defined by 

morphology and/or localization of specific 

protein markers. By a relatively early stage 

of development, postnatal skin fibroblasts 

have already acquired a positional identity 

that they maintain after transplantation 

( 5). In a break from tradition, the two main 

fibroblast populations identified by Rinkev-

ich et al. are initially defined on the basis of 

their embryonic ancestry and are peppered 

throughout the entire dermis.

The authors found these cells by taking an 

inclusive inventory of mainly connective tis-

sue cells in a preparation of digested dermis 

from mice, with a twist: All cells originating 

from Engrailed1 (En1)–expressing progeni-

tors had been permanently labeled by re-

combination-mediated activation of a green 

fluorescent protein (GFP) reporter. En1 is a 

homeobox transcription factor transiently 

expressed by cells of the central dermomyo-

tome, a derivative of embryonic mesodermal 

segments or somites along the head-to-tail 

axis, and their progeny are known to con-

tribute to the dorsal dermis in addition to 

other organs ( 6). Flow cytometry enabled 

Rinkevich et al. to account for and disregard 

hematopoietic, endothelial, and epithelial 

cells from their dermal preparations using 

a negative gating strategy also famously uti-

lized in studies of hematopoietic stem cells 

( 7) but not generally used for studies of het-

erogeneous skin cell populations. By weeding 

out cells that are not fibroblasts, the authors 

avoided preselecting for any fibroblast sub-

set. Using single-cell and population-level 

gene analysis of freshly isolated cells, they de-

termined that of the dermal cells remaining, 

both GFP-positive and -negative fractions are 

enriched for fibroblasts according to canoni-

cal marker expression.

Despite fundamental similarities be-

tween the two populations, the En1-lin-

eage fate-mapped cells are distinguished 

by their unique expression of select genes 

and their proclivity to produce and deposit 

extra-cellular collagens during normal 

skin development. More 

remarkably, when the au-

thors challenged their two 

fibroblast lineages by en-

gineering situations that 

call for ECM expansion, 

including wound healing 

( 8), a melanoma-associ-

ated stromal response ( 9), 

or radiation-induced fi-

brosis ( 10), they observed 

collagen production exclu-

sively from En1-derived 

cells. It therefore appears 

that this discrete lineage 

of fibroblasts carries fibro-

genic potential, which the 

authors confirmed when 

they genetically ablated 

these cells and observed 

a significant decrease in 

connective tissue deposi-

tion during wound heal-

ing and tumor response.

Concurrently with in-

vestigating heterogeneity 

between dorsal skin fibro-

blasts, Rinkevich et al. explored separate 

lineages from oral and cranial skin that 

appear to function similarly in that they 

are primarily responsible for ECM deposi-

tion in their respective regions. Isolation 

and genome-wide expression analyses re-

vealed distinctions among scar-forming 

oral, cranial, ventral, and dorsal fibroblasts 

that were mirrored by functional studies. 

For example, in local wound-healing as-

says, the authors observed that fibrogenic 

cells within the oral cavity respond by pat-

terning connective tissue with appreciably 

less collagen than scars observed in dorsal 

skin. In cross-transplantation assays, in 

which dorsal fibroblasts work to heal oral 

wounds and vice versa, the authors noted 

that donor cells manufacture scars that are 

structurally faithful to their original loca-

tion. These results are reminiscent of stud-

ies describing the “positional memory” of 

fibroblasts native to distinct adult and fetal 

tissues with defined gene expression pro-

files and functional capacity ( 11).

Although the findings of Rinkevich et 

al. are intriguing, perhaps equally exciting 

are the areas of future research they sug-

gest. First, because ~70% of adult dermal 

fibroblasts are En1-derived, it is tempting 
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A scar is born: Origins of fibrotic skin tissue
DEVELOPMENTAL BIOLOGY

A fibroblast lineage is characterized by an inherent ability to form scar tissue in skin
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populates skin with age and is responsible for extracellular matrix production 

in multiple developmental and pathophysiological scenarios.
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          S
pinal cord injury is a debilitating con-

dition. Axons of nerve cells are sev-

ered, resulting in a range of deficits, 

including the loss of voluntary move-

ments and sensation. Failure of axonal 

regeneration after such an injury may 

be partly explained by a decreased intrinsic 

capacity for neuron growth, especially at the 

lesion site ( 1). On page 347 in this issue, Rus-

chel et al. ( 2) show that this inhibition can be 

overcome with a small molecule that can be 

injected into the body cavity, cross the blood-

brain barrier, and reach the central nervous 

system. The drug, epothilone B, stabilizes 

microtubules in extending axons, thereby 

promoting spinal cord regeneration.

Upon approaching the glial scar at the 

lesion site of the spinal cord, the tips of re-

generating axons form swollen dystrophic 

growth cones ( 3). These were first described 

as “sterile clubs” by the neuroscientist and 

Nobel laureate Ramón y Cajal, who also be-

lieved that they persisted only briefly in a 

quiescent state before the axon “died back” 

to a sustaining collateral (now defined as a 

branch off the main axon that feeds back 

onto the neuron’s cell body) ( 4). By con-

trast, Ruschel et al. describe how dystrophic 

growth cones remain in the injured human 

spinal cord for a remarkable 42 years after 

injury. Advances in in vivo imaging have 

also revealed that, for a time, dystrophic 

growth cones are dynamic and can regener-

ate in a more accommodating environment 

( 5). Moreover, dystrophic growth cones 

eventually form synaptic-like relationships 

with oligodendrocyte precursor cells in the 

lesion core, enabling them to persist for 

long periods ( 6,  7).

Electron micrographs of adult rats with 

spinal cord injury illustrated that dys-

trophic growth cones are bloated with 

disorganized microtubules arranged in 

nonparallel networks ( 8). To better under-

stand the internal machinery of dystrophic 

growth cones and determine whether they 

are malleable, earlier studies assessed the 

effects of the anticancer drug paclitaxel 

(Taxol). Paclitaxel belongs to the taxane 

family of drugs that targets tubulin. It 

stabilizes microtubule polymers and pro-

tects them from disassembly. Suppression 

of microtubule dynamics thus interferes 

with cellular processes such as cell divi-

sion and cell motility. Indeed, it was shown 

that caged Taxol (which could be activated 

in a restricted area) specifically stabilized 

the dystrophic growth cone microtubule 

cytoskeleton in cultured rat neurons, and 

that this was sufficient for axon forma-

tion ( 9). This effect was reversed with no-

codazole, a microtubule-destabilizing drug 

( 8,  9). Intrathecal delivery (injection into 

the spinal fluid) of Taxol following a dorsal 

hemisection of the rat spinal cord also pro-

moted microtubule stabilization, allowing 

increased axonal penetration through the 

glial scar ( 10). Taxol additionally decreased 

the ability of transforming growth factor–

β1 to adversely affect rearrangement of the 

cytoskeleton in astrocytes, which reduced 

scarring induced by spinal cord injury ( 10).

Using a more clinically relevant microtu-

bule stabilization strategy as a putative spi-

nal cord injury therapy, Ruschel et al. tested 

epothilone B in different rat models of spi-

nal cord injury. Epothilone B also targets 

tubulin, but is a member of a different fam-

ily of drugs. Unlike Taxol, it penetrates the 

blood-brain barrier, as seen through mass 

spectrometry analysis of rat spinal cord tis-

sue after intraperitoneal delivery (injection 

into the body cavity). Ruschel et al. found 

that by stabilizing microtubules, epothi-

lone B enhanced axon regeneration and 

ultimately improved sensorimotor function 

in an injured rat, boosting intrinsic axo-

nal growth while reducing axon-inhibitory 

scarring after injury.

Systemically treating spinal 
cord injury

By Amanda P. Tran and Jerry Silver   

A drug that crosses the blood-brain barrier has therapeutic 
potential for central nervous system trauma
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“…there are currently no 
drugs approved…to treat this 
traumatic injury that allow 
for functional recovery.”

to speculate that such a broadly represented 

population contains further subsets of spe-

cialized fibroblasts. Furthermore, it is not 

entirely clear how this large population orig-

inates from a very small pool of precursors 

in skin at early embryonic time points, nor 

where other fibroblast-type, mesenchymal 

cell subsets fit into their lineage partition, 

such as hair follicle–associated dermal pa-

pilla and sheath cells and vascular smooth 

muscle cells. In addition, the results of this 

study focus primarily on the fibrogenic ac-

tivity of En1-lineage–positive cells, leaving 

us to wonder about the origins and purpose 

of the lineage-negative cells that constitute 

at least 30% of adult skin fibroblasts.

Finally, the authors used a cell surface 

marker screen to identify CD26/Dpp4 as a 

unique label for En1 fate-mapped fibrogenic 

fibroblasts in adult skin. Subsequent experi-

ments revealed that prospectively isolated 

adult CD26+ mesenchymal cells primar-

ily contributed ECM components during 

wound-healing and tumor response assays. 

More intriguingly, the authors observed a 

slight but significant difference in fibrogenic 

gene expression between CD26� and CD26� 

fibroblasts that was greatly exacerbated by 

a wounding assay stimulus. Thus, although 

fibroblasts from separate lineages are intrin-

sically similar at baseline, they are unique 

in their individual transcriptional and func-

tional responses to signals from within the 

greater milieu of the skin.

Not only is CD26/Dpp4 useful for isolat-

ing or identifying fibrogenic cells in situ, 

but the discovery is also clinically relevant. 

Dpp4 signaling itself appears to coordinate 

fibrogenic activity, and the authors could 

mitigate scar size during healing by apply-

ing a specific Dpp4 inhibitor to wound sites. 

This discovery has far-reaching implications 

for drug development, provided the observa-

tion proves relevant to wound healing in hu-

man skin as well. Furthermore, the utility of 

Dpp4 as a marker or druggable target might 

also be applicable to studying or treating fi-

brosis in organs outside of the skin.          ■
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Without epothilone B

With epothilone B

Scarring

Fibroblasts

Microtubules in 

dystrophic growth cone

Lesion in dorsal spinal cord

Fibroblasts proliferate after spinal cord in-

jury and contribute to scarring ( 11). Ruschel 

et al. observed that epothilone B attenuated 

fibrotic scar formation in vivo and propose 

that the effect may be due to the drug’s ability 

to decrease fibroblast migration. Fibroblasts 

surrounding the edge of the dorsal hemisec-

tion lesion displayed a rounder shape and an 

increase in stabilized tubulin when exposed 

to the drug. Why is the drug’s effect on fibro-

blasts seemingly opposite from its effect on 

neurons? The authors propose the difference 

may be due to epothilone B’s interactions 

with tau, a microtubule-associating protein 

enriched in neurons.

Even more impressive is the ability of 

epothilone B to drive axon outgrowth (in 

vitro) across classically inhibitory sub-

strates such as Nogo-A, chondroitin sulfate 

proteoglycans, and semaphorin 3A (an ef-

fect that was abolished with nocodazole). 

Injection of epothilone B into the rat body 

cavity after dorsal column transection 

transformed dystrophic growth cones into 

regenerating axons that could more readily 

penetrate the scar compared to injured ani-

mals injected with a control. After spinal 

contusion injury, epothilone B treatment 

increased sprouting of neurons containing 

the neurotransmitter serotonin. Interest-

ingly, the addition of a serotonin antagonist 

abrogated gains in sensorimotor function, 

further substantiating the importance of 

this neuronal subtype in functional re-

covery after spinal cord injury ( 12). How 

serotonergic neurons respond to different 

treatments, including microtubule stabili-

zation, and how they robustly sprout after 

injury remain pressing questions.

The value of epothilone B treatment after 

spinal cord injury lies in its ability to mod-

ulate both the inhibitory scar environment 

and the regenerating potential of neurons 

in a noninvasive manner (see the figure). 

The dual effects point to the potential of 

combinatorial strategies to target more 

than one underlying problem of a given 

condition, such as spinal cord injury. More-

over, systemically delivered drugs represent 

the next frontier of research in therapies for 

injuries of the central nervous system.

Aside from drugs that manage symptoms 

caused by spinal cord injury, there are cur-

rently no drugs approved by the U.S. Food 

and Drug Administration to treat this trau-

matic injury that allow for functional recov-

ery. The systemic delivery of a drug such as 

epothilone B could therefore be a turning 

point in treatment. Additionally, one could 

combine this drug with intravenous deliv-

ery of synthetic platelets to stanch bleeding 

( 13), and with an immune-modulating ther-

apy to allow for neuroprotection, as bone 

marrow–derived activated macrophages 

have been shown to cross the blood-brain 

barrier and inhibit axon regeneration ( 14). 

This systemic “cocktail” could further in-

clude a drug that enables neuronal growth 

cones to bypass inhibitory components of 

the extracellular matrix ( 15). In this way, 

the differing molecular challenges of re-

covering from spinal cord injury may be 

overcome, without the risk of exposing the 

spinal cord, to allow for meaningful regen-

eration and ultimately functional recovery 

from a devastating condition.        ■  
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          M
easuring minute amounts of chemi-

cal and biological objects in the en-

vironment and in living organisms 

is one of the most common and im-

portant tasks in chemistry, biology, 

medicine, environmental monitor-

ing, transportation, homeland security, and 

defense. Although the existing methods of 

sensing and detection are numerous and 

powerful, they are not without shortcom-

ings: insufficient sensitivity; long detection 

times; necessity for enzymatic, fluorescent, 

or radioactive labeling; high costs, and so 

on. Optical spectroscopic methods have the 

advantage of being fast, noncontact, and 

relatively inexpensive, but they are not nec-

essarily sensitive enough.

Nanoplasmonics deals with optical phe-

nomena localized at surfaces and interfaces 

of metals that are due to light-induced elec-

tronic excitations called surface plasmons 

(SPs). For a metal nanoparticle embed-

ded in a dielectric, the SPs are oscillations 

of electric field and polarization localized 

in space. These are localized surface plas-

mons (LSPs), whose excitation frequencies 

depend mainly on the dielectric properties 

of the constituents and weakly depend on 

the system size. For extended systems, the 

SPs are electromagnetic waves, the so-called 

surface plasmon polaritons (SPPs), bound to 

the surfaces and interfaces and propagating 

along them ( 1,  2).

The SPs are oscillations of dielectric po-

larization, which create opposite surface 

charges at the nanoscale, whose attraction 

supplies the restoring force necessary for 

any oscillations. Objects to be detected (for 

example, analyte) bind to the surface carry-

ing SPs. This binding can be made chemi-

cally and immunologically specific by using 

corresponding antibodies linked to the sur-

face. The result is a change of the permittiv-

ity of the dielectric adjacent to this surface 

and, thus, an increase in the dielectric 

screening that then reduces the restoring 

force for plasmonic oscillations and, hence, 

reduction of the LSP resonant frequency and 

the SPP propagation velocity. High sensitiv-

ity of the SP sensing is due to the fact that 

SPs are tightly localized at the surface and 

thus highly sensitive to its dielectric envi-

ronment. The proximity of the object to be 

detected to the surface carrying SPs results 

in a shift in surface plasmon resonance 

peak—detectable with both high selectivity 

and high signal-to-noise ratio.

In biomedical research and applications, 

SPPs have been used for more than two de-

cades ( 3,  4). However, a problem is that the 

SPPs on flat surfaces propagate too slowly to 

be directly excited by laser light. To resolve 

this problem, most SPP sensors are based 

on the so-called Kretschmann geometry ( 5), 

which requires precise adjustment of the in-

cidence angle of the probing radiation.

The observation of extraordinary trans-

mission through a periodic array of nano-

holes ( 6) is a foundation of a novel plasmonic 

detection method ( 7) (see the figure, panel 

A). External radiation is incident normally 

on a periodic array of nanoholes in a plas-

monic metal (gold) nanofilm and excites 

SPPs when the period is a multiple of the SPP 

wavelength; these SPPs carry optical energy 

through the holes with a high efficiency. The 

surface of the holey array is functionalized by 

antibodies selectively binding to components 

(antigens) of the Ebola virus. The model vi-

rus in biologically relevant concentrations is 

delivered by microfluidics to the surface and 

binds to it, decreasing the SPP velocity. The 

measured resonant frequency shift is very 

pronounced, thus demonstrating detection 

of this highly contagious pathogen. Due to 

the absence of the moving parts, stability, 

and low weight, the corresponding device 

can be made handheld for field use.

In another example, detection of the Den-

gue fever antibodies ( 8) uses a SPP interfer-

ometer (see the figure, panel B). Although 

interferometric SPP sensing is already 

known ( 4), this approach represented a first 

study on real patients suffering from this 

Nanoplasmonic sensing and detection

Nanoplasmonic sensing and detection. Four nanoplasmonic detection experiments are presented. (A) Detection of 

Ebola-antigen–carrying virus [adapted from ( 7)]. (B) Detection of Dengue fever–specific antibodies from three actual 

patients [adapted from ( 8)]. (C) Detection of proteins and SERS identification of proteins in record-low femtomolar 

(10−15 mol/l) concentrations using adiabatic compression of surface plasmon polaritons and superhydrophobic 

delivery [adapted from ( 10)]. (D) Detection of hydrogen in the air in cycles of 10, 20, and 30 volume percent H
2
, using 

gold nanorod-palladium nanospheres sensor-assembled employing DNA-directed assembly [adapted from ( 12)].
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Enhanced optical fields in nanoplasmonic systems provide efficient sensing and detection
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highly contagious and potentially deadly dis-

ease. The detection of the marker of the in-

fection (antibodies to the virus in the blood) 

is so reliable that the detection efficiency 

is an order of magnitude better than for a 

“gold-standard” enzyme-linked immunosor-

bent assay (ELISA) method that is widely 

used in research and clinic.

One of the serious limitations of ultrasen-

sitive detection comes not from plasmonics 

but from kinetics of the binding to the sur-

faces: The concentration of analyte should 

be on the order of or greater than ~5 to 20 

fmol/l ( 3,  9) for immunological reactions, 

which tends to make femtomolar to attomo-

lar sensing and detection impossible. A novel 

approach (see the figure, panel C) overcomes 

this kinetic barrier and allows precise nano-

focusing of the analyte at the active sensing 

center ( 10). This is achieved by using superhy-

drophobic coating of the shown micropillars. 

Surface-enhanced Raman scattering (SERS) 

detection is performed using the effect of 

adiabatic concentration of SPPs ( 11): Light is 

converted to SPPs by the grating in the metal 

nanocone shown in the center of this panel. 

The SPPs propagate to the tip, concentrating 

and creating a hot spot of optical near-field 

at the tip, exciting SERS in the analyte deliv-

ered to the tip due to super-hydrophobicity. 

The analyte, enzyme lysozyme, was deliv-

ered in a concentration of 1 fmol/l in a 160-

nl drop, containing ~100 molecules overall. 

The subsequently detected Raman signature 

spectrum of lysozyme demonstrates a highly 

promising approach for ultrasensitive detec-

tion with chemical identification.

One of the most important issues in clean 

energy is hydrogen technology, where a 

critical and yet unsolved problem is rapid 

and sensitive enough detection of hydro-

gen leaks. A single nanoparticle sensing for 

such detection ( 12) (see the figure, panel D) 

uses a gold nanorod covered with palladium 

nanospheres. Palladium is known to absorb 

hydrogen from air, which changes its dielec-

tric properties and shifts the frequency of the 

LSP resonance of the nanorod. Such measur-

able shifts allow one to reliably and reversibly 

detect hydrogen in the air in concentrations 

relevant for hydrogen energy applications.

Plasmonic sensing of single proteins has 

been done with a hybrid photonic-plas-

monic sensor consisting of a silica micro-

sphere covered by a gold nanoshell ( 13). 

Here, the attachment of a single protein 

molecule to the nanoshell affects its plas-

monic response and shifts the frequency 

of a whispering-gallery mode of the micro-

sphere. More sensitive than the previous 

examples, such a shift affords the detection 

of single protein molecules.

A fundamentally novel principle, active 

plasmonic nanosensing, has recently been 

developed ( 14) based on spaser (plasmonic 

nanolaser) ( 15) as a metal nanoparticle sur-

rounded by gain medium to generate co-

herent and intense local optical fields. The 

detection device consists of a nanoslab of 

semiconductor (CdS) separated by MgF
2
 

nanofilm from a silver surface. Optical 

pumping induces spasing on a mode local-

ized mostly between the CdS and the silver 

surface. Exposure of such a spaser to 2 to 8 

parts per billion concentration of vapor of 

explosive precursor dinitrotoluene causes 

an appreciable and reversible increase of 

the generated intensity—corresponding to 

one of the highest sensitivities of explosives 

sensors yet demonstrated. The examples dis-

cussed here demonstrate that plasmonics 

provides the fundamental basis and practi-

cal device designs that allow for the rapid 

sensing and detection of a wide range of 

important chemical and biological objects, 

such as hydrogen molecules, explosives va-

pors, protein molecules, and pathogenic vi-

ruses, and it can do so with unprecedented 

sensitivity and robustness.          ■ 
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          E
ukaryotic cells contain two separate 

translation machineries for protein 

synthesis—one in the cytosol and one 

in mitochondria. This situation is at-

tributable to the evolutionary history 

of eukaryotic cells, which originate 

from a merger of two formerly independent 

cells—the host cell and the bacterial endo-

symbiont—with each contributing a full-

fledged protein synthesis system. However, 

during the past 1.5 billion years, the two 

translation machineries have evolved very 

differently. That of the host cell, which acts 

in the cytosol, synthesizes almost all cellu-

lar proteins, including most mitochondrial 

proteins. By contrast, in mitochondria—the 

descendants of the bacterial endosymbi-

onts—ribosomes (mitoribosomes) are now 

highly specialized for the synthesis of a very 

small number (13 in humans) of membrane 

proteins that function in energy produc-

tion. It has been assumed that mitoribo-

somes are still similar to those of bacteria. 

Now, advances in high-resolution cryo–

electron microscopy have allowed fascinat-

ing insights into the molecular structure of 

mitoribosomes, as reported by Greber et al. 

( 1) on page 303 of this issue and by Amunts 

et al. ( 2). It is clear that the mitoribosome 

differs dramatically from the “canonical” 

cytosolic ribosome of bacteria and eukary-

otes (see the figure).

Ribosomes are composed of RNAs (so-

called rRNAs) and around 70 to 100 dif-

ferent proteins (depending on the species). 

They are ribozymes, meaning that the en-

zymatic activity is exhibited by a catalytic 

RNA rather than by a protein. This is also 

true for mitoribosomes; however, in animals 

the RNA content is considerably smaller 

than observed for cytosolic ribosomes and 

is restricted to the catalytic core of the par-

ticle ( 3). Instead, all mitoribosomes exhibit 

greatly increased protein content: In mam-

malian cells, they contain 36 proteins that 

do not have homologs in bacteria and that 

Mitoribosome 
oddities
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The mitochondrial 
ribosome has evolved 
structural differences from 
its cytosolic counterpart
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cover almost the entire surface of the mito-

ribosome. In some instances, these proteins 

replace rRNA structures that were lost dur-

ing evolution, but perhaps most of them 

serve to stabilize the RNA-poor structure 

and/or to protein the mitoribosome from 

oxidative damage.

Remodeling in the mitoribosome is par-

ticularly extreme in a part of the large sub-

unit referred to as the central protuberance. 

In all ribosomes analyzed so far, this critical 

region is formed by a small structural rRNA 

molecule called the 5S rRNA. This element is 

absent in mammalian mitoribosomes, which 

contain, instead, a copy of the mitochondrial 

valine-encoding transfer RNA (tRNA) ( 4,  5). 

tRNAs are normally soluble adaptors that 

deliver amino acids for protein synthesis to 

the ribosome. Apparently, during mitochon-

drial evolution, one of these tRNAs gained a 

new function as a structural building block 

of the ribosome.

Ribosomes consist of two subcomplexes, 

the small and large subunits. The messenger 

RNA (mRNA), which contains genetic infor-

mation, is threaded through a cavity at the 

interface of the two subunits and is trans-

lated into a protein sequence in repetitive 

reaction cycles that are driven by guanosine 

triphosphate (GTP)–hydrolyzing elongation 

factors. The structures of the mammalian 

mitoribosome (human and porcine), as ob-

served in the electron microscopy recon-

structions of Amunts et al. and Greber et 

al., respectively, suggest that the mechani-

cal movements of the two subunits toward 

each other differ substantially from those 

in a “canonical” ribosome ( 1,  2). Moreover, a 

mitochondrion-specific intrinsic GTP-hydro-

lyzing protein, the function of which is un-

known, is built into the mitoribosome at the 

subunit interface. Likewise unknown is the 

function of a pentatricopeptide repeat (PPR) 

protein at the mRNA entry site that presum-

ably serves in mRNA binding. It is unknown 

how the mitoribosome recognizes mRNAs, 

and this newly identified PPR protein might 

represent a key element in this process.

Owing to their extreme specialization 

in the synthesis of only a few hydrophobic 

membrane proteins, mitoribosomes are teth-

ered to the matrix side of the mitochondrial 

inner membrane ( 6). Membrane binding is 

achieved by mitochondrial ribosomal pro-

tein L45 [(MRPL45); called Mba1 in yeast] 

( 4,  5), which is located near the exit tunnel 

where newly synthesized proteins emerge. 

Proteins are guided to oxidase assembly 

protein 1 (Oxa1), a protein of the inner mem-

brane ( 7). In fungi, mitoribosomes are even 

more tightly bound to the membrane by a 

second membrane tether that is formed by 

an extension of rRNA ( 8). It has been known 

for many years that mitoribosomes behave 

like membrane proteins in biochemical 

fractionation experiments. However, only 

now have the electron microscopy–derived 

structures allowed the identification of the 

molecular elements that form these unusual 

membrane contacts.

The well-resolved structures of the mi-

toribosome are certainly milestones in the 

field. In the past, high-resolution structures 

of proteins were typically solved a consider-

able time after their detailed biochemical 

characterization. This is not the case here. 

Despite much effort, scientists failed to es-

tablish assays to monitor mitochondrial pro-

tein synthesis in vitro, although the analysis 

of cytosolic translation has been established 

for more than half a century ( 9). In the case 

of mitoribosomes, the electron microscopy 

structures precede the detailed biochemical 

characterization and will be of tremendous 

value to guide biochemists in understand-

ing how mitoribosomes function. This will 

be particularly interesting with respect to 

their unique way of regulating the initia-

tion of translation as well as to their adapta-

tion to the synthesis of membrane proteins 

exclusively.

It is obvious that the mitoribosome is very 

different from cytosolic ribosomes. How-

ever, and perhaps even more puzzling, there 

are also dramatic differences between the 

structures of mitoribosomes of different spe-

cies ( 10). Apparently, evolutionary tinkering 

has remodeled the bacterial ribosome of the 

endosymbiont in divergent ways to form 

surprisingly different ribosomes in present-

day mitochondria.          ■ 
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          E
arth’s oceans contain as much carbon 

in the form of dissolved organic mat-

ter (DOM) as does the biosphere, and 

more than 200 times that of living 

marine biomass. Most of the DOM is 

in the deep sea below 1000 m. Radio-

carbon data show that the bulk of the DOM 

is thousands of years old ( 1). This long resi-

dence of DOM in the deep ocean is intrigu-

ing: Prokaryotes (bacteria and archaea) are 

abundant and active in the deep ocean, and 

many of them require DOM for energy and 

carbon. Moreover, molecular biology data 

show high metabolic diversity in the deep 

ocean ( 2). Why does some DOM escape deg-

radation in the deep sea? Nutrient limitation 

of consumer biomass may explain underuti-

lization of resources in nutrient-low surface 

waters ( 3), but this does not apply to the nu-

trient-rich deep sea. On page 331 of this issue, 

Arrieta et al. ( 4) show that DOM is too dilute 

to be consumed.

The ruling paradigm is that deep-sea 

DOM accumulates because it is difficult for 

microbes to break down (it is recalcitrant) 

( 1,  5). This low reactivity of DOM is thought 

to relate to its chemical composition and 

degradation history. However, DOM in the 

deep sea is largely unidentified, and chemi-

cal structure information thus provides little 

guidance as to whether DOM compounds are 

inherently recalcitrant.

Arrieta et al. challenge the commonly ac-

cepted paradigm. Instead, they revisit Jan-

nasch’s dilution hypothesis ( 6), which states 

that the growth of microbes (and hence DOM 

consumption) ceases when concentrations 

fall below a threshold value (see the figure). 

They provide direct experimental proof 

that an increase in DOM concentration re-

sults in microbial growth under conditions 

similar to those in the deep sea in terms of 

substrate and temperature (although not 

pressure). No response would be expected 

if deep-sea DOM were intrinsically resistant 

to consumption. Moreover, using Fourier-

transform ion cyclotron resonance mass 

spectrometry, the authors show that ma-

rine DOM contains thousands of different 

molecules, many of which were consumed 

during incubation.

If dilution rather than the intrinsically 

recalcitrant nature of compounds limits 

DOM utilization, one would expect DOM to 

never be depleted completely and deep-sea 

DOM concentrations to be near the thresh-

old for consumption. This is indeed what is 

observed (see the figure, panel A) ( 5). More-

over, addition of dissolved organics to the 

DOM pool should stimulate consumption. 

Thus, addition of newly produced DOM in 

the sunlit layer may elevate compound con-

centration levels above the threshold, caus-

ing degradation of “aged” organic matter 

brought to the surface by upwelling. This 

priming may, combined with ultraviolet-

induced photolysis, cause eventual removal 

of DOM from the ocean.

Arrieta et al.’s results also put an upper 

limit on the efficiency of the microbial car-

bon pump—that is, the microbial conversion 

of labile into more refractory DOM that re-

mains in the ocean for long periods of time 

( 7). Large increases and decreases of the 

deep-sea DOM reservoir have been proposed 

for the Precambrian and Eocene ( 8). This 

will not be a feasible mechanism if the dilu-

tion hypothesis is correct.

The well-established and widely accepted 

reactivity-size continuum model ( 5) links 

degradation of DOM to decreases in mo-

lecular size and reactivity and increases in 

radiocarbon age and chemical complexity. In 

contrast, the dilution hypothesis is neutral 

with regard to the quality of organic matter. 

How can we reconcile these two apparently 

conflicting views of DOM dynamics?

Organic matter degradation involves not 

only a decline in concentration but also a 

decrease in reactivity ( 9) because of the 

preferential consumption of labile organic 

matter (see the figure, panel B). During the 

initial stages of degradation, DOM concen-

trations are far above the threshold, and 

changes in reactivity, size, and composi-

tion of organic matter upon degradation 

are clear. Steady degradation of DOM even-

tually results in concentrations near the 

threshold level in the deep sea, and DOM 

consumption rates decrease. Arrieta et al. 

show that deep-sea DOM is consumed when 

concentrated, which suggests that the reac-

tivity of DOM compounds is concentration-

dependent. This complicates attribution of 

DOM survival to either quantity or quality 

of DOM. It also adds to the emerging picture 

that organic matter degradation kinetics 

are not merely an inherent property of the 

compounds, but rather depend on the con-

text (such as oxygen availability, time frame, 

and concentration).          ■
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Escape by dilution

Too dilute to be consumed. (A) DOM concentrations in the deep sea are near the threshold below which no microbial 

growth occurs. Arrieta et al. report active DOM degradation by microbes at concentrations above the threshold. (B) 

Degradation of DOM results both in a decrease in size and reactivity and a decrease in concentration down to the 

threshold level identified by Arrieta et al. (4). Below the threshold, degradation of DOM is limited, but aging may continue.
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           T
he volume of international trade in 

wildlife commodities is immense and, 

in many cases, is rising ( 1). Although 

there are already wildlife trade data 

sources [e.g., the Convention on Inter-

national Trade in Endangered Species 

of Wild Fauna and Flora (CITES) Trade Da-

tabase and the U.S. Fish and Wildlife Service 

Law Enforcement Management Information 

System (LEMIS)], coverage of traded spe-

cies or countries involved is not 

comprehensive. This can under-

mine supply-chain monitoring 

and fast aggregation of data to inform pol-

icy-making ( 2). We discuss whether widely 

used, but limited, international customs 

codes and governance might evolve to ad-

dress these gaps.

The Harmonized System (HS) admin-

istered by the World Customs Organiza-

tion (WCO) accounts for more than 98% 

of global trade volume and is arguably the 

most comprehensive data set available for 

global commodity trade. Each commodity 

type is assigned a universal six-digit code, 

and individual member nations of WCO 

can assign two or more additional digits as 

domestic codes for tariff purposes (e.g., HS 

designated 0106.20 for “live reptile”; Hong 

Kong domestic HS designated 0106.20.10 

for “live snakes”). Although not designed for 

global commodity tracking ( 3), the HS has 

been providing trade flow information to 

researchers and agencies, because external 

trade data for wildlife is usually limited ( 4,  5).

However, a considerable proportion of 

wildlife commodities eludes monitoring via 

HS because they are classified into broad 

categories that cannot be disaggregated into 

smaller and well-defined taxonomic units 

( 6). To assess the trade volume of such cat-

egories in the current HS classification (2012 

edition), we analyzed the global commodities 

trade statistics of 2012 ( 7). There were 308 

HS subheadings composed of wild animals, 

fisheries commodities, and plant and for-

estry products. We classified the taxonomic 

level of each subheading into class, order, 

family, genus, and species. Descriptions that 

were not in taxonomic terms or that cov-

ered more than one class were designated as 

“general.” Subheadings composed of largely 

domestic or captive-bred animals (e.g., bo-

vine, poultry, and farmed fur) were excluded 

from analysis. Aquaculture fishery commod-

ities were not excluded because they were in-

distinguishable from wild-caught fish in HS 

statistics (table S1).

Global import of wildlife products re-

ported to the HS amounted to U.S.$187.3 

billion, with fishery commodities account-

ing for $113.4 billion (60.6%), $71.1 billion 

(38.0%) for plant and forestry products, and 

$2.8 billion (1.5%) for nonfishery animal 

products. About 22% of total global imports 

of wildlife commodities were classified into 

general categories. Animal commodities 

were the least resolved, with 67.7% concealed 

in general categories. This was substantially 

higher than plant and forestry products 

(47.9%) and fishery commodities (4.6%) (see 

the chart). The high specificity of fishery sta-

tistics implies much room for improvement 

for both animal and forestry trade sectors.  

Timber trade statistics are particularly 

poor ( 8), despite huge trade volume. In the 

upcoming 2017 update of HS, the “tropical 

wood” product will no longer be limited to 

the current 86 wood types and will cover 

all wood species produced in the tropics. 

This amendment reflects the growth of the 

forestry sector and the increasing species 

diversity involved in international trade. 

Improving taxonomic information is cru-

cial for estimating forest consumption 

rates, as well as energy and carbon bal-

ance ( 9). The statistics of fisheries being 

better than other sectors is partially due 

to multilateral fishery management agree-

ments that coerce fishers into systemically 

reporting their catch. Trade organizations 

and governance bodies such as the Inter-

national Tropical Timber Organization 

(ITTO) should deepen their role in enhanc-

ing industry reporting standards.

The insufficient specificity of wildlife 

commodities in the HS stems from com-

modities listing requirements. To warrant a 

HS subheading, annual global trade should 

exceed $50 million. Some wild popula-

tions may be threatened even when traded 

well below the HS threshold. Although 

this threshold criterion is exempted for 

commodities of environmental and social 

concern, there is no clear or agreed-upon 

scientific basis for determining the exemp-

tion (e.g., the International Union for Con-

servation of Nature and Natural Resources 

Red List status). Many wildlife commodities 

that marginally fit the exemption criteria 

are thus either not listed owing to their low 

values or delisted when trade volumes dip 

to low levels. For instance, there is a glaring 

absence of major taxonomic groups such as 

amphibians and live corals; no codes are 

reserved for many frequently traded CITES 

species used in traditional medicine, such 

as orchids, seahorses, and turtles.

Improve customs systems to 
monitor global wildlife trade

Proportion of classification levels for animal, fisheries, and plant commodities. “General” stands for 

classification that is not in taxonomic terms or covers more than one class. Data are based on the HS global import 

values in 2012 ( 7). USD, U.S. dollars. See the supplementary materials.
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Although countries may list specific com-

modities on their national customs tariff 

codes, traceability suffers when they are 

exported to countries that do not have spe-

cific customs codes. Patterns of species trade 

and consumption vary between regions and 

cultures. Unlike staple commodities, most 

wildlife products are traded between a few 

countries, limiting incentives for collabora-

tive monitoring. There is increasing neces-

sity to enhance the specificity of the HS to 

strengthen enforcement and monitoring to 

help meet broader conservation targets—for 

example, Aichi Biodiversity Targets ( 5,  9). 

CITES Parties in 2013 directed the stand-

ing committee to liaise with the WCO with 

regard to inclusion of CITES-listed species 

in the HS to enhance enforcement and safe-

guard endangered species ( 10).

The HS is reviewed every 5 years. With 

only six digits to classify the large variety 

of goods, vacant codes have been quickly 

depleted, especially for the fisheries chap-

ter. Although unambiguous products—such 

as chemicals or machineries with distinct 

functions—are easier to accept into the HS, 

national customs’ capability to verify com-

pliance with HS reporting for wildlife com-

modities varies greatly. Developed countries 

have better expertise and technologies in 

handling wildlife trade—for example, wild-

life forensics genetics techniques. However, 

three-quarters of the 179 WCO member 

states are developing countries that do not 

have similar capabilities. Developing coun-

tries have less incentive to accept new HS 

codes because they may further burden their 

limited customs resources.

In this setting, proposals to create HS 

codes for specific wildlife commodities 

may struggle to secure two-thirds major-

ity votes as required by the HS Convention. 

Constraints of the HS prompted the idea of 

a new Taxonomic Serial Number (TSN) sys-

tem complementary to the HS framework 

( 6). This would require species informa-

tion to be declared as TSN assigned by the 

Integrated Taxonomic Information System 

(ITIS). This is an ideal system that can ac-

curately account for huge varieties of wild-

life. However, the technical complexity (e.g., 

nomenclatural variability and disputability) 

and the resources required currently make it 

difficult to apply TSN extensively ( 11). HS, on 

the contrary, has a fixed list of defined taxo-

nomic entities for consistency to avoid legal 

loopholes and has active customs enforce-

ment worldwide due to its important role 

in tariff management. There is, therefore, a 

strategic necessity to remain reliant on and 

continue to strengthen the HS framework.

The Organization for Economic Coopera-

tion and Development contends that if the 

national customs tariff code can be stan-

dardized across countries, trade data will 

be of increased value for consumption-side 

monitoring ( 12). Standardization could be 

achieved by nonbinding WCO Council rec-

ommendations to member states. However, 

only a small subset of commodities could be 

standardized by recommendations. Broader 

HS reform would be needed to standardize 

commodities worldwide.

We suggest that the WCO should consider 

the HS a scalable system and take initiative 

to modify the HS Convention. The universal 

HS codes could be extended from 6 to 10 dig-

its, with potential for accommodating thou-

sands of commodities per subheading. Trade 

value threshold for listing of commodities 

should not be applied at the 10-digit level to 

allow a more inclusive listing. Developing 

countries, having low customs capacity, can 

maintain the current 6-digit (or less) classi-

fication as “partial application” permissible 

in the HS Convention ( 13). The universal 

10-digit HS would apply only to developed 

countries or countries with capable customs 

administration to ensure data reliability. 

Given differences in purpose and implement-

ing countries, the two levels of HS should 

have separate review committees and nego-

tiation processes; relevant nongovernmental 

organizations (NGOs) should be engaged as 

observers in the amendment process.

We do not intend to impose a strictly taxo-

nomic scheme. The HS will ultimately need 

to be developed suitably for the industry and 

customs and to rely on competent agencies 

such as the Food and Agriculture Organiza-

tion (FAO) of the United Nations and ITTO 

to steer it. Although the cost to overhaul the 

HS could be high, reduced resources needed 

for case-by-case trade investigations, com-

bined with benefits gained in safeguarding 

wildlife, may offset administrative costs in 

the long run.

We believe expanding the code space can 

enhance the function of the HS. The Wild-

life Trafficking Response, Assessment, and 

Priority Setting (Wildlife TRAPS) project—

which engages private logistics companies, 

NGOs, and the WCO—recently identified the 

transport sector as the weakest link in com-

bating wildlife trafficking ( 14). Because the 

HS forms the basis for goods declaration in 

national customs law, improving specificity 

of the HS will raise awareness among trad-

ers and the transport industry and make 

them more liable for accurate reporting of 

wildlife commodities.

Traders already work with various na-

tional tariff schedules that have 8 to 10 

digits. Standardizing these codes across 

countries should reduce confusion at the 

operational level. The destinations of most 

wildlife commodities are usually developed 

countries with better customs facilities 

to serve as gatekeepers. If these countries 

adopt a 10-digit HS, the statistics would be 

representative of global trade.

Standardization of national tariff codes 

across countries could simplify interna-

tional trade procedures in accordance with 

the World Trade Organization (WTO) Trade 

Facilitation Agreement that will soon enter 

into force. National-level customs could tar-

get shipments with a risk of trafficking more 

effectively. At the regional level, standard-

ized code allows direct cross-verification 

of trade data between customs officials to 

detect potential fraud, mutually assisting 

enforcement of those that have different ex-

pertise. At the global level, consumption of 

wildlife commodities could be evaluated to 

address sustainability.

Although the HS has the potential to bet-

ter monitor global wildlife trade and support 

enforcement of biodiversity conservation 

treaties, it is limited by the fundamental 

constraint of the code space and amendment 

process. The HS Convention should be re-

formed to extend the universal HS code to 10 

digits. Developed countries should take the 

lead in improving customs data specificity.        ■ 
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B O O K S  e t  a l .

Beef is readied for 

distribution in Chicago’s 

Union Stock Yards at the 

turn of the 20th century.

 T
he riots were in their 13th year. Two 

federal officials had recently been shot, 

and one of them had died from his in-

juries, but the local grand jury, drawn 

from an aggrieved and angry com-

munity, refused to indict the shooter. 

The year was 1922, and farming communi-

ties across the United States were vigorously 

resisting new regulations imposed by the 

Bureau of Animal Industry (BAI) that were 

intended to eradicate a parasitic infection 

known as Texas fever in domestic cattle.

Arresting Contagion is at once a biography 

(even a hagiography) of the BAI and a pene-

trating glimpse into the behavioral econom-

ics that defined early animal disease control 

efforts in the United States. The book begins 

in the late 19th century, a time of enormous 

innovation in agriculture and infrastruc-

ture. Animals were bred and killed on an 

unprecedented scale and transported over 

vast distances, both domestically and inter-

nationally. This created enormous opportu-

nities for diseases—including Texas fever, 

contagious bovine pleuropneumonia (lung 

plague), bovine tuberculosis, pork measles, 

and hog cholera—to emerge and spread. The 

book focuses on how some of these devas-

tating livestock diseases were progressively 

controlled—a story that is complete with set-

backs and victories, heroes and villains. 

From 1904 to 1915, James Dorsey, who 

falls firmly into the villain category, did a 

good trade in cheap cattle that had failed a 

tuberculin test, passing them off as healthy 

animals to unsuspecting farmers. This 

practice created at least 10,000 foci of tu-

berculosis among dairy herds across the 

United States and likely contributed to tens 

of thousands of cases of human tuberculo-

sis (1). Compared to “TB James,” Typhoid 

Mary was an amateur. 

A pleasant contrast to Dorsey can be 

found in Daniel E. Salmon, who became 

the first person to be awarded a veterinary 

degree in the United States in 1876 and was 

appointed the first chief of the BAI in 1884. 

Within eight years of his appointment, lung 

plague had been eradicated in the United 

States. Under his leadership, veterinary sci-

entists showed medical researchers the way 

by demonstrating that insect vectors could 

transmit disease, developing the first killed 

vaccine, and identifying the human hook-

worm parasite. Salmonella bacteria, dis-

covered by his research group in 1885, were 

named after him in 1900. 

In their book, Olmstead and Rhode probe 

the motives that drive individuals to comply 

with, or reject, efforts to mitigate animal 

disease transmission. These motives are 

both fascinating and, more often than not, 

uncomfortably predictable. For example, 

many men who made money moving cattle 

refused to believe in contagions altogether. 

In the early 1880s, Chicago stockyard own-

ers argued that their animals were in perfect 

health and that it would be financial suicide 

for them to sell unwholesome meat. Yet, 

inspections conducted in September 1886 

revealed an industry plagued by filth and 

disease, a condition that persisted until fed-

eral legislation was established and regular, 

mandatory inspections were instituted. The 

authors make a strong case that disease is 

too important to leave to market forces and 

that the government has an essential role in 

controlling zoonotic disease. 

In addition to regulation, the authors em-

phasize the need to incentivize farmers and 

merchants to comply with health and safety 

regulations. For example, in the 1920s, after 

their own cattle had been cleansed of Texas 

fever, farmers started to demand vocifer-

ously that disease control be mandated for 

still-infected cattle populations, which were 

now a major threat for disease reintroduc-

tion. Compensation for culled animals and 

the (limited) legal provisions that entitle 

farmers to recover damages from disease are 

also well addressed in the book.

Written by two economists, the book fea-

tures a number of terms that may not be fa-

miliar to readers from health backgrounds, 

such as “externalities,” “rent-seeking,” and 

“public choice theory.” There are also occa-

sional infelicities of phrasing: Cattle herds 

are ravished (rather than ravaged) by dis-

ease, and scientists attain notoriety (rather 

than fame) from their discoveries. Apart 

from these quibbles, the book is compre-

hensive, is well written, and contains a sub-

stantial amount of original research. This, 

along with extensive notes and references, 

will make it useful to those who are grap-

pling with the recent resurgence in zoo-

notic diseases brought about by the rapid 

expansion of the livestock sector in devel-

oping countries and elsewhere. 
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T
he question of how species evolved 

was debated long before the time of 

Charles Darwin, as Niles Eldredge 

shows in a meticulously researched 

history of evolutionary theories that 

will likely be unfamiliar to most read-

ers. It is generally acknowledged that al-

though Jean-Baptiste Lamarck had a few 

evolutionary notions (something about gi-

raffes stretching their necks through their 

own efforts), they were wrong and can safely 

be ignored. However, as Eldredge demon-

strates, this caricature of Lamarck’s thinking 

obscures the context of Darwin’s ideas. Nor 

was Lamarck the only person to speculate 

about evolution. In the early 1800s, the geolo-

gist Giambattista Brocchi offered an alterna-

tive to Lamarck’s, one that briefly persuaded 

Darwin. Eldredge recovers Brocchi’s largely 

lost contribution and links it to much more 

recent ideas in evolutionary thinking.

The key difference between Lamarck’s 

and Brocchi’s ideas about evolution lies in 

how they conceived of the nature of species. 

For Lamarck, life was continual progress 

from a simple progenitor up through stages 

of increasing complexity; each group of or-

ganisms traveled on its own evolutionary 

pathway and was constantly transforming. 

What naturalists call “species” are, accord-

ing to Lamarck, arbitrary snapshots of some-

thing that is already on its way to becoming 

something else. That sounds, as Eldredge 

notes, very like conventional Darwinism. 

Following this line of thought, one could sur-

mise that the species we observe, name, and 

classify only look like stable entities because 

the fossil record is incomplete. 

By contrast, Brocchi saw species almost as 

individuals, things that were born and died, 

to be replaced by new species. This perspec-

tive is supported by the fact that speciation 

is more common among geographically iso-

lated populations than it is within lineages 

that persist at a single location. In this case, 

the fossil record is perceived to be an accu-

rate reflection of species that come and go 

because of speciation and extinction but do 

not change much in between. If you think 

that sounds a lot like the theory of punctu-

ated equilibria (which Eldredge developed 

with the late Stephen Jay Gould), that is not 

surprising, because so does Eldredge. 

Eldredge’s research into 19th-century his-

tory is meticulous; he has clearly spent many 

hours in the archive, tracing the develop-

ment (and loss) of the Brocchian strand in 

Darwin’s thinking. However, historians may 

feel (to paraphrase an old joke about statis-

tics) that he uses history as a drunk uses a 

lamppost, for support rather than illumi-

nation. At one point, he announces bluntly, 

“I still think I am right” about punctuated 

equilibria and is pleased to see that Darwin 

once shared his opinion. Yet surely Darwin’s 

opinion adds nothing to Eldredge’s cred-

ibility, and the author’s determination to 

juxtapose current evolutionary debates with 

historical theories leaves him puzzled by 

some of what he finds in the past. 

Why, Eldredge ponders, did Darwin not 

stick with his earlier, Brocchian approach? 

A fuller understanding of Darwin’s times 

might explain the puzzle. As Eldredge 

notes, fossils “become progressively more 

and more like modern species” as one gets 

closer to the present. To the Victorians, that 

looked like a record of progress: slow and 

gradual improvement without revolutionary 

upheaval. This would have been an attrac-

tive model to gentlemen like Darwin—prop-

ertied men who feared radical change. It is 

always hard to judge something as nebulous 

as the spirit of an age and even harder to 

know what weight (if any) to give it when 

offering a historical explanation. But Dar-

win’s gradualism is such a perfect fit for his 

times that it would be surprising if he had 

managed to formulate a radically different 

view (and even more surprising if he had 

persuaded his contemporaries to accept it).

Eldredge ignores everything between The 

Origin of Species (1859) and the development 

of the modern evolutionary synthesis of nat-

ural selection and population genetics in the 

1930s. He dismisses the early-20th-century 

“eclipse” of Darwinism (the period when 

natural selection was considered inadequate 

to explain evolution) as “of little lasting in-

terest,” but in fact it was concerned with 

precisely the same questions he explores. As 

one late-19th-century wit put it, natural se-

lection explained the survival of the fittest 

but not the arrival of the fittest. How, then, 

did speciation occur? The answers proposed 

during this time may not have been right, 

but they shaped biology during the early 

20th century. For example, although El-

dredge dismisses Hugo de Vries’s mutation 

theory, which tried to explain speciation as 

the product of rapid genetic change during 

“mutation periods,” as “egregious,” it was the 

inspiration behind both Thomas Morgan’s 

work at Columbia and the founding of the 

Cold Spring Harbor laboratory. De Vries 

turned out to be wrong in key respects, but 

it’s unfair to say that he and his contempo-

raries are of “little lasting interest.” 

At times, it seems that history is not cen-

tral to Eldredge’s concerns, and he is aware 

that people will therefore ask what it is do-

ing in the book. His reply is that the close 

parallels he sees between early-19th- and 

mid-20th-century evolution look a little like 

convergent evolution: two unrelated lin-

eages converging on similar solutions to the 

problem of survival. He believes that this is 

the “best single set of phenomena” you can 

use to prove that evolution is true. Whether 

or not that is true of evolutionary theory, it 

seems like a weak historical argument. It 

will be fascinating to see whether biologists 

find Eldredge’s analogy more persuasive.

10.1126/science.aaa5821

The evolution of evolution
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Lamarck famously speculated that early giraffes 

stretched their necks to reach higher vegetation and 

that their offspring inherited the resulting long necks.

The reviewer is in the School of History, Art History, and 
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Shaping the future 
of synthetic biology
OVER THE PAST few years, a debate has 

been taking place within the Convention 

on Biological Diversity regarding the risks 

and benefits of organisms, components, 

and products arising from synthetic biology 

techniques to the conservation and sustain-

able use of biodiversity. If synthetic biology 

were recognized as a new and emerging 

issue, the Convention would be able to 

develop rules governing its use. The voices 

and expertise of the scientific community 

have been mostly silent in this debate. In 

October 2014, about 20 of the 168 coun-

tries that are signatories to the Convention 

determined that there was insufficient 

information to make this designation and 

established an online forum and expert 

working group to collect more information 

in order to make a final recommenda-

tion to the Conference of the Parties by 

December 2016 (1). The United States is not 

a signatory to the Convention and there-

fore has limited influence on the process 

and final decisions. Although the United 

States will not be bound by the Convention, 

any researcher or company planning on 

developing or deploying synthetic biology in 

the other 168 countries that are signatories 

will be affected. It is therefore critical that 

the scientific community become actively 

engaged in this process. 

There is an open call for information 

related to synthetic biology to be submit-

ted by 30 April (2). Issues being considered 

include (i) how to address the relationship 

between synthetic biology and biological 

diversity; (ii) similarities and differences 

between living modified organisms (as 

defined in the Cartagena Protocol) and 

organisms, components, and products 

of synthetic biology techniques; (iii) 

operational definition of synthetic biol-

ogy, comprising inclusion and exclusion 

criteria; (iv) potential benefits and risks 

of organisms, components, and products 

arising from synthetic biology techniques 

to the conservation and sustainable use 

of biodiversity and related human health 

and socioeconomic impacts relevant to 

the mandate of the Convention and its 

Protocols; and (v) best practices on risk 

assessment and monitoring regimes cur-

rently used by Parties to the Convention 

and other governments.

Edited by Jennifer Sills

LETTERS
There will also be an online forum of 

experts discussing these issues, beginning 

on 27 April. If members of the scientific 

community cannot participate fully as 

designated experts, they can submit 

information through the Woodrow Wilson 

Center, which is a member of the expert 

online forum. 

Todd Kuiken

Science and Technology Innovation Program, 
Woodrow, Wilson Center, Washington, DC 20004, 

USA. E-mail: todd.kuiken@wilsoncenter.org 
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Combating the next 
lethal epidemi c 
OVER THE PAST 40 years, we have seen 

a consistent pattern of war and conflict 

leading to the collapse of public health 

systems and the subsequent reemergence 

of deadly tropical infections. Outbreaks 

have undermined the health and liveli-

hoods of individuals, the economic growth 

of communities, security, and ultimately the 

development potential of nations.

We may now be witnessing the 

be gin nings of a similar pattern in the 

Middle East and North Africa (MENA) 

region. Outbreaks of a disfiguring skin form 

of leishmaniasis have affected tens of thou-

sands of people in Syria, including Syrian 

refugees fleeing to neighboring Jordan, 

Lebanon, and Iraq (1). Polio, measles, rabies, 

and tuberculosis have also reemerged in 

Syria (2). Meanwhile, cutaneous leishmani-

asis has reached epidemic proportions in 

parts of Afghanistan, dengue fever cases are 

mounting in Egypt, and helminth infections 

remain widespread in Yemen (3). Another 

concerning trend has been the absence of 

animal control across borders, which could 

lead to diseases of livestock such as brucel-

losis and zoonotic infections transmitted 

from animals to humans (4).  

Islamic State of Iraq and the Levant 

(ISIL) hostilities in Syria and Iraq, and 

ongoing fighting in Afghanistan and parts 

of Pakistan place a region that comprises 

almost 1 million square miles and nearly 

270 million people at great risk for serious 

epidemic infections. Neighboring countries 

will also be at risk.   

Now is the time for coordinated local, 

national, regional, and global action to 

prepare for the emergence of disease epi-

demics in this volatile region. UNICEF has 

set a 2015 goal of vaccinating 16.3 million 

children against polio in countries host-

ing Syrian refugees (5). There is urgency to 

expand the core capacities for health emer-

gency preparedness in the region through 

the Global Health Security Agenda (GHSA) 

(6), including the development of new coun-

termeasures and especially vaccines.  

 Many of the vaccines urgently needed 

for the MENA region will include those that 

target diseases of enormous public health 

importance and yet offer minimal com-

mercial potential. Even with the Developing 

Country Vaccine Manufacturers Network 

(DCVMN) (7), the MENA region is relatively 

dependent on importing vaccines or provid-

ing vial fill and finish facilities for imported 

bulk vaccine materials. This situation 

has created vulnerabilities to diseases of 

regional importance.   

Policy must be shaped to link nascent 

vaccine capabilities in the MENA region 

with one or more nonprofit organizations 

established to develop new biotechnology 

products for neglected diseases (product 

development partnerships), including our 

Sabin Vaccine Institute and Texas Children’s 

Hospital Center for Vaccine Development 

based in Houston. The United States can 

assist through a program of vaccine science 

diplomacy in selected countries where there 

is a baseline of scientific strengths, together 

with political will and interests (8).

The international public health Colored microscopy of leishmaniasis.
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community was largely blindsided by the 

2014 Ebola outbreak in West Africa. A 

similar situation could arise in the MENA 

region, but could be averted through 

innovative and sustained programs of 

vaccine science diplomacy and global 

health security. 

Peter J. Hotez

U.S. Science Envoy Program, Department of 
State and White House, Washington, DC 20520, 

USA; Sabin Vaccine Institute and Texas Children’s 
Hospital Center for Vaccine Development, National 

School of Tropical Medicine, Baylor College of 
Medicine, Houston, TX 77030, USA; Department of 

Biology, Baylor University, Waco, TX 76706, USA; 
James A. Baker III Institute of Public Policy, Rice 

University, Houston, TX 77005, USA. 
E-mail: hotez@bcm.edu
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TECHNICAL COMMENT 

ABSTRACTS

Comment on “Local reorganization of 

xanthophores fine-tunes and colors the 

striped pattern of zebrafish”

Masakatsu Watanabe and Shigeru Kondo

Mahalwar et al. (Reports, 12 September 

2014, p. 1362) observed the onset of pig-

ment pattern formation in zebrafish. They 

concluded that their data do not support our 

Turing mechanism–based model and pre-

sented an essentially different mechanism. 

Here, we clarify their misunderstanding 

that may have caused their conclusion and 

explain past experimental data that do not 

support their proposed mechanism.

Full text at http://dx.doi.org/10.1126/

science.1261947

Response to Comment on “Local 

reorganization of xanthophores fine-

tunes and colors the striped pattern 

of zebrafish”

Ajeet Pratap Singh, Hans-Georg Frohnhöfer, 

Uwe Irion, Christiane Nüsslein-Volhard

Watanabe and Kondo question our conclu-

sion that the current Turing-type model 

of color patterning in zebrafish requires 

modification. In addition to xanthophores 

and melanophores, iridophores are essential 

for stripe formation in the body, although 

not in the fins. A model of predictive value 

should accommodate the in vivo dynamics 

and interactions of all three chromatophore 

types in body stripe formation.

Full text at http://dx.doi.org/10.1126/

science.aaa2804

OUTSIDE THE TOWER

More than a 
science camp

D
aniel, a smart and even-tempered 

boy of 15, lives in a humble neigh-

borhood in the metropolitan area 

of Buenos Aires without access to 

Internet or even a phone in his 

home. He has just completed a hands-

on activity in which he retraced the 

steps leading Lavoisier to the discovery 

of oxygen. He looks at me amazed, and 

exclaims, “I understood things differently! I 

felt like there was a strong wind inside my 

head!” Iván, a shy but brilliant 17-year-old, 

goes to one of the best public schools of 

Argentina and participates regularly in 

a range of science-related activities. He 

turns to me after taking part in a spirited 

stem cell debate and marvels, “I had the 

chance to hear good arguments for ideas 

that contradict my own. I’ve never had that 

opportunity before.” Despite Daniel and 

Iván’s disparate experiences, the pleasure 

they felt when they found answers on their 

own was the same.

Daniel, Iván, and another 38 boys and 

girls from Argentina and other Latin 

American countries were attending a 

science camp held every February by 

“Expedición Ciencia,” a nongovernmental 

organization of scientists, educators, and 

students devoted to promoting science 

education for children in middle and high 

school (1). When I was 16 years old, this 

science camp changed my life. There, I 

learned how to think scientifically, realized 

I wanted to pursue a scientific career, and 

above all forged unconditional friendships. 

Today, as a passionate Ph.D. student in 

immunology, I actively participate in this 

NGO by helping to organize the camp and 

serving as a junior counselor.

At Expedición Ciencia, we challenge 

14- to 17-year-olds to ask questions about 

nature as if they were the first ones in 

history to do so. Through observation and 

experiments, they follow the crucial steps 

that lead to scientific breakthroughs and 

learn the scientific method firsthand. But 

something else happens in the meantime: 

They become very close friends, break-

ing down social barriers and establishing 

relationships that persist through time 

and distance.

Science not only allows us to see and 

comprehend the world; it’s also a bridge 

between people coming from different 

backgrounds who share the same curiosity 

and passion to understand the beautiful 

world that surrounds us.

Luciano Gastón Morosi

Instituto de Biología y Medicina Experimental 
(IBYME-CONICET), C1428ADN Buenos Aires, 
Argentina. E-mail: luciano.morosi@gmail.com
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Campers at Expedición Ciencia perform astronomical observations.

Outside the Tower is an occasional 

feature highlighting science advocacy 

projects led by scientists and citizen sci-

entists. How do you advocate for science? 

Tell us at submit2science.org.

DA_0417LettersR1.indd   297 4/17/15   2:02 PM

Published by AAAS



TECHNICAL COMMENT
◥

FISH PIGMENTATION

Comment on “Local reorganization of
xanthophores fine-tunes and colors
the striped pattern of zebrafish”
Masakatsu Watanabe and Shigeru Kondo*

Mahalwar et al. (Reports, 12 September 2014, p. 1362) observed the onset of pigment
pattern formation in zebrafish. They concluded that their data do not support our Turing
mechanism–based model and presented an essentially different mechanism. Here, we
clarify their misunderstanding that may have caused their conclusion and explain past
experimental data that do not support their proposed mechanism.

R
ecent observations regarding the cell be-
haviors of zebrafish pigment from the
Singh and Nüsslein-Volhard research group
concluded that the current model based
on the Turing mechanism cannot explain

stripe development (1, 2). Rather, they presented
an essentially different model, in which the stripes

depend on a prepattern specified by iridophores.
This conclusion reflects a misunderstanding of
the current Turing-based model and its predic-
tions (3). In fact, the reported observations do
not contradict the current Turing model. Here,
we clarify these issues and discuss the validity
of the two models with respect to experimental
observations.
First, they claim that the current Turing-based

model cannot apply to zebrafish because the
model assumes random initial conditions (1).

This claim might result from misunderstanding
of the model. We selected different initial con-
ditions depending on the phenomenon to be
simulated. When we simulated zebrafish stripe
formation (4), we selected a single horizontal
stripe, analogous to the early pattern of iridophores
(1, 2, 5, 6), as an initial nonrandom condition. In
case of regeneration that gives rise to labyrinthine
patterns, we selected random initial conditions
(7). It is a merit of the Turing model that it can
explain both development and regeneration.
Second, they rarely observed cell migration

during pattern formation and used this to argue
against the Turing-based model (1). Because we
and others observed the migration of pigment
cells and their precursors, we wonder if this
conflict might be from a difference in some ex-
perimental conditions (8–11). More fundamentally,
however, migration is not a crucial requirement
of our Turing-based model. The core element of
the model is an interaction network having prop-
erties of short-range activation and long-range
inhibition (12). In principle, any cellular behavior
might be accommodated. Following this idea, we
have never presented any detailed simulation in
which a specific cellular behavior is included.
The arrows in our model represent rough rela-
tionships (inhibition or enhancement) between
the pigment cells (13). In our previous papers
(4), we suggested that the differentiation, death,
and repulsive migration are the possible behav-
iors of actual cell-cell interactions (4, 14). Be-
cause pigment pattern arises in many different

RESEARCH

SCIENCE sciencemag.org 17 APRIL 2015 • VOL 348 ISSUE 6232 297–b

Graduate School of Frontier Biosciences, Osaka University,
1-3 Yamadaoka, Suita, Osaka, 565-0871, Japan.
*Corresponding author. E-mail: skondo@fbs.osaka-u.ac.jp

Fig. 1. Pigmentation patterns in zebrafish
mutants. Pigmentation patterns in body and
fins. In the mutants lacking xanthophores (pfe)
or melanophores (nac), patterns are lost both in
body and in fins, suggesting that both xantho-
phores and melanophores are essential. In the
mutants lacking iridophores, spot pattern forms
in the body and normal stripes form in fins,
showing that iridophores are not essential for
the pattern formation. Mutants obe/+ and leo
form distinct but altered patterns. Patterns in
the body and fins are quite similar, suggesting
that essentially identical mechanism underlie
them. [Pictures are modified from (6, 11)]
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situations—in body, in fins, and in the process of
regeneration—it seems natural that there is some
difference in the actual cellular event. As long
as the specific property is kept, the system can
act as Turing mechanism (12).
The most important argument of theirs is that

our current model does not contain iridophores
(1, 2). Zebrafish have stripes on both the body
and the fins. The fin stripes are continuous with
those on the body, and the width of the stripes
is almost identical (Fig. 1., wt). In some mu-
tants (leo and obe), the pattern in the body and
the fins change in the same way (11). Therefore,
it is highly probable that the same mechanism
underlies body and fin stripe development. In
the mutants without melanophores or xantho-
phores, patterns are lost in both the body and
the fins. However, in the iridophore-free mutants
(Fig. 1, shd), normal stripes form in the fins and spot
pattern forms in the body (5, 6), demonstrating
that iridophores are not absolutely essential. This
is not explicitly stated by them but is the reason
that our current model consists of only melano-
phores and xanthophores. Although iridophores
need to be added to explain the body pattern-
ing, it is unlikely that the major role of melano-
phores and xanthophores is drastically changed.
(It is theoretically easy to construct a Turing mecha-

nism with three elements.) As described below,
past experiments revealed the major contribution
of melanophores and xanthophores in the body
trunk patterns.
They claim that the early iridophore distri-

bution functions as a “prepattern” to establish
all four to five adult stripes and that later cell-
cell interactions merely sharpen stripe bound-
aries (1, 2). However, transition of the patterns
from juvenile to adult in some mutants indicates
that cell-cell interactions can change the initial
pattern (Fig. 2, leo, Tg-2, and Tg3). For example,
leopardmutants develop normal iridophore pre-
patterns but gradually change to widely distrib-
uted adult spots.
The leopard gene mediates interactions be-

tween melanophores and xanthophores (11) and
encodes the gap junction protein connexin41.8
(15). We constructed a series of leopard genes
with varying activity to “tune” the melanophore-
xanthophore interaction and successfully gener-
ated a variety of patterns (for example, spots,
rings, and labyrinth) in transgenic zebrafish with-
out changing the juvenile iridophores pattern
(15). It is notable that all these patterns are
common outcomes of the Turing mechanism but
cannot be made by the prepattern mechanism.
This “tuning” of the leopard gene also produced

various stripe patterns with altered numbers,
widths, and positions, demonstrating that these
parameters are determined by the interaction
between melanophores and xanthophores. One
particular property of the juvenile pattern that
cannot be changed by later rearrangement is
the directionality of the stripes. When all the
pigment cells are ablated artificially, zebrafish
regenerate a labyrinthine pattern, or stripes with-
out directionality, suggesting that the direction-
ality of adult stripes is derived from the juvenile
pattern (7, 9).
Numerous other reports using cell transplan-

tation, laser ablation, and other genetic approaches
emphasize the contribution of melanophore-
xanthophore interactions to adult patterns
(9, 11, 14). The interaction network deduced
from these studies shows that the interaction
network satisfies the property of short-range
activation and long-range inhibition, which is
an essential requirement for Turing pattern for-
mation (13).
Furthermore, we and others have shown the

dynamic rearrangement of pigment patterns fol-
lowing laser or genetic ablation. These experi-
ments demonstrate pattern autonomy that is
specific to the Turing mechanism, which is the
definitive reason we use the Turing model as
the working hypothesis. Because of this dynam-
ic property, Turing-based models can gener-
ate many kinds of patterns and can be applied
to both development and regeneration of the
pattern (4). This merit is important because if
the Turing mechanism generally underlies these
processes, we do not need to find new mech-
anisms for other pigmentation patterns. Although
our current knowledge of the detailed cellular
and molecular mechanism is far from complete
(e.g., the unknown role of iridophores in the
body), experimental analyses over the past 15
years support the Turing mechanism.
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Fig. 2. Tuning of melano-xantho interactions generates a series of patterns without changing the
activity of iridophores. Juvenile zebrafish of all leopard variants show almost identical juvenile pattern.
However, depending on the activity of melano-xantho interactions, they form different adult patterns. In
most cases, the juvenile pattern disappears. [Pictures are modified from (15)]
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SUPERCONDUCTIVITY 

Massive electrons signify 
correlations 
Thirty years on, and the mecha-

nism of superconductivity in 

copper-oxide superconductors 

remains a mystery. Knowledge 

of their normal nonsupercon-

ducting state is also incomplete; 

however, we do know that the 

more robust the superconduc-

tivity, the higher the magnetic 

fields required to suppress it. 

Ramshaw et al. studied samples 

of three different compositions 

of the copper-oxide YBa
2
Cu

3
O

6+δ
 

in magnetic fields exceeding 

90 T. They found that as the 

oxygen content increased 

toward the point of the maxi-

mum transition temperature, the 

conducting electrons became 

heavier and heavier. This 

mass enhancement reflected 

an increase in electronic 

Edited by Caroline Ash
I N  SC IENCE  J O U R NA L S

RESEARCH

correlations, which in turn may 

be a signature of a quantum 

critical point. — JS 

Science, this issue p. 317

BIOGEOCHEMISTRY

Dilution solves the 
recalcitrance question
The deep ocean is full of dis-

solved organic carbon, some of 

which has remained unchanged 

for thousands of years. What 

makes these compounds so 

resistant to microbial degrada-

tion? Perhaps their chemical 

structures make them intrinsi-

cally difficult to metabolize? 

In contrast, Arrieta et al. show 

that they are simply too dilute 

to be viable sources of energy 

for microorganisms (see the 

Perspective by Middleburg). 

Further experiments show that 

if these seemingly recalcitrant 

organic molecules are concen-

trated, the ambient microbes 

can consume them. — HJS

Science, this issue p. 331; 

see also p. 290

AXONAL REGENERATION 

Progress toward fixing a 

broken back? 
Axon regeneration after a 

spinal cord injury requires 

interference with neuronal 

mechanisms to promote axon 

extension and early suppression 

of scar formation. Microtubule 

stabilization could provide, 

in principle, a basis for such 

intervention. Ruschel et al. 

used animal models of spinal 

cord injury, time-lapse imag-

ing in vivo, primary neuronal 

cultures, and behavioral studies 

to tackle this challenge (see 

the Perspective by Tran and 

Copper and iron atoms form 
toroidal structures
Emmrich et al., p. 308

MICROBIAL ECOLOGY

Microbiome of 
uncontacted Amerindians

S
urprisingly, the previously 

unexplored microbiome of 

Amerindians contains antibiotic 

resistance genes. Clemente et al. 

characterized the fecal, oral, and 

skin bacterial microbiome of people 

in a Yanomami Amerindian village with 

no known previous contact with Western 

peoples for the past 11,000 years. Their 

microbiota are the most diverse yet 

reported for humans. These data offer 

a rare opportunity to understand what 

latent antibiotic resistance might have 

been present in the human holobiont 

before antibiotic use. — PLY

Sci. Adv. 10.1126/ sciadv.1500183 (2015).

Yanomami microbiota 

contain antibiotic 

resistance genes

Axon regeneration after 

spinal cord injury
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Silver). They showed that 

epothilone B, a U.S. Food and 

Drug Administration–approved 

microtubule-stabilizing drug 

that can cross the blood-brain 

barrier, does promote functional 

axon regeneration, even after 

injury. — SMH

Science, this issue p. 347; 

see also p. 285

STRUCTURAL BIOLOGY

Resolving whole 
mitoribosomes
Mitochondria probably evolved 

from a prokaryotic cell living 

within a proto-eukaryotic cell. 

Consequently, mitochondria 

have lost much of their genomic 

DNA, except for a few genes 

that require highly divergent 

mitoribosomes for protein trans-

lation. Greber et al. and Amunts 

et al. have used cryo–electron 

microscopy to uncover the 

structure of this complex (see 

the Perspective by Beckmann 

and Hermann) and reveal an 

unusual mRNA binding channel. 

The structure supplies clues for 

how aminoglycoside antibiotics 

might inhibit mitoribosomes 

and how mutations in mitori-

bosomes might cause human 

disease. — GR

Science, this issue p. 303,  p. 288 ; 

see also A. Amunts et al., 

Science, 3 April, p. 95

SOCIAL EVOLUTION 

Gaze into my eyes 
Humans bond emotionally as 

we gaze into each other’s eyes— 

a process mediated by the 

hormone oxytocin. Nagasawa 

et al. show that such gaze-

mediated bonding also exists 

between us and our closest 

Edited by Sacha Vignieri

and Jesse Smith
IN OTHER JOURNALS

 PROTEIN FOLDING

Interfering in an 
aggregation pathway
Most dementia cases are 

caused by neurodegenerative 

Alzheimer’s disease. Plaques 

composed of fibrils of a 

42-residue amyloid-β peptide 

(Aβ42) are characteristic of 

this disease. There is evidence 

that neurotoxicity is caused by 

Aβ42 oligomers rather than the 

fibrils, but fibrils catalyze the 

formation of oligomers. Cohen 

et al. show that the human 

chaperone domain Briochos 

binds to the surface of Aβ42 

fibrils and prevents them from 

catalyzing oligomer formation. 

In electrophysiology experi-

ments in mouse brain slices, 

Briochos prevented the inhibi-

tion of neural oscillations caused 

by Aβ42 aggregation. In this 

case, a chaperone acts not by 

promoting folding or preventing 

misfolding but by targeting a 

animal companions, dogs (see 

the Perspective by MacLean and 

Hare). They found that mutual 

gazing increased oxytocin levels, 

and sniffing oxytocin increased 

gazing in dogs, an effect that 

transferred to their owners. 

Wolves, who rarely engage in 

eye contact with their human 

handlers, seem resistant to this 

effect. — SNV 

Science, this issue p. 333; 

see also p. 280

STEM CELLS 

Stem cells can sort 
mitochondria by age
The renewal of tissues in aging 

organisms requires stem cells, 

which have the unusual ability to 

divide asymmetrically into one 

daughter cell that retains stem 

cell properties and another that 

differentiates into a particular 

tissue type. Katajisto et al. used 

photoactivated marker pro-

teins to monitor the age of cell 

organelles in stemlike cells from 

human breast tissue and their 

distribution into daughter cells. 

Most organelles were evenly dis-

tributed, but daughter cells that 

maintained stem-cell properties 

received more newly produced 

mitochondria and fewer old 

ones. — LBR 

Science, this issue p. 340

CANCER

Will the real mutation 
please stand up?
When a patient is diagnosed 

with cancer, tumor samples are 

analyzed to search for mutations 

that might guide targeted treat-

ment of the disease. Jones et 

al. characterized samples from 

more than 800 patients with 

15 different cancer types. For 

accuracy, this approach requires 

a matched sample of normal 

DNA from the same patient. By 

doing this, mutations present in 

the patient’s normal tissues can 

be excluded as therapeutic tar-

gets, and therapeutically useful 

new mutations in the tumor are 

revealed. — YN

Sci. Transl. Med. 7, 283ra53 (2015).

IMMUNOGENETICS

Of mice and men

S
pecies undergo different selective forces, and those that 

drive immunity are of special interest because they may 

affect studies of human health. Webb et al. investigated 

the differences between human and mouse for 456 

protein-coding gene families involved in innate 

immunity. Of these, 2 genes in humans and 35 genes in mice 

exhibited signatures of positive selection. Examining the 

evolutionary distance between mice and humans, they further 

identified many genes likely to be under positive selection in 

the primate and murid lineages. These changes, for the most 

part, appear to have been fixed within humans and mice, 

respectively, demonstrating the different evolutionary trajec-

tories that immune genes have taken during evolution. — LMZ

Mol. Biol. Evol. 10.1093/molbev/msv051 (2015). 

Selection has shaped 

immune responses 

differently in humans 

and mice

Published by AAAS
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semester, which is then dictated 

by the expertise and interest of 

the researchers. The research 

trajectory continues as the 

second-semester experiments 

from one year become the 

control experiments for the next 

year. This allows the research 

project to continually evolve 

according to student decisions, 

making it a research project that 

truly belongs to students. — MM

J. Chem. Educ. 10.1021/
ed500793q (2015).

CELL BIOLOGY

Keeping the cell 
nucleus pumped up
The nucleus is the most promi-

nent organelle inside eukaryotic 

cells. It is often roughly spheri-

cal in shape and houses the 

genomic DNA. Nuclear Lamins 

are important for maintaining 

nuclear shape, and deformed 

nuclei are often associated 

with premature aging diseases. 

Verboon et al. find that the 

fruit fly gene washout (wash), 

involved in maintaining endo-

some shape in the cytoplasm, 

is also required to maintain the 

smooth spherical shape of the 

nucleus. Wash protein interacts 

with Lamin and is associated 

with heterochromatin in the 

nucleus. It also helps organize 

chromosomes and subnuclear 

domains, such as the nucleolus 

and cajal bodies. — GR

Curr. Biol.25, 804 (2015).

ANTIBIOTIC RESISTANCE

Challenging antimicrobial 
growth trends
Antimicrobial use in animal pro-

duction could exceed 100,000 

tons a year by 2030. Chronic use 

of growth-promoting antimicro-

bials in farming has selected 

for resistant bacteria that have 

spread into humans. Facing the 

reluctance of the food and vet-

erinary industries to report on 

antimicrobial sales, Van Boeckel 

et al. used statistical models to 

map and project global antimi-

crobial consumption. By far the 

biggest current and future con-

sumer is China, followed by the 

United States, but Brazil, India, 

and Mexico also are or soon will 

be major users, along with other 

transitional countries seeking to 

intensify animal production for 

their increasingly affluent societ-

ies who are demanding more 

meat to eat. — CA

Proc. Natl. Acad. Sci. U.S.A. 10.1073/
pnas.1503141112 (2015).

RESEARCH   |   IN OTHER JOURNALS

waves that lead to melting. 

Fletcher et al. monitored the 

properties of a thin sample of 

aluminum as it transformed 

from a solid into warm dense 

matter, its density more than 

doubling in the process. Using 

x-ray scattering and compar-

ing their results to model 

calculations, they found that 

short-range repulsive interac-

tions between ions played a 

major role in the transition. 

— JS

Nat. Photon. 10.1038/
nphoton.2015.41 (2015).

EDUCATION

Out with tradition 
and in with inquiry
Replacing traditional chemistry 

labs with inquiry-based labo-

ratories that mimic a research 

project is no easy feat. Hartings 

et al. describe the creation 

and assessment of two, two-

semester-long, student-driven, 

faculty-assisted laboratory 

curricula. What makes this 

approach unique is that the 

students control the research 

direction. Research done in the 

first semester is considered to 

be a control experiment form-

ing the basis for the second 

SPECIATION

Not a panacea

E
merging genetic technologies, such as single-nucleotide 

anonymous markers (SNPs), have provided incredible 

insight about speciation. Mason and Taylor used hundreds 

of thousands of SNPs in conjunction with gene expression 

and niche modeling to define patterns of speciation in the 

Holarctic redpoll species flock, which consists of three morpho-

logically distinct species in the genus Acanthis. Despite the large 

number of loci, they found almost no genetic divergence among 

the three species, although they did reveal differences in gene 

expression and slight differences in niche use. They suggest that 

speciation in this group may be on-going, perhaps driven by small 

ecological shifts, and argue that even high-powered genetic tech-

niques may not be able to uncover a species’ whole story. — SNV

Mol. Ecol. 10.1111/mec.13140 (2015).

nucleation step in the aggrega-

tion pathway. — VV

Nat. Struct. Mol. Biol. 10.1038/

nsmb.2971 (2015).

PHYSICS 

Shocking aluminum 
into a warm dense state
In some extreme environments 

(such as the interior of Saturn, 

for example), matter is a dense 

soup of strongly interacting 

particles: “warm dense matter” 

by name. Scientists can create 

this regime in the laboratory by 

hitting a material with power-

ful laser beams, causing shock 

Simulation of warm dense 

matter topology

RESEARCH | IN OTHER JOURNALS

SPECIATION

Not a panacea
merging genetic technologies, such as single-nucleotide 

anonymous markers (SNPs), have provided incredible 

insight about speciation. Mason and Taylor used hundreds 

of thousands of SNPs in conjunction with gene expression 

and niche modeling to define patterns of speciation in the 

Holarctic redpoll species flock, which consists of three morpho-

logically distinct species in the genus Acanthis. Despite the large 

number of loci, they found almost no genetic divergence among

the three species, although they did reveal differences in gene

expression and slight differences in niche use. They suggest that 

speciation in this group may be on-going, perhaps driven by small 

ecological shifts, and argue that even high-powered genetic tech-

niques may not be able to uncover a species’ whole story. — SNV

Mol. Ecol. 10.1111/mec.13140 (2015).
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Though morphologically distinct, the three species of Holarctic redpolls, including this hoary redpoll, display almost no genetic divergence
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PLANT ECOLOGY 

Biodiversity protects 
grassland stability 
How biodiversity interacts with 

ecosystem stability and produc-

tivity is key to understanding 

the impacts of environmental 

changes on ecosystem func-

tions. In a series of decade-long 

experiments in temperate 

grassland, Hautier et al. manipu-

lated nitrogen, water, carbon 

dioxide, herbivory, and fire. In 

all cases, plant species diversity 

was important for preserving 

ecosystem function during envi-

ronmental change. Hence, the 

preservation and restoration of 

biodiversity buffer ecosystems 

against anthropogenic assault. 

— AMS 

Science, this issue p. 336

VERTEBRATE EVOLUTION 

Similar shapes 
inhabit the sea 
Over biological history, several 

different groups of vertebrate 

tetrapods have reinvaded the 

marine environment. Although 

these groups are widely distrib-

uted among reptiles, mammals, 

amphibians, and birds, the 

shapes they have evolved are 

remarkably similar. Kelley and 

Pyenson review the literature 

on marine vertebrate groups 

over time and describe the 

innovations that facilitated the 

evolution of these marine forms, 

the environmental conditions 

that selected for such conver-

gence of form, and the threats 

they face from future environ-

ment change. — SNV

Science, this issue p. 301

SKIN FIBROSIS 

Fibroblasts in fibrosis 

Excess fibrous connective tis-

sue, similar to scarring, forms 

during the repair of injuries. 

Fibroblasts are known to be 

involved, but their role is poorly 

characterized. Rinkevich et al. 

identify two lineages of dermal 

fibroblasts in the dorsal skin of 

mice (see the Perspective by 

Sennett and Rendl). A fibrogenic 

lineage, defined by embryonic 

expression of Engrailed-1, 

plays a central role in dermal 

development, wound healing, 

radiation-induced fibrosis, 

and cancer stroma forma-

tion. Targeted inhibition of this 

lineage results in reduced 

melanoma growth and scar 

formation, with no effect on the 

structural integrity of the healed 

skin, thus indicating therapeutic 

approaches for treating fibrotic 

disease. — BAP

Science, this issue p. 302; 

see also p. 284

ACTIVE GALAXIES 

The polarized mark 
of magnetic fields 
Powerful twin jets of plasma 

often reach more than tens of 

thousands of light-years from 

their base in an active galactic 

nucleus (AGN). Astronomers are 

still at work investigating what 

can corral the jets so tightly 

and propel them so far. Martí-

Vidal et al. may have found the 

answer hiding in polarized light 

signals that show evidence of 

a phenomenon called Faraday 

rotation. This measure can 

indicate the strength of the mag-

netic field present, which for the 

AGN PKS 1830-211 is as strong 

as a few Gauss. The knowledge 

that magnetic fields have a 

driving role brings us closer to 

understanding this phenom-

enon. — MMM

Science, this issue p. 311

GALAXY EVOLUTION 

Eat your heart out, 
old galaxies 
Most galaxies exceeding 

100 billion solar masses are 

dense spheroids that exhibit 

no star-forming activity in the 

present day. Nevertheless, 

galaxies of the same size were 

actively forming stars when the 

universe was only a few billion 

years old. Tacchella et al. used 

integral-field spectroscopy 

and high-resolution imaging to 

map the distributions of star 

formation rates and stellar mass 

densities within ancient galax-

ies. Star formation apparently 

quenched first in the center, 

while remaining lively in the 

galactic outskirts, with quench-

ing taking a few billion years to 

proceed outward. — MMM

Science, this issue p. 314

LUNAR FORMATION 

Traces of collisions 
within collisions 
The Moon is widely accepted 

to have been created by the 

collision of a Mars-sized body 

with Earth. However, informa-

tion about exactly when this 

event occurred is still welcome. 

To find out more, Bottke et 

al. compared models and the 

meteorite record with estimates 

of impact heating. When ejecta 

was thrown off during the main 

collision, high-velocity kilometer-

sized fragments hit and heated 

main-belt asteroids. Evidence of 

such collisions emerges when 

pieces of those asteroids turn 

up as meteorites on Earth. The 

model and empirical record con-

verge on 4.48 billion years ago, 

confirming previous estimates 

reached by different approaches. 

— MMM

Science, this issue p. 321

CLIMATE WARMING

Smaller differences and 
greater extremes 
Has recent rapid warming in the 

Arctic affected weather else-

where in the world? Coumou et 

al. find that some key measures 

of atmospheric circulation in 

the Northern Hemisphere have 

weakened during the summer. 

This change has been caused 

by the reduction of the tem-

perature difference between 

mid-latitudes and the North Pole. 

As summertime circulation has 

decreased in intensity, episodes 

of hot weather have become 

more persistent because there 

are fewer storms to bring cooler 

conditions. — HJS

Science, this issue p. 324

CLIMATE WARMING

Disappearing faster 
around the edges 
The floating ice shelves around 

Antarctica, which buttress ice 

streams from the continent and 

slow their discharge into the 

sea, are thinning at faster rates. 

Paolo et al. present satellite data 

showing that ice shelves in many 

regions around the edge of the 

continent are losing mass. This 

result increases concern about 

how fast sea level might rise 

as climate continues to warm. 

If warming continues to cause 

ice shelves to thin, as they have 

for the past couple of decades, 

their disappearance may allow 

land-based ice to collapse and 

melt. — HJS 

Science, this issue p. 327

INFECTIOUS DISEASE

Toward broad-spectrum 
antiviral drugs
For many emerging viruses 

such as Ebola and dengue, no 

licensed drug treatments exist. 

In a Perspective, Bekerman 

and Einav argue that broad-

spectrum antiviral drugs could 

play a key role in treating infec-

tions caused by these and other 

viruses. These drugs can either 

target the virus or the host 

cell. Drugs licensed for treating 

other diseases, including several 

cancer drugs, are also showing 

promise as possible antiviral 

treatments. If cha llenges such as 

toxicity and drug resistance can 

be addressed, broad-spectrum 

antiviral drugs will be a useful 

complement to existing narrow-

spectrum approaches. — JFU

Science, this issue p. 282

Edited by Caroline Ash
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SURFACE STRUCTURE

Metal clusters 
really close-up
Atomic force microscopy (AFM) 

can be used to reveal subatomic 

structures. By this means, 

Emmrich et al. found that 

individual copper and iron atoms 

formed toroidal structures on a 

copper surface. These shapes 

arise from the electrostatic 

attractions in the center of the 

atoms and Pauli repulsions at 

their edges. Individual atoms 

within clusters have underlying 

surface symmetry and can bind 

to different surface sites as 

clusters form. — PDS

Science, this issue p. 308

PROTEIN STRUCTURE 

Engineering super-
enzyme function
Understanding how protein 

domains and subunits operate 

is critical for engineering novel 

functions into proteins. Arslan 

et al. introduced intramolecular 

crosslinks between two domains 

of the Escherichia coli helicase 

Rep, which unwinds DNA. By 

inserting linkers of different 

lengths, the domains can be held 

either “open” or “closed.” The 

closed conformation activates 

the helicase, but it can also gen-

erate super-helicases capable 

of unzipping long stretches of 

DNA at high speed and with 

considerable force. Comstock 

et al. used optical tweezers and 

fluorescence microscopy to 

simultaneously measure the 

structure and function of the 

bacterial helicase UvrD. They 

monitored its DNA winding 

and unwinding activity and its 

shape during these activities. 

The motor domain also has a 

“closed” conformation during 

DNA unwinding and switches to 

a reversed “open” conformation 

during the zipping-up interac-

tion. — GR

Science, this issue p. 344 and p. 352

PHYSIOLOGY

Red cells need leucine 
for hemoglobin
Inhibitors of the protein complex 

mTORC1 are used clinically, but 

they can cause anemia. Low avail-

ability of the amino acid leucine 

inhibits mTORC1 activity, which 

suppresses protein synthesis by 

blocking mRNA translation. The 

globin proteins in hemoglobin 

have a particularly high percent-

age of leucine residues. Chung et 

al. (see also the Focus by Nathan) 

found that hemoglobin produc-

tion by developing red blood cells 

was decreased by deficiency or 

inhibition of LAT3, a transporter 

that enables cells to take up 

leucine. Specifically, inadequate 

leucine uptake prevented the 

translation of globin-encoding 

transcripts. — WW

Sci. Signal. 8, ra34 and fs9 (2015).

Published by AAAS
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VERTEBRATE EVOLUTION

Evolutionary innovation and ecology
in marine tetrapods from the Triassic
to the Anthropocene
Neil P. Kelley1,2* and Nicholas D. Pyenson1,3

BACKGROUND:More than 30 different lin-
eages of amphibians, reptiles, birds, and
mammals have independently invaded oceans
ecosystems. Prominent examples include ich-
thyosaurs andmosasaurs during theMesozoic
(252 to 66 million years ago) and penguins
and sea otters during the Cenozoic (66 million
years ago to the present). In today’s oceans,
marine tetrapods are ecologically important
consumers with trophic influence dispropor-
tionate to their abundance. They have occu-
pied apex roles in ocean food webs for more
than 250million years, throughmajor changes
in ocean and climate, and through mass ex-

tinctions. Major paleontological discoveries in
the past 40 years have clarified the early land-
sea transitions for some marine tetrapods (e.g.,
whales, sea cows), although the terrestrial ori-
gins of many lineages remain obscure. Incipient
invasions appear frequently in marine tetrapod
history, but such early transitions account for
only a small proportion of the total fossil record
of successful marine lineages, which in some
cases persist for hundreds of millions of years.

ADVANCES: Marine tetrapods provide ideal
models for testing macroevolutionary hypothe-
ses because the repeated transitions between

land and sea have driven innovation, conver-
gence, and diversification against a backdrop
of changing marine ecosystems and mass ex-
tinctions. Recent investigations across a broad
range of scales—frommolecules to food webs—
have clarified the phylogenetic scope, timing,
and ecological consequences of these repeated
innovations. Studies of the physiology and
functional morphology of living species have
illuminated the constraints and tradeoffs that

shape the pathway of ini-
tialmarine invasions.Com-
parative studies on muscle
myoglobin concentration
or the evolution of sex de-
termination mechanisms,
for example, have revealed

rampant convergence for these adaptive traits
in the marine realm. Exceptionally preserved
fossils have also revealed insights into repro-
ductivebiology, soft tissue structures, and trophic
interactions. Fossils provide critical baselines
for understanding historical changes in marine
communities and diversity through time, and
these baselines remain vital for evaluating the
ongoing and severe anthropogenic disturbance
to marine tetrapod populations and marine
ecosystems as a whole.

OUTLOOK: Technological advances in remote
sensing and biologgingwill continue to provide
crucial insights into the macroecology of ma-
rine tetrapods below the water’s edge. Field
data, when combined with extensive vouchers
represented in museum collections, provide
the basis for integrativemodels of the function
and ecology of these logistically challenging
organisms. Placed in a phylogenetic compara-
tive framework, these data can enable tests of
hypotheses aboutmacroevolutionary patterns.
Although perpetually incomplete, new fossil
discoveries continue to improve our under-
standing of the early land-sea transitions in
lineages and reveal past ecologies that could
not have otherwise been predicted. Emerg-
ing imaging, molecular, and isotopic tech-
niques provide an opportunity to expand the
investigational scope for studying extinct
taxa and to inform our understanding of how
living species evolved. Lastly, resolving the
full evolutionary scope of marine tetrapod his-
tory provides context for the origins of mod-
ern ecological patterns and interactions, which
are fundamentally being altered by human
activities.▪
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A unified view of marine tetrapod evolution. Circles mark initial invasions of marine tetrapod
groups. Extinct and extant lineages are denoted by open and solid circles, respectively (yellow, am-
phibians; green, nonavian reptiles; blue, birds; red, mammals).Top curve summarizes marine tetrapod
fossil richness through time.Schematic limbdrawingsdemonstrateconvergenthydrodynamic forelimbs
in marine tetrapods (top to bottom): sea lion, whale, penguin, sea turtle, mosasaur, ichthyosaur. Ma,
millions of years ago.C
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VERTEBRATE EVOLUTION

Evolutionary innovation and ecology
in marine tetrapods from the Triassic
to the Anthropocene
Neil P. Kelley1,2* and Nicholas D. Pyenson1,3

Many top consumers in today’s oceans are marine tetrapods, a collection of lineages
independently derived from terrestrial ancestors.The fossil record illuminates their transitions
from land to sea, yet these initial invasions account for a small proportion of their evolutionary
history.We review the history of marine invasions that drove major changes in anatomy,
physiology, and ecologyovermore than 250million years.Many innovations evolved convergently
inmultiple clades,whereas others are unique to individual lineages.The evolutionary arcs of these
ecologically important clades are framed against the backdrop of mass extinctions and regime
shifts in ocean ecosystems. Past and present human disruptions to marine tetrapods, with
cascading impacts on marine ecosystems, underscore the need to link macroecology with
evolutionary change.

M
ore than 30 lineages of tetrapods (amphi-
bians, reptiles, birds, and mammals) in-
dependently invaded marine ecosystems
during the Phanerozoic (Fig. 1). Such re-
peated transitions from terrestrial or

freshwater to marine habitats are generally un-
common in other clades (1). Reconfigurations in
morphology, physiology, life history, and sensory
systems characterize each transition. For example,
differential constraints on movement between
these realms—gravity on land versus drag in
water—led to similar locomotory adaptations in
marine tetrapods (2) (Fig. 2).
Sequences of fossil cetaceans (3) and sirenians

(4) from Eocene rocks provide the best examples
of major morphological transformations follow-
ing marine invasions. Both groups show pelvic
decoupling from the vertebral column and sub-
sequent reduction of the pelvis and hindlimbs;
later specializations included forelimb stream-
lining, tail propulsion, and posterior migration
of the nostrils. Unfortunately, the early histories
of most other marine tetrapod lineages remain
obscure. For example, the freshwater carnivoran
Puijila darwini provides clues about the origins
of pinnipeds (5), but it is geologically younger
than othermarine stem pinnipeds (6) and is thus
not likely a direct ancestor of modern pinnipeds.
Likewise, semi-aquatic Permian reptiles, initially
proposed to represent plesiosaur ancestors (7), are
not closely related to plesiosaurs in recent analy-
ses (8); the Early Cretaceous turtle Santanachelys
(9) was once viewed as a stem predecessor tomod-

ern sea turtles, but this position is no longer sup-
ported (10). Thus, origins of several important
marine tetrapod groups remain essentially un-
known, with the oldest known fossil represent-
atives exhibiting derived morphologies without
obvious terrestrial antecedents. Prominent exam-
ples include penguins (11) and ichthyosaurs (12),
although the recently described basal ichthyosauri-
form Cartorhynchus may clarify the origins of
the latter (13).
The history of terrestrial-marine transitions

reveals links between Earth system changes and
marine tetrapod invasions, modulated by ecology
and physiology.Marine transgressions andwarm-
ing episodes coincided with Mesozoic and Early
Cenozoic marine tetrapod invasions (3, 4, 14–18).
Modern marginal marine tetrapods are concen-
trated in low-latitude mangroves, estuaries, and
archipelagos (19). The paleoenvironmental con-
text of marginal marine tetrapod fossils (7, 20)
likewise indicates that warm, shallow marginal
marine habitats provide favorable settings for
terrestrial-marine transitions, especially in ecto-
therms. Conversely, mid-Cenozoic cooling and
increases in marine productivity—particularly in
the North Pacific and Southern Ocean—coincided
with bird and mammal invasions (21, 22), and
these regions remain hotspots of marine mam-
mal diversity (23). However, such relationships
are not always rigid throughout the history of a
clade: Cetaceans evolved in shallow equatorial
seas (18) but now thrive in high-latitude oceans;
the origin of penguins preceded Southern Hem-
isphere cooling by several million years (24).
Studies of living marginal marine species illu-

minate ecological (25, 26), functional (2, 27–29),
and physiological (30–32) pathways that facilitate
transitions. A common theme is the high degree of
plasticity in ecologically marginal taxa (26, 28, 31).
Isotopic investigations of fossils suggest similar

patterns, demonstrating mixed habitat and re-
source use (33). Repeated independent invasions
among some clades suggest that certain ecologies
and/or body plans may predispose groups to
marine transitions. Independent adaptation to
marine lifestyles among close relatives simulta-
neously or in close succession would complicate
efforts to decipher and enumerate transitions in
the fossil record (34, 35).

Convergent evolution frommolecules
to morphology

Marine tetrapods provide canonical illustrations
of evolutionary convergence (Fig. 2) (36), widely
regarded as repeated solutions to problems im-
posed by physical contrasts between land and
water. Simple visual comparisons, however, can-
not fully decipher the processes that shape evo-
lutionary convergence. Apparent similarities can
mask differences in functional performance (37),
and mechanical convergence can be achieved with
alternative morphological solutions, often con-
strained by phylogeny (38). Thus, the dorsoven-
tral caudal propulsion of cetaceans derives from
the bounding locomotory mode of terrestrial ma-
mmalian ancestors (2), while the lateral caudal
propulsion of ichthyosaurs evolved from the lo-
comotion of lizard-like predecessors (39).
Quantitative functional morphology provides

a means to quantify and compare performance
and functional trade-offs, particularly in species
that spend time both on land and in the water,
such as snakes (29) and pinnipeds (40). Func-
tional trade-offs can ultimately drive specializa-
tion and steer evolutionary convergence, as with
repeated loss of flight among seabirds specialized
for aquatic locomotion (41). In vivo studies of
feeding performance provide similar insight into
functional trade-offs and specialization (42–44),
which shaped convergence in marine tetrapod
feeding systems (45).
Increased bone density evolved repeatedly in

coastal marine tetrapods for stability and buoy-
ancy regulation (46–51). Conversely, decreased
bone density has evolved among many pelagic
groups, reducing the costs of sustained swim-
ming, or as a consequence of increased growth
rates (50). Some lineages, such as cetaceans (48,49),
ichthyosaurs (13, 49), and sauropterygians (51),
transitioned through these contrasting phases se-
quentially, with increased bone density during
early evolution followed by reduced bone density
after open marine adaptation. The evolution of
insulating structures inmarinemammals follows a
similar progression, with thick fur in coastal in-
vaders replaced by thick insulating fat for energy
storage and streamlining in more oceanic marine
mammals (52). Fossil anatomy reveals the evolu-
tion of countercurrent heat exchange in penguins
(53), convergent with similar systems in marine
mammals.
The scope of recent studies of convergent evo-

lution extends beyond morphology to include
molecular physiology (54), metabolism and ther-
moregulation (55, 56), and life history (56, 57).
Genomic investigations have revealed convergent
genetic origins of important innovations, such as
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sex determination mechanisms (58), myoglobin
adaptations facilitating deep diving (54), and
echolocation (59). Stable isotopes from fossils
elucidate parallel histories of habitat shift in early
cetaceans and sirenians (33) and convergent evo-
lution of endothermy in Mesozoic marine rep-
tiles (53). Recent breakthroughs in fossil pigment
reconstruction have resolved structural and pig-
ment adaptations in fossil seabird feathers (60)
and have revealed widespread dark coloration in

fossil marine reptiles, possibly for temperature
regulation or ultraviolet light protection (55).
Exceptionally preserved fossils (57, 61, 62) doc-

ument convergent reproductive adaptations in
marine reptiles. Recently discovered early ich-
thyosaur fossils (62) extend the history of vivi-
parity in this group back to the Early Triassic and
indicate that viviparity evolved in terrestrial fore-
runners as an enabling factor for, rather than
an adaptive response to, aquatic life. Fossils sug-

gest that some marine reptiles converged upon
K-selected life histories observed among marine
mammals (57). Aquatic birth evolved early in ceta-
cean and sirenian evolution, but these transitions
are so far only partly constrained by fossils (63).

Causes and consequences of convergence,
innovation, and radiation

In addition to external drivers, convergent evo-
lution is shaped by the underlying genetic and
developmental pathways that give rise to con-
vergent structures. Thus, repeated evolution of
hydrodynamic limbs (Fig. 2E) (64) and axial mod-
ifications (65) likely exploited parallel develop-
mental mechanisms. Such shared pathways may
extend to the level of gene regulation linking
genomic and phenotypic convergence and inno-
vation. Recent work on marine mammal genomic
convergence has questioned the prevalence of
such linkages (66); however, more work is needed
to evaluate potential scaling of convergence from
gene to phenotype.
Innovations facilitate and constrain downstream

evolution, as illustrated in the discrete pathways
from drag-based to lift-based swimming in limb-
and tail-propelled aquaticmammals (2). Likewise,
independent innovation of aquatic birth in mul-
tiplemarine reptile andmarinemammal lineages
removed the constraints of terrestrial locomo-
tion, enabling limb and skeletal modification
to increase swimming performance, as well as
gigantism in some clades. Convergent evolu-
tionary pathways [e.g., the emergence of tail-
driven locomotion in ichthyosaurs, mosasaurs,
andwhales (Fig. 2A)]might follow similar tempos
across groups (67), but this hypothesis awaits
further testing.
Particularly diverse clades have frequently been

characterized as adaptive radiations facilitated by
new ecological opportunities after marine in-
vasions (68). However, external factors may be
equally important in shaping and pacing these
radiations (69). Although diverse clades are often
ecologically and morphologically disparate, as
predicted under adaptive radiation models (70),
diversity and disparity are not tightly coupled in
other radiations (71).
Diversification can be triggered by innovations

that occur well after initial invasions. For exam-
ple, echolocation and baleen—two key innova-
tions that evolved tens of millions of years after
whales first entered the oceans—mark the emer-
gence of crown cetaceans (72), the most species-
rich marine tetrapod clade. Hydrophiine sea
snakes, which entered marine environments in
the last 6million years and now comprise at least
60 species (71, 73), provide a key example of a
marine tetrapod group in the midst of major ra-
diation. Even within this group, diversity is het-
erogeneously distributed within subclades and
linked to specific intraclade innovations, rather
than simply reflecting rapid niche expansion after
initial marine invasion (71).

Iterative evolution and ecological turnover

Marine tetrapods first diversified during the re-
structuring of marine ecosystems that followed
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the end-Permian mass extinction, and the rise of
the so-called “Modern Fauna” (74). Their appear-
ance has been characterized as a final step in
the bottom-up reassembly of marine ecosystems
after a delayed recovery (75, 76). However, the
early appearance of predatory marine tetrapods
in the Triassic has recently been cited as evi-
dence that recovery was not delayed after all (77).
Although later Mesozoic and Cenozoic invasions
replaced these early groups, marine tetrapods
have remained a persistent fixture of marine eco-
systems since the Triassic. Some replacements
coincided with mass extinctions (Fig. 1) (78);

others were staggered across intervals of grad-
ual faunal change (78, 79).
Persistent biological processes such as compe-

tition (“Red Queen”) and stochastic environ-
mental factors (“Court Jester”) (80) may regulate
marine tetrapod community structure and diver-
sity at different time scales (81). Pelagic habitats
are typically dominated by one or two cosmopol-
itan marine tetrapod clades with long histories
[e.g., ichthyosaurs from the Triassic to Cretaceous
(78), plesiosaurs from the Jurassic to theCretaceous-
Paleogene (K-Pg) boundary (78), cetaceans since
the Eocene (3)]. Near-shore communities often

host more lineages with higher endemism and
frequent turnover (16, 82–84). Specific spatial and
temporal successions hint at competitive inter-
actions, as among flightless seabirds and marine
mammals competing for shore space (22), re-
placement of herbivorous desmostylians by sire-
nians in the North Pacific (82), and replacement
of phocids by otariids in South America (83).
These episodes of replacement between lin-

eages are mirrored by iterative patterns within
lineages. For example, evolution of herbivory and
durophagy (feeding on hard-shelled prey) drove
repeated convergent feeding morphologies in
living and fossil sea turtles (85). Similarly, inde-
pendent invasions of freshwater ecosystems by
different odontocete lineages gave rise to a con-
vergent “river dolphin” morphotype (86). Ecolo-
gical interactions among sympatric relatives also
drive iterative evolution. Multispecies fossil sire-
nian assemblages show parallel patterns of eco-
morphological partitioning (82), contrasting with
the relictual and disjunct distribution of living
species. Sympatric or parapatric ecomorphs ob-
served in widely distributed odontocetes (87, 88)
have arisen through niche differentiation and
onshore-offshore partitioning. Cryptic specia-
tion and iteration is common among sea snakes,
with repeated parallel evolution of morphotypes
(71). Iterative evolution and resource partition-
ing may account for contrasting morphotypes
in co-occurring fossil taxa (82, 89) and repeated
evolution of certain morphotypes, such as poly-
phyletic “pliosaurs” (90).
Marine tetrapods themselves constituted an

important trophic resource for other species in
Mesozoic ecosystems beginning in the Triassic
(76). Intriguingly, although hypercarnivory evol-
ved repeatedly among Cenozoic marine mam-
mals (91, 92), many lineages later specialized on
resources at lower trophic levels. Hypercarnivo-
rous species that regularly consume other tetra-
pods are comparatively rare in modern oceans,
represented only by killer whales, leopard seals,
and marginal marine crocodiles, all generalist pred-
ators that also feed regularly at lower trophic
levels (42, 88). The comparative rarity of hyper-
carnivorous marine tetrapods in modern oceans
may reflect different structuring of Mesozoic,
Early Cenozoic, and modern marine food webs.

Contrasting Mesozoic and Cenozoic
patterns of fossil richness

Patterns in raw marine tetrapod fossil species
richness (Fig. 3) resemble those observed in the
marine invertebrate record (93–95). Fluctuating
Mesozoic diversity reflects repeated extinctions
of incumbent clades (Fig. 1) followed by diversi-
fication of new groups (78) as well as geologic
biases on the marine tetrapod fossil record (14).
Contrasting patterns between coastal and pelagic
Mesozoicmarine tetrapod groups (14, 15) point to
“common-cause” dynamics, whereby geologic pro-
cesses that affect marine diversity also control se-
dimentary rock accumulation (95). The pronounced
drop in richness at the K-Pg boundary corresponds
to the simultaneous extinction of mosasaurs,
plesiosaurs, and other lineages (Figs. 1 and 3).
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After the K-Pg mass extinction, Early Cenozoic
diversification of cetaceans (3), sirenians (96),
and penguins (24, 97) brought Paleogene marine
tetrapod richness back to peak Mesozoic levels.
The emergence of crown cetaceans (72) and the
invasion of pinnipeds (21), alongwith other groups,
coincide with a marked increase in fossil rich-
ness to even higher levels. The apparent Cenozoic
marine tetrapod diversity increase, like marine
invertebrate richness (94), may be inflated by pre-
servation biases (e.g., “pull of the recent”). How-
ever, recent investigations of fossil invertebrates
(93) and marine mammals (98, 99) propose that
increasing Cenozoic richness largely reflects a
real biological signal. Fossil bias has been eval-
uated for some marine tetrapod groups (14, 98),
but integrated comparisons of biases across the
Mesozoic and Cenozoic are still needed.
Changes in ocean productivity regimes (100)

and ecological escalation (101) may help to ex-
plain the differing trajectories of Cenozoic and
Mesozoic marine tetrapod diversification. Excep-
tional diversification rates of eutherian mammals
(102) might also account for increasing Cenozoic
diversity, given the repeated marine invasions of
placental mammals during the Cenozoic. How-
ever, other groups with elevated diversification
rates, including Neoaves and squamates, also in-
vaded marine ecosystems with varying degrees
of success, indicating that phylogenetic differ-
ences alone cannot account for these differences.
Increasing marine tetrapod diversity since the

Mesozoic also tracks increasing marine resources
and expandingniches. Clear evidence of herbivory
is unknown among marine reptiles until herbiv-

orous sea turtles evolved, coincident with the first
seagrasses in the Cretaceous (85), which is con-
sistent with “delayed herbivory” in other marine
clades (103). Likewise, there is no evidence for
pelagic suspension–feeding marine tetrapods in
the Mesozoic (104) and little evidence for deep-
diving mesopelagic feeders until the Jurassic (37).
These absent ecologies suggest that Early Meso-
zoic marine food webs were less complex than
modern equivalents.

Shifted baselines and marine tetrapod
macroecology since the Pleistocene

Marine tetrapod and hominid ecological inter-
actions began at least by the Late Pleistocene,
with evidence for Neandertal (Homo neander-
thalensis) exploitation of marine mammals in
Gibraltar, Spain (105). Humans have continued
to directly and indirectly interact with marine
ecosystems ever since this time (106). Although
these impacts have lagged behind profound hu-
man perturbations to terrestrial ecosystems, tech-
nological innovation has escalated their rate and
magnitude in recent centuries (107).
The extinction of Steller’s sea cow (Hydro-

damalis gigas) marks the first well-documented
marine mammal species extinction in historic
times (108). Hunting brought some cetacean spe-
cies perilously close to extinction (109) and exter-
minated at least two pinniped species (110, 111).
Historically, severalmarinemammal species were
thought extinct until refugial populations were
rediscovered (112, 113). Seabirds have been sim-
ilarly vulnerable to human hunting, with historic
and prehistoric extinctions of large flightless

seabirds (114–116) and others critically endan-
gered (117). Many living marine reptiles also
risk extinction—including six of seven sea turtle
species—largely because of human exploitation
and habitat alteration (117). The conservation
status of many marine tetrapod species is poor-
ly known because of the difficulties of studying
wild marine populations.
The only cetacean extinction at human hands,

the Yangtze River dolphin (Lipotes), was largely
caused by habitat degradation (118). Before the
end of this decade, another cetacean, the vaquita
(Phocoena sinus), may be driven extinct through
by-catch in small-scale fisheries in the Gulf of
California (119). Such indirect impacts are a
growing concern, with recent attention turning
to ship collisions (120), shipping noise (121), mil-
itary sonar (122), microplastics (123), and human-
borne pathogens (124), among other emerging
threats (107).
Anthropogenic climate change is already driv-

ing changes inmarine tetrapod populations, par-
ticularly in polar ecosystems (125). Shrinking sea
ice and changing ocean thermal gradients are also
driving range shifts, most strikingly documented
by repeated recent dispersal from the Pacific into
the Atlantic by gray whales (Eschrichtius) via an
ice-free northwest passage (126), potentially anti-
cipating a recolonization of the Atlantic follow-
ing extirpation four centuries ago (127). Global
warming may have major impacts on ectother-
mic marine reptiles, potentially altering range
limits, activity levels (128), and even the sex ratio
in species with temperature-dependent reproduc-
tion (129). Potential feedbacks between anthropo-
genic warming and complex climate dynamics
such as El Niño—known to trigger marine tetra-
pod population collapses (130)—suggest that im-
pacts of climate change onmarine tetrapodsmay
be abrupt, episodic, and difficult to predict (100).
Anthropogenic declines inmarinemammal pop-

ulations also have downstream effects onmarine
foodwebs (131) via trophic cascades, for example,
with killer whale–sea otter–mysticete interactions
off southeast Alaska (132) and mysticete-seal-
penguin interactions in the Southern Ocean (133).
Emerging technologies such as animal-borne re-
cording devices (used in biologging) promise to
reveal new details about marine tetrapod ecology
(134) and the state of the oceans themselves, such
as information about ocean currents provided by
biologged data (135).

Conclusions

Despite their status as conservation icons, major
questions remain concerning marine tetrapod
macroecology, morphology, and even alpha tax-
onomy. New discoveries and new techniques are
helping to frame and test hypotheses about ma-
rine tetrapod evolution. Realizing the full poten-
tial of these advances requires integrating data
sets from disparate disciplines to address uni-
fying questions in ecology, evolutionary biology,
and Earth systems history. Marine tetrapods have
been ecologically influential members of ocean
food webs since the end-Permian mass extinction,
persisting through later mass extinctions, anoxic
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Fig. 3. Marine tetrapod fossil richness. Raw marine tetrapod fossil occurrence binned at intervals of
~10 million years [from (81)] and marine invertebrate genera [from (94)]. Both groups show episodic
variation in fossil richness during the Mesozoic ending with abrupt drop at the K-Pg mass extinction,
followed by continually increasing richness during the Cenozoic. Partial correspondence with marine
transgression/regression [second order, cycles of ~10 to 100 million years, from (134)] suggests influ-
ence of sea level on shallow marine diversity and/or rock record bias, particularly in the Mesozoic.

RESEARCH | REVIEW



events, and ocean restructuring. The ecological
importance of marine tetrapods in modern food
webs raises questions about their role during
major episodes of change and their sensitivity
to bottom-up perturbations in the past. Eval-
uating the place of tetrapods in contemporary
ocean ecosystems also requires accounting for
shifts from baseline abundances driven by hu-
man activities. Understanding the full history of
marine tetrapods provides necessary context for
constraining the scope of potential future shifts
in marine ecosystems.
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SKIN FIBROSIS

Identification and isolation of a
dermal lineage with intrinsic
fibrogenic potential
Yuval Rinkevich,* Graham G. Walmsley, Michael S. Hu, Zeshaan N. Maan,
Aaron M. Newman, Micha Drukker, Michael Januszyk, Geoffrey W. Krampitz,
Geoffrey C. Gurtner, H. Peter Lorenz, Irving L. Weissman,* Michael T. Longaker*

INTRODUCTION:Fibroblasts are the predom-
inant cell type that synthesizes and remod-
els the extracellular matrix in organs during
both embryonic and adult life and are central
to the fibrotic response across a range of path-
ologic states. Morphologically, they are most
commonly defined as elongated, spindle-shaped
cells that readily adhere to and migrate over
tissue culture substrates. However, fibroblasts
exhibit a variety of shapes and sizes, depending
on the physiologic or pathologic state of the
host tissue, and represent a heterogeneous pop-
ulation of cells with diverse features that remain
largely undefined. In cutaneous tissues, fibro-
blasts display considerable functional variation
during wound repair, depending on develop-
mental time, and between anatomic sites. For
example, wounds in the oral cavity remodel with

minimal scar formation, whereas scar tissue
deposition within cutaneous wounds is sub-
stantial. The mechanisms underlying this di-
versity of regenerative responses in cutaneous
tissues have remained largely underexplored.

RATIONALE: The effective development of
treatments for fibrosis depends on a mecha-
nistic understanding of its pathogenesis. The
identification and characterization of distinct
lineages of fibroblasts, based on functional role,
hold potential value for developing therapeutic
approaches to fibrosis. We employed a nonselec-
tive depletion-based fluorescence-activated cell
sorting strategy to isolate fibroblasts from a
murine model that labels a particular lineage of
cells based on the gene expression of Engrailed-1
(En1) in its embryonic progenitors. Using this

reporter mouse, we reveal the presence of at
least two functionally distinct embryonic fibro-
blast lineages in murine dorsal skin and char-
acterize a single lineage that plays a primary
role in connective tissue formation.

RESULTS: Genetic lineage tracing and trans-
plantation assays demonstrate that a single
somitic-derived fibroblast lineage that is de-
fined by embryonic expression of En1 is re-
sponsible for the bulk of connective tissue
deposition during embryonic development,

cutaneous wound healing,
radiation fibrosis, and can-
cer stroma formation. Re-
ciprocal transplantation of
distinct fibroblast lineages
between the dorsal back
and oral cavity induces ec-

topic dermal architectures that mimic their
place of origin rather than their site of trans-
plantation. Lineage-specific cell ablation using
transgenic-mediated expression of the simian
diphtheria toxin receptor in conjunction with
localized administration of diphtheria toxin
leads to diminished connective tissue deposi-
tion in wounds and significantly reduces mela-
noma growth in the dorsal skin ofmice. Tensile
strength testing reveals that, although scar
formation is significantly reduced in wounds
treated with diphtheria toxin to ablate the En1
lineage, as comparedwith controlwounds, tensile
strength in lineage-ablated wounds is not sig-
nificantly affected. Using flow cytometry and
in silico approaches,we identify CD26/dipeptidyl
peptidase-4 (DPP4) as a surface marker that
allows for the isolation of this fibrogenic, scar-
forming lineage. Small molecule–based inhibi-
tion of CD26/DPP4 enzymatic activity in the
wound bed of wild-type mice during wound
healing results indiminished cutaneous scarring
after excisional wounding.

CONCLUSION: We have identified multiple
lineages of fibroblasts in the dorsal skin. Among
these, we have characterized a single lineage
responsible for the fibrotic response to injury
in the dorsal skin of mice and demonstrated
that targeted inhibition of this lineage results
in reduced scar formation with no effect on the
structural integrity of the healed skin. Further-
more, these studies demonstrate that intra- and
intersite diversity of dermal architectures are
set embryonically and are maintained post-
natally by distinct lineages of fibroblasts in dif-
ferent anatomic locations. These results hold
promise for the development of therapeutic
approaches to fibrotic disease, wound healing,
and cancer progression in humans.▪
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Schematic showing reduced scarring with targeted ablation/inhibition of En1 fibroblasts.
Fibroblasts derived from embryonic precursors expressing En1 are responsible for most connective
tissue deposition in skin fibrosis. Targeted ablation/inhibition of this lineage leads to a reduction in
fibrosis during wound repair and tumor stroma formation. These findings may lead to the elimi-
nation of scarring and other types of fibrotic tissue disease. Green cells, En1-positive fibroblasts; red
cells, En1-negative fibroblasts.
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SKIN FIBROSIS

Identification and isolation of a
dermal lineage with intrinsic
fibrogenic potential
Yuval Rinkevich,1*† Graham G. Walmsley,1,2† Michael S. Hu,1,2§ Zeshaan N. Maan,2§
Aaron M. Newman,1 Micha Drukker,1 Michael Januszyk,2 Geoffrey W. Krampitz,1

Geoffrey C. Gurtner,2 H. Peter Lorenz,2 Irving L. Weissman,1,3* Michael T. Longaker1,2*

Dermal fibroblasts represent a heterogeneous population of cells with diverse features that
remain largely undefined. We reveal the presence of at least two fibroblast lineages in
murine dorsal skin. Lineage tracing and transplantation assays demonstrate that a single
fibroblast lineage is responsible for the bulk of connective tissue deposition during
embryonic development, cutaneous wound healing, radiation fibrosis, and cancer stroma
formation. Lineage-specific cell ablation leads to diminished connective tissue deposition
in wounds and reduces melanoma growth. Using flow cytometry, we identify CD26/DPP4
as a surface marker that allows isolation of this lineage. Small molecule–based inhibition
of CD26/DPP4 enzymatic activity during wound healing results in diminished cutaneous
scarring. Identification and isolation of these lineages hold promise for translational
medicine aimed at in vivo modulation of fibrogenic behavior.

F
ibroblasts are the predominant cell type
that synthesizes and remodels the extra-
cellular matrix (ECM) in both embryonic
and adult organs (1) and are the principal
cell type responsible for tissue and organ

fibrosis, cutaneous scarring, atherosclerosis, sys-
temic sclerosis, and formation of atheromatous
plaques after blood vessel injury (2–5). Numer-
ous studies have investigated the contribution
of fibroblasts to the progression of carcinoma
(6–9), but, as in the case of wound healing, the
identity and embryonic origin of the fibroblasts
that contribute to tumor stroma have not been
adequately defined. Identifying and prospective-
ly isolating the fibroblast lineage(s) endowed
with fibrogenic potential in vivo is an essential
step toward effectively manipulating their re-
sponse to injury across a wide range of acute
and chronic disease states.
Here, we identify an embryonic lineage with-

in the dorsal dermis that possesses many of the
functional attributes commonly associated with
the term “fibroblast.” Despite the presence of
other fibroblast lineages in the dorsal dermis,
the Engrailed-1 lineage is the primary contrib-

utor to connective tissue secretion and organiza-
tion during embryonic development, cutaneous
wounding, radiation fibrosis, and cancer stroma
formation. By identifying and prospectively iso-
lating defined embryonic lineages from skin
and oral dermis, we find that fibrogenic proper-
ties are cell intrinsic, reflecting inherent func-
tional diversity that exists in cutaneous tissues
from different anatomical sites. These findings
demonstrate that distinct fibroblast lineages
represent unique cell types and take us one step
closer to effectively modulating their fibrogenic
behavior in vivo.

Results

Multiple lineages of fibroblasts
in the dorsal skin

Engrailed-1Cre (En1Cre) transgenic mice were
crossed with ROSA26mTmG (R26mTmG) reporter
mice (10) to trace the lineage of a population
of En1-lineage–positive fibroblasts (EPFs), de-
fined in vivo by the expression of green flu-
orescent protein (GFP), which migrates during
embryonic development from the somites into
the dorsal trunk dermis (11) (Fig. 1A). To be sure
that Engrailed-1 defines a single embryonic
lineage and is not expressed into adulthood,
we analyzed its protein and mRNA expression
at P1 and P30 in dorsal skin and wounded skin
and found absence of expression at these stages
(figs. S1, A and B).
Fibroblasts were isolated from the dorsal skin

of En1Cre;R26mTmG mice using a fluorescence-
activated cell sorting (FACS)–based isolation
strategy that allowed for the exclusion of non-
mesenchymal lineages (see Materials and Meth-

ods) via a lineage negative gate (Lin–). We em-
ployed this approach in lieu of a positive selection
strategy to be as inclusive as possible and avoid
preselection or enrichment of a subpopulation
of fibroblasts expressing specific surface mark-
ers. This protocol enabled the isolation of un-
cultured EPFs (defined as GFP+RFP–Lin–) and
En1-lineage–negative fibroblasts (ENFs) (defined
as GFP–RFP+Lin–).
To confirm the validity of our protocol, we per-

formed microfluidic single-cell gene expression
analysis of 96 gene targets (table S1) on FACS-
isolated EPFs, ENFs, and unfractionated skin
cells (as internal controls) from adult (P56) mice.
Partitional clustering independently revealed
the existence of three transcriptionally distinct
cell clusters in dermal tissues, two of which were
well represented among labeled cells (termed
here as EPFs, ENFs) and one of which was not
(Fig. 1B). Compared with the third cluster, the
first two were defined by increased expression
of “fibroblast” genes such as Pdgfra, Vim, P4hb,
Col1a1, Col3a1, and Fbn1, as well as decreased ex-
pression of CDH1, Epcam, and Pecam1 (Fig. 1C).
Population-level quantitative real-time polymerase
chain reaction (qRT-PCR) analysis of FACS-isolated
EPFs, ENFs, and unfractionated skin lysate re-
inforced these findings, demonstrating that genes
associated with nonfibroblast cells (adipocyte, en-
dothelial, neuronal, hematopoietic, muscle, and
epidermal) were minimally or not expressed by
EPFs and ENFs (Fig. 1D).
Microarray analysis of FACS-isolated uncul-

tured EPFs and ENFs from adult (P56) mice dem-
onstrated that EPFs and ENFs shared a high
degree of transcriptome-wide similarity (R2 = 0.97)
(Fig. 2A) and similar expression of fibroblast-
related genes—such as vimentin, decorin, and
S100A4 (Fig. 2B, left)—and remodeling genes of
the ECM (Fig. 2B, right). However, key differences
in transcript expression were present, including
differential expression of HOXC10, Slit2, Foxp1,
leptin receptor (Lepr), myosin light chain kinase
(Mylk), and actin alpha 1 (Acta1), among many
others (Fig. 2C).
Flow cytometry revealed the existence of two

separate population dynamics in vivo. At em-
bryonic day 10.5 (E10.5), EPFs represented less
than 1% of total dermal fibroblasts, which at this
stage of development were dominated by ENFs
(95.5% of dermal fibroblasts). With time, EPFs
increased from 22.2% of total dermal fibroblasts
at E16.5, to 42.9% at P1, and to 75.3% of total
dermal fibroblasts at P30 (Fig. 2D), with similar
percentages of EPFs/ENFs at subsequent post-
natal stages (P56).
EPFs and ENFs, sorted from embryonic (E16.5)

and adult (P30) mice, and cultured in vitro, dis-
played similar spindle-shaped morphology char-
acteristic of fibroblasts (Fig. 2E). The cells were
highly motile, stained positive for markers clas-
sically associatedwith fibroblasts, such as fibroblast-
specific protein 1 (FSP-1) and vimentin, as well
as expressing components of the ECM, including
type I collagen and fibronectin (Fig. 2F), and
were negative for epithelial (keratin 5/14), neural
(neurofilament NF-H), adipocytic (adiponectin),
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endothelial (CD31), and hematopoietic (CD45)
markers (fig. S1C).

Fibrogenic potential of dermal
fibroblasts is lineage-restricted

Next, we performed lineage-tracing analysis using
En1Cr;R26mTmGmice. Upon histologic analysis of
dorsal skin from En1Cr;R26mTmG mice, we ob-
served labeling of dermal ECM with the flu-
orescent protein expressed on the surface of
the cell responsible for depositing those ECM

components (Fig. 3, A to C). At E10.5, ENFs
comprised the entirety of the developing dermis,
and RFP signal labeled all cells and dermal ECM
(Fig. 3B, top panel). At E12.5, EPFs were observed
localizing to the papillary dermis only (Fig. 3B,
second panel). Subsequently, at E16.5, EPFs ap-
peared to migrate to the lower reticular dermis
(Fig. 3B, third panel), complete their migration
at P1, and maintain a presence there throughout
postnatal stages of development (Fig. 3B, bottom
panel, and Fig. 3C). Consequently, the majority of

the deposited connective tissue within the under-
lying dermis, the stroma associated with der-
mal pegs, the stroma surrounding hair follicles,
and dermal papillae (Fig. 3, B and C) was GFP-
positive and hence EPF-derived.
To confirm that the observed ECM fluores-

cence correlated with the deposition of ECM
components, dorsal dermis from adult (P30)
En1Cr;R26mTmG mice was stained for the predom-
inant collagens (types I and III) in cutaneous
dermis (12), which displayed an overlapping

aaa2151-2 17 APRIL 2015 • VOL 348 ISSUE 6232 sciencemag.org SCIENCE

Fig. 1. Gene expression
analysis of EPFs and
ENFs. (A) Schematic
showing mTmG system.
(B) Hierarchical clustering of
simultaneous gene expres-
sion for at least 70 individual
cells FACS-isolated as either
unfractionated dermal lysate
(blue), EPFs (green), or ENFs
(red) in P56 En1Cre;R26mTmG

mice. Gene expression is
presented as relative (fold)
change from median on a
color scale from yellow (high
expression, 32-fold above
median) to blue (low expres-
sion, 32-fold below median).
K-means clustering of cells
demonstrates two “fibro-
blast” clusters and a smaller
nonfibroblast population.
(C) Differentially expressed
genes between unfraction-
ated dermal lysate cells,
EPFs, and ENFs identified
using nonparametric two-
sample Kolmogorov-Smirnov
testing (P < 0.01 after
Bonferroni correction for
multiple comparisons). Dis-
tributions of single-cell gene
expression between popula-
tions are illustrated here
using median-centered
Gaussian curve fits. The left
bar for each panel repre-
sents the fraction of qPCR
reactions that failed to
amplify in each group.
(D) qRT-PCR analysis of
fibroblast- and nonfibroblast-
associated gene expression
in unfractionated dermal
lysate and FACS-isolated
EPFs and ENFs.
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pattern with GFP fluorescence (Fig. 3D, top and
middle panel). In contrast, keratin 14, a marker
for basal keratinocytes and hair follicle epithelium,
displayed a nonoverlapping pattern with GFP
fluorescence (Fig. 3D, bottom panel). These results
indicate that, while at least two separate embry-
onic lineages of fibroblasts exist within the dorsal
dermis, only EPFs function in vivo as effectors
of connective tissue secretion and formation.

Analysis of wounded and unwounded dorsal
dermis in uncrossed R26mTmG mice demonstrated
the presence of RFP in all connective tissue
fibers within the dermis (fig. S1D) in a pattern
identical to that of GFP in the dorsal dermis of
En1Cre;R26mTmG mice (Fig. 3, C and E), ensuring
that our findings were not a result of difference
in emission intensities between membrane-
bound GFP and RFP in connective tissue stroma.

As expected, dorsal cutaneous wounds in
Tie2Cre;R26mTmG (endothelial and hematopoietic
lineages) and K14Cre;R26mTmG (epithelial lineage)
mice were completely negative for GFP-labeled
connective tissue (fig. S1E, top two panels). These
results demonstrate that ECM deposition in
the dorsal skin is a property unique to EPFs, with
absence of any contributions from hematopoietic,
endothelial, or epithelial cell lineages.

SCIENCE sciencemag.org 17 APRIL 2015 • VOL 348 ISSUE 6232 aaa2151-3

Fig. 2. EPFs and ENFs are
two distinct lineages of
fibroblasts. (A) Scatter plot
depicting transcriptome-
wide expression differences
between uncultured
FACS-isolated EPF and
ENF populations from P56
En1Cre;R26mTmG mice. For each population (n = 3), the median expression of each gene is
plotted.Within the scatter plot, gene density is represented as a heat map, with orange regions
containing larger numbers of genes than blue regions. Outliers are shown as individual points.
(B) Similar expression of known fibroblast markers and fibroblast-related genes (left) and
ECM remodeling genes (right) compared between uncultured FACS-isolated EPF and ENF
populations by microarray analysis. (C) Expression of top differentially regulated genes
between uncultured FACS-isolated EPF and ENF populations by microarray analysis. Genes
were filtered for Q value of <0.3 (30% false discovery rate) and a fold change of at least
1.5x. (D) FACS analysis showing abundance of EPFs and ENFs FACS-isolated from the
dorsal dermis of E10.5 (top), E16.5 (one down from top), P1 (one up from bottom), and P30
(bottom) En1Cre;R26mTmG mice reveals a shift in population dynamics during dermal
development from ENF-dominated dermis at E10.5 to EPF-dominated dermis at P1 and
subsequent postnatal stages (n = 5 mice). (E) Fluorescent imaging of EPFs and ENFs
cultured after FACS-sorting from the dorsal dermis of E16.5 and P30 En1Cre;R26mTmG mice.The relative abundance of EPFs and ENFs defined in the FACS
analyses was consistent with the relative abundance seen after tissue culture plating at each time point. Scale bar, 100 mm. (F) Immunostaining of FACS-
isolated EPFs and ENFs from P30 En1Cre;R26mTmG mice in vitro revealed that traditional fibroblast markers (vimentin and FSP-1) and secreted ECM
components (col type I and fibronectin) are expressed similarly across both populations. Scale bar, 200 mm.
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Fig. 3. EPFs are responsible for the bulk of connective tis-
sue deposition in dermal scars and the reactive stroma of
cutaneous melanoma. (A) Schematic showing how the mTmG
system results in differential labeling of connective tissue depend-
ing on the cell type (EPFs or ENFs) responsible for connective
tissue secretion. (B) Histologic analysis of dorsal skin harvested
from E10.5 (top), E12.5 (one down from top), E16.5 (one up from
bottom), and P1 (bottom) En1Cre;R26mTmG mice. GFP (green)
and RFP (red) are presented as individual channels and merged
[includes DAPI (blue)]. Epidermis (E), upper dermis (UD), and
lower dermis (LD) are marked with white bars in the merged
images. Scale bar, 300 mm. (C) Histologic analysis of dorsal skin
harvested from P30 En1Cre;R26mTmG mice. GFP (green) and RFP
(red) are presented as individual channels and merged [includes
DAPI (blue)]. Axial cut through hair follicles at 20x objective (top
panel) and transverse cut at 40x objective (middle panel). En-
grailed positive cells (GFP+) within the dermal papillae/hair follicle
bulge are identified by white arrows (bottom panel). Epidermis
(E) and dermis (D) are marked with white bars in the merged
images. Top: scale bar, 300 mm; middle: scale bar, 200 mm;
bottom: scale bar, 100 mm. (D) Immunohistochemical analysis
showing overlapping expression of collagen types I (top panel)
and III (middle panel) with GFP fluorescence and nonoverlapping
expression of keratin 14 (bottom panel) with GFP fluorescence
on frozen sections of dorsal skin harvested from P30 En1Cre;R26mTmG

mice. Scale bar, 300 mm. (E) Histologic analysis of wounded
dorsal skin from En1Cre;R26mTmG mice at 12 to 14 days after wounding showing GFP-labeled ECM deposition and RFP-labeled fibroblasts, epidermis, and
vasculature. Scale bar, 200 mm. (F) FACS analysis (left panel) and bar graphs (right panel) showing abundance of EPFs and ENFs in wounds of P30 En1Cre;R26mTmG

mice. (G) Histologic analysis of transplanted melanoma cells showing their associated stroma (primarily GFP+) and vasculature (primarily RFP+) in the dorsal
backs of En1Cre;R26mTmG mice at 30 days after transplantation. Scale bar, 100 mm.
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We analyzed the dermis of FVB-Tg(CAG-
luc,-GFP)L2G85Chco/J(L2G) mice, which express
cytoplasmic enhanced GFP (eGFP) constitu-
tively in all cells (13) and found that in marked
contrast to the R26mTmG system, GFP fluores-
cence within the dorsal dermis of adult L2Gmice
was localized to dermal cells, epidermis, and
hair follicle epithelium (fig. S1E, third panel),
but did not label the dermal ECM to the degree
seen in En1Cre;R26mTmG mice (Fig. 3C). Further-
more, GFP fluorescence highlighted individual
stromal and vascular cells within scar tissue from
6-mm excisional wounds induced on the dorsal
backs of adult L2G mice at 12 to 14 days after
wounding but did not label deposited connec-
tive tissue and ECM components (fig. S1E, bot-
tom panel).
Given the important role of EPFs in connec-

tive tissue secretion during embryonic and post-
natal development, we next assessed the relative
contributions of EPFs and ENFs to scar forma-
tion after cutaneous wounding in the dorsal
skin of adult (P30) En1Cre;R26mTmG. The major-
ity of the deposited scar tissue was GFP-positive
and hence EPF-derived (Fig. 3E). Moreover, col-
lagen type I protein expression within the scar
site displayed an overlapping pattern with GFP
fluorescence, implicating EPFs as the primary
secretors of collagen in the healing wound (fig.
S1F). We repeated this analysis using a human-
ized model of wound healing, which proceeds
through granulation tissue formation and re-
epithelialization, with minimal contraction. Tis-
sues harvested at 14 days after wounding showed
abundant EPF-derived collagen filaments and
connective tissue (fig. S1G), indicating that re-
gardless of the primary mechanisms underly-
ing wound closure, and despite the presence
of ENFs in the healed dermis (Fig. 3F), EPFs
are responsible for the bulk of ECM deposition
after injury of the dorsal skin in adult mice.
To assess the possibility of a migratory cell lin-

eage contributing to ECM deposition, including
the migratory capacity of EPFs, we performed
parabiosis between En1Cre;R26mTmG and back-
ground strain (B6) mice. After 2 months, exci-
sional skin wounds were induced on the dorsum
of the B6 strain mice. After 14 days, wounds were
harvested and analyzed for GFP/RFP fluores-
cence. We found only scattered donor-derived
RFP+ cells in the wound site, with a complete ab-
sence of both RFP+ ECM and GFP+ cells (fig. S1H).
The absence of GFP+ cells and RFP signal from
wound connective tissue/ECM indicates that
EPFs are not capable of migrating through the
circulation to wound sites and that migratory
RFP+ cells were not directly contributing to
scar formation/connective tissue deposition. To
further rule out a connection between the EPF
lineage and a migratory/circulatory hematopoiet-
ic niche, we harvested bone marrow from
adult En1Cre;R26mTmG mice and found a com-
plete absence of GFP signal within the marrow
(fig. S1I).
Fibrosis can also occur in a slowly developing

reactive process, such as the stromal response
to radiation (14) or carcinoma, particularly ma-

lignant melanoma (15). B16 mouse melano-
ma cells were transplanted to the dorsum of
En1Cre;R26mTmG mice, and after 30 days, tumors
were harvested for histology. Consistent with
previous reports (16, 17), we found multiple host-
derived cells within the melanoma tumor, in-
cluding various hematopoietic cell types, blood
vessels, and fibroblasts surrounded by connec-
tive tissue stroma. The stroma of the melanoma
was predominantly EPF-derived (GFP+) (Fig. 3G).
To be sure that Engrailed-1 was not expressed in
response to tumor cells, we stained tumor stroma
sections for Cre and found no expression (fig. S1J).
As a positive control, Cre was expressed in E11.5
En1Cre;R26mTmG dorsal skin sections, as expected
(fig. S1J).
We next explored the contribution of EPFs

versus ENFs to connective tissue deposition
during radiation-induced fibrosis of the skin.
Irradiated skin was harvested on day 14 and
showed gross signs of radiation-induced fibro-
sis, including erythema and leathery skin. His-
tologic analysis revealed a significant fibrotic
response with primarily EPF-derived ECM and
an absence of ENF-derived ECM (fig. S1K). All
blood vessels and hematopoietic infiltrates within
the fibrotic tissue were RFP-positive, as expected.
These data further demarcate EPFs as the pri-
mary lineage contributing to connective tissue
deposition during embryonic development, post-
natal wound healing, cancer stroma formation,
and radiation fibrosis of the skin.

Fibrogenic potential of dermal
fibroblasts is cell-intrinsic

To investigate whether differences in wound re-
pair between oral and cutaneous dermis (18)
are a consequence of cell-intrinsic versus environ-
mental properties, we analyzed the contribu-
tion of the embryonic neural crest to the cranial
and oral dermis, using the Wnt1Cre transgenic
mouse, which permanently labels early migra-
tory neural crest populations at all axial levels
(19–21). The oral dermis from Wnt1Cre;R26mTmG

was harvested, and Wnt1 lineage–positive fibro-
blasts (WPFs), defined in vivo by their GFP posi-
tivity (and GFP+RFP–Lin– by flow cytometry), were
present within oral dermis and exhibited a sig-
nificant contribution to connective tissue secre-
tion and organization, as seen by GFP signal that
labeled the dermal ECM (Fig. 4A).
However, a population ofWnt1 lineage–negative

fibroblasts (WNFs, defined as GFP–RFP+Lin– by
flow cytometry) was also present within the oral
dermis, as seen by histology and FACS analyses
(Fig. 4, A and B). FACS-isolated WPFs and WNFs
both exhibited spindle-shaped morphologies and
were highly motile (Fig. 4C). These results indi-
cate that, similarly to cutaneous sites, at least two
separate lineages of fibroblasts coexist within the
oral dermis (WPFs defined as GFP+RFP–Lin– and
WNFs defined as GFP–RFP+Lin–), out of which
only WPFs are the primary contributing lineage
to ECM deposition in vivo.
Given the role of WPFs in connective tissue

secretion and organization of the oral dermis
during postnatal development (Fig. 4A), we hy-

pothesized that WPFs contribute significantly to
connective tissue deposition within the oral cavi-
ty after wounding. Full thickness wounds in the
buccal mucosa of adult (P30) Wnt1Cre;R26mTmG

mice displayed a beehive pattern of collagen dep-
osition within the dermis and a characteristic
epidermal hyperproliferation of keratinocytes
(Fig. 4D). The majority of the deposited scar tissue
was GFP-positive and hence WPF-derived (Fig.
4D). The architecture of these oral scars differed
significantly from the dense plugs of connective
tissue seen in cutaneous dorsal scars (Fig. 3E).
Consistent with this difference in scar architec-
ture, collagen content was significantly diminished
within oral wounds in comparison with dorsal
skin wounds (Fig. 4E), as seen by decreased blue
(collagen) staining with Maisson’s trichrome.
To begin investigating the intrasite and in-

tersite diversity in fibroblast heterogeneity, we
compared the transcriptional programs of EPFs
isolated from dorsal and ventral dermal sites of
adult (P30) mice to those of WPFs from cranial
and oral dermal sites of adult (P30) mice, using
gene expression microarray analysis. Unsuper-
vised clustering using AutoSOME (22) revealed
groups of coordinately expressed genes underly-
ing similarities and differences among the fibro-
blast populations (Fig. 4F), with the most notable
differences identified between EPFs and WPFs
(fig. S2A). Indeed, although each of the four pop-
ulations (dorsal, ventral, cranial, and oral cavity)
is readily distinguishable by transcriptome-wide
expression analysis (P < 0.05; AutoSOME clus-
tering), EPFs and WPFs exhibit the highest degree
of difference in global expression signatures (Fig.
4G), consistent with their separate somitic and
neural crest origins.
To directly assess whether site-specific differ-

ences in dermal architecture reflect cell-intrinsic
properties of distinct fibroblast lineages (Wnt1
neural crest derived versus Engrailed-1 somitic
derived) or are an outcome of distinct anatomic
microenvironments, we initiated reciprocal trans-
plantation experiments. Ten days after transplan-
tation, both sites (oral cavity and dorsal back)
revealed ectopic deposition of connective tissue
that was donor-cell derived (GFP+). However, the
EPF-derived scar tissue deposited within the oral
cavity was significantly different from host-derived
ECM, with dense and elongated collagen fibrils,
minimal infiltrate of vasculature or hematopoietic
cells, and exhibited classic dorsal scar phenotypes
(Fig. 4H). Although similar cell numbers were
transplanted in both experiments (1 × 105), WPFs
transplanted into the dorsal back exhibited con-
siderably reduced scarring in comparison with
EPFs transplanted into the oral cavity, as seen by
GFP fluorescence and collagen type I staining
(Fig. 4H, bottom panels). Instead of forming a
dense plug of scar tissue, as seen by EPFs trans-
planted into the oral cavity, WPFs were dispersed
around hair follicles, where they secreted a bee-
hive pattern of collagen deposition (Fig. 4H, bot-
tom panels), mimicking a minimal oral cavity scar
(Fig. 4, D and E). We found no significant differ-
ence at 10 days after transplantation, in either cell
proliferation or cell survival parameters between
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Fig. 4. Fibrogenic potential of dermal fibroblasts is cell-intrinsic. (A) Histologic analysis
of oral dermis harvested from the buccal mucosa of P30 Wnt1Cre;R26mTmG mice. Glandular

structures in the oral dermis are identified by white arrows. Epidermis (E) and dermis (D) are marked with white
bars in the merged images. Scale bar, 200 mm. (B) FACS analysis of WPFs and WNFs harvested from the oral
dermis of P30 Wnt1Cre;R26mTmG mice showing the relative percentage of each population within the oral dermis.

(C) Cultured WPFs and WNFs portray characteristic fibroblast morphologies. Scale bar, 100 mm. (D) Histologic analysis of wounded oral dermis from Wnt1Cre;
R26mTmG mice at 12 to 14 days after wounding showing GFP-labeled scar tissue, as well as RFP-labeled epidermis, vasculature, and adipose tissue in 10x (top) and
40x (bottom) magnification.Top: scale bar, 400 mm; bottom: scale bar, 100 mm. (E) Trichrome staining of oral cavity and dorsal scars at 14 days after wounding. Scale
bar, 50 mm. (F) Heat map showing four representative clusters of differentially expressed genes from culturedWPFs (cranial dermis and oral dermis) and EPFs (dorsal
dermis and ventral dermis). Although all probe sets were analyzed by the AutoSOME unsupervised clustering algorithm (22), for clarity, only surface markers are
shown here. Detailed cluster results are provided in fig. S2A. (G) Fuzzy cluster network showing transcriptome-wide differences between oral cavity (WPFs), cranial
(WPFs), dorsal (EPFs), and ventral (EPFs) fibroblast populations. Each node represents a microarray data set, and edges between nodes depict the pairwise similarity
between fibroblasts as determined using AutoSOME (22), ranging from low similarity (thin and translucent) to high similarity (thick, with higher opacity). (H)
Histologic analysis (GFP fluorescence and collagen type I staining) of EPFs from dorsal back of P30 En1Cre;R26mTmGmice transplanted into the oral cavity of RAG-2−/−

double-knockout mice (top panels) and WPFs from the oral cavity of P30Wnt1Cre;R26mTmGmice transplanted into the dorsal back of RAG-2−/− double-knockout mice
(bottom panels).White dotted lines separate transplanted cells expressing collagen and native cells expressing collagen. 1st and 4th rows: scale bar, 300 mm; 2nd and
5th rows: scale bar, 100 mm; 3rd and 6th rows: scale bar, 200 mm.
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EPFs transplanted into the oral cavity and WPFs
transplanted into the dorsal dermis (n = 5) (fig.
S2, B and C). These data indicate that WPFs and
EPFs are functionally distinct populations in terms
of their migratory and secretory programs.
Cycles of growth and rest phase of hair folli-

cles within the dorsal skin cause cyclic change
in dermal thickness (23). To investigate whether
these changes may affect the ECM deposition of
implanted cells, we transplanted WPFs (1 × 105)
to the dorsal back skin of mice at 4 and 7 weeks
of age, representing anagen and telogen phases
of the hair follicle cycle, respectively. We found
no difference in collagen distribution pattern in
relation to hair follicle cycle (n = 5) (fig. S2D).
These data indicate that site-specific differences
in dermal architecture between oral and cutaneous
dermis are predominantly outcomes of lineage-
intrinsic properties that are unaffected by new
host tissue, regardless of anatomic location, der-
mal age, or hair follicle cycle.

DTR-based ablation of EPFs
reduces cutaneous scarring
during wound healing

Given the role of EPFs as the primary lineage re-
sponsible for cutaneous scar deposition, we next
investigated whether ablation of the lineage could
lead to a reduction in scarring.
We crossed R26tm1(HBEGF)Awai mice, which ex-

press simian diphtheria toxin receptor (DTR) in
a Cre-dependent manner, with En1Cre;R26mTmG

mice. The resulting triple-positive offspring
(En1Cre;R26mTmG;R26tm1(HBEGF)Awai), expressing
both GFP and DTR in EPFs only, were dorsally
wounded and were treated with either 200-ng
diphtheria toxin (DT) in phosphate-buffered sa-
line (PBS) or PBS alone (control).
Wound size in DT-treated mice increased from

day 0 to day 3 of wounding (Fig. 5A), implicat-
ing EPFs as the predominant lineage from which
contractile, scar-forming myofibroblasts are de-
rived. Complete healing of DT-treated wounds
required 20 days, an additional 6 days over that
of control wounds (14 days) and reported splinted
excisional wound healing rates (24) in mice (Fig.
5B). Endpoint analyses were therefore conducted
on fully healed DT-treated and control wounds
harvested at 21 days and 15 days after wounding,
respectively.
Scar size, measured as a percentage of ini-

tial wound size, was not significantly different
in DT-treated as compared with control wounds
(P = 0.3192) (Fig. 5C). However, histologic anal-
ysis revealed greatly reduced GFP-labeled connec-
tive tissue deposition in DT-treated as compared
with PBS-treated controls (Fig. 5D). Moreover, the
overall pattern and density of collagen deposition
differed markedly between DT-treated and con-
trol wounds. Maisson’s trichrome staining revealed
greater cellularity and reduced collagen density,
evidenced by a higher ratio of red to blue stain-
ing, in treated as compared with control wounds
(Fig. 5E). The change in collagen deposition did
not influence the tensile strength of the healed
wounds (Fig. 5F) or result in regeneration of
adipocytes or hair follicles in the healed dermis

(Fig. 5, G and H). Taken together, these data
confirm an important functional role for EPFs
both in terms of wound closure and connective
tissue deposition during wound healing.

DTR-based ablation of EPFs reduces
melanoma growth

Given our finding that EPFs are the primary
fibroblast lineage responsible for dermal fibrosis
seen in cutaneous melanoma, we next assessed
the effects of ablating EPFs before melanoma
growth. Tumors were allowed to grow in DT-
treated (n = 10) and control (n = 10) mice until
euthanasia was dictated by protocol parame-
ters for a single mouse, at which point all mice
were killed for endpoint analyses. Tumor bur-
den (as measured by total tumor weight at day 22)
was significantly higher (P = 0.0166) in control
melanomas than in DT-treated melanomas (Fig.
5I). Histologic analysis of GFP/RFP fluorescence
revealed reduced deposition of EPF-derived (GFP+)
connective tissue in DT-treated as compared with
control melanomas (Fig. 5J). As expected, depo-
sition patterns in the control-treated melanomas
of En1Cre;R26mTmG;R26tm1(HBEGF)Awai mice (Fig. 5J)
closely resembled those seen in En1Cre;R26mTmG

mice transplanted with melanoma (Fig. 3G).

Surface profiling and prospective
isolation of EPFs

Having identified EPFs as a fibrogenic lineage
in the dorsal dermis and established their func-
tional importance through DTR-based ablation,
we endeavored to prospectively isolate EPFs from
the dermis of wild-type mice using flow cytometry
methods. As before, a FACS-based fibroblast puri-
fication strategy using a lineage-negative gate (Lin–)
was employed to isolate EPF and ENF popula-
tions for all experiments discussed here. Adult
mice aged 8 weeks were used.
Both surface markers currently proposed for

fibroblast isolations—including CD44, CD90 (Thy1),
biglycan, CD73 (fig. S2E)—and 35 additional sur-
face molecules that were identified based on a
whole-transcriptomemicroarray data of uncul-
tured EPFs and ENFs (fig. S3) were expressed on
both EPFs and ENFs, precluding them as discrim-
inatory surface molecules. We employed a cell
surface marker screen composed of 176 mono-
clonal antibodies to assess the presence and
relative abundance of each surface molecule on
EPFs and ENFs. FACS analysis revealed that
most of the 176 surface molecules in the screen
were either marginally expressed on both pop-
ulations or were present on both populations
to similar degrees (table S2). For example, CD13
was expressed on both EPFs (35.2%) and ENFs
(28.7%). CD34, a transmembrane glycoprotein
thought to be involved in the modulation of sig-
nal transduction and cell adhesion (25), was
broadly expressed on EPFs (75.6%) and ENFs
(50.5%). CD47, a surface molecule known to in-
teract with macrophages and inhibit apoptosis
(26), was expressed on a greater percentage of
EPFs (65.5%) than ENFs (24.1%). Thus, although
these molecules cannot be used to uniquely iden-
tify or substantially enrich for EPFs over ENFs,

their presence on large fractions of EPFs indi-
cates that they may hold functional importance.
The commonly cited fibroblast marker Thy1
(CD90) was expressed broadly within both EPF
and ENF populations and therefore was ineffec-
tive as a discriminatory lineage marker, consist-
ent with our whole-genome and flow cytometry
analysis (table S2).
From the list of 176 surface molecules, we iden-

tified several markers that were highly expressed
on EPFs and marginally on ENFs (CD26, LY-51,
CD54, and CD61) (table S2). FACS analysis of pri-
mary noncultured EPFs and ENFs isolated from
En1Cre;R26mTmG mice identified CD26 as the sur-
face marker offering the highest-fold enrichment
of EPFs over ENFs (nearly 15-fold) (fig. S4A) and
labeled a large percentage of EPFs (94%) (Fig. 6A).
The fold enrichment and purity of EPFs achieved
with CD26 significantly surpassed those of the
classic fibroblast markers previously described,
such as CD73, CD90, and biglycan, which either
did not enrich for EPFs (CD90 and biglycan) or
were limited to a maximum enrichment of 3.5-
fold (CD73) (fig. S2E). WPFs were found to ex-
press CD26 at levels similar to EPFs (fig. S4B).
To further confirm the presence and specificity

of these markers on EPFs in situ, we performed
immunohistochemical analyses on dorsal dermis
from P30 En1Cre;R26mTmG mice. Consistent with
FACS analyses, high CD26 immunopositivity was
observed in regions of upper dermis between hair
follicles, but not on the follicles themselves, and
displayed an overlapping pattern with GFP but
not RFP fluorescence (Fig. 6B). Furthermore, al-
though CD26 has been reported to be a specific
marker for upper dermis during fetal develop-
ment (27), it appears that CD26 is also expressed
in the lower reticular dermis during adult stages
(Fig. 6B).
To functionally corroborate that possibility,

CD26+Lin– and CD26–Lin– fibroblast popula-
tions from uncrossed R26mTmG transgenic mice,
representing EPFs and ENFs, respectively, were
FACS-sorted and transplanted via intradermal
injection into the dorsal backs of immunode-
ficient RAG-2−/− double-knockout mice. Intra-
dermal injection induces an initial inflammatory
response followed by fibrosis (scarring) and was
therefore chosen as an in vivo assay for ECM
deposition.
Histologic analysis of grafted cells at 10 days

after transplant revealed a dermal architecture
with abundant deposition of RFP-labeled ECM
in the CD26-positive grafts that was nearly absent
in the CD26-negative grafts (Fig. 6C). Despite ap-
proximately equal numbers of total RFP+ cells,
the increased and more diffuse pattern of RFP-
labeled ECM is evident in skin transplanted with
CD26-positive as compared with CD26-negative
fibroblasts (Fig. 6C). RFP signal was found to be
significantly higher in CD26-positive as compared
with CD26-negative grafts (Fig. 6C). qRT-PCR anal-
ysis of RFP-positive cells FACS-sorted 10 days
after transplant from CD26+Lin– and CD26–Lin–

grafts revealed 5.32-fold greater expression of col-
lagen type I (collagen type in cutaneous scars) and
7.11-fold greater expression of alpha-smooth-muscle
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Fig. 5. DTR-based ablation of EPFs results in decreased connective tis-
sue deposition (scar) after cutaneous wounding and reduced melanoma
tumor size. (A) Wound healing curve plotted as a percentage of day 0 wound
size versus days since wounding. DT-treated wounds (n = 10) (red) show
significantly (P < 0.01) slower healing as compared with control wounds (n =
10) (green and blue). (B) Time to complete healing in DT-treated wounds (n =
10) (red) compared with control wounds (n = 10) (green and blue). (C) Scar
size (area) measured as a percentage of the original wound area in DT-treated
wounds (n = 10) (red) compared with control wounds (n = 10) (green and blue)
showing no significant difference in scar. (D) Histologic analysis of GFP and
RFP fluorescence in DT-treated wounds and control wounds. GFP (green)
and RFP (red) are presented as individual channels and merged [includes
DAPI (blue)]. Scale bar, 200 mm. (E) Trichrome staining of DT-treated wounds
and control wounds showing reduced collagen deposition in DT-treated (higher
ratio of red:blue staining) as compared with control wounds (lower ratio of
red:blue staining). Left: scale bar, 400 mm; right: scale bar, 100 mm. (F) Rep-

resentative stress-strain profile (left) and ultimate tensile strength (right) of
En1Cre;R26mTmG;R26tm1(HBEGF)Awai normal skin and fully healed wounds treated
with DT and saline on days 21 and 15. (G) Immunofluorescent staining for
adipocytes with FABP4 antibody showing that DT-treated wounds did not
regenerate adipocytes compared with control wounds. Epidermis (E) and
scar (S) are marked with white bars. In the control image, the healed wound is
to the right of the white dotted line, and in the DT-treated image, the healed
wound is in between the white dotted lines. Scale bar, 200 mm. (H) Hematoxylin
and eosin (H&E) staining to visualize hair follicles showing that DT-treated
wounds did not regenerate any hair follicles compared with control wounds.The
healed wound is in between the black dotted lines. Scale bar, 500 mm. (I) Bar
graph showing a significant (P = 0.0413) reduction in the weight of melanoma
tumors at day 22 in DT-treated (n = 7) mice versus control (n = 7) tumors. (J)
Histologic analysis of GFP and RFP fluorescence in DT-treated and control
melanomas showing reduced EPF-derived connective tissue deposition in DT-
treated as compared with control melanomas. Scale bar, 100 mm.
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actin (a marker of fibroblast activation) in CD26-
positive grafts than in CD26-negative grafts (Fig.
6D, left). At baseline, this difference is markedly

reduced, suggesting that, although CD26+ EPFs
and CD26– ENFs have similar expression of
ECM genes, their ability to respond to stimuli

and up-regulate the expressions of ECM and
contractile genes is one major molecular differ-
ence between these populations (Fig. 6D, right).

SCIENCE sciencemag.org 17 APRIL 2015 • VOL 348 ISSUE 6232 aaa2151-9

Fig. 6. CD26 allows enrichment of EPFs over ENFs, and its inhibition re-
sults in decreased connective tissue deposition (scar) after cutaneous
wounding. (A) FACS analysis of CD26 expression on the surface of FACS-
isolated EPFs and ENFs. (B) Immunohistochemical analysis of CD26 expres-
sion in the dorsal skin of En1Cre;R26mTmG mice.White lines are marked on one
of the images to denote upper (UD) and lower (LD) dermis. Scale bar, 200 mm.
(C) Histologic analysis of FACS-isolated CD26–Lin– and CD26+Lin– popula-
tions from the dorsal skin of R26mTmG mice transplanted via intradermal in-
jection into the dorsal backs of RAG-2−/− double-knockout mice. Bar graph
shows quantification of RFP fluorescence in CD26+Lin– (black) and CD26–Lin–

(gray) grafts. Scale bar, 100 mm. (D) qRT-PCR analysis of collagen type I (P =
0.00957) and alpha-smooth-muscle actin (P = 0.0151) from FACS-isolated
CD26+Lin– and CD26–Lin– cells. Right panel represents analysis of fibroblasts
isolated fromnaïve dermis; left panel represents analysis of fibroblasts isolated
from wounded dermis at 10 days after transplant from CD26+Lin– (n = 3) and

CD26–Lin– (n = 3) grafts [for graft histology, see (C)]. (E) Histologic analysis of
FACS-isolated CD26–Lin– and CD26+Lin– populations from the dorsal skin of
R26mTmG mice cotransplanted with B16 F10 mouse melanoma cells via intra-
dermal injection into dorsal backs ofRAG-2−/− double-knockoutmice. Bar graph
shows quantification of RFP fluorescence in CD26+Lin– (black) and CD26–Lin–

(gray) melanomas grafts. Scale bar, 100 mm. (F) Wound healing curve plotted
as a percentage of day 0 wound size versus days since wounding. CD26 in-
hibitor (diprotin A)–treated wounds (n = 10) (red) show significantly (P < 0.01)
slower healing as compared with control wounds (n = 10) (blue). (G) Scar size
(area) measured as a percentage of the original wound area in CD26 inhibitor
(diprotin A)–treated (red) and control (black) wounds showing significantly
reduced (P = 0.0003) scar size in CD26 inhibitor–treated wounds (n = 10) as
comparedwith control wounds (n = 10) (blue). (H) Representative photographic
images of wounds at day 0 and day 23 after wounding (complete healing and
scar formation) in both control and CD26 inhibitor (diprotin A)–treated wounds.
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Together, these findings functionally corroborate
CD26 as a marker for a distinct fibrogenic line-
age in the dorsum of mice.
Given the fibrogenic contributions of EPFs

to melanoma progression in the dorsal backs
of En1Cre;R26mTmG mice (Fig. 3G), we investi-
gated the contribution of the CD26+Lin– versus
CD26–Lin– fibroblasts to the stromal compartment
of melanomas. Primary fibroblasts were sorted
from the dorsal dermis of uncrossed R26mTmG

reporter mice based on their membrane expres-
sion of CD26 and cotransplanted with B16 F10
mouse melanoma cells by intradermal injection
into the dorsal skin of RAG-2−/− double-knockout
mice. After 30 days, histologic analysis of the
transplanted tumors revealed a dermal fibrotic
phenotype with increased deposition of RFP-
labeled ECM in melanomas cotransplanted with
CD26+Lin– fibroblasts in comparison with mela-
nomas cotransplanted with CD26–Lin– fibroblasts
(Fig. 6E). These data functionally corroborate
CD26 as a surface marker for a fibroblast lineage
responsible for ECM deposition after cutaneous
injury and melanoma stroma formation.

Inhibition of CD26 reduces cutaneous
scarring during wound healing

CD26, also known as dipeptidyl peptidase-4 (DPP4),
is a cell-surface serine exopeptidase that cleaves
X-proline dipeptides from the N terminus of poly-
peptides (28). Given the selective expression of
CD26 on the surface of scar-forming EPFs, we next
assessed the effects of inhibiting CD26 on scar
formation during wound healing using a small
molecule (diprotin A), which acts as a selective
allosteric inhibitor of CD26 peptidase activity
through its function as a slowly hydrolyzed sub-
strate for CD26 (29).
The rates of healing between treated and

control wounds during the initial days of wound
healing remained approximately equal. However,
a significant difference in wound size of ~30%
developed by day 9 after wounding, with larger
and less healed wounds in CD26-inhibitor–treated
cohorts in comparison with controls (Fig. 6F).
This difference persisted through the remaining
days of wound healing. Ultimately, complete heal-
ing of CD26-inhibitor–treated wounds took 5 days
longer (P < 0.01) than control wounds (Fig. 6F).
Most important, although the rate of healing
was decreased in inhibitor-treated versus control
wounds, treated wounds showed significantly
reduced final scar size (P < 0.001) after wound
healing had reached completion as a percentage
of the original wound size in comparison with
control wounds (Fig. 6, G and H).

Discussion

Fibroblast functional properties:
Intrinsic or extrinsic?

A critical question concerning fibroblast biology
is whether their specific functional properties
are cell-intrinsic or cell-extrinsic. Our reciprocal
transplantation experiments showed that differ-
ences in dermal architecture and wound healing
outcomes between oral versus dorsal dermis are

independent of the local microenvironment and
can be mimicked by transplantations of distinct
fibroblast lineages, indicating that cell-intrinsic
properties rather than environmental differences
are the primary effecting mechanisms underly-
ing intersite diversity.
A recent study also lends support to this no-

tion. Driskell et al. identified a distinct lineage
of fibroblasts involved in forming the embryonic
dermal architecture (27). Our data, along with
that of Driskell et al., begin to define fibroblast
lineages that have different roles in skin devel-
opment, homeostasis, and response to acute or
chronic injury. The analysis of the Driskell et al.
report and our data implies that embryonic lin-
eages of fibroblasts represent de facto opera-
tional hierarchies that underlie the diversities of
regenerative programs and outcomes between
anatomic sites.
Our data describing the fibroblast lineages

(En1 andWnt1) responsible for scar deposition
after wounding of dorsal skin and oral mucosa
also address a long-standing question: Where
do the dermal fibroblasts that deposit scar tissue
after wounding come from? In the internal or-
gans, some have shown that wound fibroblasts
are derived from circulating fibroblast-like cells
(30, 31) and that dermal architectures may be
additionally supported by nonmesenchyme lin-
eages (32), as in kidney fibrosis. Our data indi-
cate that within cutaneous tissues, a distinct and
local lineage of resident fibroblasts is responsi-
ble for the fibrosis seen during wound healing,
with an absence of ECM contributions from other
mesenchyme or nonmesenchyme lineages. Our
data also indicate that local fibroblasts, not cir-
culating cells, are responsible for the connective
tissue seen in the fibrosis formed in response to
both radiation and carcinoma.

Targeting the fibroblast culprit
behind cutaneous scarring

On the basis of CD26/DPP4 expression, we have
prospectively isolated the lineage of cells that is
responsible for the bulk of fibrosis, including
the cells involved in tumor stroma. Our mouse
data are consistent with reports on expression of
CD26/DPP4 and its related serine protease FAPa
(fibroblast activation protein-a) on stromal sub-
sets of human cancers (33, 34). Depletions of
FAPa-expressing stromal subsets from human
cancers were recently shown to inhibit antitumor
immunity and suppress tumor growth (34), and a
similar anti-immunogenic mechanism could, in
part, explain the CD26 depletion phenotypes of
our tumor growth assays and slower rate of heal-
ing in wound-healing models.
Driskell et al. (27) have recently reported CD26

to be a marker of the upper dermis during fetal
development. Our data demonstrate that CD26
is expressed in both upper and lower dermis
at adult stages of development (Fig. 6B). The
Driskell et al. report initially employs Pdgfra-
GFP transgenic mice (using FACS isolation of
Pdgfra surface expression) to verify and prospec-
tively isolate dermal fibroblasts from the back-
skin. Yet, our flow cytometry analysis on adult

dermis indicates that 35% and 87% of EPFs and
ENFs, respectively, do not express Pdgfra surface
protein (fig. S4C). Therefore, a significant frac-
tion of the dermal fibroblasts assessed in our
study are in fact absent from the analysis of the
Driskell et al. report.
Given that CD26/DPP4 inhibitors such as

sitagliptin (Merck) and vildagliptin (Novartis) have
been approved by the FDA for the treatment for
type 2 diabetes (35), it is possible that blood con-
centrations of orally administered gliptins may
be sufficient to affect wound healing and fibrosis
in patients. If not, clinical trials to test topical
delivery of a CD26/DPP4 inhibitor in a dermal
hydrogel or other local carrier would be an appro-
priate next step toward clinical implementation.

Materials and Methods

Mice

Mice were bred and maintained at the Stanford
University Research Animal Facility in accord-
ance with Stanford University guidelines. All the
animals were housed in sterile micro-insulators
and given water and rodent chow ad libitum.
En1Cre, Wnt1Cre, Sox9Cre, Tie2Cre, K5Cre, K14Cre,
RAG-2−/−, FVB, R26tm1(HBEGF)Awai, and CAG-luc-
eGFP L2G85 strains were obtained from Jackson
laboratories. The ROSA26mTmG (R26mTmG) re-
porter mice, which harbor a double-fluorescent
reporter that permanently replaces the expression
of membrane-bound tomato red fluorescent pro-
tein (RFP) with membrane-bound GFP after re-
combination (10), were a gift fromL. Luo (Stanford
University). En1Cre transgenic mice were crossed
with R26mTmG reporter mice (Fig. 1A). En1Cre;
R26mTmG offspringwere used to traceEn1-lineage–
positive fibroblasts (EPFs), defined in vivo by their
GFP positivity, into the dorsal dermis.

Harvesting dermal fibroblasts

Mice were killed, and the dorsal fur was clipped;
a hair-removal product was then applied topi-
cally to the dorsum for 1 to 5 min, followed by
rinsing of the shaved skin with PBS. To preserve
cell viability (36), dorsal skin was harvested im-
mediately using dissecting scissors by separa-
tion along fascial planes and rinsed in betadine
followed by 5x PBSwashes on ice. Subcutaneous
fat was then trimmed and cleaned from the der-
mis using a scalpel. Tissue was then incubated
in 0.12 mg/mL Elastase (Abcam) in Dulbecco’s
modified Eagle’s medium (DMEM) at 37°C for
25 min to allow for dermal-epidermal separa-
tion. Epidermis was then discarded, and dermis
was mechanically diced with razor blades and
dissecting scissors until samples reached uni-
form consistency. Oral mucosa was harvested
using 3-mm biopsy punches and dissecting scis-
sors along the buccalmucosa bilaterally and then
processed identically to dorsal skin from this
stage onward. After mechanical dissociation,
samples were incubated in 20 mL Collagenase
IV (Gibco) at a concentration of 4 mg/mL in
DMEM [no fetal bovine serum (FBS)] on awater-
bath shaker at 37°C for 1 hour. Samples were
then passed through a 10-mL syringe (no needle)
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5x and then through an 18.5 gauge syringe 5x,
using “back loading” to load the syringe. Sam-
ples were placed back onto the shaker at 37°C
for 1 hour. Enzymatic digestion was stopped by
addition of 10% FBS DMEM, at which time the
sample was centrifuged at 1250 revolutions per
minute (rpm) for 5 min at 4°C to pellet cells.
Supernatant was removed, with care taken to
first remove the top layer of adipocytes before
the remaining supernatant. Cells were resus-
pended in 10% FBS DMEM and passed through
a 100-mm filter using centrifugation. The filtered
suspension was further centrifuged at 1250 rpm
for 5 min at 4°C. The supernatant was removed
and the pellet was resuspended in 10% FBS
DMEM and passed through a 70-mm filter. The
filtered suspension was centrifuged again at
1250 rpm for 5 min, supernatant was removed,
and the pellet was resuspended in ammonium-
chloride-potassium (ACK) lysing buffer for 10min
at room temperature to facilitate lysis of red
blood cells. ACK suspension was then diluted with
equal volume FACS buffer and passed through
a 40-mm filter. The filtered suspension was cen-
trifuged at 1250 rpm for 5min at 4°C, supernatant
was removed, and the pellet was resuspended in
FACS buffer containing deoxyribonuclease (DNase)
(10 mg/ml). The cell suspension was then stained
with PacBlue-conjugated CD31, CD45, Tie2, Ter119,
andEpCAM for 20 min on ice and washed three
times with FACS buffer and centrifuged. Cells
were then resuspended in FACS buffer containing
DNase (10mg/ml) and4′,6-diamidino-2-phenylindole
(DAPI) (1X). FACS sorting (FACSAria III) for DAPI-
negative, CD31-negative, CD45-negative, Tie2-
negative, Ter119-negative, and EpCAM-negative
cells (for hematopoietic, endothelial, and epithe-
lial cells) was then performed to isolate dermal
fibroblasts. Positivity for GFP or RFP allowed for
the separation of EPFs from ENFs and WPFs
from WNFs.

FACS analysis of dermal fibroblasts

All flow cytometry analysis on dermal fibroblasts
described in this manuscript was performed on
dissociated primary dermal fibroblasts after lineage-
negative gating of hematopoietic, endothelial, and
epithelial cell lineages, using CD31, CD45, Tie2,
Ter119, and EpCAM (CD326). The following anti-
bodies were used to interrogate surface marker ex-
pression on EPFs and ENFs: CD44, CD73, CD90.1,
CD90.2, CD105, biglycan, CD9, CD26, CD29, CD207,
CD184, CD63, CD117, CD41, CD83, CD49e, CD49d,
CD71, CD98, CD157, CD19, CD16/32, CD140a,
CD172a, CD61, Ly-51, CD23, CD115, CD200, CD47,
CD51, H2-Kb, and CD183 (BioLegend, eBioscience,
Abcam). Cells were stained with a single anaphase-
promoting complex conjugated antibody (above)
during the harvest protocol along with PacBlue-
conjugated CD31, CD45, Tie2, Ter119, and EpCAM
antibodies. Cells were resuspended in FACS buffer
and DAPI before FACS analysis.

Immunostaining of cultured fibroblasts

Fibroblasts (FACS-isolated as described previ-
ously from En1Cre;R26mTmG mice) were plated into
8-well culture slides for 2days (BDBiosciences) and

then fixed in 4% paraformaldehyde at 4°C for 10
min and stained with the following primary anti-
bodies: FSP-1 (Abcam), vimentin (Abcam), a-SMA
(Abcam), type IV collagen (Abcam), type III colla-
gen (Abcam), type I collagen (Abcam), fibro-
nectin (Abcam), and Thy1.1 (Abcam). Alexa Fluor
647–conjugated antirabbit, antigoat, or antirat
antibodies (Invitrogen) were used as secondary
and incubated for 1 hour. Fluorescent and bright-
field images were taken with a Leica DM4000B
microscope (Leica Microsystems) and RETIGA
2000R camera (QImaging Scientific Cameras).

Dorsal wounding

Four-week-old male En1Cre;R26mTmG and R26mTmG

mice were used for cutaneous wound healing
experiments. Both unsplinted and splinted ex-
cisional dorsal wounding was performed on
En1Cre;R26mTmG and R26mTmG mice in accord-
ance with well-established protocols. In brief,
induction of anesthesia was performed under
2.5% isoflurane/oxygen mixture at 2 l per minute
followed by maintenance anesthesia at 1 L per
minute. Dorsal fur was clipped, hair-removal
product was applied topically to dorsal skin for
1 to 5 min or until depilation was achieved, and
skin was prepped with povidone-iodine and al-
cohol. Two 6-mm full-thickness circular wounds
were placed through the panniculus carnosus
on the dorsum of each animal at the same level,
~6 mm below the ears and 4 mm lateral to the
midline. Unsplinted wounds were dressed with
sterile Tegaderm (3M) at this stage. For splinted
wounds, two circular silicone 12-mm diameter
stents (Invitrogen)were placed around the perim-
eter of each wound and secured in place with
glue and 8 simple interrupted Ethilon 6-0 sutures
(Ethicon). Dressings were changed every other
day under anesthesia until full wound closure.

Oral wounding

Four-week-old male Wnt1Cre;R26mTmG mice were
used for oral wound healing experiments. In brief,
mice were anesthetized with isoflurane/oxygen
mixture as previously described. Full thickness
wounds were excised on both sides of the buccal
mucosa using a 1.5-mm biopsy punch. Wounds
were harvested 14 days after surgery.

Melanoma transplantation

Depilation of the dorsal backs of 5-week-old male
En1Cre;R26mTmG mice was performed as described
previously in the section “Dorsal wounding.” The
B16-F10 mouse melanoma cell line (ATCC) was
passaged twice in culture and injected inter-
dermally into the dorsal skin of each mouse (5.0 ×
104 cells per injection). After 30 days, a palpable
tumor had formed and was harvested at that
stage for histology.

Model of radiation-induced
fibrosis (skin)

All irradiation was performed using a Kimtron
Polaris SC-500 Series II x-ray machine (Kimtron,
Inc., Oxford, Connecticut, USA; 225 kV, 13.3 mA,
0.5 mm Cu, 1 Gy/min) according to Stanford
University Administrative Panel on Laboratory

Animal Care (APLAC) protocol #9981. Mice were
anesthetizedwith a 50%concentration (1:1 dilution
with 0.9% NaCl) of anesthetic cocktail consisting
of ketamine hydrochloride (80 mg/kg), xylazine
(2.5 mg/kg), and acepromazine (2.5 mg/kg). The
dorsal backs of mice were prepared by removing
fur by clipping and light application of depilatory
cream.Mice were placed onto customized individ-
ual lead jigs allowing dorsal cutaneous exposure
to a circumferential region 2 cm in diameter. The
dorsumof eachmousewas irradiatedwith 2 doses
of 40 Gy spaced 7 days apart. Mice were killed on
day 14 after the first dose when signs of acute
skin reactions (erythemaandmoist desquamation)
were present.

Reciprocal transplantation into
cutaneous and oral wounds

Dermal fibroblasts were harvested for FACS,
as previously described, from the oral dermis
of Wnt1Cre;R26mTmG mice and the dorsal dermis
of En1Cre;R26mTmG mice at 4 weeks of age. Har-
vested cells were stained with DAPI, as well as
PacBlue-conjugated CD31 (1:100), CD45 (1:200),
and Ter-119 (1:200), and sorted for viable GFP+/
CD31–/CD45–/Ter-119– populations from each ana-
tomical site. FACS-isolated cells from the dorsal
dermis of En1Cre;R26mTmG mice were transplanted
into the buccal mucosa (described previously) of
recipient RAG-2−/− double-knockout mice (1.0 ×
105 cells per site). FACS-isolated cells from the
oral dermis of Wnt1Cre;R26mTmG mice were trans-
planted into the dorsal dermis of recipient RAG-2−/−

double-knockout mice (1.0 × 105 cells per site).
All tissues were harvested for analysis at 10 days
after transplantation.

Histology and tissue analysis

For fixation, tissues were placed in 2% parafor-
maldehyde for 12 to 16 hours at 4°C. Samples
were prepared for embedding by soaking in 30%
sucrose in PBS at 4°C for 24 hours. Samples were
removed from the sucrose solution, and tissue
blocks were prepared by embedding in Tissue
Tek O.C.T. (Sakura Finetek) under dry ice to freeze
the samples within the compound. Frozen blocks
were mounted on a MicroM HM550 cryostat
(MICROM International GmbH), and 5- to 8-mm-
thick sections were transferred to Superfrost/
Plus adhesive slides (Fisher brand).

Immunohistochemistry

For hematoxylin and eosin staining and Masson’s
trichrome staining, standardized protocols were
used with no modifications. Immunostaining on
frozen sections was performed using the follow-
ing primary antibodies: type I collagen, type III
collagen (Abcam), type IV collagen (Abcam),
keratin-14 (Abcam), CD26 (eBioscience), CD29
(eBioscience), biglycan (Abcam), and FABP4
(Abcam). Briefly, slides were fixed in cold acetone
(–20°C), and then blocked for 30 min in 10% bo-
vine serumalbuminwith 5%horse serum followed
by incubation with primary antibody for 12 to
16 hours. Slides were then incubated for 1 hour
with Alexa Fluor 647–conjugated antirabbit, anti-
goat, or antirat secondary antibodies (Invitrogen).
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Fluorescent and bright-field images were taken
with a LeicaDM4000Bmicroscope (LeicaMicro-
systems) and RETIGA 2000R camera (QImaging
Scientific Cameras).

TUNEL staining

Terminal deoxynucleotidyl transferase–mediated
deoxyuridine triphosphate nick end labeling
(TUNEL) staining was performed using DeadEnd
Fluorometric TUNEL System (Promega, Madison,
Wisconsin) according to the manufacturer’s pro-
tocol. Analysis was performed by counting posi-
tive cells per high-power field.

Micoarray analysis

Dermal fibroblasts were harvested for FACS
from the oral dermis and cranial dermis of
Wnt1Cre;R26mTmG mice and from ventral and
dorsal dermis of En1Cre;R26mTmG mice, as pre-
viously described. For all microarray analysis,
EPFs and ENFs where harvested from back-
skin of adult (P56) mice. Positivity for GFP or
RFP allowed for the separation of EPFs from
ENFs and WPFs from WNFs. RNA was precipi-
tated via chloroform-phenol extraction. Samples
were processed for cleanup and concentration
using RNeasy MinElute cleanup kit (cat. 74204,
QIAGEN). RNA yield was typically 0.5 to 1 mg
RNA/sorted subpopulations. RNA samples from
all sorted populations were converted to cDNA
using SuperScript III first-strand synthesis sys-
tem for RT-PCR (cat. 18080-051, Invitrogen) and
hybridized to Affymetrix Mouse Genome 430 2.0
arrays. Microarrays were normalized by robust
multichip average and quantile normalization in
R. Cluster analysis was performed with AutoSOME
(22), using the following settings for gene ex-
pression clustering: P-value threshold of 0.05,
100 ensemble iterations, unit variance normaliza-
tion of arrays, median centering of genes, and
sum of squares = 1 normalization for both genes
and arrays. The following settings were used for
AutoSOME fuzzy clustering: P-value threshold
of 0.05, 500 ensemble iterations, unit variance
normalization of arrays, and uncentered cor-
relation for distance matrix construction. The
fuzzy cluster network (Fig. 3F) was rendered
with Cytoscape 2.8.3 (37).

Cell surface marker screening

Dermal fibroblasts were harvested as described
previously from adult (P56) En1Cre;R26mTmG trans-
genic mice. Cells were analyzed using BD Lyoplate
Mouse Cell Surface Marker Screening Panel (BD
Biosciences, cat. 562208) containing 176 purified
monoclonal antibodies and corresponding iso-
type controls. Manufacturer’s staining protocol
was followed with slight modifications. Cells iso-
lated from the dorsal dermis of En1Cre;R26mTmG

mice were plated into U-bottom 96-well plates
at a density of 2.5 to 5 × 105 cells per well in
FACS buffer. Primary antibody incubation was
done in 100-ml volume for 30 min on ice. Next,
cells were incubated with biotinylated secondary
antibodies (goat antimouse 1:400, goat antirat
1:400, goat antisyrian hamster 1:400, goat anti–
Armenian hamster 1:800) in 100-ml volume for

30min on ice. Tertiary incubation with Alexa Fluor
647 Streptavidin (1:4000)—as well as PacBlue-
conjugated CD31 (1:100), CD45 (1:200)—and Ter-
119 (1:200), was carried out in 100-ml volume for
30 min on ice. Analysis was performed using flow
cytometer BD LSR Fortessa with High Through-
put Sampler.

Intradermal transplantation of
CD26+ and CD26– fibroblasts

CD26+Lin– and CD26–Lin– dermal fibroblasts
from the dorsal skin of uncrossed R26mTmG mice
(at 6 to 8 weeks of age) were harvested as pre-
viously described, and 2.0 × 105 cells from each
of these populations were transplanted via intra-
dermal injection (in 100 ml PBS) into the dorsal
backs of RAG-2−/− double-knockout mice. Grafts
containing FACS-sorted cells alone were harvested
after 10 days and processed for histology.

Intradermal cotransplantation of
CD26+ and CD26– fibroblasts
with B16 mouse melanoma

CD26+Lin– and CD26–Lin– dermal fibroblasts from
the dorsal skin of uncrossed R26mTmG mice (at
6 to 8 weeks of age) were harvested, as previously
described, and 2.0 × 105 cells from each of these
populations were cotransplanted intradermally
along with 5.0 × 104 B16-F10 mouse melanoma
cells (ATCC) into the dorsal backs of RAG-2−/−

double-knockout mice. Grafts were harvested
30 days after transplantation and processed for
histology.

Fluorescence quantification

Randomly chosen sections (n = 25) from both
CD26+Lin– and CD26–Lin– intradermal fibro-
blast grafts and melanoma cotransplant grafts
were analyzed using ImageJ software. The “mean
gray value” (sum of the gray values of all the
pixels in the selection divided by the number of
pixels) for the entire image was calculated for im-
ages taken in the RFP channel only. The mean gray
value measuring total RFP signal for a given im-
age was then normalized to the number of RFP-
positive cells in that image. All data are quantified
by a blinded observer from digital photographs
analyzed using ImageJ and Adobe Photoshop CS6
(Adobe Systems, San Jose, California).

qRT-PCR analysis of CD26+

and CD26– fibroblasts transplanted
into dorsal wounds

CD26+ (n = 3) and CD26– (n = 3) grafts were
harvested at 7 days after transplant (10 days after
wounding), digested using Liberase (1 mg/mL in
DMEM). Cells harvested from each graft were
then FACS-sorted for viability (DAPI) and RFP
positivity directly into TRIZOL. Reverse transcrip-
tion was performed with 1 ug RNA using Taqman
Reverse Transcription Reagents (Applied Bio-
systems), and qRT-PCR was carried out using
Applied Biosystems Prism 7900HT Sequence De-
tection System and SYBR Green PCR Master Mix
(Applied Biosystems). Expression of collagen type
I and alpha-smooth muscle actin (alpha-SMA)
mRNA was measured. mRNA amounts were cal-

culated relative to the amount of b-actin mRNA in
the same samples. For primers, see table S1.

qRT-PCR analysis of Cre expression

Fibroblasts were FACS-isolated using the fibro-
blast isolation methodology discussed previously
from the dorsal skin of P1 R26mTmG (n = 3) skin,
E11.5 En1Cre (n = 3) skin, R26mTmG (n = 3) skin,
P1 En1Cre;R26mTmG (n = 3) skin, P30 En1Cre;
R26mTmG (n = 3) skin, and dorsal wounds on P30
En1Cre;R26mTmG (n = 3) mice. Fibroblasts were
sorted directly into TRIZOL. Reverse transcrip-
tion was performed with 1 ug RNA using Taqman
Reverse Transcription Reagents (Applied Biosys-
tems), and qRT-PCR was carried out using Applied
Biosystems Prism 7900HT Sequence Detection
System and SYBR Green PCRMaster Mix (Applied
Biosystems). mRNA amounts were calculated rela-
tive to the amount of b-actin mRNA in the same
samples. For primers, see table S1.

Microfluidic single-cell gene
expression analysis

Gene lists defining fibroblast and nonfibroblast
markers were collected from a literature search
(38, 39). Single-cell reverse transcription and low
cycle pre-amplification were performed as previ-
ously described (24, 40). Briefly, dermal lysate cell
suspensions were sorted from En1Cre;R26mTmG

transgenic mice (at 6 to 8 weeks of age) as single
cells into each well of a 96-well plate using a
Becton Dickinson FACS Aria flow cytometer
(Franklin Lakes, NJ) into 6 ml of lysis buffer and
SUPERase-In RNAse inhibitor (Applied Biosys-
tems, Foster City, CA) (n = 6 cell lines). Live/dead
gating was performed based on DAPI exclusion.
EPFs and ENFs were defined as previously de-
scribed. Live, single cells were also sorted as un-
fractionated dermis. Reverse transcription and
low-cycle pre-amplification were performed using
Cells Direct (Invitrogen) with Taqman assay pri-
mer sets (Applied Biosystems) as per the manu-
facturer’s specifications. Exon-spanning primers
were used where possible to avoid amplifica-
tion of genomic background. cDNA was loaded
onto 96.96Dynamic Arrays (Fluidigm, South San
Francisco, California) for qPCR amplification using
Universal PCR Master Mix (Applied Biosystems)
with a uniquely compiled Taqman assay primer
set (table S1), as previously described (41).

Statistical analysis of single-cell data

Analysis of single-cell data was performed, as
described previously (42). Briefly, data from all
samples were normalized relative to the pooled
median expression for each gene and converted
to base 2 logarithms. Absolute bounds (T5 cycle
thresholds from the median or 32-fold increases/
decreases in expression) were set, and nonex-
pressers were assigned to this floor. Clustergrams
were then generated using hierarchical clus-
tering (with a “complete” linkage function and
Euclidean distance metric) to facilitate data vi-
sualization (MATLAB R2011b, MathWorks, Natick,
Massachusetts).
To detect overlapping patternswithin the single-

cell transcriptional data, k-means clustering was
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employed using a standard Euclidean distance
metric. Accordingly, each cell was assignedmem-
bership to a specific cluster as dictated by sim-
ilarities in expression profiles (minimizing the
within-cluster sumof squaredistances) inMATLAB.
Optimally partitioned clusters were then sub-
grouped using hierarchical clustering to facilitate
visualization of data patterning (41, 42). Non-
parametric, two-sample Kolmogorov-Smirnov
(K-S) tests were used to identify those genes with
expression patterns that differed significantly
between population clusters and/or groups, fol-
lowing Bonferroni correction for multiple sam-
ples using a strict cutoff of P < 0.05. For subgroup
comparisons, the empirical distribution of cells
from each cluster was evaluated against that
of the remaining cells in the experiment. Ingenui-
ty Pathway Analysis (IPA, Ingenuity Systems,
Redwood City, California) was used to construct
transcriptomenetworks based on genes thatwere
significantly increased within clusters (including
both direct and indirect relationships).

Small molecule-based CD26 inhibition
during wound healing using diprotin A

Background strain (B6) mice aged 4 to 6 weeks
were dorsally wounded, and pullulan-collagen
scaffolds seeded with either 500 ng diprotin A +
carrier or carrier alone were loaded onto the
wound site at the time of wounding. On days 3
and 6 after wounding, new scaffolds seeded as on
day 0 were loaded onto the wound site. Wound
healing was then allowed to proceed unperturbed
until completion. Photographic images taken
every 2 or 3 days documented wound and scar
size until healing reached completion.

DTR-based ablation of EPFs (GFP+)
during cutaneous wounding

En1Cre;R26mTmG;R26tm1(HBEGF)Awai mice were dor-
sally wounded (splinted 6 mm excisional) and
pullulan-collagen dermal hydrogels seeded with
either 200 ng DT in PBS or PBS alone (control)
were transplanted onto the wound sites at the
time of wounding (day 0). On days 3 and 6 after
wounding, newhydrogels seeded as on day 0were
transplanted onto the wound sites. Photographic
images taken every 2 days documented wound
and scar size until healing reached completion, at
which point wounds were harvested for histologic
analysis of GFP/RFP fluorescence and connective
tissue deposition by Maisson’s trichrome.

Quantification of scar size

Gross scar size is determined by quantifying the
area of the scar relative to the inner ring of the
silicone splint on the day all wounds have com-
pletely healed. Scar size is represented as a per-
centage of the original wound at baseline (day 0).
All data are quantified by a blinded observer from
digital photographs analyzed using Adobe Photo-
shop CS6 (Adobe Systems, San Jose, California).

Quantification of the rate
of wound healing

Rate of wound healing is determined by quan-
tifying the area of the wound relative to the in-

ner ring of the silicone splint at baseline (day 0),
3 days after each application of hydrogel, and
every 2 days. Wound size is then calculated as a
percent of the original wound at baseline. All data
are quantified by a blinded observer from digital
photographs analyzed using Adobe Photoshop
CS6 (Adobe Systems).

Tensile strength testing

Tensile strength tests for fully healed wounds on
En1Cre;R26mTmG;R26tm1(HBEGF)Awai mice treated
with or without DT via pullulan-collagen hydro-
gel on days 0, 3, and 6 was performed on day 22
and day 16, respectively. Tests were performed
with amicrotester (model 5848, Instron, Norwood,
Massachusetts) equipped with a 100 N load
cell. The tissue specimens were attached to cus-
tom grips with double-sided tape, giving a fi-
nal gauge length of 10 mm. The region between
the grips (gauge region) was stretched until a
break in the skin was detected by a decrease in
stress with increasing strain. Analysis was per-
formed as previously described (43). True strain
was calculated as the change in length divided by
the gauge length, and true stress was calculated
as the force divided by the original cross-sectional
area. The tensile strength was determined as
the greatest true stress achieved. The modulus
was determined via least squares regression as
the slope of the linear region of the true stress-
true strain curve (R2 ≥ 0.99).

DTR-based ablation of EPFs (GFP+)
before melanoma transplantation

En1Cre;R26mTmG;R26tm1(HBEGF)Awai mice were in-
jected (4x) intradermally with either 100 ng DT
in 25 ul PBS (n = 7) or 25 ul PBS alone (n = 7) in
four evenly spaced locations along the circum-
ference, 6 mm in diameter. Twenty-four hours
later, 5.0 × 105 B16 mouse melanoma cells were
transplanted intradermally into the middle of the
marked circle on the dorsum of these mice. Tu-
mors were allowed to grow in DT-treated (n = 7)
and control mice (n = 7) until killing was dictated
by protocol parameters (tumor size >2 cm) for
one mouse, at which point all mice were killed
and tumors were harvested for analysis.
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The complete structure of the 55S
mammalian mitochondrial ribosome
Basil J. Greber,1* Philipp Bieri,1* Marc Leibundgut,1* Alexander Leitner,2

Ruedi Aebersold,2,3 Daniel Boehringer,1 Nenad Ban1†

Mammalian mitochondrial ribosomes (mitoribosomes) synthesize mitochondrially encoded
membrane proteins that are critical for mitochondrial function. Here we present the complete
atomic structure of the porcine 55Smitoribosome at 3.8 angstrom resolution by cryo–electron
microscopy and chemical cross-linking/mass spectrometry.The structure of the 28S subunit in the
complexwas resolved at 3.6 angstrom resolution by focused alignment,which allowed building of a
detailedatomic structure includingall of its 15mitoribosomal-specific proteins.The structure reveals
the intersubunit contacts in the 55Smitoribosome, themolecular architecture of themitoribosomal
messenger RNA (mRNA) binding channel and its interaction with transfer RNAs, and provides
insight into thehighlyspecializedmechanismofmRNArecruitment to the28Ssubunit. Furthermore,
the structure contributes to a mechanistic understanding of aminoglycoside ototoxicity.

M
itochondria are eukaryotic cellular or-
ganelles specialized for energy conver-
sion and adenosine triphosphate (ATP)
production. Because they originated by
endosymbiosis from a-proteobacteria (1),

they still contain the machinery required to ex-
press the genetic information encoded on their
highly reduced genome, including mitochon-
drial ribosomes (mitoribosomes). Mammalian 55S
mitoribosomes, composed of the 28S small and

39S large mitoribosomal subunits (2), have di-
verged markedly from their bacterial predeces-
sors by extensive shortening of their ribosomal
RNAs (rRNAs) and the acquisition of numerous
mitochondrial-specific ribosomal proteins (3–6).
The initiation of mammalian mitochondrial trans-
lation, which involves recruitment of leaderless
mRNAs to the 28S subunit and start-codon selec-
tion in the absence of Shine-Dalgarno sequences
(7, 8), is poorly understood.
Mitoribosomes are of high medical interest be-

cause aminoglycosides, which are used as anti-
biotics targeting bacterial ribosomes (9), can
also inhibit mitoribosomes, causing severe side
effects, such as hearing loss (ototoxicity) (10, 11)
in up to 10 to 20% of patients (10). Furthermore,
mitoribosomal mutations play a role in congen-
ital disorders (11, 12), and up-regulation of mito-
chondrial translation appears to be associated
with the development of cancer (13).
Structures of the porcine (14) and human (15)

mitoribosomal 39S subunits at 3.4 Å resolution
provided detailed insight into their architecture
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Fig. 1. Overall structure of the 55Smitoribosome. (A and
B) Structure of the 55Smitoribosome. 39S subunit proteins
blue, 16S rRNA orange, CP tRNA brown, 28S subunit
proteins pale yellow, 12S rRNA light green, P-site tRNA
purple, A-site tRNA yellow. (C and D) Intersubunit bridges
in the 55Smitoribosome. Contact surfaces (distance <4 Å)
and surfaces in close proximity (<6 Å) are colored in blue
and pale blue (C) or red and pale red (D), respectively, and
labeled with the bridge number.



and function, including the architectural replace-
ment of the 5S rRNA by a transfer RNA (tRNA)
molecule. However, structural information on
the mammalian 28S small mitoribosomal sub-
unit is currently limited to fitting of homology
models into lower-resolution reconstructions
(16). Here we present the complete structure of
the porcine 28S small mitoribosomal subunit at
3.6 Å resolution and an atomic model of the
entire 55S mitoribosome in complex with mRNA
and tRNAs based on a 3.8 Å cryo–electron mi-
croscopic (cryo-EM) reconstruction.

Structure of the mammalian
55S mitoribosome

To determine the structure of the 55S mitoribo-
some, we used a previously collected cryo-EM
data set (14). We first calculated a map of the
28S subunit at 3.6 Å resolution by focused clas-
sification and alignment (fig. S1, A and B), which
allowed us to build a structure for >99% of the
12S rRNA nucleotides and all 30 proteins of
the 28S mitoribosomal subunit (figs. S1, B to H,
and S2, A to C, and tables S1 to S3). Two proteins,
mS27 and mS39, were modeled as polyserines

(table S3) because of lower local resolution (fig.
S1, C and D). This structure was then combined
with our previously determined structure of
the 39S mitoribosomal subunit at 3.4 Å resolu-
tion (14) to build, refine, and validate a complete
atomic model of the 55S mitoribosome (Fig. 1,
A and B; fig. S2, D to F; and tables S2 to S4)
based on a 3.8 Å cryo-EM map (fig. S3 and sup-
plementary text).
The mammalian 55Smitoribosome has a strik-

ingly different appearance from the bacterial 70S
ribosome (5, 17). The reduced rRNA is limited
to the innermost core of the ribosome, where-
as numerous proteins cover the surface of the
ribosome almost entirely and extend far away
from the core.
The structure reveals that in mitochondria, the

subunits interact less extensively than in bacteria
(Fig. 1, C and D, fig. S4, and table S5; for nomen-
clature see the materials and methods) and that
many bridges are formed bymitochondrial-specific
protein elements (fig. S4, G to L, table S5, and
supplementary text). The reduction of periph-
eral contacts in the mitoribosome may lead to
increased conformational flexibility of the mito-

ribosomal subunits, including tilting of the sub-
units relative to each other (figs. S3, E to G, and
S5; and supplementary text).

Interactions of tRNAs with
the 55S mitoribosome

The binding sites for the A-site and P-site tRNAs
at the subunit interface lack many ribosomal
elements that are present in cytosolic ribosomes
(14, 15, 17), which are compensated for by unique
structural features of the mammalian mitoribo-
some (table S6). The 39S subunit interactions
with the highly variable mitochondrial tRNA el-
bows, which could not be modeled because the
mitoribosomes in our sample contain a mixture
of all mitochondrial tRNAs, have been weakened
by the loss of ribosomal protein uL5 in the P
site and bL25 and the A-site finger (rRNA helix
H38) in the A site (Fig. 2, A and B) (14, 15). Ad-
ditionally, uS13, which binds to the anticodon
stem loops (ASLs) in bacterial ribosomes (18),
has been lost from the 28S subunit (Fig. 2, A and
C). A unique structural element of the mamma-
lian mitoribosome, the P-site finger (5, 14), com-
pensates for some of these missing interactions,
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Fig. 2. Interactions of tRNAs in the 55S mitoribosome. (A) Overview of the 55S mitoribosome. Colors as in Fig. 1 but with proteins approaching the A- and
P-site tRNAs highlighted (bL16m blue, bL27m green, P-site finger orange, uS9m cyan). (B and C) View of the 39S (B) and 28S (C) tRNA binding sites (A- and
P-site tRNA contacts yellow and purple; peptidyl transferase center indicated by asterisk). (D) tRNA-protein interactions in the 55S mitoribosome (contacts to
16S rRNA brown, 12S rRNA light green, 39S proteins cyan, 28S proteins pale yellow, residues contacting both rRNA and proteins gray). (E and F) A- and P-site
tRNAs displayed as in (D), with major tRNA domains labeled and interacting mitoribosomal components indicated.
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Fig. 4. The mRNA binding channel of the 28S subunit. (A) Subunit interface view of the 28S subunit (proteins surrounding the mRNA entry and exit sites are
colored). (B) uS5m(cyan) formsa latch across the entranceof themRNAchannel (mRNAdark red). (C) Additional density (red) is visible near themRNAentry path in a
particle subclasswith awell-orderedmRNAgate. (D) ThemRNAentry site of the 28Swithout boundmRNAand tRNAs (yellow surface) lacks density for the uS5m latch
(cyan). (E) Density formRNA (red) and tRNAs (P site purple, A site yellow). (F) Close-up view of themRNA and tRNA density. (G) Conservation of the decoding center
with flipped-out A918 and A919. (H) The exit of the mRNA channel [colors as in (A), with disulfide bridges in mS37 shown as yellow spheres].

Fig. 3. Overall structure of the 28S subunit. (A
andB) Locations of proteins in the28S subunit [(A),
solvent side; (B), subunit interface side]. (C and D)
28S subunit [oriented as in (A) and (B)], with ribo-
somal proteins colored according to conservation
(gray: 12S rRNA; cyan: proteins conserved in bacte-
ria,mitoribosomal extensions green; purple: proteins
shared between fungal and mammalian mitor-
ibosomes; yellow: proteins not present in fungal
mitoribosomes).
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as it extends from the central protuberance (CP)
of the 39S subunit and is inserted between the
A- and P-site tRNAs. The P-site finger seems to
play a critical role in the positioning of both
tRNAs in the active site, as it binds to the D-
stem junction and the T stem of the P-site tRNA
and the D stem of the A-site tRNA (Fig. 2, D to F).

Structure of the 28S subunit

The structure of the 28S subunit reveals the
folds and locations of its 30 ribosomal proteins,
15 of which are specific to mitoribosomes (Fig. 3,
A and B, and fig. S6A), in agreement with our
cross-linking/mass spectrometry data (fig. S6, B
to D, and table S1).
The 12S rRNA in the 28S subunit is shortened

as compared to the bacterial 16S rRNA, due to
the absence of a number of large rRNA helices
(fig. S7). At the 28S subunit head, the rRNA of
the beak is almost entirely missing (fig. S7, A to
D), whereas the loss of bacterial h12 near the
center of the small subunit body has resulted in
the formation of a channel through the 28S sub-
unit (fig. S7F), which widens into a large cavity
below mS22 on the solvent side of the subunit
(fig. S7G). The distal end of rRNA helix h44 at
the subunit interface is partially unwound to po-
sition its tip similarly to the tip of h44 in bacteria
and in proximity to mS27, even though the mito-
ribosomal h44 is 18 nucleotides shorter. This
unwound segment no longer recognizably forms
an A-form RNA helix and appears flexible in our
cryo-EM maps (fig. S2B).
Three homologs of bS18, previously termed

MRPS18A, -B, and -C (19, 20), localize to three
distinct sites in the mammalian mitoribosome
(fig. S8, A and B), contrary to the initial assump-
tion that all of them occupy a single site in a mu-
tually exclusive fashion (16, 19). bS18m (MRPS18C)
binds to the same site as bacterial bS18, mS40
(MRPS18B) binds to a novel location of the 28S
subunit (fig. S8A), and mL66 (MRPS18A) binds
to the 39S subunit (14, 15). All three mitochon-
drial bS18 homologs are zinc-binding proteins, but
one of the zinc-coordinating residues is missing
in bS18m (MRPS18C) and mL66 (MRPS18A) and
is instead provided in trans by uL10m and bS6m,
respectively (fig. S8, C to G). These unusual inter-
actions where two protein chains coordinate the
same zinc ion may have evolved to stabilize the
folds of rapidly evolving mitoribosomal proteins
and their quaternary interactions.

The mRNA channel

The structure of the 28S subunit reveals the mo-
lecular details of the highly remodeled entry and
exit regions of the mitoribosomal mRNA chan-
nel (Fig. 4A). The mRNA entry site is surrounded
by proteins uS3m, uS5m, mS33, and mS35. An
extension of uS5m lines a part of the mRNA
entry path and connects the 28S subunit body to
the head (Fig. 4B), thus forming a latch across
the mRNA channel entrance. Therefore, during
translation initiation, the mRNA may need to
be threaded through the opening defined by the
12S rRNA and uS5m, unless the uS5m latch dis-
sociates (Fig. 4B). A dynamic role of this protein

in mRNA binding is supported by a comparison
of two reconstructions of particle subclasses, one
with and one without bound mRNA and tRNAs
(fig. S1A), indicating that although the contact
points of the latch to the 28S body and head re-

main intact, the helical part of the extension of
uS5m that encircles the mRNA entry path is
disordered in the complex devoid of tRNAs but
ordered in the complex containing mRNA and
tRNAs (Fig. 4, C and D).
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Fig. 5. The guanine nucleotide–binding protein mS29. (A) Position of mS29 (purple, GDP white)
in the head domain of the 28S subunit. (B) Putative mS29 phosphorylation sites (orange spheres)
near subunit bridges B1b and B1c (mL46 green, mL48 dark red).

Fig. 6. Aminoglycoside binding to the 28S subunit and mapping of mitoribosomal protein mu-
tations. (A) 28S subunit, with the aminoglycoside binding region near the A site in blue (A- and P-site
tRNA fragments gold and purple, respectively). (B) Superposition of the structures of paromomycin
(cyan), gentamycin (blue), and apramycin (red) bound to the bacterial 30S subunit (18, 33, 36). Posi-
tions of relevant sequence differences between mammalian mitoribosomes and bacterial ribosomes
(lighter colors) (18) are shown in orange and green. (C) Location of human mutations in mS22 (light
blue, affected residues as blue spheres) and bS16m (red, helix truncated by a nonsense mutation dark
red). (D) Location and environment of mS22 residue R214 (R215H mutation in humans).
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The pentatricopeptide repeat (PPR)–containing
protein mS39 is located close to the mRNA chan-
nel entry (Fig. 4, A and B) and forms part of the
structure previously termed the mRNA gate (5).
The remaining difference density, possibly at-
tributable to mRNA, extends toward the PPR
domain of mS39 (Fig. 4C). Consistent with the
described role of PPR repeats in single-stranded
RNA binding (21), mS39 may therefore bind and
guide mitochondrial mRNAs into the mitoribo-
somal mRNA channel.
Near the decoding center, where mRNA codon–

tRNA anticodon base pairing is monitored to
select cognate tRNAs (22), density for the mRNA
and the well-ordered ASLs of the bound A- and
P-site tRNAs can be directly visualized in our
cryo-EMmap (Fig. 4, E and F). The conformation
of the mRNA in this region is similar to that of
bacterial ribosomes (fig. S9). Even though the
density in our cryo-EM map is an average of all
mRNA and tRNA species, the location of base
pairs formed between the tRNAs and the mRNA
can be directly observed (Fig. 4F). Our structure
indicates that the mechanism of decoding of
the 28S subunit is highly conserved, including the
interactions of the flipped-out bases A918 and
A919, as well as the interactions of base G256 [cor-
responding to bacterial nucleotides A1492, A1493,
and G530, respectively (22)] with the minor groove
of the codon-anticodon helix (Fig. 4G).
The recognition of leaderless mitochondrial

mRNAs (7) by the 28S subunit during initiation
does not rely on base pairing with rRNA (23).
Consequently, the exit region of the mitoribo-
somal mRNA channel has very different features
from those of bacteria, and the 12S rRNA lacks
the anti–Shine-Dalgarno sequence. The exit of
the mitoribosomal mRNA channel is encircled
by the conserved proteins uS7m, uS11m, bS18m,
and bS21m and the mitochondrial-specific pro-
tein mS37 (Fig. 4H). It has been suggested that
respiratory chain failure prevents the formation
of two conserved regulatory disulfide bridges in
Mrp10, the yeast homolog of mS37 (Fig. 4H), lead-
ing to degradation of the protein and mitochon-
drial translation shutdown (24). This suggests that
impaired assembly of the mRNA exit channel
may play a role in this process.

The guanine nucleotide–binding
protein of the 28S subunit

Mammalian mitoribosomes bind guanine nu-
cleotides with high affinity (25). The protein that
confers this activity has been identified as mS29
(also termed DAP3 for death-associated protein
3) (26, 27). Our structure reveals that mS29 forms
part of the small subunit head (Figs. 3A and 5A)
and interacts with the 12S rRNA, uS7m, uS9m,
and mS35 (Fig. 5A), burying a large surface area
of approximately 3400 Å2, in addition to its in-
volvement in intersubunit bridge formation with
the 39S subunit (fig. S4G). The topology of the b
sheet in the nucleotide-binding domain (NBD)
and the presence of a C-terminal a-helical bun-
dle (fig. S10A) indicate that mS29 is structurally
related to members of the AAA+ ATPase family
(28). In the mS29 nucleotide-binding pocket, one

of two conserved acidic residues in the Walker
B motif is replaced by a glycine (fig. S10C) (28).
This is typical for the NACHT NTPase subfam-
ily of STAND ATPases, which perform a variety
of functions, including the regulation of apoptosis
in metazoans (29), and where a preference for
guanine over adenine nucleotides also occurs (29).
In comparison to the AAA+ ATPase core, mS29

contains two sequence insertions that partici-
pate in rRNA binding and intersubunit bridge
formation, and additionally its N terminus forms
a compact a2b2 domain that covers the nucleotide-
binding pocket (fig. S10B). Our density indicates
that a nucleotide, likely guanosine diphosphate
(GDP), is bound to mS29 in our sample (fig. S10D).
Because of the close proximity of the mS29
nucleotide-binding pocket to the rRNA-binding
interface (fig. S10C), the presence of a g phosphate
in GTP-bound mS29 might induce conforma-
tional rearrangements of rRNA-binding residues
that interfere with the binding of mS29 to the
28S subunit.
mS29 has been shown to be phosphorylated

in vivo (30). Because the proposed phosphoryl-
ation sites map to the region involved in the for-
mation of intersubunit bridges B1b-B1d (Fig. 5B),
mS29 phosphorylation may affect intersubunit
bridge formation, which might provide a means
of regulating the activity of the mammalian
mitoribosome.

Insights into antibiotic binding
and human pathologies

Aminoglycosides target the bacterial 30S sub-
unit by binding to a pocket in rRNA helix 44
near the ribosomal A site and the decoding cen-
ter (9, 31, 32) (Fig. 6A). Overlaying our structure
of the 28S subunit with structures of the bacte-
rial 30S subunit in complex with the aminogly-
cosides paromomycin (18) and gentamicin (33)
reveals that one end of the binding pocket of
these aminoglycosides is widened in the 28S sub-
unit because of the presence of the A916-C854
and C917-C853 mismatches (Fig. 6B), in agree-
ment with sequence analysis (34). In spite of
these structural differences, some aminoglyco-
sides can still bind to the decoding site of the
small subunit of the mitoribosome, which can
lead to hearing loss (ototoxicity), particularly in
patients with the A916G or C854U mutation in
the 12S rRNA [A1555G and C1494T in the hu-
man mitochondrial genome (34)], which occurs
in roughly 0.2 to 0.3% of the general population
(35). These mutations revert the A916-C854 mis-
match found in wild-type mitoribosomes to a
bacterial-like state with a Watson-Crick base pair
at this position. The aminoglycoside apramycin
binds to the 30S subunit in the same region but
exhibits lower toxicity toward mitochondrial
translation even in the presence of sensitizing
mutations (36). Apramycin is embedded less deep-
ly in the rRNA than are other aminoglycosides
(36), probably making its binding more depen-
dent on the stacking interaction of its bicyclic
ring system with the bacterial G1491-C1409 base
pair, which is replaced by the C917-C853 mis-
match in the mitoribosomal 12S rRNA (Fig. 6B).

Several mutations in mitoribosomal proteins
have been identified in human pathologies. A
nonsense mutation in bS16m (MRPS16) that
leads to death soon after birth (37) and two point
mutations in mS22 (MRPS22) (38, 39) affect the
lower body domain of the 28S subunit (Fig. 6, C
and D), where they may impair its assembly (40).
The atomic structures presented here pave the

way to a mechanistic understanding of human
mitochondrial translation and associated pathol-
ogies and will also facilitate the rational design
of antimicrobials and compounds that block
cancer cell proliferation.
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SURFACE STRUCTURE

Subatomic resolution force microscopy
reveals internal structure and
adsorption sites of small iron clusters
Matthias Emmrich,1 Ferdinand Huber,1 Florian Pielmeier,1 Joachim Welker,1
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Clusters built from individual iron atoms adsorbed on surfaces (adatoms) were investigated
by atomic force microscopy (AFM) with subatomic resolution. Single copper and iron adatoms
appeared as toroidal structures and multiatom clusters as connected structures, showing
each individual atom as a torus. For single adatoms, the toroidal shape of the AFM image
depends on the bonding symmetry of the adatom to the underlying structure [twofold for
copper on copper(110) and threefold for iron on copper(111)]. Density functional theory
calculations support the experimental data.The findings correct our previous work, in which
multiple minima in the AFM signal were interpreted as a reflection of the orientation of a single
front atom, and suggest that dual and triple minima in the force signal are caused by dimer and
trimer tips, respectively.

T
he observation of “subatomic features” by
atomic force microscopy (AFM) (1) in ex-
periments where the front atom of the tip
was imaged by the highly localized dang-
ling bonds of the Si(111)-(7x7) surface atoms

(2) raised discussions within the community (3).
Similar observations were reported later for Si
adatoms imaging Si tips (4), CoSm tips (5), and
even in scanning tunneling microscopy (STM)
(6). The initial results were obtained at room tem-
perature, where the atomic configuration of the
tip changes frequently. The stability offered at
liquid helium temperatures allowed to resolve
small features in tip images spaced by merely
77 pm (0.77 Å) (7). Again, the front atom of the
tungsten tip was imaged by a sample consisting
of light and small atoms (carbon in graphite) (7).
Later, we used CO molecules to establish the
COFI technique (carbon monoxide front atom
identification) (8, 9), building on expertise with
CO imaging when measuring the forces that act

during atomicmanipulation (10). The adsorption
geometry of CO molecules on Cu(111) surfaces is
critical for the effectiveness of COFI: CO adsorbs
perpendicular to Cu(111), with the C atom sitting
on top of a Cu surface atom (11).
However, the purpose of microscopy is to

image a sample, not to inspect the tip, so it was
important to design well-defined tips with front
atoms much smaller than typical metals. Gross
et al. created such a sharp and well-defined tip
by adsorbing a CO molecule to the metal tip,
demonstrating submolecular (12) resolution on
pentacene (13) and other molecules by AFM
with a resolution that exceeds STM. The COmol-
ecule attaches to the tip with the carbon atom,
and the front atom of the tip is an oxygen atom.
Tip functionalization by adsorbing a CO mole-
cule on a metal tip had been introduced in STM
before (14), but the dramatic increase in AFM
resolution on organic matter was not foreseen
and is used widely now—for example, to deter-
mine bond order (15) and chemical reaction pro-
ducts (16). The use of CO-terminated metal tips
enabled reversing the experiment (8) and imag-
ing single atoms in various bonding configura-
tions to check whether subatomic resolution (12)

is possible on a sample. Here, we first analyze the
imaging of single adatoms and then expand to
image small clusters.
The contrast for CO tips at small distances

arises from Pauli repulsion forces that increase
with charge density (17), similar to the interaction
of closed-shell atoms with molecules (18). Pauli
repulsion allows for a descriptive interpreta-
tion where the AFM image represents the charge
density that is maximal on top of atoms—in con-
trast to STM, which maps the charge density at
the Fermi level. However, the COmolecule bonded
to the metal tip easily bends laterally (13, 19), and
artifacts such as lateral distortions, apparent bond
lengthening, bond sharpening, and cusplike max-
ima within aromatic rings must be anticipated
[see figure 1 in (15)]. Thus, we first checked the
imaging characteristics of CO tips for adatoms
using silicon, with its well-known structure.
A CO-terminated tip created AFM images of

the Si(111)-(7x7) reconstruction (Fig. 1A) that
clearly display the 12 adatoms and even the 6
rest atoms in each unit cell. Adatoms and rest
atoms hybridize into four 3sp3 orbitals, where the
orbitals normal to the surface appear as roughly
Gaussian protrusions. The calculated charge den-
sity of Si(111)-(7x7) (Fig. 1B) is similar to the ex-
perimental image in Fig. 1A. Figure 1B shows
the charge density of the protruding 3sp3 orbitals,
andFig. 1C (experimental) andFig. 1D (calculated)
focus on a single Si adatom. The density calcu-
lations of Fig. 1 use Slater-type orbitals (STO) (20),
with details for Si in (4) and in (9) for the fol-
lowing metallic adatoms.
Figure 1E is an AFM image of a single Cu ad-

atom on a Cu(111) surface. Surprisingly, the Cu
adatom does not appear as a single protrusion
like the Si adatom in Fig. 1C but shows a toroi-
dal structure. We postulate that the origin of this
toroidal shape is in the electronic configuration
of the adatom. Figure S1 (21) shows the contrast
development for the Cu adatom with distance:
For larger distances, the adatom appears attract-
ive (fig. S1A); for an intermediate distance, a re-
pulsive ring appears (fig. S1B); finally, for very
close distances, artifacts from CO bending (which
have also been seen when imaging organic mol-
ecules) appear in which the repulsive ring be-
comes sharper (fig. S1C) and a repulsive center
cusp starts to emerge (fig. S1D). The electronic
configuration of a neutral Cu atom is [Ar]3d104s1.
Fully occupied subshells as well as the 4s elec-
tron of a free Cu atom yield a spherically sym-
metric chargedensity.However, the Smoluchowski
effect (22) leads to a positive charge of protruding
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Clusters built from individual iron atoms adsorbed on surfaces (adatoms) were investigated
by atomic force microscopy (AFM) with subatomic resolution. Single copper and iron adatoms
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(6). The initial results were obtained at room tem-
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tip changes frequently. The stability offered at
liquid helium temperatures allowed to resolve
small features in tip images spaced by merely
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identification) (8, 9), building on expertise with
CO imaging when measuring the forces that act
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the Fermi level. However, the COmolecule bonded
to the metal tip easily bends laterally (13, 19), and
artifacts such as lateral distortions, apparent bond
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[see figure 1 in (15)]. Thus, we first checked the
imaging characteristics of CO tips for adatoms
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A CO-terminated tip created AFM images of
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with details for Si in (4) and in (9) for the fol-
lowing metallic adatoms.
Figure 1E is an AFM image of a single Cu ad-

atom on a Cu(111) surface. Surprisingly, the Cu
adatom does not appear as a single protrusion
like the Si adatom in Fig. 1C but shows a toroi-
dal structure. We postulate that the origin of this
toroidal shape is in the electronic configuration
of the adatom. Figure S1 (21) shows the contrast
development for the Cu adatom with distance:
For larger distances, the adatom appears attract-
ive (fig. S1A); for an intermediate distance, a re-
pulsive ring appears (fig. S1B); finally, for very
close distances, artifacts from CO bending (which
have also been seen when imaging organic mol-
ecules) appear in which the repulsive ring be-
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cusp starts to emerge (fig. S1D). The electronic
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surface features such as steps or adatoms, sur-
rounded by a surplus in negative charge. Imaging
the polar surface of Cu2N with a CO-terminated
tip has revealed that the CO-terminated tip forms
a dipole with the negative end at the oxygen atom
(23), in agreementwith density functional theory
(DFT) calculations (24, 25) and similar to CO ad-
sorbed on several (111) metal surfaces (11).
Thus, the toroidal symmetry of the experimen-

tal image of a Cu adatom shown in Fig. 1E arose
from electrostatic attraction at the center and
Pauli repulsion at the circumference. The charge
redistribution created by the Smoluchowski effect
can be mapped on atomic states by a hybridiza-
tion of |4s> into a (|4s>-|4pz >)=

ffiffiffi

2
p

state. Figure
1F shows the calculated charge density of this
state with STO orbitals, and the inset shows the
charge gradient in the z direction using DFT. The
calculation of the interaction of CO-terminated
tips with adatoms and clusters is still too com-
plex for the current status of DFT, so we use H
and Xe atoms as tip models in DFT calculations.
Given that the highest occupied stateswithin bulk
copper have a bonding energy of ~5 eV, pertur-
bation theory yields an energetic lowering of the
|4s> statewhenhybridizing into a (|4s>-|4pz>)=

ffiffiffi

2
p

state. This process would also explain why a Cu
adatomwith its diameter of 255 pm has amuch
lower apparent height of ~100 pm in STM. We
note that these toroidal symmetries have been
observed before in the reverse situation, where
a CO molecule adsorbed on Cu(111) probed the
metallic tip atom [see figure 1D in (8); figure 1, c
and h, in (9); and figure 1D in (10)].
Figure 1G shows a Cu adatom on a Cu(110)

surface. The (110) surface has a twofold symmetry,
and the toroidal image of the Cu adatom has
two dips in it, according to the twofold symme-
try of the substrate. It can be modeled in the
STO-based charge density by a 2% mixing of a

|4py> orbital into the (|4s>-|4pz >)=
ffiffiffi

2
p

state
as calculated in Fig. 1H.
Figure 1I is an AFM image of an Fe adatom on

Cu(111). A free Fe atom has an electronic config-
uration of [Ar]3d64s2. Similar to the Cu adatom, it
shows an overall toroidal structure, and it is cen-
tered around a face-centered-cubic (fcc) site (see
fig. S2). However, the torus has three bumps that
point to the three next-nearest Cu atoms of the
substrate. Figure 1J is an STO-type charge calcu-
lation with a 4spz hybridization. Possibly, further
hybridization with electrons from the unfilled 3d
states occurs that could explain the three bumps on
the torus-shaped image. The overall toroidal shape
with a threefold symmetry of the Fe adatom in-
teracting with a Xe tip is revealed by DFT using
the Vienna Ab-initio Simulation Package (VASP)
code (26) (inset of Fig. 1J and fig. S3). The possi-
bility of detecting subatomic contrast has been
discussed previously based on DFT calcula-
tions by Huang et al. (27) and Zotti et al. (28) for
silicon and Wright and Solares (29) for tungsten.
Figure 1K is an AFM image of an Fe atom on an Fe
island. Its threefold symmetry is explained by the
contribution of 3d states, as shown in Fig. 1L after
the calculations published in figure S10 of (9).
Although atoms can be positionedwith atomic

precision by STM, their exact location is deter-
mined by the chemical bonds that develop. Be-
cause Cu(111) appears flat in STM under normal
tunneling conditions, adsorption-site determina-
tion by STM is difficult. Brune et al. (30) used STM
at low bias and high current to resolve the surface
lattice and adsorption site of C on aluminum(111).
Repp et al. (31) used STM and atomic manipula-
tion (32) to determine that single Cu adatoms on
a Cu(111) surface preferably adsorb at fcc sites,
under the assumption that stripes of Cu adatoms
also adsorb on fcc sites. Stroscio and Celotta (33)
have identified fcc sites as the preferred ad-

sorption sites of Co atoms on Cu(111) by moni-
toring the fluctuations of the tunneling current
during atomic manipulation. In the well-known
quantum corral experiment, 48 Fe atoms were
arranged in a circle on Cu(111) by atomic mani-
pulation by STM (34). The adsorption site was not
determined in the quantum corral, but evidence
was found later that Fe adatoms preferentially ad-
sorb on fcc sites (35).
Figure 2A shows an STM image of a dimer,

Fig. 2E of a trimer, and Fig. 2I of a tetramer,
recorded with a metal tip. In agreement with pre-
vious reports (36, 37), STM only reveals single
roughly Gaussian peaks where the height depends
on the number of atoms (see fig. S4). It has been
observed before [figure 2 in (8)] that differential
STM data or Laplace filtering of STM data re-
corded with CO-terminated tips partially reveals
the highly resolved AFM data.
AFM with CO tips could directly image the

Cu(111) surface lattice (38), so adsorption sites
of Fe adatoms and clusters can be determined
by centering a lattice overlay that registers with
the Cu atom surface layer as in Fig. 2, C, G, and K.
Although CO tip-bending artifacts lead to an ap-
parent larger lateral size of clusters, the AFM
images allow conclusions about the adsorption
sites. Given that Fe monomers preferentially ad-
sorb on fcc sites, one would assume that the two
Fe atoms comprising a dimer also adsorb on fcc.
However, the AFM image of the dimer in Fig. 2, B
and C, does not share the symmetry of the sur-
face. Although some of that asymmetry might be
caused by a slight tilt in the CO tipmolecule, DFT
calculations in fig. S5 predict an asymmetric ad-
sorption with adsorption sites near two next-
nearest bridge sites, as displayed in Fig. 2D.
Trimers adsorb in three different geometries.

Themost prevalent adsorption symmetry is shown
in Fig. 2, F and G. This trimer is centered on top
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Fig. 1. Constant-height mode AFM images (top row) and simulations (bot-
tom row) of silicon, copper, and iron surface atoms. (A) AFM image of the
Si(111)-(7x7) reconstruction using a CO-terminated metal tip. The rest atoms
are clearly visible. (B) Calculated valence charge density of Si(111)-(7x7) recon-
struction, using Slater-type orbitals as discussed in (4). (C) Magnified view of a
single adatom (center-faulted half). (D) Calculated charge density of that
atom. (E) Experimental AFM image of a Cu adatom on Cu(111), showing a
ringlike symmetry that is caused by a toroidal charge density of the adatoms.
(F) Calculated charge density of the Cu adatom using a 4spz hybrid state

(21). The inset shows the charge gradient calculated with DFT (see fig. S3D).
(G) Experimental image of a Cu adatom on a Cu(110) surface. (H) Calculated
charge density of the Cu adatom using a 4spz hybrid state plus a 4py state
(21). (I) Experimental AFM image of a Fe adatom on Cu(111), showing the Fe
adatom as a torus with three local maxima. (J) Calculated charge density of
the Fe adatom on Cu(111) using a 4spz hybrid state. The inset shows the
charge gradient calculated with DFT (see fig. S3E). (K) Experimental AFM
image of an Fe adatom on an Fe island. (L) Simulated AFM image according
to supplemental figure S10 in (9).
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of a Cu atom, with the Fe atoms adsorbed near
bridge sites pointing toward the nearest neighbors
of the center atom. For this bonding geometry,
two orientations exist, and they can be rotated by
the AFM tip, as displayed in fig. S6. DFT confirms
that the bridge-site adsorption geometry is ener-
getically favorable over an fcc site geometry for
trimers that are centered on top of a Cu atom (fig.
S7). Experimentally, we also find a second type
of trimer centered around a hexagonal close-
packed (hcp) site (see fig. S8). DFT confirms that
this trimer has an even lower adsorption energy
(fig. S7A). Because of the symmetry of the surface
lattice, a trimer centered on an hcp site with Fe
atoms on fcc sites can only point in one orienta-
tion, with the three Fe atoms sitting on fcc sites.
Experimentally, we only found hcp-centered trim-
ers that show a triangle that pointed downward,
as displayed in fig. S8.Unlike the bridge-site trimer,
it was not possible to rotate or move the fcc-site
trimer. A third type of trimer is depicted in fig.
S9A. The Laplace-filtered version of it in fig. S9B
shows that there is a mirror axis, but it is not
possible to assign atomic positions from the data.
Possibly, this orientation involves a dynamic state.
The identity of these structures as trimers was
verified by manipulating an additional Fe atom
to them, yielding a stable tetramer, as displayed
in Fig. 2J. For tetramers (Fig. 2J) and larger clus-
ters discussed below, the iron atoms apparently
adsorb on fcc sites.
Figure 3A shows AFM images of two large Fe

clusters. The right cluster is composed of 16 atoms,
with 15 atoms on the Cu(111) substrate and one
atom on top. The left cluster is built from 12 atoms,
with one atom on the top of the island. This top
atom moved during imaging and appeared as a
streak; it did notmove in a consecutive fast scan of
the same two clusters shown in fig. S13. Figure 3B
is a Laplace-filtered version of Fig. 3A, and Fig. 3C
includes a lattice overlay. The central parts of the
clusters show that for large clusters, the Fe atoms
are located on fcc sites. The edges of the clusters
appear strongly distorted, similar to the distortions
in edges of pentacene and other organic molecules
(13, 15). Resolving the structure of small clusters
should prove to be useful in many fields—for ex-
ample, in nanomagnets, where the structure of Fe
clusters influences their magnetic properties (37).
The initial goal of the present experiments was

to achieve subatomic spatial resolution of AFM
by reversing the experiment of (8), in which
COFI images of tungsten tips similar to Fig. 2B
were interpreted as single atom tips oriented
in a [110] crystal direction, and COFI images
similar to Fig. 2F were thought to originate from
a single atom tip oriented in a [111] direction. We
found that COFI images of Fe with its body-
centered-cubic (bcc) structure are similar to COFI
images of tungsten (also bcc) [see figure S4 in
(39)]. It is easier to evaporate Fe on Cu(111) than
W because of its lower melting point. Thus, we
compared constant-height AFM images that use
a CO tip to image Fe dimers and trimers with the
constant-height COFI images of Fe tips with dual
and triple minima in figs. S10 and S11, respec-
tively. The similarity in force values, lateral extent,

and appearance is excellent, so we conclude that
the interpretation of tips 2 and 3 as pointing in a
[110] and [111] direction in (8) is incorrect. Rather,
we conclude that tips 2 and 3 were dimer and
trimer tips, respectively (40).
Constant-height AFM images of dimers showed

two local minima separated by a repulsive barrier
(fig. S10), and trimers showed a starlike structure
(fig. S11). Figure S12 shows the square of a super-
position of two (fig. S12A) and three (fig. S12B)
4spz states that were centered on two and three

Cu atoms. Qualitatively, this charge density cal-
culated from the square of 4spz states is similar
to the experimental constant-height images,
which suggests that the 4spz states are important
for bonding the clusters. The interplay of inter-
nal cluster bonding and bonding to the substrate
allows manipulation for some clusters (fig. S6),
and second-layer atoms on clusters (Fig. 3 and
fig. S13) pose an interesting challenge for theory
and experiment in catalysis and surface science
in general.
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Fig. 3. Images of two nearby Fe clusters. (A) AFM image of two nearby Fe clusters. (B) Double
Laplace-filtered image of (A). (C) Same image as (B), including a lattice overlay that shows the
adsorption geometry. Both clusters have an additional atom on top; this atom has moved during
scanning in the left cluster. The edges of the clusters appear strongly distorted because of CO bending;
the center parts show that the Fe adatoms comprising the cluster adsorb on fcc sites.

Fig. 2. Dimers, trimers,
and tetramers imaged by
STM, AFM, and their cal-
culated adsorption sites.
The first row shows con-
stant-current STM data
using a metal tip [(A), (E),
and (I)] of an Fe dimer on
Cu(111) (left column), Fe
trimer (center column), and
Fe tetramer (right column).
The second row [(B), (F),
and (J)] shows the AFM
signal (frequency shift)
recorded in constant-
current topographic imag-
ing with a CO-terminated
tip. The dark spots in the
flat regions correspond to
Cu surface atoms that
allow us to register the
lattice overlay in the third
row [(C), (G), and (K)]. The
last row [(D), (H), and (L)]
shows the proposed
adsorption sites, indicating
top, fcc, and hcp positions.
An adatom centered on a
fcc site thus continues the
bulk fcc structure, whereas
an adatom on a hcp site
would break the crystalline
order of the fcc bulk. DFT
calculations (21) reveal that
dimers (D) adsorb with the two Fe atoms close to two next-nearest bridge sites. On-top centered trimers
(H) also adsorb with the three Fe atoms close to bridge sites, and tetramers (L) adsorb on fcc sites. The
top row and the rows below show different clusters.

hcp fcc
top
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ACTIVE GALAXIES

A strong magnetic field in the jet
base of a supermassive black hole
Ivan Martí-Vidal,* Sébastien Muller, Wouter Vlemmings, Cathy Horellou, Susanne Aalto

Active galactic nuclei (AGN) host some of the most energetic phenomena in the
universe. AGN are thought to be powered by accretion of matter onto a rotating disk
that surrounds a supermassive black hole. Jet streams can be boosted in energy near
the event horizon of the black hole and then flow outward along the rotation axis
of the disk. The mechanism that forms such a jet and guides it over scales from a few
light-days up to millions of light-years remains uncertain, but magnetic fields are thought
to play a critical role. Using the Atacama Large Millimeter/submillimeter Array (ALMA),
we have detected a polarization signal (Faraday rotation) related to the strong magnetic
field at the jet base of a distant AGN, PKS 1830−211. The amount of Faraday rotation
(rotation measure) is proportional to the integral of the magnetic field strength along the
line of sight times the density of electrons. The high rotation measures derived suggest
magnetic fields of at least tens of Gauss (and possibly considerably higher) on scales of
the order of light-days (0.01 parsec) from the black hole.

T
he AGN jets, related to the accretion mech-
anism in supermassive black holes, consist
of relativistic plasma driven by strong and
ordered magnetic fields. As a result of the
magnetic interaction of the plasma, nonther-

mal (synchrotron) emission is produced (1). Study-
ing the polarization of this nonthermal emission
from AGN is a direct way to probe the structure
and strength of magnetic fields in the vicinity of
a black hole. Of particular importance is the ob-
servation of the rotation measure, RM, defined
as the change of polarization angle as a function
of wavelength squared. This quantity is directly
related to the plasma density and the strength of
the magnetic field along the line of sight.
To date, it has been extremely difficult to ob-

tain accurate polarimetric information from the
innermost (subparsec) regions of AGN; only emis-
sion at submillimeter wavelengths can escape
from these regions, due to a large synchrotron
self-absorption (SSA) that blocks the emission

at longer wavelengths. Unfortunately, the sensi-
tivity of polarization observations at submillimeter
wavelengths has so far been strongly limited by
the instrumentation.
Previous attempts to detect Faraday rotation

at submillimeter (submm) wavelengths from
AGN have yielded only upper limits (2, 3) and
marginal detections (4) that require strong as-
sumptions about the absence of variability on
time scales of weeks. There is a more robust de-
tection for the Galactic center (5), although the
activity in this source is much lower than in AGN.
Recently, measurements of Faraday rotation in
the nearby AGN 3C 84 (redshift z = 0.018) have
been reported at mm wavelengths (6).
We have obtained measurements of Faraday

rotation at frequencies up to 300 GHz (about
1 THz in the rest frame of the source) from PKS
1830−211, a powerful gravitationally lensed AGN
located at a redshift of z = 2.5 (7). At these fre-
quencies, SSA is negligible in the whole jet of PKS
1830−211 (8), and the maximum emission origi-
nates at the jet region closest to the black hole;
the zone where the plasma is being injected and
accelerated into the main jet stream. At lower
frequencies, SSA hides this jet acceleration zone
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from view. These results are thus fundamental to
better understand the role of magnetic fields in
the AGN accretion and jet production, which are
intimately related to the growth and evolution
of supermassive black holes.
This detection has been possible thanks to the

high resolution (sub-arcsec) of our observations
with ALMA and to the use of a new differential
polarimetry technique, which we briefly describe
in the following lines (see supplementary text
section 1).
The ALMA receivers detect the signal in two

orthogonal linear polarizations, X and Y, where
X is received from a horizontal dipole and Y
from a vertical dipole in the frame of the an-
tenna mount. The two lensed images of PKS
1830−211, which we call northeast (NE, upper-left
in projection on sky) and southwest (SW, lower-

right), are separated by 1′′. In Fig. 1, we show an
example of snapshot images in XX and YY of the
two components of the gravitational lens, as well
as their difference. The difference image contains
information about the difference between NE and
SW in Stokes parameters Q and U. Our analysis
makes use of the polarization ratio, Rpol, which
is defined as

Rpol ¼ 1

2

R1;2
XX

R1;2
YY

− 1

 !

where R1;2
XX and R1;2

YY are the flux-density ratios
between the two lensed images of the AGN, ob-
tained separately from the XX and YY polariza-
tion products. Rpol is a function of the parallactic
angle of the antennas, y, and the observing wave-
length, l, and encodes information about the

difference of polarization between the two im-
ages, via the approximately constant parameters
pdif and a (supplementary text section 1), as well
as their rotation measure RM,

Rpol ¼ pdif cosð2f′01 − aþ 2RMðl2 − y=RMÞÞ
ð1Þ

where f01
0
is the position angle of the polariza-

tion of image 1 at zero wavelength in the plane
of the sky. The technique of differential polar-
imetry essentially enables estimation of RM via
fitting the observed sinusoidal dependence of
Rpol as a function of l2 and y, using Eq. 1.
Our results are based on ALMA observations at

sky frequencies around 100, 250, and 300 GHz
(8). Correcting for the cosmological redshift, these
frequencies correspond to 350, 875, and 1050 GHz

312 17 APRIL 2015 • VOL 348 ISSUE 6232 sciencemag.org SCIENCE

Fig. 1. ALMA image of the gravitationally lensed AGN PKS 1830−211 at 250 GHz, taken on 30 June 2014. Left, in XX polarization; center, in YY
polarization (with the peak normalized to that of the XX image); right, the difference between polarizations. Notice the small residual in the southwest
lensed image, which encodes differential polarization information among the northeast and southwest images. The contours are set at 0.625, 1.25, 2.5, 5,
10, 20, 50, and 99% of the peak intensity.

Fig. 2. Polarization ratio, Rpol, as a function of the wavelength squared for all our ALMA observations. Left panels (A and C) are all data; right
panels (B and D) are enlargements of the region of shorter wavelengths. The uncertainties, estimated from the postfit covariance matrix as described in
(10), are of the order of the symbol sizes.
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in the frame of the source. More details on these
observations, and a summary of the main goals of
this ALMA project, can be found elsewhere (9).
We also summarize all the observations in the
supplementary text (section 2). Our observations
can be divided in two data sets, one consisting of
six epochs in 2012 (9 April to 16 June) and the
other of nine epochs in 2014 (3 May to 27 August).
In Fig. 2, we show the measured Rpol between the
two lensed images of PKS 1830−211. These mea-
surements have been obtained from the RXX and
RYY values fitted with the visibility-modeling
software presented in (10). The uncertainties
have been obtained with the standard error
propagation approach, using the uncertainties in
RXX and RYY that were derived from the co-

variance matrix of the visibility fitting, as de-
scribed in (10).
The derivatives of Rpol versus l2, which are

related to RM (supplementary text section 1.3),
are clearly different for different wavelength
ranges. Between l2 = 8 and 12 mm2, the max-
imum derivative is 4.4 × 10−3 mm−2, whereas
between 0.8 and 1.6 mm2 it is 70 × 10−3 mm−2.
Because the maximum observed Rpol ratios are,
in absolute value, similar at all wavelengths, the
different derivatives of Rpol versus l2 must be
due to larger RM at shorter wavelengths (see sup-
plementary text section 1.3 for a more detailed
discussion). Large variations of RM with wave-
length have been reported in other AGN (11), al-
though at much longer wavelengths (cm), related

to larger spatial scales in the jets. Our finding
cannot be explained easily if the RM is only caused
by an external (e.g., spherically symmetric) screen
of material being accreted onto the black hole [as
in the case of the RM detected in the Galactic
center (5)] and/or by external clouds. The size
of the submm emitting region (estimated as the
distance to the black hole at which the submm
intensity is maximum) is only of the order of
0.01 pc (8). Hence, if the Faraday screen were
extended and located far from the jet base, the
rotation measure at submm wavelengths should
not depend on the observing frequency, because
the extent of the Faraday screen would be sim-
ilar for all the submm jet emission. The Faraday
screen must thus be close to the jet base and
change substantially on sub-parsec scales (Fig. 3).
An increase of the RM at shorter wavelengths
would then be explained naturally as an increase
of the magnetic field strength and/or electron
density as we approach the black hole. Indeed,
observations of other AGN at long wavelengths
(cm) show changes of RM across the jets, both
longitudinal and transversal (12–14), that have
been attributed to changes in particle density
and magnetic fields in the jets, independent of a
more distant external medium.
We have three sets of observing epochs at 250

and 300 GHz separated by a short time interval
(1 to 2 days). In these three cases, we can directly
estimate RM and pdif by fitting Rpol to the model
given by Eq. 1. The parameter estimates in these
three data sets have been performed by least-
squares minimization, comparing the measured
Rpol to the model predictions. The data at our
lowest-frequency band (i.e., 100 GHz) have been
discarded from the fit, because they trace differ-
ent rotation measures from different regions of
the jet, as we have already discussed. We show the
fitting results in Fig. 4 and the estimated param-
eters in Table 1. Our estimated source–rest-frame
RMs are about two orders of magnitude higher
than the highest values reported previously for
other AGN, which are ~106 rad/m2 (4, 6).
Although the two RM measurements in 2012

are compatible, the estimate in 2014 is higher
by more than a factor of 2. Regarding the am-
plitude of Rpol, which is related to the fractional
polarization and to the relative polarization angles
among the NE and SW images, we find differ-
ent values for the two observations in 2012. These
two observations were serendipitously taken be-
fore and after a strong g-ray flare, which had a
very weak radio counterpart (8). This leads us
to speculate that the change in polarization may
be correlated to the radio counterpart of that
flare. Another g-ray flare was detected in 2014
(15), also coincident with the time range of our
2014 observations. The new flare had a strong
radio counterpart, which may also be related to
the higher RM that we measure in 2014. The
high variability in RM and pdif, in connection to
the g-ray flaring events, points toward a cospa-
tial origin of the g-ray emission and the 250- to
300-GHz rotation measures, hence favoring our
interpretation of the RM being caused at the
region very close to the jet base.
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Fig. 3. Sketch of the jet
launch/acceleration region
in PKS 1830−211 (not to
scale). Emission at higher fre-
quencies comes from material
closer to the black hole, at
subparsec scales. At these
frequencies, the main contri-
bution to RM must come from
a zone close to the jet, in order
to explain the different RM
values between 350 GHz and
0.8 to 1 THz (source frame).

Fig. 4. Fits of our three
epochs with quasi-
simultaneous observa-
tions at 250 and 300 GHz
to the model given in
Eq. 1.We show Rpol versus
l2 corrected by −y/RM,
to obtain a sinusoidal
behavior.

Table 1. Best-fit polarization values for the three epochs with quasi-simultaneous observations
at 250 and 300 GHz. RMobs are the rotation measures in the observer’s frame and RMtrue are the
rotation measures in the rest frame of the source. RMtrue is (1+z)2 times larger than RMobs.

Epoch

10 April 2012 23 May 2012 5 May 2014

RMobs (10
6 rad/m2) 9.0 T 0.3 9.4 T 0.4 25.3 T 0.8

RMtrue (10
7 rad/m2) 11 T 0.4 11.5 T 0.5 31.2 T 1.0

pdif (10
−3) 12.6 T 0.4 3.8 T 0.3 3.5 T 0.3

2f0 − a (deg) 59 T 27 40 T 23 25 T 20
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The RM is related to the line-of-sight integral
of the electron density times the magnetic field,
corrected for the cosmological redshift (16). In
units of rad/m2,

RM ¼ 8:1� 105
1

ð1þ zÞ2 ∫n Bjjdl ð2Þ

where dl is the differential path along the line
of sight (in pc), z is the redshift (z = 2.5), n is the
particle density (in cm−3), and B|| is the magnetic
field projected in the line of sight (in Gauss). Our
RM will be an important test for detailed mag-
netohydrodynamical (MHD) models at the jet
base, but such analysis is beyond the scope of
this paper. At a more basic level, it is impossible
to unambiguously disentangle the contributions
of the magnetic field, electron density, and path
length to the integral determining the rotation
measure. This difficulty is exacerbated by the
absence of direct information about the electron
density or path length from observations, lead-
ing to the need to extrapolate from larger scales,
which introduces additional uncertainty. The ro-
tation measures derived here, RM ~ 108 rad/m2

in the rest frame of the source, are about a fac-
tor of 105 greater than the rest-frame RM values
measured for parsec-scale AGN cores, where the
derived magnetic fields have been independent-
ly measured to be ~0.05 to 0.10 G (11, 17); this
suggests that the magnetic fields in the sub-
parsec regions that we are probing are at least a
few tens of Gauss, and possibly much higher.
More exact estimates of these magnetic fields
will require a separate dedicated study.
In any case, our results are a clear indication of

very high magnetic fields at the jet base, which
should be dynamically important near the black
hole and should in turn affect the accretion process.
A similar conclusion was drawn from a statistical
analysis of jet core shifts from a complete sample of
AGN, using high-resolution radio observations at
centimeter wavelengths (18). In the near future,
our differential polarimetry technique can be used
to further measure and monitor RMs at very short
wavelengths, from this and other AGN. The moni-
toring of magnetic fields and particle densities
at the jet regions closest to the black holes, via
submm polarimetry, will allow us to study the
tight connection between black-hole accretion
and relativistic jets, the two fundamental pieces
of the fascinating cosmic puzzle of AGN.

REFERENCES AND NOTES

1. A. P. Marscher, Astrophys. J. 235, 386 (1980).
2. I. Agudo, C. Thum, J. L. Gómez, H. Wiesemeyer, Astron.

Astrophys. 566, A59 (2014).
3. C. Y. Kuo, K. Asada, R. Rao, M. Nakamura, J. C. Algaba,

H. B. Liu, M. Inoue, P. M. Koch, P. T. P. Ho, S. Matsushita,
H.-Y. Pu, K. Akiyama, H. Nishioka, N. Pradel, Astron. Astrophys.
783, 33 (2014).

4. S. Trippe et al., Astron. Astrophys. 540, A74 (2012).
5. D. P. Marrone, J. M. Moran, J.-H. Zhao, R. Rao, Astrophys. J.

654, L57–L60 (2007).
6. R. L. Plambeck et al., Astrophys. J. 797, 66 (2014).
7. C. Lidman et al., Astrophys. J. 514, L57–L60 (1999).
8. I. Martí-Vidal et al., Astron. Astrophys. 558, A123

(2013).
9. S. Muller et al., Astron. Astrophys. 566, A112 (2014).

10. I. Martí-Vidal, W. Vlemmings, S. Muller, S. Casey, Astron.
Astrophys. 563, A136 (2014).

11. S. P. O'Sullivan, D. C. Gabuzda, Mon. Not. R. Astron. Soc. 393,
429–456 (2009).

12. S. M. Croke, S. P. O'Sullivan, D. C. Gabuzda, Mon. Not. R.
Astron. Soc. 402, 259–270 (2010).

13. M. Mahmud, D. Gabuzda, V. Bezrukovs, Mon. Not. R. Astron.
Soc. 400, 2–12 (2009).

14. D. C. Gabuzda, V. A. Chernetskii, Mon. Not. R. Astron. Soc. 339,
669–679 (2003).

15. S. Ciprini, The Astronomers Telegram 4158 (2012).
16. M. L. Bernet, F. Miniati, S. Lilly, Astrophys. J. 761, 144 (2012).
17. S. P. O'Sullivan, D. C. Gabuzda, Mon. Not. R. Astron. Soc. 400,

26–42 (2009).

18. M. Zamaninasab, E. Clausen-Brown, T. Savolainen, A. Tchekhovskoy,
Nature 510, 126–128 (2014).

ACKNOWLEDGMENTS

This paper makes use of the following ALMA data: ADS/JAO.
ALMA#2011.0.00405.S, ADS/JAO.ALMA#2012.1.00056.S, and

ADS/JAO.ALMA#2013.1.00020.S. ALMA is a partnership of the
European Southern Observatory (ESO) (representing its member
states), U.S. National Science Foundation (NSF), and National
Institutes of Natural Sciences (NINS) of Japan, together with the
National Research Council of Canada (NRC) and National Science
Council of Taiwan (NSC) and Academia Sinica Institute of Astronomy
and Astrophysics (ASIAA) (Taiwan), in cooperation with the Republic of
Chile. The Joint ALMA Observatory is operated by ESO, Associated
Universities, Inc.–National Radio Astronomy Observatory, and National
Astronomical Observatory of Japan. W.V. acknowledges support from
the European Research Council (ERC) under ERC grant 614264.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/348/6232/311/suppl/DC1
Supplementary Text
Figs. S1 to S4
Tables S1 to S3
Reference (19)

28 October 2014; accepted 12 March 2015
10.1126/science.aaa1784

GALAXY EVOLUTION

Evidence for mature bulges and an
inside-out quenching phase 3 billion
years after the Big Bang
S. Tacchella,1* C. M. Carollo,1* A. Renzini,2 N. M. Förster Schreiber,3 P. Lang,3

S. Wuyts,3 G. Cresci,4 A. Dekel,5 R. Genzel,3,6,7 S. J. Lilly,1 C. Mancini,2 S. Newman,6

M. Onodera,1 A. Shapley,8 L. Tacconi,3 J. Woo,1 G. Zamorani9

Most present-day galaxies with stellar masses ≥1011 solar masses show no ongoing star
formation and are dense spheroids. Ten billion years ago, similarly massive galaxies
were typically forming stars at rates of hundreds solar masses per year. It is debated
how star formation ceased, on which time scales, and how this “quenching” relates to
the emergence of dense spheroids.We measured stellar mass and star-formation rate surface
density distributions in star-forming galaxies at redshift 2.2 with ~1-kiloparsec resolution.
We find that, in the most massive galaxies, star formation is quenched from the inside
out, on time scales less than 1 billion years in the inner regions, up to a few billion years in
the outer disks. These galaxies sustain high star-formation activity at large radii, while
hosting fully grown and already quenched bulges in their cores.

A
t the epoch when star-formation activity
peaks in the universe [redshift z ~ 2 (1, 2)],
massive galaxies typically lie on the so-
called “star-forming main sequence.” Their
star-formation rates (SFRs) tightly corre-

late with the mass in stars (stellar massM), reach-
ing up to several hundred solar masses (M⊙) per

year and producing a characteristic specific SFR
(sSFR = SFR/M) that declines only weakly with
mass (3, 4). In contrast, at the present epoch, such
massive galaxies are spheroids with old stellar
populations, which reach central surface stellar
densities well above 1010 M⊙ kpc−2 and host vir-
tually no ongoing star formation. Although the
most massive ellipticals at z = 0 bear the clear
signatures of a gas-poor formation process (5, 6),
the more typical population, at a mass scale of
M ~ 1011M⊙, consists of fast rotators (7) with disk-
like isophotes (8), steep nuclear light profiles (9),
and steep metallicity gradients (10): all features
that indicate a gas-rich formation process.
The full cessation of star-formation activity

in these typical massive galaxies (here referred to
as the quenching process) is not well understood,
nor is its relation with the emergence of their
spheroidalmorphologies. Several quenching mech-
anisms have been proposed. The so-called halo-
quenching scenario predicts that circumgalactic
gas is shock-heated to high temperatures and
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stops cooling in dark matter halos above a critical
mass [~1012 M⊙ (11)]. Morphological/gravita-
tional quenching proposes that the growth of a
central mass concentration (i.e., amassive bulge)
stabilizes a gas disk against fragmentation (12, 13).
Feedback from an accreting supermassive black
hole transfers either radiative (14) to the sur-
rounding gas, thereby suppressing gas accretion
onto the galaxy, or kinetic energy and momen-
tum (15), which causes the expulsion of gas from
the galaxy.
Quenchingmust soonoccur in themostmassive,

and thus formidably star-forming, galaxies on the
main sequence at z ~ 2, to avoid dramatically over-
shooting the highest observed masses of z = 0
galaxies (16). Yet no general consensus has emerged
on which of the above-mentioned processes is pri-
marily responsible for halting this star formation as
early as a few billion years after the Big Bang. De-
termining the distributions of the stellarmass and
SFR densities within individual z ~ 2 galaxies at
high spatial resolution is central to resolving
these issues. Together these distributions reveal
how stellar mass builds up and SFR is progres-
sively switched off inside these high-z galaxies,
which, given their high masses, will have to
evolve into “red and dead” systems by z = 0.
We measured such quantities for a sample of

22 star-forming galaxies at a median z of 2.2 [(17)
and section S1]. The sample spans a wide range
in stellar mass M ~ 4 × 109 to 5 × 1011 M⊙ and
SFR ~20 to 300M⊙ year−1 and broadly traces the

main sequence at these redshifts. The five most
massive galaxies lie slightly below the average
main sequence, a point we explore in more detail
in section S1.
For all galaxies we obtained adaptive optics

SINFONI (Spectrograph for INtegral Field Ob-
servations in the Near Infrared) spectroscopy
on the European Southern Observatory’s Very
Large Telescope, mapping the two-dimensional
rest-frame Ha emission at ~1 kpc spatial reso-
lution. These data reflect the gas ionized by
young stars within individual galaxies, which
allows us to construct spatially resolved distri-
butions of ionized gas kinematics and SFR sur-
face densities internal to the galaxy. We also
obtained Hubble Space Telescope (HST) imag-
ing in the J and H passbands (17, 18). At the
redshifts of the sample, the J and H filters strad-
dle the rest-frame Balmer/4000 Å break. This
spectral feature is strong in relatively old stars
and therefore provides a robust estimate of the
stellar mass already assembled in older stellar
populations. Thus, at a similar kiloparsec reso-
lution as the SINFONI SFR maps, the HST im-
ages provide maps of the stellar mass density
that is stored in such older underlying popula-
tions. Visual inspection of the two-dimensional
SFR distributions immediately reveals their no-
toriously irregular appearance, with bright clumps
at large radii, in contrast with their centrally
peaked and smooth stellar mass distributions
(figs. S4 to S6).

The shapes of the average surface SFR den-
sity (SSFR) profiles (Fig. 1, top panels) are very
similar regardless of total mass and are well
fitted by a Sérsic profile Sº exp(–b × r1/n), with
the n ~ 1 value typical of disk-like systems. In
contrast, the surface stellar mass density (SM)
profiles become progressively more centrally con-
centrated with increasing total stellar mass. The
Sérsic index of the SM profiles increases from
n = 1.0 T 0.2 in the low-mass bin, to n = 1.9 T
0.6 in the intermediate-mass bin, up to n = 2.8 T
0.3 in the high-mass bin (uncertainties indicate
the 1s scatter). Within each mass bin, the mean
SM profiles are always more centrally concen-
trated than the SFR density profiles.
We then compared the SM profiles of our

sample of z ~ 2.2 galaxies with a mass-matched
sample of local z = 0 galaxies (Fig. 1, bottom
panels) (19). Consistent with the Sérsic fits,
the low-mass z ~ 2.2 galaxies have the same
radial stellar mass profiles of late-type disks
in the local universe. The z ~ 2.2 galaxies in
the most massive bin, however, have stellar
mass profiles that overlap with those of z = 0
early-type galaxies out to galactocentric distances
of a few kiloparsecs, corresponding to typically
~2 effective radii. At these high stellar masses
(~1011 M⊙), our sample of galaxies on the z ~ 2.2
have therefore already saturated their central stel-
lar mass densities to those of galaxies of sim-
ilar mass at z = 0, which are quenched systems
with a bulge-dominated morphology. Thus the
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Fig. 1. Stellar mass
and star-formation
rate surface density
distributions.The
three panels of (a) to
(c) show results for
the three bins of stellar
mass indicated at the
top of each column,
containing 9, 8, and 5
galaxies, respectively.
(A) (upper row) The
stellar surface mass
density profiles (red,
scale on the left verti-
cal axis) and SFR sur-
face density profiles
(blue, scale on the
right vertical axis) for
our z ~ 2.2 sample.
Thin lines represent
individual galaxies; the
mean values are given
by the solid circles
(with error bars indi-
cating the 1s scatter).
The derivations of
these profiles are
described in detail in
the supplementary
materials (17). (B) (middle row) The mean sSFR as a function of radius r (sSFRr; black line). In gray we show the 1s scatter. (C) (bottom row) The average
surface stellar mass density profiles of the star-forming z ~ 2.2 galaxies (red points with dashed line; error bars indicate the 1s scatter) overplotted on the
average profiles for the mass-matched samples of z = 0 galaxies (colors indicate morphological types: orange for early types, blue for late types).

A(a) A(b) A(c)

B(a) B(b) B(c)

C(a) C(b) C(c)

Mass M
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bulge components of these massive galaxies are
already fully in place while their hosts are still
vigorously forming stars farther out in the sur-
rounding (disk) regions [Figs. 1 and 2, center
panels; see also (13)].
Specifically, the ratio between the star forma-

tion rate and stellar mass surface density profiles
[i.e., sSFRr = SSFR(r)/SM(r)] indicates suppression
of the inner sSFRr at the highest masses and
generally outward-increasing radial profiles of
sSFRr (Fig. 1, center panels). By examining the
surface stellar mass density within 1 kpc, SM,1kpc,
as a function of total stellar mass M, we see that
the massive galaxies at z ~ 2.2 in our sample have
substantially suppressed star-formation activity
in their centers relative to lower-mass galaxies at
the same epochs. We show in the supplementary
materials (17) that this cannot be entirely due
to dust effects. The sSFR1kpc values range from
sSFR1kpc ~ 5 per billion years (Gy−1) (correspond-
ing to a mass-doubling time of ~200 My at a
galaxy stellar mass of 1010 M⊙) down to negligible
values of ~0.1 Gy−1 at 1011 M⊙. The key conclusion
is therefore that these galaxies sustain their high
total SFRs at large radii, far from their central
dense cores, whereas in such cores the sSFRr is
about two orders of magnitude lower.
A further important consideration that emerges

from the analysis of Fig. 2 is that our galaxies lie
around the identical tight SM,1kpc-M sequence
that is traced by galaxies at z ~ 0 (20). This im-
plies that the increase in total M of individual
galaxies along the main sequence must be ac-
companied by a synchronized increase in central
SM,1kpc, until the maximal central stellar densi-
ties of today’s massive spheroids are reached at
a stellar mass scale on the order of ~1011 M⊙.
Below this galaxy mass scale, dense stellar bulges
are therefore built concurrently with the outer
galactic regions. At z = 0, the global relation
curves, because the quenched galaxies have a
shallower slope than the star-forming galaxies,
and a clear “ridge” emerges (Fig. 2) (21). We
have too few galaxies to track this curvature at
earlier times, but this trend would be consistent
with z ~ 2.2 galaxies slightly increasing their total
M through declining star-formation at large radii
while maintaining their already quenched inner
SM,1kpc values.
These results provide insight into the bulge

formation process. The high stellar densities that
are already present in their cores indicate that
at least some massive star-forming galaxies at
z ~ 2.2 have today’s massive spheroids as their
descendants. We are seeing, however, neither
classical bulges formed by dissipationless merg-
ing nor pseudo-bulges formed by the slow secu-
lar evolution of a stellar disk. Such a dichotomy
is often invoked to explain the structural variety
observed in nearby galactic bulges [(22); see,
however, (23)]. The high central stellar densities
of the massive galaxies in our sample argue for
a gas-rich, dissipative bulge formation process
at even earlier epochs. This is consistent with
theoretical predictions (24) that either mergers
or violent disk instabilities in gas-rich galactic
structures at high redshifts lead to a compaction

phase of the gas component, which possibly even
drags any preexisting stellar component within
the inner few kiloparsecs.
Furthermore, the suppressed central sSFRs in

such massive systems argue for a quenching en-
gine also at work. As this apparently acts from
the inner galactic regions outward, it echoes find-
ings recently reported for massive galaxy pop-

ulations in a more recent era, at z ~ 0.5 to 1.5, or
~1.5 to 5.5 Gy later (25, 26). Our results reveal
that similar signatures are seen as early as z ~ 2.2,
implying that the same physical processes that
lead to a phase of suppressed star formation from
the inside out started acting on massive star-
forming galaxies as early as ~3 Gy after the Big
Bang. We also estimate the time scale for an
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Fig. 2. Central stellar
mass density sequence.
We plot the stellar mass
surface density within
1 kpc, SM,1kpc, as a function
of the total stellar mass M.
The black points show the
z ~ 0 ZENS sample, and
the blue and red contours
their density on the
SM,1kpc-M plane split for
star-forming (blue) and
quiescent (red) galaxies.
The correspondingly
colored solid lines indicate
the best fits to these z = 0
star-forming (SM,1kpc º
M~1.0) and quiescent
(SM,1kpc º M~0.7) galaxies.
The dashed black line
shows the fit to the ridge of passive galaxies in the Sloan Digital Sky Survey z = 0 sample of Fang et al.
(20). The error bars at the bottom right indicate the systematic uncertainty in the derivation of SM,1kpc

and M. The large points are the z ~ 2.2 galaxies, color coded according to specific star-formation rate
within 1 kpc, sSFR1kpc.The z ~ 2.2 galaxies lie on the tight SM,1kpc-M locus traced by the z = 0 population.
In contrast with total SFRs increasing with stellar mass along the main sequence, the z ~ 2.2 galaxies
have central sSFRs that strongly decrease with stellar mass.

Fig. 3. Outward progression
of the quenching wave.The
quenching time tquench in
star-forming ~1011 Mʘ galaxies at
z ~ 2.2 as a function of galacto-
centric distance. Such galaxies
quench from inside out on
time scales in the inner cores
much shorter than 1 Gy after
observation, up to a few billion
years in the galactic peripheries.
The galaxies will be fully quenched
by z ~ 1.The solid orange line indicates the mean quenching time for all galaxies in the highest-mass bin,
whereas the orange-shaded region marks the 1s scatter.

Fig. 4. Proposed sketch of the evolution of massive galaxies. Our results suggest a picture in
which the total stellar mass and bulge mass grow synchronously in z ~ 2 main sequence galaxies,
and quenching is concurrent with their total masses and central densities approaching the highest
values observed in massive spheroids in today’s universe.
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inside-out quenching wave to propagate across
~1011 M⊙ galactic bodies (Fig. 3). The estimate
assumes that our galaxies keep forming stars
with their observed radial profiles of surface SFR
density until their SM(r) reaches the value ob-
served in z = 0 passive galaxies of similar stellar
mass. This allows quenching time scales sub-
stantially less than 1 Gy in the galaxy centers and
roughly 3 Gy in the outer disk/ring regions.
These give rise to a stellar age gradient of dlog
(age)/dlog(r) ~ –0.5 dex per radial decade (17).
This predicted age gradient in the stellar pop-
ulation implies a negative color gradient in pas-
sive z ~ 1 to 2 spheroids, which is found in several
studies (27, 28); with flat metallicity gradients,
the inferred average age gradients range between
about –0.1 and –0.4 dex per radial decade. A con-
tribution to the color gradient from either dust
or metallicity effects would imply that such es-
timates are lower limits to such photometrically
estimated stellar age. The galaxies will be fully
quenched by z ~ 1; subsequent passive evolution
down to z = 0 will produce quenched z = 0 rem-
nants with the dissipative properties of typical
~M* spheroids, such as disk-like isophotes and
fast-rotating kinematics (Fig. 4).
Our results also provide insight into quench-

ing mechanisms. Clearly, an external process such
as a large-scale shutdown of gas supply caused
by a hot halo or a low cosmological accretion
rate may still contribute to inside-out quench-
ing. The fact that we observe a phase of inside-
out quenching in very massive galaxies at early
epochs suggests, however, also a prominent role
of an internal process operating from the inner
galaxy regions. The most massive galaxies in our
sample exhibit fast nuclear outflows, which may
indeed signify that active galactic nuclei feed-
back is also a factor (29). By setting the condi-
tion for sustainment of star formation, the local
stellar density within galaxies may also be act-
ing as the internal process that regulates the rate
at which SFR is locally suppressed (30). The cur-
rent analysis cannot identify the direction of the
causality between the presence of a high stellar
mass density and the cessation of star formation,
but it is clear from our data that such high stellar
density is present when quenching starts. Our
study therefore highlights either, or possibly
both, of these two internal processes as key con-
tributors to the downfall of the most massive
and most star-forming galaxies at the peak of
galaxy formation.
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SUPERCONDUCTIVITY

Quasiparticle mass enhancement
approaching optimal doping in a
high-Tc superconductor
B. J. Ramshaw,1* S. E. Sebastian,2 R. D. McDonald,1 James Day,3 B. S. Tan,2 Z. Zhu,1

J. B. Betts,1 Ruixing Liang,3,4 D. A. Bonn,3,4 W. N. Hardy,3,4 N. Harrison1

In the quest for superconductors with higher transition temperatures (Tc), one emerging
motif is that electronic interactions favorable for superconductivity can be enhanced by
fluctuations of a broken-symmetry phase. Recent experiments have suggested the existence
of the requisite broken-symmetry phase in the high-Tc cuprates, but the impact of such a
phase on the ground-state electronic interactions has remained unclear. We used magnetic
fields exceeding 90 tesla to access the underlying metallic state of the cuprate YBa2Cu3O6+d

over a wide range of doping, and observed magnetic quantum oscillations that reveal a
strong enhancement of the quasiparticle effective mass toward optimal doping. This mass
enhancement results from increasing electronic interactions approaching optimal doping,
and suggests a quantum critical point at a hole doping of pcrit ≈ 0.18.

I
n several classes of unconventional super-
conductors, superconductivityhas been linked
to a quantum critical point (QCP). At a QCP,
the system undergoes a phase transition
and a change in symmetry at zero temper-

ature; the associated quantum fluctuations en-
hance interactions, which can give rise to (or
enhance) superconductivity (1, 2). As the QCP is
approached, these fluctuations produce increas-
ingly stronger electronic correlations, resulting

in an experimentally observable enhancement of
the electron effective mass (1, 3–5). It is widely
believed that spin fluctuations in the vicinity of
an antiferromagnetic QCP are important for
superconductivity in many heavy-fermion, organ-
ic, and pnictide superconductors (2, 6), leading
to the ubiquitous phenomenon of a supercon-
ducting dome surrounding a QCP. The role of
quantum criticality in cuprate high-temperature
superconductors is more controversial (7): Do
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the collapsing experimental energy scales (8), en-
hanced superconducting properties (see Fig. 1),
and evidence for a change in ground-state sym-
metry near optimal doping (9–16) support the ex-
istence of strong fluctuations that are relevant to
superconductivity (2, 17–19)? Alternative explana-
tions for the phenomenology of the cuprate phase
diagram focus on the physics of a lightly doped
Mott insulator (7, 20) rather than that of a metal
with competing broken-symmetry phases. Sev-
eral investigations, both theoretical and exper-
imental, suggest that competing order is present
in the cuprates and is associated with the charge
(rather than spin) degree of freedom [such as
charge densitywave (CDW) order, orbital current
order, or nematicity; see Fig. 1] (12, 15–18, 21–28).
What has been missing is direct, low-temperature
evidence that the disappearance of competing
order near optimal doping, and the associated
change in ground-state symmetry, are accompa-
nied by enhanced electronic interactions in the
ground state.
A powerful technique for measuring low-

temperature Fermi surface properties is themag-
netic quantum oscillation phenomenon, which
directly accesses quasiparticle interactions through
the effective mass (29). Suchmeasurements have
been successful in identifyingmass enhancements
near QCPs in lower-Tc materials [e.g., CeRhIn5
and Ba(FeAsxP1–x)2 (3, 5)], but the robustness of
superconductivity near optimal doping in the
cuprates has impeded access to the metallic
ground state. The Fermi surface in underdoped
cuprates is known to be relatively small and
electron-like (30–34), in contrast to overdoped
cuprates, in which a much larger hole-like sur-
face is observed (35). This suggests the existence
of broken translational symmetry in the under-
doped cuprates that “reconstructs” the large hole-
like surface into the smaller electron-like surface,
and this translational symmetry breaking is likely
related to the charge order observed in the same
doping range as the small Fermi pockets (15, 27).
Thus, it is desirable to perform a systematic study
of the doping dependence of these small pockets
as optimal doping is approached within a single
cuprate family. We used high magnetic fields, ex-
tending to >90 T, to suppress superconductivity
and access quantum oscillations of the underly-
ing Fermi surface for a range of underdoped
YBa2Cu3O6+d compositions with Tcs of up to 91 K
(Fig. 1).
Weobservedquantumoscillations inYBa2Cu3O6+d

at d = 0.75, 0.80, and 0.86 (corresponding to hole
doping p = 0.135, 0.140, and 0.152) (Fig. 2A).
Three regimes are clearly seen in the data: zero
resistance in the vortex solid state; finite resist-
ance that increases strongly with field in the
crossover to the normal state; and magneto-

resistance accompanied by quantum oscillations
in the normal state. Subtracting a smooth and
monotonic background from themagnetoresist-
ance yields the oscillatory component (36). One
can make two immediate observations: (i) At
higher doping, the oscillation amplitude grows
faster with decreasing temperature; and (ii) the
oscillation frequency changes very little between
p = 0.135 and p = 0.152. The first observation
directly indicates an increasing effective mass;
the second observation constrains the doping
where the reconstruction from a large to a small
Fermi surface takes place. We quantify these ob-
servations below.
The evolution of the cyclotron effective mass

with doping, and how it relates to the temper-
ature dependence of the quantum oscillations,
can be understood quantitatively within the
Lifshitz-Kosevich formalism,whichhas beenused
successfully to analyze oscillations in cuprates at
lower hole doping (23, 32–34, 37). The effective
mass extracted from the quantum oscillation am-
plitude (36) is plotted as a function of doping in
Fig. 3C, which reveals an increase in the mass by
almost a factor of 3 from p = 0.116 to p = 0.152.
Note that electron-phonon coupling is generally
observed to decreasewith increasing hole doping
in the cuprates, ruling it out as themechanism of
mass enhancement (38) and suggesting instead
that themass enhancement comes from increased
electron-electron interactions. The enhancement
of the effective mass toward p ≈ 0.18 is consistent
with the doping-dependent maxima observed in
the upper critical fieldHc2 (39) and in the jump in
specific heat (Dg) at Tc (40, 41), both of which are

expected to be enhanced by the effective mass
through the density of states (see Fig. 1). Maxima
in thermodynamic quantities are typical of quan-
tum critical systems at their QCPs, having been
observed in many heavy-fermion systems (42)
and in an iron pnictide superconductor (5). Some
physical quantities, such as superfluid density, do
not show an enhancement toward optimal dop-
ing in YBa2Cu3O6+d (43); this is possibly because
different physical properties experience different
renormalizations from interactions (44) or because
they are measured in the superconducting state,
where the gap may serve as a cutoff.
The quantum oscillation frequency F gives the

Fermi surface area through the Onsager relation
(29), Ak = (2pe/ℏ)F, where Ak is the Fermi surface
area in momentum space perpendicular to the
magnetic field and ℏ is Planck’s constant divided
by 2p. In contrast to the effective mass, which is
enhanced by almost a factor of 3, the Fermi sur-
face area only evolvesweakly toward optimal dop-
ing: Fig. 2B shows F increasing by roughly 20%
from p ≈ 0.09 to p ≈ 0.152. The observation of the
small Fermi surface pocket up to p ≈ 0.152 re-
quires that the reconstruction of the Fermi sur-
face also persists up to this doping,which strongly
suggests that the reconstruction is related to the
incommensurate charge order also observed in
this doping range (15, 25–27). The large increase
in effective mass with no accompanying large
change in Fermi surface area is reminiscent of
what is seen on approach to QCPs in CeRh2Si2,
CeRhIn5, and BaFe2(As1–xPx)2 (5, 42).
The connection between the mass enhance-

ment we observe in quantum oscillations and
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Fig. 1. Cuprate
temperature-doping
phase diagram.
Long-range antiferro-
magnetic order (solid
green line) gives way to
superconductivity
(solid blue line) near
p = 0.05. Orange
diamonds designate
dopings where quan-
tum oscillations have
been observed previ-
ously (52, 53); stars
denote the dopings
presented in this
report. Short-range
antiferromagnetic order
(green diamonds)
terminates at a QCP
at p = 0.08 (46, 54);
beyond p = 0.08, short-
range charge order is
observed above Tc
[solid black diamonds (15, 27)]. The charge order, the onset of the pseudogap as defined by neutron
spin-flip scattering (open red circles) (12), the polar Kerr effect (open red diamonds) (13), and the
change in the slope of resistivity with temperature (open red triangles) (55) terminate near p = 0.18, sug-
gesting the possibility of a QCP at this doping. Two thermodynamic quantities show enhancement near
the critical dopings: the jump in the specific heat at Tc (Dγ, maroon diamonds) (40, 41) and the upper
critical field (Hc2, solid purple circles) (39).
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high-Tc superconductivity is evident in Fig. 4,
which shows successive Tc curves in increasing
magnetic field. By 30 T—the third-highest curve
in Fig. 4—superconductivity persists only in two
small domes centered around p ≈ 0.08 and p ≈
0.18; by 50 T, only the region around p = 0.18
remains. This phase diagram of YBa2Cu3O6+d in
high field, with Tc first suppressed to zero around
p ≈ 0.125, closely resembles that of La2–xBaxCuO4

in zero field, where static charge and stripe order
are observed (45). To emphasize the enhancement
of the effective mass, we plot 1/m* on this phase
diagram [including previous m* measurements
at lower doping (46)]. This shows a trend toward
maximum mass enhancement at p ≈ 0.08 and p ≈
0.18—the same dopings at which superconductivity
is themost robust to appliedmagnetic fields. One
possible scenario for YBa2Cu3O6+d is that critical
fluctuations surrounding pcrit ≈ 0.08 and pcrit ≈
0.18provide two independent pairingmechanisms,
analogous to the two superconducting domes in
CeCu2Si2 that originate at antiferromagnetic and
valence-transition QCP (47). A second scenario is
a single underlying pairing mechanism whose
strength varies smoothly with doping (7, 48), but
where Tc is enhanced at pcrit ≈ 0.08 and pcrit ≈
0.18 by an increased density of states and/or by
quantum critical dynamics.
Our observed mass increase establishes the

enhancement of electronic interactions approach-
ing pcrit ≈ 0.18. It is natural to ask whether this
enhancement is caused by a QCP at pcrit ≈ 0.18
and, subsequently, what is the associated broken-
symmetry phase. The hole doping pcrit ≈ 0.18 rep-
resents the juncture of several doping-dependent
phenomena associated with underdoped cup-
rates. First, p ≈ 0.19 represents the collapse to
zero of energy scales associated with the for-
mation of the pseudogap and its onset temper-
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Fig. 2. Quantum oscillations of the magnetoresistance in
YBa2Cu3O6+d. (A) The bare component (left panels) and oscilla-
tory component (right panels) of the magnetoresistance. c

ˇ

-axis
transport was measured for d = 0.80 and 0.86; skin depth, measured
via frequency shift of an oscillatory circuit (36), was measured for
d = 0.75. A smooth, nonoscillatory background is removed from
the data to extract the oscillatory component (36). The quantum
oscillation amplitude is suppressed by a factor of 2 between 1.5 and

6 K in YBa2Cu3O6.75, versus a factor of 5 over the same temperature range in YBa2Cu3O6.86, indicating an increased effective mass for the higher-doped
sample. (B) Quantum oscillation frequency, proportional to Fermi surface area, as a function of hole doping, with dopings below p = 0.12 taken from (56).
The frequencies and their uncertainties were obtained as described in (36) and the symbols parallel those in Fig. 1.

Fig. 3.The quasiparticle effective mass in YBa2Cu3O6+d. (A and B) Quantum oscillation amplitude
as a function of temperature (A) and as a function of the ratio of thermal to cyclotron energy kBT/
ℏwc (B). Also included is detailed temperature dependence of YBa2Cu3O6.67, a composition at which
oscillations have previously been reported (53). (A) illustrates the increase in m* with increased hole
doping, with fits to Eq. 1; (B) shows the same data versus kBT/ℏwc, where wc = eB/m*. This scaling
with m* shows the robustness of the fit across the entire doping and temperature range. (C)
Effective mass as a function of hole doping; error bars are SE from regression of Eq. 1 to the data,
and the symbols parallel those in Figs. 1 and 2. The dashed line is a guide to the eye.
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ature T *. Second, the onset of an anomalous polar
Kerr rotation and neutron spin flip scattering
both terminate at p ≈ 0.18 (12, 13), represent-
ing an unidentified form of broken symmetry
(which persists inside the superconducting
phase for the Kerr experiment). Third, in high
magnetic fields, the sign change of the Hall
coefficient in YBa2Cu3O6+d from positive to
negative, and the anomaly in the Hall coefficient
in Bi2Sr0.51La0.49CuO6+d, occur near p ≈ 0.18
(11, 49), which suggests that Fermi surface re-
construction from electron-like to hole-like oc-
curs at this doping. Finally, p ≈ 0.18 represents
the maximum extent of incommensurate CDW
order reported in several different experiments
(15, 26, 27). Although the Fermi surface recon-
struction is likely related to this CDW order, its
short correlation length and the weak doping
dependence of its onset temperature appear to
be at odds with the standard picture of long-
range order collapsing to T = 0 at a QCP (50).
Two scenarios immediately present themselves.
In the first scenario, the suppression of super-
conductivity by an applied magnetic field al-
lows the CDW to transition to long-range order,
as suggested by x-ray, nuclear magnetic reso-
nance, and pulsed-echo ultrasound experiments
(25, 26, 51). In this first scenario, we would be
observing a field-revealed QCP. In the second
scenario, CDW order is coexistent with another
form of order that also terminates near pcrit ≈
0.18. Such a coexistence is suggested by multiple
experimental results, including but not limited
to Nernst anisotropy (22), polarized neutron
scattering (12), and the anomalous polar Kerr
effect (13). In this second scenario, the CDW re-
constructs the Fermi surface and the other hid-
den form of order drives quantum criticality.
Regardless of the specific mechanism, and re-
gardless of whether pcrit = 0.18 is a QCP in the
traditional sense, the observation of an enhanced

effective mass coincident with the region of most
robust superconductivity establishes the impor-
tance of competing broken symmetry for high-
Tc superconductivity.
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Fig. 4. A quantum crit-
ical point near opti-
mal doping.The solid
blue circles correspond to
Tc, as defined by the
resistive transition (right
axis), atmagnetic fields of
0, 15, 30, 50, 70, and 82 T
[some data points taken
from (39, 57); solid blue
curves are a guide to the
eye].As themagnetic field
is increased, the super-
conducting Tc is sup-
pressed. By 30 T, two
separate domes remain,
centered around p ≈ 0.08
and p ≈ 0.18; by 82 T, only
the dome at p ≈ 0.18
remains.The inverse of
the effective mass has been overlaid on this phase diagram (left axis), extrapolating to maximum mass
enhancement at p ≈ 0.08 and p ≈ 0.18 [white diamonds taken from (56)]. This makes explicit the
connection between effective mass enhancement and the robustness of superconductivity. Yellow
symbols parallel those in Figs. 1 to 3. Error bars are SE from regression of Eq. 1 to the data.
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LUNAR FORMATION

Dating the Moon-forming impact
event with asteroidal meteorites
W. F. Bottke,1* D. Vokrouhlický,2 S. Marchi,1 T. Swindle,3,4 E. R. D. Scott,5

J. R. Weirich,6 H. Levison1

The inner solar system’s biggest and most recent known collision was the Moon-forming
giant impact between a large protoplanet and proto-Earth. Not only did it create a disk
near Earth that formed the Moon, it also ejected several percent of an Earth mass out of
the Earth-Moon system. Here, we argue that numerous kilometer-sized ejecta fragments
from that event struck main-belt asteroids at velocities exceeding 10 kilometers per
second, enough to heat and degas target rock. Such impacts produce ~1000 times more
highly heated material by volume than do typical main belt collisions at ~5 kilometers
per second. By modeling their temporal evolution, and fitting the results to ancient
impact heating signatures in stony meteorites, we infer that the Moon formed ~4.47 billion
years ago, which is in agreement with previous estimates.

I
nsights into the last stages of terrestrial planet
formation can be gleaned from the abun-
dances and chondritic signatures of highly
siderophile elements (HSEs) (such as Re, Os,
Ir, Ru, Pt, Rh, Pd, and Au) found in the man-

tles of Earth and the Moon (1). Consider that
the “giant impact” (GI) that formed the Moon
probably sent all HSEs in Earth and the Moon
to their respective metallic cores. If true, HSEs
measured in the terrestrial and lunar mantles
today were added late, with ~0.5 and ~0.02% of
the planetary masses of Earth and the Moon, re-
spectively, delivered by ancient chondritic pro-
jectiles after the GI (1). These low values imply
that the GI took place near the endgame of pla-
net formation. In addition, the ratio of accreted
mass on Earth compared with the Moon, ~700
to 1200, is also curious; this value is much larger
than the ratio of the gravitational crosssections
of Earth and the Moon, ~20 (1, 2). This differ-
ence can be explained if terrestrial and lunar
HSEs were delivered by a few very large bodies
rather than numerous small bodies (1). A key
additional implication, however, is that the num-
ber of small leftover planetesimals in the inner
solar system at the time of the GI was also likely
to be limited.
Taken together, these inferences open the

door for GI ejecta to dominate the population of
kilometer-sized bodies in the terrestrial planet
region during the late stages of planet forma-
tion. As evidence, consider that GI simulations,

capable of reproducing Earth-Moon system con-
straints, often eject several percent of an Earth
mass out of Earth’s gravitational sphere of in-
fluence (3–5). If a considerable fraction of this
mass were solid debris, as described by many GI
simulations (3–5), and the GI ejecta size frequency
distribution had a steep slope, which we infer
from modeling work (6) and data (7), numerous
kilometer-sized bodies could plausibly have struck
main-belt asteroids at velocities V > 10 km/s
(Fig. 1) (8). Impact heating here is accentuated,
with numerical hydrocode impact experiments

showing that the volume of target material ob-
taining a 40Ar-39Ar shock degassing age (8–11) at
V > 10 km/s is nearly three orders of magnitude
higher than at typical main-belt collision veloc-
ities of ~5 km/s (8, 12). Moreover, these veloci-
ties are only obtained by projectiles on highly
eccentric and/or inclined orbits, such as leftover
planetesimals (13) or GI ejecta (Fig. 1) (14). Thus,
a record of ancient GI ejecta impact events could
be observable in stony meteorites.
To test this possibility, we constructed models

of 40Ar-39Ar reset age profiles for stony meteor-
ites that included contributions from both left-
over planetesimals and GI ejecta. Our results were
then compared with 40Ar-39Ar ages for chondrites
derived from large collisions between 4.35 to
4.567 billion years ago (Ga) (Fig. 2A) (9–11). The
older age is that of the calcium-aluminum–rich
inclusions (CAIs), the first-formed solids (15). The
younger age marks the start of a relative lull in
40Ar-39Ar reset ages; few are found between
~4.1 and 4.4 Ga, whereas many exist between
3.5 to 4.1 Ga, the time of the late heavy bombard-
ment (8–10, 12). Our goal is to deduce both the
timing of the GI and the relative magnitude of
the bombardment by GI ejecta and that by
leftover planetesimals.
The evidence that the GI ejecta size frequency

distribution was steep enough to produce a large
number of kilometer-sized fragments can be
inferred in part from the ancient lunar impact
record. Using numerical simulations to track GI
ejecta, and assuming that the bodies were not
strongly affected by collisional evolution or non-
gravitational dynamical forces, we found that
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Fig. 1. The dynamical evolution of GI ejecta. Here, we show a sample of our 30,000 test bodies, all
which were tracked for 600 My by using the numerical integrator SWIFT-RMVS3 (29).The planets Venus
through Neptune were included in the integrations, with orbits as described in (17). The initial orbits of
the ejecta test bodies were defined by placing them on Earth’s Hill sphere, with a random isotropic
trajectory away from Earth’s center. They were then assigned an initial ejection velocity “at infinity” of 1,
3, 5, 7, or 9 km/s, respectively.These results were used to calculate impact frequencies on the Moon and
terrestrial planets as well as the collision probability and impact velocity distributions between our test
bodies and our representative main-belt target asteroid Vesta (8). Our results were combined by setting
the initial velocity distribution of GI ejecta to values corresponding to GI hydrocode simulations; 14, 27,
26, 18, and 15% of the objects were assumed to be ejected at 1, 3, 5, 7, and 9 km/s, respectively (14). A
sample of 1000 test bodies that use these velocity values are shown at several evolution times after the
GI, with 38 and 6.5% left at 20 and 100 My, respectively. The color contours show the collision velocities
of objects with Vesta in kilometers per second if their inclinations were 10° (12, 23).
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~1% come back to strike the Moon within 400
million years (My) (Fig. 1) (8). Because the Moon
only has ~25 ancient (Pre-Nectarian) lunar basins
(16), probably made by the impact of diameter
D > 20 km projectiles >4.1 Ga (13, 17), an impact
probability of ~1% implies the GI ejecta popula-
tion could—at best—only contain a few thou-
sand D > 20 km bodies (the order of 25/0.01).
Mass balance therefore requires the majority of
GI ejecta to be in a steep size frequency distribu-
tion dominated by D < 20 km bodies (8). This
leads us to predict that ~1010-km-sized projec-
tiles were thrown out of the Earth-Moon system
(fig. S8) (8).
Although GI simulations lack the resolution to

confirm the nature of this steep size frequency
distribution, insights gleaned from numerical
impact experiments on D = 100 km bodies show
that such steep slopes are common outcomes
when the targets are largely left intact (6). An
analog in nature for this may be the formation of
the ~500-km Rheasilvia basin on the D = 530 km
asteroid Vesta; the largest body in Vesta’s family of
fragments is D ~ 8 km, a factor of 70 smaller than
Vesta itself, whereas the exponents of its cumu-
lative power law size distribution are extremely
steep, with –3.7 and –8 observed for D > 3 km
and > 5 km bodies, respectively (fig. S6) (7, 8, 18).
The shape of this size distribution implies that
much of the mass of GI ejecta was initially in
the form of 0.1 < D < 20 km fragments rather
than of dust and small debris (8).
A consequence of a steep GI ejecta size fre-

quency distribution is that the fragments should
undergo vigorous collisional evolution with
themselves. Tests using collision evolution codes
(13, 19) indicate that D < 1 km bodies rapidly
demolished themselves, enough so to reduce the
population by several orders of magnitude in
mass within 0.1 to 1 My of the GI (fig. S8) (8). This
would lead to a huge dust spike, with small
particles either thrown out of the solar system
via radiation pressure or lost to the Sun via
Poynting-Robertson drag (14, 20). The surviving
fragments were depleted enough that they set-
tled into a quasi-collisional steady state, with
subsequent mass loss dominated by dynamical
processes. The net effect is that ~105 to 107 D >
1 km bodies were left in the GI ejecta population
for many tens of millions of years (fig. S8).
A substantial fraction of GI ejecta reached as-

teroid belt–crossing orbits after the GI, either by
being launched onto such orbits or by dynami-
cally evolving there via planetary perturbations
and resonances (Fig. 1 and fig. S1). We explored
their impact consequences for large main-belt
asteroids by calculating how they affected a rep-
resentative main belt target, Vesta. Vesta was
chosen because it is a likely source of the eucrite
meteorites (21), Vesta’s fragments have access to
the gravitational resonances thought to provide
most meteorites to Earth (22), and its eccentric-
ity and inclination are close to average main-belt
values (23). By calculating collision probability
and impact velocity distributions over time be-
tween GI ejecta and Vesta (fig. S2) (8, 23), we
found that many fragments should have hit
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Fig. 2. Compilations of impact ages
found within chondritic meteorites.
(A) A representation of 40Ar-39Ar
shock degassing ages for 34 ordinary
and enstatite chondrites whose mean
ages are between ~4.32 billion and
4.567 billion years (9–11). All samples
were heavily shocked, shock-melted,
or otherwise had some evidence for
having been part of a large collision. To
create this age-probability distribution,
we separated the sample ages by
parent body (EL, EH, E-melt/Aubrites,
L, LL, and H chondrites) and computed
the sum probability of ages within
each class by adding Gaussian profiles,
with centers and widths corresponding
to the most probable age and 1s errors
of each dated sample (8). The profiles
were then normalized before they
were summed in order to prevent any
single class from dominating the
distribution (fig. S9A). We caution that
systematic errors in measured Ar decay
rates could make these ages slightly
older (8). (B) The age-probability
distribution of U-Pb ages for 24 L, LL,
and H chondrites (table S1) created by
using the same method (fig. S9B). U-Pb
ages >60 My after CAIs are interpreted
to be from impact heating alone, whereas those <60 My after CAIs are an unknown mixture of formation,
metamorphic, and impact ages (26). Both distributions show a feature ~80 to 120 My after CAIs (~4.45
to 4.49 Ga).

Fig. 3. A sample comparison
between our model and ran-
domly derived 40Ar-39Ar shock
degassing ages for asteroidal
meteorites. (A) The combined
40Ar-39Ar age distribution, in blue,
was created by assuming that
leftover planetesimals and giant
impact ejecta struck main belt
asteroids such as Vesta early in
solar system history (8). Both
model contributions have the
same shape, with the former
(red) ~1.8 times as large as the
latter (green), respectively.
(B) A single representation of our
model results, shown as a blue
line, compared with 34 40Ar-39Ar
shock reset ages randomly
drawn from Fig. 2A. In this
example, the giant impact takes
place at 112 My after CAIs. The
plotted results are close to our
derived age for the giant impact,
105 T 25 My after CAIs (equiva-
lently 4.46 T 0.03 Ga), and our
derived contribution ratio of
1.9 T 0.9 between leftover
planetesimals and giant impact
ejecta.
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large main-belt asteroids. Two types of meteor-
ite impact signatures were likely produced.
The first signature involves numerous kilometer-

sized and smaller projectiles hitting Vesta and
other very large asteroids ~0.1 to a few My after
the GI. Many tens of D > 10 km craters and nu-
merous smaller craters were potentially produced
on Vesta during this interval. Their primary effect
would have been to dredge up warm material
heated at depth by early parent body metamor-
phism. This suddenly quenched material would
have yielded a spike of impact ages from this
time, with many samples showing little or modest
shock effects. The second signature comes from
impact heating within a crater’s breccia lens or
ejecta blanket, which would have been dominated
by V > 10 km/s projectiles (Fig. 1). This mech-
anism should have produced 40Ar-39Ar shock reset
ages on the target bodies for ~100 My after the GI.
Subsequent impacts, such as the ~1-billion-year-
old Rheasilvia basin formation event, excavated
some of this material and placed it off-world,
where collisions, nongravitational forces, grav-
itational resonances, and planetary encounters
delivered it to Earth (24). Additional isotopic
chronometers may also record these impacts
(such as U-Pb), although this may involve higher-
threshold temperatures and different heating
durations than for Ar.
For our model 40Ar-39Ar reset age profiles cre-

ated by GI ejecta, we combined these collisional
and dynamical outcomes with impact heating
relationships derived in (8, 12) (fig. S4). The GI
ejecta age profile was found to peak ~8 My after
the GI, before slowly fading over the subsequent
~100 My (Fig. 3A and fig. S5). The leftover plan-
etesimal 40Ar-39Ar reset age profile was more
complicated to assess, mainly because existing
planet formation models are uncertain and in-
complete. As a compromise, we took advantage
of insights from (13) that show that leftover plan-
etesimal populations quickly decimate themselves
through collisional evolution. The survivors, left
in a quasi–steady state with limited mass in small
bodies, are then slowly lost from high eccentricity
and inclination orbits over time. Although our
tests with different starting size distributions and
dynamical populations yielded a range of 40Ar-39Ar
reset age profiles, the tails of the age profiles
showed shapes similar to those computed for GI
ejecta. These profiles, when scaled appropriately,
also provided an excellent fit to our oldest 40Ar-39Ar
data (Fig. 3B). We therefore assumed for sim-
plicity that the shape of the leftover planetesimals’
reset age profile tail mimicked that found for GI
ejecta.
Our model results were compared with a rep-

resentation of ancient 40Ar-39Ar shock degass-
ing ages from 34 chondritic samples derived
from at least five or six asteroid parent bodies
(Fig. 2A and fig. S9) (8–11). Using a Monte Carlo
method, we randomly selected sample ages from
an age-probability distribution (Fig. 2A and fig.
3B) and used a Kolmogorov–Smirnov test (K-S)
statistical test to determine the quality of fit
between model and data over 1000 trials. In
each trial, we tested all possible combinations

of our model GI ages, varied between 0 and
300 My after CAIs, and the ratio of the contribu-
tions of the reset age profiles of leftover planet-
esimals to that of GI ejecta varied between 0.01
and 100. The leftover planetesimal reset age pro-
file was defined as starting from 0 My after CAIs,
whereas the GI ejecta reset age profile was started
at the model GI age. The two profiles were then
scaled, added, and then compared against the
sample data. By collecting and analyzing the high
goodness of fit cases, we estimate that the GI
took place 105 T 25 My after CAIs (equivalently
4.46 T 0.03 Ga, 1s confidence limits). The ratio
of the leftover planetesimal contribution to that
of giant impact ejecta was 1.9 T 0.9.
Although this solution is promising, insuffi-

cient data exist to statistically argue it is unique.
For this reason, we examined additional data
sets for evidence that our inferred GI age was
reasonable. Among the eucrite meteorites, there
is a spike of 40Ar-39Ar ages between 4.47 and
4.49 Ga from at least nine unbrecciated sam-
ples (fig. S10) (8, 9, 12, 25). They are inter-
preted to be impact by products, and their nature
corresponds well to our GI quench age predic-
tions. Similarly, a compilation of chondrite U-Pb
ages (table S1) shows a prominent feature ~95 My
after CAIs (~4.47 Ga) (Fig. 2B) that appears com-
parable with a 40Ar-39Ar shock degassing age
feature at ~106 My after CAIs (~4.46 Ga) (Fig.
2A). We cannot yet apply our model to U-Pb data,
however, because only the U-Pb ages >60 My
after CAIs are considered to have been solely
created by impact (26).
The intersection of these ages indicates that the

likely timing of the giant impact was ~4.47 Ga.
This value is a good match to the oldest lunar
crust ages as well as several predicted ages found
by other means (fig. S11) (8). It also indicates that
the interval between the GI and the oldest col-
lectable lunar samples was relatively short.
These results also offer the appealing pos-

sibility that remnants of GI ejecta—perhaps in
the form of clasts with compositions akin to the
crust, mantle, or core expected from the proto-
Earth or the Moon-forming impactor—might
be identified within ancient asteroid meteorite
breccias. They also suggest that the GI was the
most recent impact event of this scale in the
terrestrial planet region. Other putative large-
impact events, such as those taking place on
early Earth or Venus, probably had to occur
within the first few tens of millions of years
after CAI formation, when their impact signa-
tures could be most easily hidden among the
40Ar-39Ar ages provided by leftover planetesimals.
Alternatively, these collisions, or comparatively
smaller ones such as the putative impact event
that produced Mars’s ancient Borealis basin (27),
either produced too little kilometer-sized ejecta
fragments to be noticed in the available data or
they occurred so close in time to the GI that the
signature of their ejecta cannot yet be distinctly
distinguished (28). Last, although the impor-
tance of GI ejecta returning to strike the Moon
has yet to be quantitatively evaluated, the val-
ues computed here suggest that it could play

an intriguing role in the earliest phase of lunar
bombardment.
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CLIMATE CHANGE

The weakening summer
circulation in the Northern
Hemisphere mid-latitudes
Dim Coumou,1* Jascha Lehmann,1,2 Johanna Beckmann1,2

Rapid warming in the Arctic could influence mid-latitude circulation by reducing the
poleward temperature gradient. The largest changes are generally expected in autumn
or winter, but whether significant changes have occurred is debated. Here we report
significant weakening of summer circulation detected in three key dynamical quantities:
(i) the zonal-mean zonal wind, (ii) the eddy kinetic energy (EKE), and (iii) the amplitude of
fast-moving Rossby waves. Weakening of the zonal wind is explained by a reduction in
the poleward temperature gradient. Changes in Rossby waves and EKE are consistent
with regression analyses of climate model projections and changes over the seasonal cycle.
Monthly heat extremes are associated with low EKE, and thus the observed weakening
might have contributed to more persistent heat waves in recent summers.

E
nhanced warming in the Arctic could change
circulation patterns in the mid-latitudes by
reducing the pole–to–mid-latitude thermal
gradient (1–3). This hypothesis, which was
first proposed in the 1970s based on model

experiments (4, 5), has recently received consid-
erable attention due to rapid observed warming
in the Arctic (6–9), associated with a decline in
sea ice and other factors (1, 3, 10).
Most studies addressing the link between Arctic

change and mid-latitude weather have focused
on winter circulation. The extra heat stored in
the ocean owing to sea-ice loss is released into
the atmosphere by late autumn or early winter,
when air temperatures drop below sea surface
temperatures. Consequently, the largest abso-
lute increases in Arctic geopotential height have
been detected in autumn and winter (6), consist-
ent with climate model simulations (11). Autumn
has, at least in the western half of the hemisphere,

also seen a reduction in the zonal-mean flow
(6, 12). This might cause a slowdown in wave
propagation (6), but the results are sensitive to
the exact metrics used to describe waves (12, 13).
Thus, whether observed changes in geopotential
height have affected mid-latitude Rossby waves
remains disputed (6, 12–14).
We studied changes in mid-latitude circulation

in boreal summer instead. Although the oceanic
heat flux is smaller in this season (11), Arctic
amplification has reduced the pole–to–mid-latitude
temperature gradient (1), and Arctic geopotential
heights have increased (6). These changes are
likely to be related to the earlier loss of snow
cover over land and increased Arctic sea surface
temperatures where sea ice has been lost (7). In
recent summers, mid-latitude circulation has
been dominated by a negative Arctic Oscillation
index; i.e., anomalously small pressure differences
between mid- and high-latitudes (7, 15–17). More-
over, several recent heat waves, such as in Russia
in 2010, were associated with persistent hemi-
spheric circulation patterns (15, 16, 18).
Generally, the large-scale mid-latitude atmo-

sphere dynamics [supplementary materials (SM)

text S4] are characterized by (i) fast-traveling free
Rossby waves (the so-called synoptic transients)
with zonal wave numbers typically larger than 6,
and (ii) quasi-stationary Rossby waves with nor-
mally smaller wave numbers as a response to
quasi-stationary diabatic and orographic forcing
(15, 19–21). We focus on the first. These waves are
associated with synoptic-scale cyclones (storms)
and anticyclones (high-pressure systems), which
form the storm track regions in the mid-latitudes.
They have a relatively fast phase velocity (i.e.,
eastward propagation) and cause weather vari-
ability on time scales of less than a week. Typ-
ically, the intensity of synoptic-scale wave (or
eddy) activity is estimated by applying a 2.5- to
6-day bandpass filter to high-resolution wind
field data (22–24). This way, the total eddy ki-
netic energy (EKE) is extracted, which is a mea-
sure of the interplay between the intensity and
frequency of high- and low-pressure systems as-
sociated with fast-traveling Rossby waves. Due
to the quasi-stationary nature of thermally and
orographically forced waves, as analyzed in re-
lated studies (15, 16, 25, 26), they have lower fre-
quencies and are thus excluded from our EKE
computations (SM text S4).
We calculated EKE in the Northern Hemisphere

from daily ERA-Interim wind fields (27), using a
2.5- to 6-day bandpass filter [see (23, 24, 28)].
We limited our analysis to the satellite-covered
period (after 1979) to minimize the effects of
changes in the observing system (SM text S2).
The 1979–2013 period has seen a steady decline
in summertime EKE (Fig. 1A). This decline is
statistically significant at the 1% level and ob-
served at all pressure levels, with the strongest
relative changes in the lower to mid-troposphere
(figs. S1 to S4 and table S1). Moreover, it occurs
over the full hemisphere and over all relevant
latitudes (fig. S5). The observed changes are thus
not due to a north-south shift of storm tracks
but due to a spatially homogeneous weaken-
ing. Other reanalysis products give similar re-
sults (figs. S6 to S11). For the other seasons,
trends in EKE are also downward, but none
are significant (figs. S12 to S17).
The decline in summer EKE is accompanied

by a long-term decline in the zonal-mean zonal
wind (U, Fig. 1B). Again, this weakening of the
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Fig. 1. Weakening summer circulation in the mid-latitudes. Absolute changes in (A) EKE, (B) zonal wind U, and (C) thermal wind UT over 1979–2013 in
summer (June, July, and August). Variables are calculated at 500 mb and averaged over 35°N to 70°N and all longitudes, with gray lines plotting observations,
solid black lines the linear trend, and dashed black lines the T1 residual SE range. Slope and P values for the trend estimates are given in the panels.
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zonal flow is seen at all altitudes and in dif-
ferent reanalysis products (figs. S1 to S4 and S6
to S10). The long-term weakening of the zonal
flow is consistent with the decline in the pole–
to–mid-latitude thermal gradient. This is shown
by the downward trend of similar magnitude
in thermal wind UT (Fig. 1C), which depends
on changes in the temperature gradient only
(eq. S2).
Although the relative decrease in EKE has been

by 8 to 15% (depending on pressure level) over
the 35-year period, the zonal flow weakened by
only 4 to 6% (table S1). A similar relationship
between changes in EKE and zonal flow is seen
in future projections of CMIP5 (Coupled Model
Intercomparison Project Phase 5) climate mod-
els. Under a high-emission scenario, summer EKE

declines primarily because of decreased vertical
wind shear associated with weakening of the
zonal-mean flow (24). This projected reduction
in EKE is spatially homogeneous, similar to the
observed changes. Regression analysis of future
changes in EKE and in zonal flow for individual
CMIP5 models reveals a significant linear rela-
tionship (Fig. 2). The regression slope of ~1.4 in-
dicates that a reduction in U is associated with
a more pronounced reduction in EKE. This is
seen at all pressure levels, with the regression
slope increasing with altitude (fig. S18). Increased
static stability plays a role as well (24, 29), which
explains why the linear regression crosses the
y axis at negative values: Even for zero change
in U, increased static stability in a warmer cli-
mate causes EKE to decline. The observed rela-

tive changes in U and EKE over the past 35
years map reasonably well on the regression
of projected future changes (Fig. 2).
The pronounced weakening in EKE should

also be reflected in changed wave characteristics.
To test this, we applied spectral analysis to the
north-south wind component v in daily wind field
data and calculated amplitude (Av), phase speed,
and period for wave numbers 1 to 15 (SM text
S1.1). This way, fast-moving and quasi-stationary
waves are not explicitly separated (as in EKE by
using bandpass filtering), but because we used
daily data, the mean wave amplitudes are domi-
nated by fast-moving waves (SM text S4). The
results are therefore comparable with EKE. We
determined the wave quantities for the north-
south wind component v averaged over 35°N to
70°N, and Av thus reflects wind speeds with units
of meters per second.
The amplitudes of all wave numbers except

7 have declined, with significant reductions in
waves 1, 3, 4, 6, and 10 and in the mean am-
plitude of all waves. These changes are robust,
detected in ERA-Interim and NCEP-NCAR (Na-
tional Centers for Environmental Prediction–
National Center for Atmospheric Research) data
and for different pressure levels, with the stron-
gest changes in the mid-troposphere (Fig. 3A
and fig. S19). This vertical pattern is consistent
with the more pronounced changes in EKE, U
(table S1), and poleward temperature gradient
(1) in the lower troposphere. The mean ampli-
tude declined by –5% over 1979–2013 (Fig. 3A),
similar to the relative reduction in U (fig. S1B).
This is consistent with the seasonal correlation
of these quantities (Fig. 3B), which shows that,
to a first order, daily anomalies in mean Av scale
with those in U. This positive correlation is ex-
pected as daily wind fields, and thus Av, will be
dominated by transient eddies, because their
kinetic energy is nearly an order of magnitude
larger than that of quasi-stationary waves (30).
Transient eddies are not only forced by the zonal
flow via vertical shear (and thus baroclinicity)
but can also accelerate it via the eddy-driven jet
(1, 31), explaining the positive correlation between
U and Av (SM text S4). The reduction of –5% in
mean wind speed (Av) implies a –10% reduction
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Fig. 3. (A) Trends in planetary wave
amplitudes (Av, red) and phase speed
(black) at 500 mb in summer for wave
numbers 1 to 15 and for the mean of all
waves (M) in units of percentage
change per 35 years; i.e., the period
1979–2013. Solid circles indicate
5% statistical significance, gray-filled
circles indicate 10% statistical
significance, and open circles are not
significant. (B) Two-dimensional
probability density distribution of daily
deviations (in percentage change of
their annual mean climatological
values) of the zonal flow and the mean
amplitude of waves 1 to 15. The
bisecting line is shown in black.
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in kinetic energy, which is in good agreement
with the bandpass-filtered results.
Wave 10 has seen a significant reduction in

both amplitude and phase speed (Fig. 3A), which
dropped respectively by –11% and –20% over the
1979–2013 period, with both negative trends
acting to reduce EKE. A reduction in amplitude
means lower wind speeds associated with weaker
high- and low-pressure synoptic weather sys-
tems and thus lower EKE. A reduced phase speed
implies more-persistent synoptic weather sys-
tems and fewer of them over the full season. The
probability-density distribution of the wave pe-
riod shows that wave periods in the EKE-relevant
range (2.5 to 6 days) are dominated by wave 10
(fig. S21). During roughly half of all summer
days, wave 10 had a wave period within this range.
This suggests that the reduction in amplitude and
phase speed of wave 10 contributed substan-
tially to the reduction in EKE.
Summer EKE declined by 8 to 15% over the past

decades, whereas the CMIP5 models project simi-
lar changes only by the end of the 21st century
under a high-emission scenario (24). Either the
climate models underpredict dynamical changes,
or multidecadal variability played a role in the
observed changes. In the other seasons, dynam-
ics weakened as well, but here significant changes
are only detected for the zonal-mean flow in au-
tumn (SM text S3). Although the Arctic has
warmed most in winter (1), the strongest changes
in the meridional temperature gradient within
the mid-latitudes occurred in summer, followed
by autumn (fig. S17). Therefore, UT and U itself
weakened most in those seasons (fig. S17). The
smaller year-to-year variability in those seasons
(and especially in summer), as compared to winter,
improves signal-to-noise ratios, making trend de-
tection possible at an earlier stage (fig. S15). Like-
wise, variability in summer EKE is only half that
of the other seasons (fig. S16B), and hence the
signal-to-noise ratio is much larger for summer.
In fact, summer EKE has weakened by more
than two standard deviations over 1979–2013
(fig. S16C). Therefore, contrary to previous sug-

gestions (1–3), the influence of Arctic amplifica-
tion on mid-latitude weather is unlikely to be
limited to autumn and winter only.
In summer, synoptic storms transport moist

and cool air from the oceans to the continents,
bringing relief during periods of oppressive heat.
Low cyclone activity over Europe in recent years
has led to more-persistent weather (32, 33) con-
tributing to prolonged heat waves. Regression
analysis between EKE and near-surface tem-
perature for summer months reveals that over
mid-latitude continental regions, these quantities
are negatively correlated (Fig. 4A). Thus, hot sum-
mer months are associated with low EKE (SM
text S5). Over most of Eurasia and the United
States, the negative regression slope is significant
at the 5% level. In these storm track–affected re-
gions, EKE in the 10% hottest months was only
about half its summer climatological value (Fig.
4B and figs. S22 to S24). Low cyclone activity
(and thus low EKE) imply that cool maritime air
masses become less frequent, creating favorable
conditions for the buildup of heat and drought
over continents. This probably prolongs the du-
ration of blocking weather systems, as, for exam-
ple, during the Russian heat wave of 2010 (18, 34).
In particular, the record-breaking July tempera-
tures over Moscow were associated with ex-
tremely low EKE (Fig. 4B).
Recent studies have emphasized the impor-

tance of quasi-stationary waves for summer heat
extremes (15, 16, 25, 35), showing that the fre-
quency of wave-resonance events associated with
high-amplitude quasi-stationary waves has in-
creased since the onset of rapid Arctic ampli-
fication in 2000 (16). Here we show that the
amplitude of fast-moving waves has steadily
decreased, and also that the rate in this weakening
seems to have increased since 2000 (fig. S25).
Both of these observations are consistent with
more-persistent summer weather (SM text S6).
Low monthly EKE implies low weather variability
within that month, indicating persistent weather
conditions, consistent with quasi-stationary waves.
The long-term reduction in EKE should lead

to a reduction in weather variability on short
time scales (less than a week), in agreement
with the reduced intraseasonal daily temper-
ature variance observed (36) and theoretical ar-
guments (37). However, our results show that
low EKE is associated with heat extremes on
monthly time scales. Therefore, on such longer
time scales, variability might actually increase
due to a reduction in EKE. This seems consist-
ent with Huntingford et al. (38), who report that
the largest increase in interannual seasonal tem-
perature variance occurred in the mid-latitude
boreal summer. To test this hypothesis, studies
are needed that quantify both interannual and
intraannual variability on all relevant subsea-
sonal time scales.
This study shows that boreal summer circu-

lation has weakened, together with a reduction
in the pole–to–mid-latitude temperature gradi-
ent. This has made weather more persistent and
hence favored the occurrence of prolonged heat
extremes.
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ICE SHEETS

Volume loss from Antarctic ice
shelves is accelerating
Fernando S. Paolo,1* Helen A. Fricker,1 Laurie Padman2

The floating ice shelves surrounding the Antarctic Ice Sheet restrain the grounded
ice-sheet flow. Thinning of an ice shelf reduces this effect, leading to an increase in ice
discharge to the ocean. Using 18 years of continuous satellite radar altimeter observations,
we have computed decadal-scale changes in ice-shelf thickness around the Antarctic
continent. Overall, average ice-shelf volume change accelerated from negligible loss at
25 +– 64 cubic kilometers per year for 1994–2003 to rapid loss of 310 +– 74 cubic kilometers
per year for 2003–2012. West Antarctic losses increased by ~70% in the past decade,
and earlier volume gain by East Antarctic ice shelves ceased. In the Amundsen and
Bellingshausen regions, some ice shelves have lost up to 18% of their thickness in less
than two decades.

T
he Antarctic Ice Sheet gains mass through
snowfall and losesmass at itsmargin through
submarine melting and iceberg calving.
These losses occur primarily from ice shelves,
the floating extensions of the ice sheet.

Antarctica’s grounded-ice loss has increased over
the past two decades (1, 2), with the most rapid
losses being along the Amundsen Sea coast (3)
concurrent with substantial thinning of adjoin-
ing ice shelves (4, 5) and along the Antarctic
Peninsula after ice-shelf disintegration events
(6). Ice shelves restrain (“buttress”) the flow of
the grounded ice through drag forces at the ice-
rock boundary, including lateral stresses at side-
walls and basal stresses where the ice shelf rests
on topographic highs (7, 8). Reductions in ice-
shelf thickness reduce these stresses, leading to
a speed-up of ice discharge. If the boundary
between the floating ice shelf and the grounded
ice (the grounding line) is situated on a retro-

grade bed (sloping downwards inland), this process
leads to faster rates of ice flow, with potential for
a self-sustaining retreat (7, 9, 10).
Changes in ice-shelf thickness and extent have

primarily been attributed to varying atmospheric
and oceanic conditions (11, 12). Observing ice-
shelf thickness variability can help identify the
principal processes influencing how changing
large-scale climate affects global sea level through
the effects of buttressing on the Antarctic Ice
Sheet. The only practical way tomap andmonitor
ice-shelf thickness for this vast and remote ice sheet
at the known space and time scales of ice-shelf
variability is with satellite altimetry. Previous
studies have reported trends based on simple line
fits to time series of ice-shelf thickness (or height)
averaged over entire ice shelves or broad regions
(4, 13) or for short (~5-year) time intervals (5, 14, 15).
Here, we present a record of ice-shelf thickness
that is highly resolved in time (~3 months) and
space (~30 km), using the longest available re-
cord from three consecutive overlapping satellite
radar altimetermissions (ERS-1, 1992–1996; ERS-2,
1995–2003; and Envisat, 2002–2012) spanning
18 years from 1994 to 2012.

Our technique for ice-shelf thickness change
detection is based on crossover analysis of satellite
radar altimeter data, in which time-separated
height estimates are differenced at orbit intersec-
tions (13, 16, 17). To cross-calibrate measurements
from the different satellite altimeters, we used the
roughly 1-year overlap between consecutive mis-
sions. The signal-to-noise ratio of altimeter-
derived height differences for floating ice in
hydrostatic equilibrium is roughly an order of
magnitude smaller than over grounded ice, re-
quiring additional data averaging to obtain com-
parable statistical significance. We aggregated
observations in time (3-month bins) and space
(~30-km cells). Because the spatial distribution
of crossovers changes with time (due, for exam-
ple, to nonexact repeat tracks and nadir mis-
pointing), we constructed several records at each
cell location and stacked them in order to pro-
duce a mean time series with reduced statistical
error (18). We converted our height-change time
series and rates to thickness changes by as-
suming that observed losses occurred predomi-
nantly at the density of solid ice (basal melting)
(4, 5, 17). This is further justified by the relative
insensitivity of radar measurements to fluctua-
tions in surface mass balance (18). For volume
changes, we tracked the minimum (fixed) area of
each ice shelf (18). We assessed uncertainties for
all estimates using the bootstrap approach (re-
sampling with replacement of the residuals of
the fit) (19), which allows estimation of formal
confidence intervals. All our uncertainties are
stated at the 95% confidence level [discussion of
uncertainties are provided in (18) and the several
corrections applied are stated in (20)].
We estimated 18-year trends in ice-shelf thick-

ness by fitting low-order polynomials (degree
n ≤ 3) to the data using a combination of lasso
regularized-regression (21) and cross-validation for
model-parameter selection (the shape of the fit
is determined by the data). This combined ap-
proach allowed us tominimize the effect of short-
term variability on the 18-year trends. Relative to
previous studies (4, 5, 13, 22), we have improved
estimations by (i) using 18-year continuous re-
cords, (ii) implementing a time series averaging
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Fig. 2. Variability in the rate of Antarctic ice-shelf
thickness change (meters per year).Maps for (columns
from left to right) Filchner-Ronne, Amundsen, and Ross
ice shelves (locations in the bottom right corner) showing
average rate of thickness change for (rows) four consec-
utive 4.5-year intervals (1994–1998.5, 1998.5–2003, 2003–
2007.5, and 2007.5–2012). Shorter-term rates can be higher
than those from an 18-year interval. Ice-shelf perimeters are
thin black lines, and the thick gray line demarcates the limit
of satellite observations.

Fig. 1. Eighteen years of change in thickness
and volume of Antarctic ice shelves. Rates of
thickness change (meters per decade) are color-
coded from –25 (thinning) to +10 (thickening).
Circles represent percentage of thickness lost
(red) or gained (blue) in 18 years. Only signifi-
cant values at the 95% confidence level are
plotted (table S1). (Bottom left) Time series and
polynomial fit of average volume change (cubic
kilometers) from 1994 to 2012 for the West (in
red) and East (in blue) Antarctic ice shelves. The
black curve is the polynomial fit for All Antarctic
ice shelves. We divided Antarctica into eight
regions (Fig. 3), which are labeled and delimited
by line segments in black. Ice-shelf perimeters
are shown as a thin black line. The central circle
demarcates the area not surveyed by the satel-
lites (south of 81.5°S). Original data were inter-
polated for mapping purposes (percentage area
surveyed of each ice shelf is provided in table
S1). Background is the Landsat Image Mosaic of
Antarctica (LIMA).

RESEARCH | REPORTS



scheme so as to enhance the signal-to-noise
ratio, and (iii) using a robust approach to trend
extraction.
The 18-year average rate of thickness change

varies spatially (Fig. 1). On shorter time scales,
trends are highly variable but spatially coherent
(Fig. 2 and movie S1). We divided our data set
into eight regions on the basis of spatial coher-
ence of long-term ice-shelf behavior and calcu-
lated time series of ice-shelf thickness change
(relative to series mean) for each region (Fig. 3).
The largest regional thickness losses were in the
Amundsen and Bellingshausen seas, with aver-
age (and maximum) thinning rates of 19.4 T 1.9
(66.5 T 9.0) m/decade and 7.4 T 0.9 (64.4 T 4.9)
m/decade, respectively. These values correspond
to ~8 and 5% of thickness loss over the 18 years
for the two regions, respectively. These two
regions account for less than 20% of the total
West Antarctic ice-shelf area but, combined,
contribute more than 85% of the total ice-shelf
volume loss from West Antarctica. The area-
averaged time records of ice-shelf thickness and
volume for the West and East Antarctic sectors
(Fig. 1, bottom left), broad regions (Fig. 3), and
single ice shelves (fig. S1) at 3-month time
intervals show a wide range of temporal re-
sponseswith large interannual-to-decadal fluctu-
ations, stressing the importance of long records
for determining the long-term state of the ice
shelves. Comparing our long records with simple
linear trends obtained for the periods of single
satellite missions [such as the 5-year ICESat time
span used in (5)] shows that it is often not pos-
sible to capture the persistent signals in the shorter
records (Fig. 3 and fig. S1).
Ice-shelf average thinning rates from the 18-year

polynomial fits in the Amundsen Sea region (AS)
range from 1.5 T 0.9 m/decade for Abbot to 31.1 T
5.4 m/decade for Crosson, with local maximum
thinning of 66.5 T 9.0 m/decade on Getz (fig. S1
and table S1). Crosson and Getz have lost ~18
and 6% of their thicknesses, respectively, over
the 18-year period. If this thinning persists for
these two ice shelves, we can expect volume
losses of ~100 and 30%, respectively, in the next
100 years. Getz is the single largest contributor to
the overall volume loss of Antarctic ice shelves,
with an average change of –54 T 5 km3/year,
accounting for ~30% of the total volume loss
from theWest Antarctic ice shelves (table S1).We
find the most dramatic thickness reduction on
Venable Ice Shelf in the Bellingshausen Sea (BS),
with an average (andmaximum) thinning rate of
36.1 T 4.4 (64.4 T 4.9) m/decade, respectively (fig.
S1 and table S1). This ice shelf has lost 18% of its
thickness in 18 years, which implies complete
disappearance in 100 years.
For the ice shelves in the AS, observed rates

are highest near the deep grounding lines, with
lower rates found toward the shallower ice fronts
(Fig. 2, table S1, and movie S1). This pattern is
consistent with enhanced melting underneath
the ice shelf forced by an increased flux of cir-
cumpolar deep water (CDW) from across the con-
tinental shelf and into the sub–ice-shelf cavity
(12, 23, 24). The consequent loss of ice-shelf but-

tressing from increased ocean-forcedmeltingmay
have driven the grounding lines inland (25) to
a point on a retrograde bed slope at which the
marine ice-sheet instability mechanism can take
over the dynamics of ice export (7, 26). Hence,
observed ice-shelf thinning reflects both ocean-
induced basal melting and increased strain rates
resulting from faster flows. Our analysis shows
that thinning was already under way at a sub-
stantial rate at the start of our record in 1994.
On the eastern side of the Antarctic Peninsula

[comprising Larsen B (Scar Inlet remnant), Larsen

C, and Larsen D], the regional ice-shelf thinning
rate of 3.8 T 1.1 m/decade (Fig. 3) is about half of
that on thewestern side (BS) (Fig. 1). The onset of
thinning for Larsen C has progressed southward
(Fig. 4), which is consistent with climate-driven
forcing discussed in earlier studies (22, 27). The
highest thinning rates on Larsen C (with local
maximum thinning of 16.6 T 8.1 m/decade) are
near Bawden Ice Rise (Figs. 1 and 4). Assuming
that half of this observed thinning is due to air
loss within the firn column, and considering
that the ice shelf is ~40 m above flotation over
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Fig. 3. Time series of
cumulative thickness
change relative to series
mean for Antarctic
ice-shelf regions
(1994–2012). Time series
correspond to averages
for all ice-shelf data within
the Antarctic regions
defined in Fig. 1. Dots
represent average thick-
ness change every
3 months. Error bars are
small (in many cases,
smaller than the symbols
themselves, thus omitted
from the plots), making
the interannual fluctuation
shown by the dots signifi-
cant. The blue curve is the
long-term trend from
polynomial regression
with the 95% confidence
band (18), and the red line
shows the regression line
to the segment of our
data set that overlaps with
the period used for a prior
ICESat-based analysis
(2003–2008) (5). Aver-
age rates (in meters per
decade) are derived from
the end points of the
polynomial models.
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the ice rise (28), we can expect Larsen C to fully
unground from this pinning point within the
next 100 years, with potential consequences on
the ice-shelf stability (29).
The regional time-varying trends for the ice

shelves in the three East Antarctic regions (Queen
Maud, Amery, and Wilkes) are coherent (Fig. 3).
Ice shelves in the Wilkes region are challenging
for conventional radar altimeters because many
of them are small, contained in narrow embay-
ments, and have rough surfaces so that altimeter-
derived height changes do not necessarily reflect
thickness change accurately. Our estimate of over-
all thickness change for the Wilkes ice shelves is
1.4 T 1.5 m/decade, which is not significantly
different from zero. The Queen Maud region ice
shelves show an overall increase in thickness of
2.0 T 0.8 m/decade.
Like the AS ice shelves, Totten and Moscow

University ice shelves in the Wilkes region but-
tress a large marine-based section of the East
Antarctic ice sheet so that their stability is poten-
tially important to grounded-ice loss. Although
these ice shelves were previously reported as
thinning (5) on the basis of a straight-line fit to
a 5-year record from a satellite laser altimeter
(ICESat, 2003–2008), our results show that those
estimates are not representative of the longer-
term trends (fig. S1B). Our estimate of thickness
loss during 2003–2008 is similar to the ICESat-
based result, but the full 18-year period shows
thickness trends that are not significantly differ-
ent from zero (fig. S2).
For most ice shelves, our estimates are signif-

icantly different from previous results (table S2).
Several factors contribute to this. (i) The areas of
ice shelves over which measurements are aver-
aged vary between studies, affecting estimates on
small ice shelves with large thickness-change
signals. (ii) Because of our grid resolution, ice
shelf mask, and limited data coverage, we cannot
sample near the grounding line of some ice shelves
(such as Pine Island or Dotson); in such cases,

our estimated changes are likely to represent a
lower bound (changes could be larger). (iii) Radar
altimeters are less sensitive than are laser altim-
eters to variations in surface mass balance owing
to penetration of the radar signal into the firn
layer. (iv) Short records and previous trend-
extraction approaches could not capture and ac-
count for fluctuations in the underlying trend (fig.
S3). This is the dominant factor affecting compar-
isons between our results and previous studies.
The total volume of East Antarctic ice shelves

increased during 1994–2003 by 148 T 45 km3/year,
followed by moderate loss (56 T 37 km3/year),
whereas West Antarctic ice shelves exhibited
persistent volume loss over the 18 years, with
marked acceleration after 2003 (Fig. 1). Before
and after 2003, this region lost volume by 144 T
45 and 242 T 47 km3/year, respectively, corre-
sponding to ~70% increase in the average loss
rate. The total circum-Antarctic ice-shelf volume
loss was negligible (25 T 64 km3/year) during
1994–2003 and then declined rapidly by 310 T
74 km3/year after 2003. Overall, from 1994 to
2012 Antarctic ice-shelf volume changed on aver-
age by –166 T 48 km3/year, withmean acceleration
of –31 T 10 km3/year2 (–51 T 33 km3/year2 for the
period 2003–2012).
We have shown that Antarctic ice-shelf vol-

ume loss is accelerating. In the Amundsen Sea,
some ice shelves buttressing regions of grounded
ice that are prone to instability have experienced
sustained rapid thinning for almost two decades.
If the present climate forcing is sustained, we
expect a drastic reduction in volume of the rap-
idly thinning ice shelves at decadal to century
time scales, resulting in grounding-line retreat
and potential ice-shelf collapse. Both of these pro-
cesses further accelerate the loss of buttress-
ing, with consequent increase of grounded-ice
discharge and sea-level rise. On smaller scales,
ice-shelf thickness variability is complex, dem-
onstrating that results from single satellite mis-
sions with typical durations of a few years are

insufficient to draw conclusions about the long-
term response of ice shelves. Large changes occur
over a wide range of time scales, with rapid var-
iations of ice-shelf thickness suggesting that ice
shelves can respond quickly to changes in oce-
anic and atmospheric conditions.
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Fig. 4. Evolution of the rate of thickness
change in theAntarctic Peninsula. Instantaneous
rate-of-thickness change (meters per year) for
four specific times (1994, 1997, 2000, and 2008)
is calculated as the derivative of the polynomial fit
to the thickness-change time series. The rate
increases spatially with time from north to south
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shows independent behavior from the western
(Bellingshausen Sea) side (bottom).
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OCEAN CHEMISTRY

Dilution limits dissolved organic
carbon utilization in the deep ocean
Jesús M. Arrieta,1,2* Eva Mayol,1 Roberta L. Hansman,3 Gerhard J. Herndl,3,4

Thorsten Dittmar,5 Carlos M. Duarte1,2,6

Oceanic dissolved organic carbon (DOC) is the second largest reservoir of organic
carbon in the biosphere. About 72% of the global DOC inventory is stored in deep oceanic
layers for years to centuries, supporting the current view that it consists of materials resistant
to microbial degradation. An alternative hypothesis is that deep-water DOC consists of many
different, intrinsically labile compounds at concentrations too low to compensate for the
metabolic costs associated to their utilization. Here, we present experimental evidence
showing that low concentrations rather than recalcitrance preclude consumption of a
substantial fraction of DOC, leading to slow microbial growth in the deep ocean. These
findings demonstrate an alternative mechanism for the long-term storage of labile DOC in
the deep ocean, which has been hitherto largely ignored.

T
he accepted paradigm is that recalcitrant dis-
solved organic carbon (DOC) is ubiquitous
in the ocean and makes up the bulk of the
DOC pool at depths of >1000 m and at DOC
concentrations below 42 mmol C liter−1 (1).

However, most of the components of the recalci-
trant DOC pool remain unidentified (1, 2), and
there is little evidence of structural properties
that could make these compounds unavailable
to microbial degradation. Conversely, the dilu-
tion hypothesis (3, 4) postulates that most or-
ganic substrates in the deep ocean are labile but
cannot be used by prokaryotes at concentrations
below the levels matching the energetic invest-
ment required for their uptake and degradation.

An early study (5) tested the dilution hypothesis
by looking for microbial consumption in concen-
trates of natural DOC from deep waters, but
found no substantial changes in DOC concentra-
tions after a 2-month incubation. Those results
led to the conclusion that deep-water DOC is
composed of recalcitrant molecules and there-
fore to the dismissal of the dilution hypothesis.
Here, we revisit the dilution hypothesis using
a simple experimental approach, similar to that
used by Barber in 1968 (5) but using method-
ologies not available at that time. Specifically,
we tested the hypothesis that no significant in-
crease in prokaryotic growth should be detectable
when increasing DOC concentrations, which is
as expected if deep oceanic DOC were struc-
turally refractory.
Natural prokaryotic communities collected at

14 stations between 1000 to 4200 m in the Pacific
and Atlantic Ocean (fig. S1) were exposed to
ambient, 2-, 5- and 10-fold concentrations of
natural DOC collected from their original loca-
tion by means of solid phase extraction (6, 7) and
incubated at in situ temperature. A consistent
increase in prokaryotic abundance over time was
observed in response to increasing concentrations
of DOC in all 14 experiments (Fig. 1 and fig. S2).
Maximum prokaryotic abundances obtained at
~10-fold DOC concentrations were 3.6 to 11.7
times higher than those observed in the corre-
sponding controls (Fig. 1 and fig. S2). Unamended

controls showed much lower, sometimes undetec-
table, prokaryotic growth, comparable with the
values observed in deep layers of the ocean in
other studies (8, 9), whereas specific growth rates
in the higher DOC enrichments showed values
up to 0.4 days−1, which is typical of productive
surface waters (Fig. 2 and fig. S3). No significant
differences (t test, P > 0.05) in prokaryotic
growth were observed between unamended con-
trols and extraction controls, confirming that the
observed growth was due to the materials being
extracted from seawater and not the result of a
contamination with labile organics during the
extraction procedure (fig. S4). The solid phase
extraction method used to concentrate natural
dissolved organic matter (DOM) may have intro-
duced some compositional bias toward small
and polar compounds while losing a substan-
tial part of the DOM pool (extraction efficiency
~40%), but this does not change the fact that
increasing the concentration of the extractable
components of natural DOC resulted in enhanced
prokaryotic growth. Chemical alterations of DOC,
such as the disruption of supramolecular arrange-
ments (10) or mild hydrolysis produced during
the concentration procedure, are an unlikely ex-
planation for the observed response because
the treatments in which DOC concentration
was doubled by adding concentrated DOC showed
little or no enhancement of prokaryotic growth
as compared with that of controls. Hence, we
validated the dilution hypothesis tested, show-
ing that dilution limits C utilization in the deep
ocean.

Specific growth rates increased with DOC
concentrations following a classical Monod mod-
el [coefficient of determination (R2) of 0.71 to
0.98] at all the locations studied (Fig. 2, fig. S3,
and table S2), further confirming the hypothesis
that prokaryotic growth in deep waters is limited
by the concentration of DOC. In 9 out of 14
experiments, the initial in situ DOC concentra-
tion was low enough to capture the lower part
of the curve and thus to give an estimate of the
minimum DOC concentration necessary to sup-
port prokaryotic maintenance metabolism (Fig.
2, fig. S3, and table S2). According to these esti-
mates, concentrations of natural DOC below
30.7 T 5.4 mmol C L−1 (average T SE, n = 9 mea-
surements) would not be sufficient to support
prokaryotic metabolism, a value not significantly
different (t test, P > 0.05) from the lowest con-
centrations of DOC around 34 mmol C liter−1

reported for the deep ocean (11).
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Prokaryotic growth efficiency (PGE) in the un-
amended controls was always lower than 3%,
which is similar to the values reported for deep-
water masses (9). No statistically significant dif-
ferences among treatments were detected in our
PGE estimates because of the accumulation of
errors propagating from the original measure-
ments (one-way analysis of variance, P > 0.05).
However, growth efficiency estimates show a con-
sistent tendency to increase with increasing DOC
concentration in all the experiments (fig. S5), sug-
gesting a positive effect of concentration that could
be related to a relief from substrate limitation (12).
An increasing growth efficiency with increasing
DOC concentrations cannot be explained if the
bulk of the DOC components were structurally
recalcitrant. The differences between our results
and those reported by Barber in 1968 are prob-
ably due to a combination of methodological im-
provements. We used only dissolved materials,
whereas Barber used a concentrate of everything
with nominal size >500 daltons, including partic-
ulate matter. Thus, true DOC concentrations in
Barber’s experiments were probably not as high
as intended. Also, a large fraction of marine DOC
consists of molecules <500 daltons (fig. S7) (13, 14);
thus, the composition was biased toward higher-
molecular-weight compounds in Barber’s exper-
iments, meaning that the molar enrichment in
his fivefold C concentration treatment was prob-
ably much lower than in our experiments.
In the four experiments carried out in the

North Atlantic, incubations were kept on the ship
for an additional month after the cruise until the
ship returned to the harbor (fig. S2, K to N).
Prokaryotic abundance remained essentially con-
stant during the additional month in all but one
of the experiments (M), in which a second phase
of intense growth was observed in the most
concentrated treatments (fig. S2). Although it
is unclear why this happened, we can rule out
contamination because growth occurred in all
replicates, and a pronounced decrease in DOC
was found in these samples (fig. S6). The appear-
ance of large cells in the flow cytograms, indi-
cating substantial growth of heterotrophic protists
(15) in the late stages of the more concentrated
cultures, and the fact that the prokaryotic carbon
demand inferred from the increase in abundance
and growth efficiency was much lower than the
measured decrease in DOC concentration indi-
cate that labile DOC was still being consumed
at the end of the experiments, even when no in-
crease in prokaryotic abundance was detectable
owing to enhanced prokaryotic mortality.
A corollary to the dilution hypothesis is that

bulk DOC is composed of a large diversity of in-
dividual molecules. Indeed, molecular charac-
terization by means of Fourier-transform ion
cyclotron resonance mass spectrometry (FT-
ICR-MS) (fig. S7) (13, 14) shows that marine DOC
is composed of a very large variety of small mol-
ecules (200 to 700 daltons) present in very low
concentrations and adding up to a large pool of
apparently recalcitrant DOC. We characterized
the changes caused by microbial activity on the
molecular composition of deep oceanic DOM in

two additional experiments (O and P) in un-
amended seawater and in samples in which the
concentration of in situ DOC was raised to ap-
proximately five times the original concentration.
Molecular characterization by means of FT-ICR-
MS showed a highly reproducible pattern of micro-
bial utilization among replicate-independent
incubations (fig. S8), affecting a large number of
different molecules (fig. S9). Significant utilization
(relative signal in replicate incubations signifi-
cantly lower than in the corresponding initial
samples; t test P < 0.05) was found for 2095 and
1753 different compounds in the controls and for
2846 and 936 different compounds in the 5×-
concentrated samples for experiments O and P,

respectively. Consistent differences could be ob-
served between the set of molecules used in con-
centrated versus unamended samples, resulting in
a total of 3950 different molecules consumed in
either the concentrated samples or the controls for
experiment O and 2140 in experiment P. Moreover,
the sum of the normalized signal of all the peaks
in the FT-ICR-MS fingerprint in which significant
consumption was detected in either concentrates
or controls was >70% in experiment O and >40%
in experiment P, indicating that a major fraction
of the original DOC consisted of labile compounds.
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Fig. 1. Prokaryotic abundance in experimental
treatments containing approximately 2, 5, and
10 times the in situ DOC concentration versus
controls containing unnamended seawater.
(A to E) Error bars represent the standard error of
the mean of triplicate cultures. Only the five experi-
ments carried out in the North Pacific (experiments
A to E) are represented. The results of the 14 ex-
periments are shown in fig. S2.

Fig. 2. Specific growth rates at different con-
centrations of DOC. Horizontal error bars repre-
sent the standard deviation of the mean initial DOC
concentration measured in the triplicate cultures,
and vertical error bars represent the standard de-
viation of the mean of the specific growth rates
estimated for each of the triplicate cultures. Only
the five experiments carried out in the North Pa-
cific (experiments A to E) are shown.The results of
the 14 experiments are available in figure S3.
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The dilution hypothesis provides an alternative
framework with which to explain observations of
the apparent recalcitrance of DOC and lends a
physiological meaning to the operationally de-
fined “semi-labile” and “semi-refractory” fractions
(16, 17). We hypothesize that under the dilution
hypothesis, very heterogeneous mixtures of labile
compounds appear semirefractory, whereas in-
creasingly less diverse DOM assemblages con-
taining larger concentrations of some substrates
will present higher microbial growth and DOC
turnover rates, resulting in increasing degrees of
apparent lability. The microbial generation of ap-
parently recalcitrant material (18) from labile
substrates in a process recently dubbed the “mi-
crobial carbon pump” (19) can also be explained
with the dilution hypothesis. Microbial utilization
of abundant, labile compounds results in hundreds
of different metabolites (20), which are subse-
quently consumed down to the lowest utilizable
concentration. This mechanism explains observa-
tions of relatively concentrated, labile materials
being transformed into apparently recalcitrant
matter through microbial consumption (18) but
does not necessarily imply the formation of struc-
turally recalcitrant molecules. Indeed, “recalcitrant”
DOC is not defined structurally, but operationally,
as the DOC pool remaining after long experimen-
tal incubations or as the fraction transported in
an apparently conservative manner with the
ocean circulation (1). Thus, the dilution hypothesis
severely limits the feasibility of geoengineering
efforts to enhance carbon storage in the deep
ocean (21) by using the microbial carbon pump.
FT-ICR-MS characterization of DOC from dif-

ferent oceans (13, 14, 22, 23) and also from this
study (fig. S5) shows no indication of prevalent,
intrinsically recalcitrant compounds accumulat-
ing in substantial amounts. Conversely, FT-ICR-
MS data show that oceanic DOC is a complex
mixture of minute quantities of thousands of or-
ganic molecules, which is in good agreement with
the dilution hypothesis. Mean radiocarbon ages
of deep oceanic DOC in the range of 4000 to 6000
years have been considered as evidence for its re-
calcitrant nature (24, 25). However, these are aver-
age ages of a pool containing a mixture of very
old molecules >12,000 years old but also featuring
a large proportion of contemporary materials (26).
Moreover, elevated radiocarbon ages only dem-
onstrate that these old molecules are not being
newly produced at any appreciable rate—because
that would lower their isotopic age—but does not
necessarily imply that they are structurally recal-
citrant. Furthermore, it is unlikely that natural
organic molecules can accumulate in the ocean in
substantial concentrations and remain recalcitrant
or be preserved for millennia when degradation
pathways for novel synthetic pollutants evolve soon
after these compounds are released in nature (27).
Although there might be a truly recalcitrant com-

ponent in deep oceanic DOC, our results clearly
show that the concentration of individual labile
molecules is a major factor limiting the utiliza-
tion of a substantial fraction of deep oceanic DOC.
These results provide, therefore, a robust and
parsimonious explanation for the long-term pre-

servation of labile DOC into one of the largest
reservoirs of organic carbon on Earth, opening a
new avenue in our understanding of the global
carbon cycle.
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Oxytocin-gaze positive loop and the
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Human-like modes of communication, including mutual gaze, in dogs may have been
acquired during domestication with humans. We show that gazing behavior from dogs,
but not wolves, increased urinary oxytocin concentrations in owners, which consequently
facilitated owners’ affiliation and increased oxytocin concentration in dogs. Further, nasally
administered oxytocin increased gazing behavior in dogs, which in turn increased urinary
oxytocin concentrations in owners. These findings support the existence of an interspecies
oxytocin-mediated positive loop facilitated and modulated by gazing, which may have
supported the coevolution of human-dog bonding by engaging common modes of
communicating social attachment.

D
ogs are more skillful than wolves and
chimpanzees, the closest respective rel-
atives of dogs and humans, at using human
social communicative behaviors (1). More
specifically, dogs are able to use mutual

gaze as a communication tool in the context of
needs of affiliative help from others (2). Conver-

gent evolution between humans and dogs may
have led to the acquisition of human-like com-
munication modes in dogs, possibly as a by-
product of temperament changes, such as reduced
fear and aggression (1). This idea yields interesting
implications that dogs were domesticated by
coopting social cognitive systems in humans that
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The dilution hypothesis provides an alternative
framework with which to explain observations of
the apparent recalcitrance of DOC and lends a
physiological meaning to the operationally de-
fined “semi-labile” and “semi-refractory” fractions
(16, 17). We hypothesize that under the dilution
hypothesis, very heterogeneous mixtures of labile
compounds appear semirefractory, whereas in-
creasingly less diverse DOM assemblages con-
taining larger concentrations of some substrates
will present higher microbial growth and DOC
turnover rates, resulting in increasing degrees of
apparent lability. The microbial generation of ap-
parently recalcitrant material (18) from labile
substrates in a process recently dubbed the “mi-
crobial carbon pump” (19) can also be explained
with the dilution hypothesis. Microbial utilization
of abundant, labile compounds results in hundreds
of different metabolites (20), which are subse-
quently consumed down to the lowest utilizable
concentration. This mechanism explains observa-
tions of relatively concentrated, labile materials
being transformed into apparently recalcitrant
matter through microbial consumption (18) but
does not necessarily imply the formation of struc-
turally recalcitrant molecules. Indeed, “recalcitrant”
DOC is not defined structurally, but operationally,
as the DOC pool remaining after long experimen-
tal incubations or as the fraction transported in
an apparently conservative manner with the
ocean circulation (1). Thus, the dilution hypothesis
severely limits the feasibility of geoengineering
efforts to enhance carbon storage in the deep
ocean (21) by using the microbial carbon pump.
FT-ICR-MS characterization of DOC from dif-

ferent oceans (13, 14, 22, 23) and also from this
study (fig. S5) shows no indication of prevalent,
intrinsically recalcitrant compounds accumulat-
ing in substantial amounts. Conversely, FT-ICR-
MS data show that oceanic DOC is a complex
mixture of minute quantities of thousands of or-
ganic molecules, which is in good agreement with
the dilution hypothesis. Mean radiocarbon ages
of deep oceanic DOC in the range of 4000 to 6000
years have been considered as evidence for its re-
calcitrant nature (24, 25). However, these are aver-
age ages of a pool containing a mixture of very
old molecules >12,000 years old but also featuring
a large proportion of contemporary materials (26).
Moreover, elevated radiocarbon ages only dem-
onstrate that these old molecules are not being
newly produced at any appreciable rate—because
that would lower their isotopic age—but does not
necessarily imply that they are structurally recal-
citrant. Furthermore, it is unlikely that natural
organic molecules can accumulate in the ocean in
substantial concentrations and remain recalcitrant
or be preserved for millennia when degradation
pathways for novel synthetic pollutants evolve soon
after these compounds are released in nature (27).
Although there might be a truly recalcitrant com-

ponent in deep oceanic DOC, our results clearly
show that the concentration of individual labile
molecules is a major factor limiting the utiliza-
tion of a substantial fraction of deep oceanic DOC.
These results provide, therefore, a robust and
parsimonious explanation for the long-term pre-

servation of labile DOC into one of the largest
reservoirs of organic carbon on Earth, opening a
new avenue in our understanding of the global
carbon cycle.
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Human-like modes of communication, including mutual gaze, in dogs may have been
acquired during domestication with humans. We show that gazing behavior from dogs,
but not wolves, increased urinary oxytocin concentrations in owners, which consequently
facilitated owners’ affiliation and increased oxytocin concentration in dogs. Further, nasally
administered oxytocin increased gazing behavior in dogs, which in turn increased urinary
oxytocin concentrations in owners. These findings support the existence of an interspecies
oxytocin-mediated positive loop facilitated and modulated by gazing, which may have
supported the coevolution of human-dog bonding by engaging common modes of
communicating social attachment.

D
ogs are more skillful than wolves and
chimpanzees, the closest respective rel-
atives of dogs and humans, at using human
social communicative behaviors (1). More
specifically, dogs are able to use mutual

gaze as a communication tool in the context of
needs of affiliative help from others (2). Conver-

gent evolution between humans and dogs may
have led to the acquisition of human-like com-
munication modes in dogs, possibly as a by-
product of temperament changes, such as reduced
fear and aggression (1). This idea yields interesting
implications that dogs were domesticated by
coopting social cognitive systems in humans that
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are involved in social attachment. The devel-
opment of human-unique social cognitive modes
may depend on specific temperament and social
affiliation changes and may have consequently
evolved differently from those of chimpanzees
and bonobos (3). Thus, although humans and
dogs exist on different branches of the evolu-
tionary tree, both may have independently ac-
quired tolerance of one another because of
alterations in neural systems that mediate af-
filiation (1). These alterations may be related
to paedomorphic characteristics in dogs, which
enabled them to retain a degree of social flexi-
bility and tolerance similar to that of humans
(4, 5); therefore, it is plausible that a specific af-
filiative relationship developed between humans
and dogs despite interspecies differences. This
common social relationship change may have
enabled cohabitation between humans and dogs
and the eventual development of human-like
modes of social communication in dogs.
Gaze plays an important role in human com-

munication. Gaze not only facilitates the under-
standing of another’s intention but also the
establishment of affiliative relationships with
others. In humans, “mutual gaze” is the most
fundamental manifestation of social attachment
between a mother and infant (6), and maternal
oxytocin is positively associated with the dura-
tion of mother-to-infant gaze (7). Oxytocin plays
a primary role in regulating social bonding be-
tween mother and infants and between sexual
partners in monogamous species (8, 9). More-
over, activation of the oxytocin system enhances
social reward (10) and inhibits stress-induced
activity of the hypothalamic-pituitary-adrenal
axis (11). It has therefore been suggested that
these functions may facilitate dyadic interaction,
such as an oxytocin-mediated positive loop of
attachment and maternal behaviors between
mother and infant (12, 13): Maternal nurturing
activates the oxytocinergic system in the infant,
thus enhancing attachment; this attachment then
stimulates oxytocinergic activity in the mother,
which facilitates further maternal behavior (9).
Because the establishment of such an oxytocin-
mediated positive loop requires the sharing of
social cues and recognition of a particular part-
ner, the study of oxytocin-mediated bonding has
been restricted to intraspecies relationships.
The human-dog relationship is exceptional

because it is an interspecies form of attachment.
Dogs can discriminate individual humans (14, 15).
Furthermore, dogs show distinctly different be-
havior toward caregivers as compared with hand-
raised wolves (14), and interaction with dogs
confers a social buffering effect to humans. Like-
wise, dogs also receive more social buffering
effects from interacting with humans than from
conspecifics (16). Tactile interaction between
humans and dogs increases peripheral oxytocin
concentrations in both humans and dogs (17, 18).

Further, social interaction initiated by a dog’s gaze
increases urinary oxytocin in the owner, whereas
obstruction of the dog’s gaze inhibits this increase
(19). These results demonstrate that the acquisi-
tion of human-like social communication improves
the quality of human-dog affiliative interactions,
leading to the establishment of a human-dog
bond that is similar to a mother-infant relation-
ship. We hypothesized that an oxytocin-mediated
positive loop, which originated in the intraspe-
cies exchange of social affiliation cues, acts on
both humans and dogs, is coevolved in humans
and dogs, and facilitates human-dog bonding.
However, it is not known whether an oxytocin-
mediated positive loop exists between humans
and dogs as has been postulated between mother
and infants, andwhether this positive loop emerged
during domestication.
We tested the hypothesis that an oxytocin-

mediated positive loop exists between humans
and dogs that is mediated by gaze. First, we
examined whether a dog’s gazing behavior af-
fected urinary oxytocin concentrations in dogs
and owners during a 30-min interaction. We
also conducted the same experiment using hand-
raised wolves, in order to determine whether this
positive loop has been acquired by coevolution
with humans. Second, we determined whether
manipulating oxytocin in dogs through intra-
nasal administration would enhance their gazing
behavior toward their owners and whether this
gazing behavior affected oxytocin concentrations
in owners.
In experiment 1, urine was collected from the

dogs and owners right before and 30 min after
the interaction, and the duration of the follow-

ing behaviors was measured during the interac-
tion: “dog’s gaze at owner (dog-to-owner gaze),”
“owner’s talking to dog (dog-talking),” and “own-
er’s touching of dog (dog-touching).” Dog owners
were assigned to one of two groups: long gaze
or short gaze (fig. S1). Wolves were tested with
the same procedure and were compared with
the two dog groups. Dogs in the long-gaze group
gazed most at their owners among the three
groups. In contrast, wolves rarely showed mutual
gazing to their owners (Fig. 1A and fig. S2). After
a 30-min interaction, only owners in the long-
gaze group showed a significant increase in
urinary oxytocin concentrations and the highest
change ratio of oxytocin (Fig. 1, B and C). The
oxytocin change ratio in owners correlated sig-
nificantly with that of dogs, the duration of dog-
to-owner gaze, and dog-touching. Moreover, the
duration of the dog-to-owner gaze correlated
with dog-talking and dog-touching (table S2A);
however, through multiple linear regression anal-
ysis, we found that only the duration of dog-to-
owner gaze significantly explained the oxytocin
change ratio in owners. The duration of dog-
touching showed a trend toward explaining
oxytocin concentrations in owners (Table 1A).
Similarly, a significantly higher oxytocin change
ratio was observed in the dogs of the long-gaze
group than in those of the short-gaze group
(Fig. 1, D and E). The duration of dog-to-owner
gaze also significantly explained the oxytocin
change ratio in dogs, and the duration of dog-
touching showed a trend toward explaining
oxytocin concentrations in dogs by multiple lin-
ear regression analysis (Table 1A). In wolves, in
contrast, the duration of wolf-to-owner gaze did
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Fig. 1. Comparisons of behavior and uri-
nary oxytocin change among long gaze
dogs (LG, n = 21, black bars and circles),
short gaze dogs (SG, n = 9, white bars
and circles), and wolves (wolf, n = 11, gray bars and square). (A) Behavior during the first 5-min
interaction. (B) and (D) Changes of urinary oxytocin concentrations after a 30-min interaction.
Urinary oxytocin concentrations in owners (B) and dogs or wolves (D) collected before and after a
30-min interaction are shown. (C) and (E) Comparisons of the change ratio of urinary oxytocin
among LG, SG, and wolf for owners (C) and dogs or wolves (E). The results of (A), (B), and (D) are
expressed as mean T SE. (C) and (E) reflect median T quartile. ***P < 0.001, **P < 0.01, *P < 0.05.
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not correlate with the oxytocin change ratio in
either owners or wolves, and wolf-to-owner gaze
did not explain the oxytocin change ratio in
owners and wolves (tables S2B and S3). These
results suggest that wolves do not use mutual
gaze as a form of social communication with
humans, which might be expected because wolves
tend to use eye contact as a threat among con-
specifics (20) and avoid human eye contact (21).
Thus, dog-to-owner gaze as a form of social com-
munications probably evolved during domesti-
cation and triggers oxytocin release in the owner,
facilitating mutual interaction and affiliative
communication and consequently activation of
oxytocin systems in both humans and dogs in a
positive loop.
In experiment 2, we evaluated the direct evi-

dence of whether oxytocin administration en-
hanced dog gazing behavior and the subsequent
increase in urinary oxytocin concentration in
owners. This experiment involved 27 volunteers
and their dogs, and participants unfamiliar to
the dogs. A solution containing oxytocin or saline
was administered to the dog and the dog then
entered the experimental room, where the owner
and two unfamiliar people were seated (fig. S4).
Human behavior toward dogs was restricted to
prevent the influence of extraneous stimuli on dog
behavior and/or urinary oxytocin concentration.
They were forbidden to talk to each other or to

touch the dog voluntarily. Urine samples from
the owner and the dog were collected before and
after the interaction and were later compared.
The total amount of time that the dog gazed at,
touched, and was close to the owner and the
unfamiliar participants was also measured.
Oxytocin administration to dogs significantly

increased the duration that the dog gazed at the
owner in female dogs but not male dogs (Fig.
2A). Further, urinary oxytocin concentration sig-
nificantly increased in the owners of female dogs
that received oxytocin versus saline, even though
oxytocin was not administered to the owners (Fig.
2D). No significant effect of oxytocin administra-
tion was observed in the other measured dog
behaviors (Fig. 2, B and C). Furthermore, multi-
ple linear regression analysis revealed that the

duration of gazing behavior significantly ex-
plained the oxytocin change ratio in owners
(Table 1B). Thus, oxytocin administration en-
hances the gazing behavior of female dogs, which
stimulates oxytocin secretion in their owners.
Conversely, when interaction from humans was
limited, no significant difference in urinary oxy-
tocin concentrations in dogs was observed after
the interaction in either the oxytocin or the
saline conditions, and no significant oxytocin
change ratio was found in dogs (Fig. 2, F and
G). These results thus suggest that, although
oxytocin administration may enhance dog gazing
behavior and lead to an oxytocin increase in
owners, limited owner-to-dog interaction may
prevent the increased oxytocin secretion in dogs
by breaking the oxytocin-mediated positive loop.
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Table 1. Results of multiple linear regression
analysis of oxytocin change ratio and behav-
ioral variables in owners and dogs. *P < 0.05,
†P < 0.1; R, multiple correlation coefficient;
**, P < 0.01 .

(A) Experiment 1

Oxytocin change ratio

Owners Dogs

Owner talking
to dog

–0.107 –0.264

Owner
touching dog

0.321† 0.335†

Dog-to-owner gaze 0.458* 0.388*
R 0.619 0.575
Adjusted R2 0.306 0.247
P 0.008 0.020

(B) Experiment 2

Oxytocin change ratio

Owners Dogs

Dog’s sex 0.090 0.138
Oxytocin
administration

0.202 0.234

Dog-to-owner gaze 0.458** 0.030
Dog touching owner –0.040 –0.054
Proximity to owner 0.048 –0.023
R 0.574 0.275
Adjusted R2 0.248 –0.046
P 0.005 0.686
Sex: Female = 1, male = 0; oxytocin administration:
oxytocin = 1, saline = 0.



Interestingly, oxytocin administration only
increased mutual gaze duration in female dogs,
whereas sex differences were not observed in
experiment 1, which did not include unfamiliar
individuals. Sex differences in the effects of in-
tranasal oxytocin have been reported in humans
as well (22), and it is possible that females are
more sensitive to the affiliative effects of oxytocin
or that exogenous oxytocin may also be activat-
ing the vasopressin receptor system preferentially
in males. Oxytocin and the structurally related
vasopressin affect social bonding and aggression
in sexually dimorphic manners in monogamous
voles (8, 9), and oxytocin possibly increases ag-
gression (23, 24). Therefore, the results of experi-
ment 2 may indicate that male dogs were attending
to both their owners and to unfamiliar people
as a form of vigilance. The current study, despite
its small sample size, implies a complicated role
for oxytocin in social roles and contexts in dogs.
In human infants, mutual gaze represents

healthy attachment behavior (25). Human func-
tional magnetic resonance imaging studies show
that the presentation of human and canine fam-
ily members’ faces activated the anterior cin-
gulate cortex, a region strongly acted upon by
oxytocin systems (26). Urinary oxytocin varia-
tion in dog owners is highly correlated with the
frequency of behavioral exchanges initiated by
the dogs’ gaze (19). These results suggest that
humans may feel affection for their companion
dogs similar to that felt toward human family
members and that dog-associated visual stimuli,
such as eye-gaze contact, from their dogs activate
oxytocin systems. Thus, during dog domestica-
tion, neural systems implementing gaze communi-
cations evolved that activate the humans’ oxytocin
attachment system, as did gaze-mediated oxyto-
cin release, resulting in an interspecies oxytocin-
mediated positive loop to facilitate human-dog
bonding. This system is not present in the closest
living relative of the domesticated dog.
In the present study, urinary oxytocin concen-

trations in owners and dogs were affected by the
dog’s gaze and the duration of dog-touching. In
contrast, mutual gaze between hand-raised wolves
and their owners was not detected, nor was there
an increase of urinary oxytocin in either wolves or
their owners after a 30-min experimental interac-
tion (experiment 1). Moreover, the nasal adminis-
tration of oxytocin increased the total amount of
time that female dogs gazed at their owners and,
in turn, urinary oxytocin concentrations in owners
(experiment 2). We examined the association be-
tween our results and early-life experience with
humans in dogs and wolves in order to test the
possibility that our results were due to differences
in early-life experience with humans. The results
did not indicate a significant association between
the animals’ early-life experiences with humans
and the findings of the current study (see the
supplementary methods). Moreover, there were
no significant differences between dogs in the
long-gaze group and wolves in either the duration
of dog/wolf-touching and dog/wolf-talking, sug-
gesting that the shorter gaze of the wolves was
not due to an unstable relationship. These re-

sults support the existence of a self-perpetuating
oxytocin-mediated positive loop in human-dog
relationships that is similar to that of human
mother-infant relations. Human-dog interaction
by dogs’ human-like gazing behavior brought on
social rewarding effects due to oxytocin release
in both humans and dogs and followed the
deepening of mutual relationships, which led to
interspecies bonding.
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PLANT ECOLOGY

Anthropogenic environmental
changes affect ecosystem
stability via biodiversity
Yann Hautier,1,2,3* David Tilman,2,4 Forest Isbell,2 Eric W. Seabloom,2

Elizabeth T. Borer,2 Peter B. Reich5,6

Human-driven environmental changes may simultaneously affect the biodiversity, productivity,
and stability of Earth’s ecosystems, but there is no consensus on the causal relationships
linking these variables. Data from 12 multiyear experiments that manipulate important
anthropogenic drivers, including plant diversity, nitrogen, carbon dioxide, fire, herbivory, and
water, show that each driver influences ecosystem productivity. However, the stability of
ecosystem productivity is only changed by those drivers that alter biodiversity, with a given
decrease in plant species numbers leading to a quantitatively similar decrease in ecosystem
stability regardless of which driver caused the biodiversity loss. These results suggest
that changes in biodiversity caused by drivers of environmental change may be a major factor
determining how global environmental changes affect ecosystem stability.

H
uman domination of Earth’s ecosystems,
especially conversion of about half of the
Earth’s ice-free terrestrial ecosystems into
cropland and pasture, is simplifying eco-
systems via the local loss of biodiversity

(1, 2). Other major global anthropogenic changes
include nutrient eutrophication, fire suppression

and elevated fire frequencies, predator decima-
tion, climate warming, and drought, which likely
affect many aspects of ecosystem functioning,
especially ecosystem productivity, stability, and
biodiversity (1, 3–7). However, to date there has
been little evidence showing whether or how these
three ecosystem responses may be mechanistically
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linked. Rather, at present each anthropogenic driv-
er of environmental change has been consid-
ered to have its own idiosyncratic syndrome of
impacts on ecosystem productivity, stability, and
biodiversity (1, 5–10).
This perspective was recently called into ques-

tion by a study showing that the initial impacts
of nutrient addition on grassland productivity
were reduced through time in proportion to the
extent to which nutrient addition led to the loss
of plant diversity (11). In essence, that study sug-
gested that the positive dependence of produc-
tivity on plant diversity (12–17), in combination
with the negative effect of eutrophication on diver-
sity (8, 18), caused the initial increase in produc-
tivity with nitrogen enrichment to diminish over
time due to the loss of plant diversity caused by
chronic nitrogen fertilization (11). This suggests the
hypothesis that other drivers of global environ-
mental change may have biodiversity-mediated
effects on ecosystem functioning (19)—that changes
in biodiversity resulting from anthropogenic driv-
ers may be an intermediate cause of subsequent
changes in ecosystem functioning. Here we test
this hypothesis. Numerous biodiversity experiments
have shown that reduced plant diversity leads to
decreased temporal stability of productivity because
of reductions in compensatory dynamics or in as-
ynchronous responses to environmental fluctua-
tions (12, 16, 20, 21). Here, our test determines
how experimental manipulations of nitrogen (N),
carbon dioxide (CO2), fire, herbivory, and water
affect biodiversity and productivity; and if changes
in ecosystem stability associated with each envi-
ronmental driver have the same dependence on
biodiversity as observed in biodiversity experi-
ments, or if each driver has an individualistic
impact on stability (5, 6).
We perform this particular test because, where-

as effects of anthropogenic drivers on biodiversity
and productivity have been widely investigated
(5, 6, 11), their long-term impacts on the temporal
stability of productivity have received less at-
tention, and the few published studies examining
a single driver report mixed results (7, 9, 10, 22–25).
A commonly used measure of stability among
many proposed in the ecological literature
(26, 27) defines the temporal stability of produc-
tivity (S) as the ratio of the temporal mean of pro-
ductivity to its temporal variability as measured
by its standard deviation (SD) (28). This measure
of stability is the inverse of the coefficient of
variation. Under this definition, a driver could
increase stability by increasing the mean produc-
tivity relative to the SD, by decreasing the SD
relative to the mean productivity, or both. Drivers
that increase the SD may also increase stability if

there is a correspondingly larger proportional in-
crease in mean productivity (or vice versa) (7, 20, 29).
Importantly, given that the temporal mean and
SD of productivity can depend on biodiversity
(7, 21, 29), drivers might influence stability through
their long-term effects on biodiversity. The simul-
taneous impacts of various drivers on ecosystem
biodiversity, productivity, and stability have not
previously been explored, thus limiting our cur-
rent understanding.
Here, we determine if ecologically or societally

relevant magnitudes of change in six important
anthropogenic drivers influence the stability of
ecosystem productivity and whether changes in
stability correspond with changes in biodiver-
sity. In particular, we test the hypothesis that
changes in biodiversity, regardless of the causal
factor, consistently affect the stability of ecosys-
tem productivity.
We used data from 12 experiments that ma-

nipulated one or more anthropogenic drivers over
a period of 4 to 28 years (table S1). We examine
both long-term stability (temporal stability deter-
mined using all 4 to 28 years of data collected on
aboveground biomass in each experiment) and
short-term stability (the temporal stability of each
3-year period of each experiment) and the de-
pendence of these metrics of stability on the con-
current measures of plant species numbers.
We begin by evaluating the extent to which

changes in grassland plant diversity, whether
experimentally manipulated or in response to
other anthropogenic drivers, including N, CO2,

fire, herbivory, and water, predict changes in the
long-term temporal stability of productivity. Our
analyses control for what otherwise might be po-
tentially confounding variables by including only
experiments at the Cedar Creek Ecosystem Science
Reserve on well-drained sandy soils of east-central
Minnesota, USA, that used perennial grassland
ecosystems of similar plant species compositions
(5). We determined long-term temporal stability,
S, as m/s, where m is the average productivity of a
plot across all years and s is the temporal stan-
dard deviation in the productivity of that plot
across all years. We calculated long-term stability
responses as the natural logarithm of the ratio
(log response ratio or lrr) of the long-term sta-
bility within each treatment plot divided by the
average long-term stability in the reference plots
(lrr.S). Similarly, we calculated the associated plant
species richness responses as the natural loga-
rithm of the ratio of the average richness across
all years within each treatment plot divided by
the average richness across all years in the refer-
ence plots (lrr.rich). Log response ratios quantify
the proportional change in treatment plots relative
to reference plots. Because lrr.S is the difference
between the log response ratio of the temporal
mean (lrr.mean) and the log response ratio of the
temporal standard deviation (lrr.SD), it separates
the effects of anthropogenic drivers on stability
into their simultaneous effects on the mean and
variance of productivity.
Reference plots were unmanipulated or other-

wise had more historically typical conditions, such
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Fig. 1. Human-driven
environmental changes
affect ecosystem stabil-
ity via biodiversity. Effect
of anthropogenic drivers of
environmental change on
the stability of productivity,
as mediated by experimen-
tally imposed changes in
biodiversity [red line; slope
and 95% confidence inter-
vals (CIs): 0.14 (0.08 to
0.20)], or from biodiversity
changes arising from
anthropogenic drivers
including N, CO2, water, fire,
and herbivory [black and
other colored lines; slopes
and 95% CIs: 0.22 (0.15 to
0.31)]. Black and red lines
are based on separate fits;
their similar slopes show
that changes in biodiversity
caused by anthropogenic
drivers have effects on sta-
bility similar to those
resulting from experimen-
tally imposed changes in
plant biodiversity (F1,561 =
3.29, P = 0.07). Relative changes were calculated as the natural logarithm of the ratio (lrr) of the variable
within each treatment plot divided by the average of the variable in the reference plots. Black line is the
fixed-effect linear regression slope across all anthropogenic drivers in the mixed-effects model; colored
lines show trends for each driver. Colors for the points correspond to treatments in Fig. 2.
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as high diversity or ambient N, CO2, herbivory,
and water conditions or presettlement fire condi-
tions. In particular, we compared biodiversity from
plots planted with one, two, and four species to
reference plots planted with 16 species, a level
representative of a high-diversity (16.3 species
m−2) natural grassland community in this area
(5). N additions of 270, 170, 95, 54, 34, 20, and
10 kg ha−1 were compared to plots receiving no
N, and addition of CO2 and water, fire suppression,
and herbivore exclusion were compared to grass-
land plots with ambient or presettlement condi-
tions. These treatments (except 270, 170, and
95 kg N ha−1 and perhaps the monocultures of
biodiversity experiments) also fall within the ranges
occurring in natural grassland ecosystems of this
region (5).
We found that changes in plant diversity in

response to anthropogenic drivers, including N,
CO2, fire, herbivory, and water, were positively as-
sociated with changes in temporal stability of
productivity (black line in Fig. 1; Fig. 2, C and D).
This positive association was independent of the
nature of the driver, resulting in parallel relation-
ships (all colored lines except red in Fig. 1; table
S2). This suggests that biodiversity-mediated ef-
fects on stability are independent of the factor
driving changes in biodiversity. Moreover, the

positive association between changes in plant
diversity and changes in stability in response to
anthropogenic drivers was similar to that ob-
served in two neighboring experiments that
directly manipulated plant diversity (compare
the black and red lines in Fig. 1) (21). Thus, changes
in biodiversity resulting from anthropogenic en-
vironmental changes have similar effects on sta-
bility as observed in biodiversity experiments,
suggesting that changes in biodiversity may be
an intermediary factor influencing how anthro-
pogenic environmental changes affect ecosystem
stability. For example, whether a 30% change in
plant diversity (lrr.rich = –0.357) resulted from
elevated N, CO2, or water or from herbivore ex-
clusion, fire suppression, or direct manipulation
of plant diversity, stability tended to decrease in
parallel by 8% (lrr.S = –0.082). This conclusion
is supported by analyses showing that there was
no remaining effect of anthropogenic drivers on
changes in stability after biodiversity-mediated
effects were taken into account (table S3) and that
changes in stability based on biodiversity manip-
ulations predict changes in stability in response to
anthropogenic drivers (fig. S1).
We next evaluated the extent to which changes

in temporal stability of productivity in response
to anthropogenic drivers were caused by chang-

ing the temporal mean of productivity or the
temporal variance of productivity. We found that
when a driver of environmental change caused
mean productivity to change, it did not consist-
ently lead to higher or lower stability of produc-
tivity (Fig. 2 and table S4). For example, decreases
in biodiversity from 16 species to one, two, and
four species decreased both the temporal mean
and stability of productivity (Fig. 2, A and C).
By contrast, addition of N, CO2, and water; fire
suppression; and herbivore exclusion generally
increased the temporal mean of productivity, al-
though not always significantly (Fig. 2A), but
either increased (N addition of 10 kg ha−1, fire
suppression, and water addition), reduced (N
addition of 270, 170, 95, and 54 kg ha−1), or had
no detectable effects (N addition of 34 and 20 kg
ha−1, addition of CO2, and herbivore exclusion)
on stability (Fig. 2C). These differing effects on
stability (Fig. 2C) were due to differences in the
direction and magnitude of drivers’ impact on
mean productivity (Fig. 2A) compared to their
variance (Fig. 2B). For example, experimental de-
creases in biodiversity caused a larger decrease
in mean productivity than in its variance, result-
ing in decreased stability; whereas N addition of
10 kg ha−1, fire suppression, and water addition
each caused a larger increase in mean productivity
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Fig. 2. Simultaneous effect of human-driven environmental changes on ecosystem productivity, stability, and biodiversity. Effect of anthropogenic
drivers of environmental change on relative changes in the (A) mean, (B) standard deviation (SD), (C) stability of ecosystem productivity, and (D) plant diversity.
Treatment effects are shown with their 95% CI such that treatments with intervals overlapping zero are not significantly different from zero (table S4).
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than in its variance, resulting in increased stability.
By contrast, N addition of 270, 170, 95, and 54 kg
ha−1 caused a larger increase in the variance
than the mean, resulting in reduced stability. We
do not expect the direction and magnitude of
changes in the numerator or denominator of the
stability ratio to be universal. For example, in other
biodiversity experiments, decreases in biodiversity
caused a larger decrease in the variance of pro-
ductivity than the mean (29). Our results, how-
ever, do indicate that drivers consistently reduce
stability when they reduce biodiversity.
Together, these results suggest that changes in

biodiversity, whether experimentally manipulated
or in response to other anthropogenic drivers,
caused consistent changes in ecosystem stability
of productivity (Figs. 1 and 2, C and D) not be-
cause of consistent effects of a driver or biodiver-
sity on either the temporal mean of productivity
or on its temporal variance (Fig. 2, A and B) but
rather because of consistent effects on their ratio,
which is stability (Figs. 1 and 2, C and D). The
repeatedly observed quantitative effects of changes
in biodiversity on ecosystem stability in this study
are consistent with predictions of ecosystem sta-
bility by models of interactions among species that
coexist because of interspecific trade-offs (30).
They are also consistent with results of numer-
ous biodiversity experiments (29).
We found no evidence that biodiversity-mediated

effects on stability were caused by similar shifts in
the abundances of functional groups or species (fig.
S2). For example, although diversity and stability
declined, native perennial C4 grasses increased un-
der herbivory exclusion (e.g., Sorghastrum nutans)
and declined under high levels of chronic nitro-
gen enrichment (e.g., Schizachyrium scoparium),
while non-native perennial C3 grasses declined
under herbivory exclusion (e.g., Koeleria cristata)
and increased under high levels of chronic ni-
trogen enrichment (e.g., Agropyron repens). Thus,
various drivers led to similar changes in stability

by causing changes in biodiversity, even though
the various drivers had different effects on func-
tional groups and particular species.
We also assessed whether the diversity and

stability responses were consistent through time
by dividing the 4 to 28 years of annual data into
overlapping intervals of three consecutive years
and calculating short-term stability and average
species richness for each interval. This allows us
to account for the effects of the different duration
of the experiments (31). Effects of anthropogenic
drivers on diversity and short-term stability were
consistent through time. Specifically, diversity and
stability had a weak tendency to decrease in unison
with increasing treatment duration independently
of the nature of the driver, resulting in parallel
negative relationships (Fig. 3). These results fur-
ther suggest that the decrease in stability over
time was associated with declining plant diversity
in response to anthropogenic drivers.
In total, we found that the loss of plant di-

versity was associated with decreased stability
not only in experiments that manipulate diver-
sity (20, 21) but also when biodiversity changed in
response to other anthropogenic drivers. In com-
bination with recent demonstrations that bio-
diversity is a major determinant of productivity
(5, 6, 11), these findings suggest that any drivers
of environmental change that affect biodiversity
are likely to have long-term ecosystem impacts
that result from these changes in biodiversity (19).
Furthermore, biodiversity-mediated effects on sta-
bility did not qualitatively depend either on the
particular factor that caused the change in bio-
diversity or on shifts in the abundance of partic-
ular functional groups or species. Altogether, our
multiyear experiments suggest that there may
be a universal impact of biodiversity change on
ecosystem stability in response to anthropogenic
environmental changes, with decreased plant spe-
cies numbers leading to lower ecosystem stability
regardless of the cause of biodiversity loss. Our

work suggests that conservation policies should
encourage management procedures that restore
or maintain natural levels of biodiversity or mini-
mize the negative impacts of anthropogenic global
environmental changes on biodiversity loss to en-
sure the stable provision of ecosystem services.

REFERENCES AND NOTES

1. P. M. Vitousek, H. A. Mooney, J. Lubchenco, J. M. Melillo,
Science 277, 494–499 (1997).

2. S. L. Pimm, G. J. Russell, J. L. Gittleman, T. M. Brooks, Science
269, 347–350 (1995).

3. A. D. Barnosky et al., Nature 471, 51–57 (2011).
4. J. Rockström et al., Nature 461, 472–475 (2009).
5. D. Tilman, P. B. Reich, F. Isbell, Proc. Natl. Acad. Sci. U.S.A.

109, 10394–10397 (2012).
6. D. U. Hooper et al., Nature 486, 105–108 (2012).
7. Y. Hautier et al., Nature 508, 521–525 (2014).
8. C. J. Stevens, N. B. Dise, J. O. Mountford, D. J. Gowing, Science

303, 1876–1879 (2004).
9. Z. L. Yang, J. van Ruijven, G. Z. Du, Plant Soil 345, 315–324

(2011).
10. S. L. Collins, L. B. Calabrese, J. Veg. Sci. 23, 563–575 (2012).
11. F. Isbell et al., Proc. Natl. Acad. Sci. U.S.A. 110, 11911–11916

(2013).
12. B. J. Cardinale et al., Nature 489, 326–326 (2012).
13. A. Hector, R. Bagchi, Nature 448, 188–190 (2007).
14. A. Hector et al., Science 286, 1123–1127 (1999).
15. F. Isbell et al., Nature 477, 199–202 (2011).
16. F. I. Isbell, H. W. Polley, B. J. Wilsey, Ecol. Lett. 12, 443–451

(2009).
17. D. Tilman et al., Science 277, 1300–1302 (1997).
18. Y. Hautier, P. A. Niklaus, A. Hector, Science 324, 636–638

(2009).
19. M. D. Smith, A. K. Knapp, S. L. Collins, Ecology 90,

3279–3289 (2009).
20. A. Hector et al., Ecology 91, 2213–2220 (2010).
21. D. Tilman, P. B. Reich, J. M. H. Knops, Nature 441, 629–632 (2006).
22. H. Yang et al., Ecol. Lett. 15, 619–626 (2012).
23. J. Lepš, Oikos 107, 64–71 (2004).
24. E. Grman, J. A. Lau, D. R. Schoolmaster Jr., K. L. Gross,

Ecol. Lett. 13, 1400–1410 (2010).
25. A. S. MacDougall, K. S. McCann, G. Gellner, R. Turkington,

Nature 494, 86–89 (2013).
26. S. L. Pimm, Nature 307, 321–326(1984).
27. A. R. Ives, S. R. Carpenter, Science 317, 58–62 (2007).
28. D. Tilman, Ecology 80, 1455–1474 (1999).
29. K. Gross et al., Am. Nat. 183, 1–12 (2014).
30. C. L. Lehman, D. Tilman, Am. Nat. 156, 534–552 (2000).
31. Materials and methods are available as supplementary

materials on Science Online.

SCIENCE sciencemag.org 17 APRIL 2015 • VOL 348 ISSUE 6232 339

Fig. 3. Temporal trends
in effect sizes of eco-
system stability and
biodiversity responses
to anthropogenic drivers
of environmental change.
Effects of anthropogenic
drivers on (A) stability
(F13,220 = 30.6, P < 0.001)
and (B) diversity
(F10,154 = 103.3, P < 0.001)
were consistent through
time (Drivers × Time: P >
0.1 in both cases). Stability
(F1,154 = 86.5, P < 0.001)
and diversity (F1,220 = 24.8,
P < 0.001) had a weak
tendency to decrease with
increasing treatment
duration. Data were
divided into overlapping
intervals of 3 years
reported as posttreatment period after initiation of the experiment (31), with diversity and stability determined for each interval. Colors for the points and
lines correspond to treatments in Fig. 2.
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STEM CELLS

Asymmetric apportioning of aged
mitochondria between daughter
cells is required for stemness
Pekka Katajisto,1,2,3,4*† Julia Döhla,4 Christine L. Chaffer,1 Nalle Pentinmikko,4

Nemanja Marjanovic,1,2 Sharif Iqbal,4 Roberto Zoncu,1,2,3 Walter Chen,1,2,3

Robert A. Weinberg,1,2 David M. Sabatini1,2,3,5,6*

By dividing asymmetrically, stem cells can generate two daughter cells with distinct
fates. However, evidence is limited in mammalian systems for the selective apportioning
of subcellular contents between daughters. We followed the fates of old and young
organelles during the division of human mammary stemlike cells and found that such
cells apportion aged mitochondria asymmetrically between daughter cells. Daughter
cells that received fewer old mitochondria maintained stem cell traits. Inhibition of
mitochondrial fission disrupted both the age-dependent subcellular localization and
segregation of mitochondria and caused loss of stem cell properties in the progeny cells.
Hence, mechanisms exist for mammalian stemlike cells to asymmetrically sort aged and
young mitochondria, and these are important for maintaining stemness properties.

S
tem cells can divide asymmetrically to gen-
erate a new stem cell and a progenitor cell
that gives rise to the differentiated cells
of a tissue. During organismal aging, it is
likely that stem cells sustain cumulative

damage, which may lead to stem cell exhaustion
and eventually compromise tissue function (1).
To slow the accumulation of such damage, stem
cells might segregate damaged subcellular com-
ponents away from the daughter cell destined to
become a new stem cell. Although nonmamma-
lian organisms can apportion certain non-nuclear
cellular compartments (2–4) and oxidatively dam-
aged proteins (5, 6) asymmetrically during cell
division, it is unclear whether mammalian stem
cells can do so as well (6–9).
We used stemlike cells (SLCs) recently iden-

tified in cultures of immortalized human mam-

mary epithelial cells (10) to investigate whether
mammalian stem cells can differentially ap-
portion aged, potentially damaged, subcellular
components, such as organelles between daugh-
ter cells. These SLCs express genes associated
with stemness, form mammospheres, and, af-
ter transformation, can initiate tumors in vivo
(10, 11). Moreover, because of their round mor-
phology, the SLCs can be distinguished by
visual inspection from the flat, tightly ad-
herent, nonstemlike mammary epithelial cells
with which they coexist in monolayer cultures
(Fig. 1B).
To monitor the fate of aged subcellular com-

ponents, we expressed photoactivatable green
fluorescent protein (paGFP) (12) in lysosomes,
mitochondria, the Golgi apparatus, ribosomes,
and chromatin by fusing the fluorescent protein
to the appropriate targeting signals or proteins
(table S1). paGFP fluoresces only after exposure
to a pulse of ultraviolet (UV) light (12), allow-
ing us to label each component in a temporally
controlled manner (Fig. 1A). Because synthesis
of paGFP continues after the light pulse, cells
subsequently accumulate unlabeled “young” com-
ponents in addition to the labeled “old” compo-
nents; these can be either segregated in distinct
subcellular compartments or commingled with-
in individual cells.

We followed the behavior of labeled compo-
nents in single round SLCs or flat epithelial cells
and focused on cell divisions that occurred 10
to 20 hours after paGFP photoactivation (Fig.
1B). The epithelial cells symmetrically appor-
tioned all cellular components analyzed (Fig.
1B). In contrast, the round SLCs apportioned
~5.6 times as much (P < 0.001, t test) of ≥10-hour-
old mitochondrial outer membrane protein 25
(paGFP-Omp25) to one daughter cell as to the
other (Fig. 1B). Similarly, labeled markers for all
other organelles examined were apportioned sym-
metrically. We designated the daughter cell that
inherited more aged Omp25 from the mother cell
as Progeny1 (P1) and the other as Progeny2 (P2).
To determine whether the same cells that asym-

metrically apportion the mitochondrial membrane
protein also allocate other membrane compart-
ments asymmetrically, we labeled SLCs with
the lipophilic dye PKH26 before photoactivation
of paGFP-Omp25. PKH26 initially labels the plas-
ma membrane and is gradually endocytosed
to form distinct cytoplasmic puncta, and it is
relatively symmetrically apportioned during di-
vision of hematopoietic cells (13). SLCs appor-
tioned old mitochondria asymmetrically, but the
same cells apportioned PKH26 symmetrically
(Fig. 1C and movie S1). In contrast, the epithelial
cells apportioned both paGFP-Omp25 and PKH26
symmetrically (Fig. 1C and movie S2), similarly
to mouse embryonic fibroblasts (not shown).
To verify that SLCs indeed apportion mitochon-

dria according to the age of the organelle, we
analyzed the apportioning of paGFP-Omp25
in cell divisions that occurred at random times
after the initial photoactivation. We assumed
that the age of Omp25 molecules reflected the
age of the mitochondria with which they were
associated. Cells that divided 0 to 10 hours after
photoactivation showed symmetric apportion-
ing of paGFP-Omp25 (Fig. 1D). However, cells
that divided more than 10 hours after photoac-
tivation, and thus carried fluorescent marks only
on organelles that were at least 10 hours old,
apportioned their labeled mitochondria asym-
metrically (Fig. 1D).
To follow the apportioning of two different age

classes of mitochondria, we tagged mitochondria
with mitochondrial proteins fused to a Snap-tag
(14). Snap-tag is a derivatized DNA repair enzyme,
O6-alkylguanine-DNA alkyltransferase, which can
covalently link various fluorophores to the tagged
fusion protein in live cells. We used two Snap-tag
substrates with two different fluorophores (red
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and green) sequentially to separately label young
and old organelles (Fig. 2A). Snap-tags are ren-
dered inactive by the labeling reaction; this ensures
that the two colors will mark chronologically dis-
tinct populations and, in contrast to previously
used strategies (15), allows precise timing of la-
beling. Moreover, Snap-tags allow uniform labeling
throughout the entire cell and the simultaneous
labeling of multiple cells and avoid the risk of
phototoxic artifacts associated with paGFP (16).
We analyzed divisions of SLCs expressing Snap-

Omp25 and carrying red and green fluorophores
on what we refer to as old and young mitochon-
dria, labeled 48 to 58 and 0 to 10 hours before
division, respectively (Fig. 2B and movie S3). After
cell division, the old label from the mother cell
was divided more asymmetrically between daugh-
ter cells than the young label (old: P1 89% versus
P2 11% of the mother cell intensity, P = 0.004;
young: 67% versus 33%, P = 0.04, n = 5) (Fig. 2, B
and C, and fig. S1). This age-specific apportioning
reduced the relative portion of old mitochondria
in P2 to about one-fifth of those in the mother
cell and one-sixth of those in the P1 daughter
(fig. S2A). However, cells that inherited fewer
old mitochondria contained similar total amounts
of mitochondria (fig. S3), suggesting that un-
labeled new mitochondria generated after the
“young labeling” were differentially distributed
to balance the overall mitochondrial quantity be-
tween the two daughters. We also targeted the
mitochondrial inner membrane (see fig. S4 for
mitochondrial constructs used) by expressing
COX8A-Snap in SLCs. This inner membrane pro-
tein showed asymmetric distribution comparable
to that of Omp25 (Fig. 2C), increasing our confi-
dence that the age-selective segregation of Omp25
represented that of whole mitochondria.

Our analyses of asymmetric cell divisions in-
dicated that the majority of mitochondria in the
stemlike mother cells contained both old and
young labels, whereas some mitochondria carried
only young or old label (Fig. 2B). Most mitochon-
dria carrying exclusively young label apportioned
to the P2 daughter cells, whereas mitochondria
containing a mix of the two labels segregated to
P1 cells (Fig. 2B). Moreover, the small quantity
of old label received by P2 did not colocalize
with young label (Fig. 2B and fig. S2B). These
findings indicate that even before cell division,
the stemlike mother cell keeps new mitochon-
dria apart from old ones and passes these younger
mitochondria preferentially to the P2 daughter.
To study such segregation in greater detail,

we analyzed SLCs immediately after labeling of
the young mitochondria but before division (fig.
S5 and Fig. 2D). Old mitochondria tended to
localize perinuclearly and in some cells formed
puncta containing exclusively old label (figs. S5
and S6), whereas the young label distributed
throughout the mitochondrial network more
evenly. To address whether such localization
differences could contribute to the demonstrated
age-specific apportioning, we imaged old and
young mitochondria with live microscopy with-
in the 10-hour window we used for analyses of
asymmetric division (Fig. 2E). Young (green) la-
bel gradually became more perinuclear as it
became older, but at 10 hours after labeling,
which was the maximum time point used for
the quantitation of asymmetry in cell division,
there was still a significant difference in the
localization of the two labels (Fig. 2E). The
perinuclear localization of old label did not
occur in a fibroblast cell line without stemlike
properties (fig. S6), and it did not result from

old label entering and marking other subcel-
lular components, such as lysosomes, due to
mitochondrial turnover (fig. S7). However, with-
in the interconnected mitochondrial network,
we identified specific domains that were enriched
for old label (Fig. 2D). These data support the
notion that mother SLCs localize new and old
mitochondria to specific cytoplasmic regions, os-
tensibly to facilitate the exclusion of old mitochon-
dria from future P2 daughter cells.
The asymmetric apportioning and localization

of mitochondria in the daughter cells suggested
that daughter cells resulting from a division of a
SLC might represent the founders of two line-
ages, one stemlike and the other more likely to
differentiate. We used flow cytometry to analyze
the age-selective apportioning of mitochondria
in cell populations that had been synchronized
to divide in concert (fig. S8 and Fig. 3A). Some
divided cells received significantly fewer old mito-
chondria than did others, whereas the young
mitochondria were more uniformly distributed.
Upon fluorescence-activated cell sorting (FACS)
and replating of daughter cell populations, the
Pop1 cells, which received more old mitochon-
dria, were morphologically flatter andmore adher-
ent than the Pop2 cells (Fig. 3A). Three days after
cell sorting, the Pop1 cells formed clusters with
a monolayer appearance, whereas the Pop2 cells
regenerated both round and flat cells similar to
the original parental population. However, both
populations had similar rates of proliferation (fig.
S9). Thus, Pop2 cells, which received fewer older
mitochondria, appeared to represent the SLCs that
could subsequently undergo asymmetric divisions.
We used the ability to form mammospheres

in three-dimensional (3D) culture as an in vitro
assay of mammary epithelial cell stemness (17).
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Fig. 1. Asymmetric apportioning of aged mitochondria during cell di-
vision. (A) Schematic of the labeling strategy using paGFP. (B) Anal-
ysis of apportioning of a fluorescent lipid dye and of green fluorescence
marking five paGFP-targeted organelles during cell division in epithelial
(morphologically flat, arrowhead) and stemlike (morphologically round,
arrow) cells in cultures of human mammary epithelial cells (hMECs). P1
and P2 indicate daughter cells, with P1 being the daughter receiving
more of the targeted organelle. Inheritance indicates fluorescence of
daughter cells relative to that of the mother cell scaled to 1. (C) Dynamics
of mitochondrial apportioning in round SLCs and flat epithelial cells.

Representative divisions are shown with mitochondria in green (paGFP-Omp25) and the lipid dye (PKH26) in red. Images are frame captures from 1 hour
before and after division, and fluorescence intensity per cell is plotted at 1-hour intervals. (D) Analysis of asymmetric apportioning as a function of label age.
SLCs dividing more than 10 hours after label activation show increasing asymmetric apportioning of mitochondria (Omp25) but not of chromatin label
(H2B). Each data point represents an individual cell division (**P < 0.01, ***P < 0.001, t test).
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In this assay, the Pop2 of both Snap-Omp25– and
COX8a-Snap–expressing cells formed three times
as many mammospheres per 1000 cells as Pop1
(Fig. 3B). Hence, the cells that inherited fewer old
mitochondria during an asymmetric division
were, by the criterion of mammosphere-forming
ability, more stemlike.
Mitochondria that have lower membrane poten-

tial (DYm)—an index of mitochondrial function—
localize perinuclearly (18), and high DYm is linked
to stemlike traits (19, 20). Moreover, in Saccharo-
myces cerevisiae, the DYm-driven selective in-
heritance of fit mitochondria is required for
the daughter cell to maintain full replicative life
span (21, 22). We analyzed the DYm of cells in the
Pop1 and Pop2 populations to address whether
their mitochondria differ functionally. Because
the results with two different DYm indicator dyes
were not consistent (fig. S10), we analyzed the
age-selective apportioning of mitochondria in the
presence of a mitochondrial uncoupler, carbonyl
cyanide m-chlorophenyl hydrazone. Alterations
of the DYm had no effect on the age-selective
segregation of mitochondria in an SLC divi-
sion (figs. S11 and S12). However, we did note a
significant correlation between mammosphere-
forming capacity and DYm with both dyes (fig.
S10). Thus, we conclude that although DYm cor-
relates with stemlike properties, it is not the signal
that guides the age-selective asymmetric segre-
gation of mitochondria during mammalian cell
division.

Cells have mitochondrial quality-control mech-
anisms through which they specifically remove
poorly functional parts of their mitochondrial
network. After mitochondrial fission, which de-
pends on the dynamin-related protein 1 (Drp1) (23),
the kinase PINK1 will promote the recruitment
of the Parkin E3 ubiquitin ligase to mitochondrial
fragments with low DYm and induce their se-
lective autophagy (24). Another PINK1/Parkin-
dependent (but DYm- and Drp1-independent)
mitochondrial quality-control mechanism is me-
diated by generation of mitochondrially derived
vesicles that target oxidatively damaged mito-
chondrial components for lysosomal degrada-
tion (25).
SLCs and epithelial cells had comparable num-

bers of autophagosomes containing old mitochon-
drial label (fig. S13), indicating that degradation
via the autophagosome-lysosome pathway is not
directly responsible for the reduction in the num-
bers of old mitochondria in stemlike cells. How-
ever, SLCs had a higher mitophagy/autophagy
ratio (fig. S13E), suggesting that high quality of
mitochondria may be relevant for the SLC state
and asymmetric apportioning during cell divi-
sion. To investigate this, we transfected synchro-
nized cells with small interfering RNAs (siRNAs)
targeting Parkin or treated cells with the Drp1
inhibitor mDivi-1 (26) to inhibit mitochondrial
fission. In both cases, we observed a significant
and similar reduction in the number of cells in-
heriting mostly young mitochondria (Pop2) and

a concomitant increase in cells inheriting a mixture
of old and young mitochondria (Pop1) (Fig. 4A
and fig. S14). Surprisingly, fragmentation of
mitochondria by Drp1 expression resulted in
comparable reduction in the Pop2 with mDivi-1
or siParkin (fig. S15). However, these effects are
probably not caused by the changes of the mito-
chondrial network status, because round SLCs
and differentiated cells have similar mitochondrial
network connectivity (fig. S16 and movie S5).
Taken together, these data suggest that any per-
turbation that challenges normal mitochondrial
quality-control mechanisms will either serve as a
signal for an SLC to stop asymmetric segregation
of mitochondria or, alternatively, overload the
capacity of the SLCs to effectively apportion old
mitochondria asymmetrically.
To address whether the preferential acqui-

sition of younger mitochondria contributed to
maintenance of stem cell function, we analyzed
the mammosphere-forming capacity of the cells
remaining in Pop2 after a division in the pres-
ence of either siParkin or mDivi-1. Both treatments
eliminated the increased stemness capacity of the
remaining Pop2 cells so that they formed mam-
mospheres with the lower efficiency character-
istic of the Pop1 cells (Fig. 4B). However, the cells
in Pop2 from mDivi-1–treated samples prolif-
erated similarly to control-treated cells in 2D
culture (fig. S14B). Moreover, because the analysis
of mammosphere formation was conducted in
the absence of mDivi-1, these data suggest that
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the failure to asymmetrically apportion old mito-
chondria in a single division caused a persistent
loss of stemness in SLCs.
To understand how alterations of mitochondrial

dynamics and quality control might eliminate the
age-selective apportioning, we administeredmDivi-1
to cells 46 hours after labeling old mitochondria
and followed the cells with live microscopy. The
old mitochondrial label that had been confined
to the perinuclear region spread throughout the
mitochondrial network of the cell periphery
after mDivi-1 administration (Fig. 4C, fig. S14C,
and movie S4). Thus, stem cells normally confine
mitochondria containing old proteins to distinct
subcellular domains by a Drp1-dependent mech-

anism, and such age-dependent localization of
old mitochondria may be required for their asym-
metric apportioning.
Our approaches for studying age-selective

asymmetry during cell division show that mam-
malian epithelial stemlike cells allocate their
mitochondria age-dependently and asymmet-
rically between daughters upon cell division. The
mechanisms involved require normal function-
ing of the mitochondrial quality-control machin-
eries and mitochondrial fission that spatially
restrict old mitochondrial matter to the perinu-
clear region of the mother cell. Because our
work was conducted on mammary epithelial
stemlike cells in vitro, future work addressing

the extent of the phenomenon in other stem cell
compartments and in vivo is needed. Interest-
ingly, asymmetric cell division of mammalian em-
bryonic stem cells depends on polarized paracrine
signals (27) that could also further influence
mitochondrial apportioning. Other recent evi-
dence has implicated mitochondrial fitness in
aging (4, 28, 29) and in tissue maintenance
(30, 31). It will be important to determine whether
the age-dependent asymmetric apportioning of
mitochondria described here has a role in such
physiologic processes.
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Fig. 3. Stemness
properties of daughter
cells receiving younger
mitochondria. (A)
FACS-mediated isolation
of cell populations with
high and low contents of
old mitochondria
(Pop1 and Pop2,
respectively). Images
show representative
populations after 1
and 3 days in culture.
(B) Mammosphere-
forming capacity of
Pop1 and Pop2 cells
for n = 5 (scale bar,
50 mm; **P < 0.01,
t test).
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Fig. 4. Effects of mitochondrial
quality control on asymmetric
apportioning of old mitochondria
during cell division. (A) FACS
analyses of mitochondrial
apportioning in cells with defective
mitochondrial quality control
induced by siRNA-mediated
depletion of Parkin (siParkin) or
pharmacological inhibition of
mitochondrial fission (mDivi-1).
Table presents the percentages
of cells in the two populations for
n = 3. (B) Mammosphere-forming
capacity of cells in Pop1 and Pop2
are equal after siRNA Parkin and
mDivi-1 (n = 3). (C) Localization of
old mitochondria after treatment
with mDivi-1. Images are frame
captures at start (0 hours) and
5 hours after mDivi-1 administration.
Original magnification 63x.
(*P < 0.05, **P < 0.01, t test)
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PROTEIN STRUCTURE

Engineering of a superhelicase
through conformational control
Sinan Arslan,1 Rustem Khafizov,1 Christopher D. Thomas,2

Yann R. Chemla,1 Taekjip Ha1,3,4*

Conformational control of biomolecular activities can reveal functional insights and enable
the engineering of novel activities. Here we show that conformational control through
intramolecular cross-linking of a helicase monomer with undetectable unwinding activity
converts it into a superhelicase that can unwind thousands of base pairs processively, even
against a large opposing force. A natural partner that enhances the helicase activity is
shown to achieve its stimulating role also by selectively stabilizing the active conformation.
Our work provides insight into the regulation of nucleic acid unwinding activity and
introduces a monomeric superhelicase without nuclease activities, which may be useful
for biotechnological applications.

P
rotein functions can be regulated by con-
trolling protein conformation, binding
of ligands and effector molecules, and
interactions with other proteins. Many
techniques have been developed for con-

formational control of protein function, mainly
based on inhibition of activity and removal of
that inhibition in a controlled manner (1–3). Here
we demonstrate that intramolecular cross-linking
of an enzymewithout detectable unwinding activ-
ity can convert it to a superhelicase by stabilizing
its active conformation.
Although studies have shown how various

helicases can translocate on single-stranded nu-
cleic acids directionally, the mechanism of nu-
cleic acid unwinding and how the unwinding
activity is regulated remain unclear (4). Because
helicases that are free to unwind all nucleic acids
encountered can be detrimental to genome in-
tegrity, it is critical to understand how their un-
winding activities are regulated.
Rep, PcrA, and UvrD are structurally ho-

mologous 3′-to-5′ single-stranded DNA (ssDNA)
translocases andhelicases that canunwinddouble-
stranded DNA (dsDNA) using energy from aden-
osine triphosphate (ATP) binding and hydrolysis.
However, in vitro studies showed thatmonomers
of these helicases have a very poor activity and
cannot processively unwind DNA (5–8). They re-
quire oligomerization or associationwith cellular
partner proteins to become capable of unwind-
ing (4, 9–11). Crystal structures revealed a flexible
domain (2B) that can rotate 130° to 160° in a
swiveling motion between two conformations,
referred to as the “open” and “closed” forms
(12–15) (Fig. 1A). Whether 2B is essential for
unwinding or whether it plays a regulatory role
has been debated, as well as which of the two

conformations is required for DNA unwinding
(4, 12–17), but no direct evidence has been found
linking these conformations to the unwinding
function.
To determine which conformation is assumed

during unwinding, we engineered Escherichia coli
Repmutants that are intramolecularly cross-linked
to constrain the 2B domain in closed or open
conformations, respectively, termed “Rep-X” and
“Rep-Y.” Residues for the cysteine substitution
mutagenesis and the length of the bis-maleimide
cross-linkers were selected such that when cross-
linked, 2B cannot rotate appreciably, effective-
ly locking the protein in one conformation (Fig. 1A)
(18). Mutagenesis, purification, cross-linking pro-
cedures, and validation that cross-linking was
intramolecular rather than intermolecular are
described in fig. S1 and the supplementary text
(18). Cross-linking had only modest effects on
ATPase activities of Rep-X and Rep-Y (fig. S2).
In multiple-turnover ensemble unwinding re-

actions using fluorescently labeled DNA, Rep-X
unwound dsDNA [18 or 50 base pairs (bp)] with
a 3′ overhang at a much faster rate and a higher
reaction amplitude than the wild-type Rep or the
un–cross-linked double-cysteine mutant (fig. S2,
A to C). In contrast, Rep-Y unwinding rates were
similar to that of Rep (fig. S2D), indicating that
the dramatic unwinding enhancement is specif-
ically achieved in the closed conformation. To
determine whether the large enhancement in
unwinding activity results from the activation
of a monomer or from enhanced oligomeriza-
tion, we performed single-molecule fluorescence
resonance energy transfer (smFRET) experiments.
Proteins were immobilized to a surface through
the N-terminal His6-tag (Fig. 1B) (18) to ensure
that the observed activity belonged tomonomers
(5). We used a 18-bp duplex DNA with a 3′-(dT)20
overhang labeled with a donor (Cy3) and an
acceptor (Cy5) at opposite ends of the duplex
(Fig. 1B). When the DNA and ATP were added
to the reaction chamber, we could observe the
capture of a single DNA molecule by a single
protein as the sudden appearance of fluores-
cence signal (Fig. 1C). Unwound ssDNA coiled up

due to high flexibility [FRET efficiency (EFRET)
increase] (19), full unwinding released the ac-
ceptor strand (acceptor signal disappearance
and donor signal increase), and then the donor
strand dissociated (loss of fluorescence). The
mean duration of unwinding measured from the
EFRET increase to acceptor strand release was
~0.6 s, giving a lower limit on the unwinding
speed of 30 bp/s for the 18-bp substrate (fig. S3,
A and B). Most (82%) of the DNA molecules
[661 of 809 (661/809)] that initially bound to
Rep-Xmonomerswereunwound (fig. S3, C andD).
In contrast, Rep and Rep-Y showed 2% (13/847)
and 16% (357/2212) unwinding yields, respec-
tively, suggesting that constraining Rep into the
closed form selectively activates the unwinding
activity of a monomer. The residual activities for
Rep and Rep-Y may be due to conformational
constraints caused by surface tethering in a small
fraction of molecules or passive helicase activity
of trapping thermally melted DNA.
The unwinding processivity of Rep and related

helicases is limited, even in their oligomeric
forms, ranging from 30 to 50 bp (5, 8, 20). We
used a dual optical tweezers assay to investi-
gate the processivity of Rep-X (Fig. 2A) (18, 21).
The two traps held submicrometer-sized poly-
styrene beads. The first was coated with 6-kbp
dsDNA (kbp, thousandbase pairs)with a 3′poly-dT
ssDNA overhang [(dT)10,15,75, as specified in the
figures] via the blunt end. The other bead was
coated with Rep-X molecules via the His6-tag.
A laminar flow cell with two streams of buffer
was used to control unwinding initiation (Fig.
2B, inset). When we brought the two beads in
close proximity in the first stream (buffer C with
100 mMATP and 100 mMATP-gS), a single Rep-X
binding to the 3′ overhang of the DNA formed a
tether between the two beads without initiating
unwinding. When we moved the tethered beads
to the second stream (buffer C and 1 mM ATP),
the DNA tether progressively shortened as the
Rep-X monomer unwound and pulled the DNA
(Fig. 2B). Unless otherwise stated, E. coli ssDNA
binding protein (SSB) was added to the second
laminar stream to prevent any subsequent in-
teraction of unwound ssDNA with other Rep-X
on the bead surface, but we did not find any dif-
ference in behavior with or without SSB (18). The
DNA was held under constant force, ranging
from 4 to 22 pN, as indicated. Additional con-
trols and considerations ascertained that the ob-
served activity stemmed from a single Rep-X,
regardless of the 3′-tail length and inclusion or
omission of SSB (supplementary text). Notably,
95% (38/40) of the Rep-X–DNA complexes re-
sulted in the unwinding of the entire observable
~4-kbp region of the 6-kbp DNA in a processive
manner, and the average pause-free speed was
136 bp/s (Fig. 2, B to D). In comparison, only 3%
(2/61 at 4 pN, none at higher forces) of wild-type
Rep and 7% (5/70) of Rep-Y complexes displayed
such processive unwinding. Rep-X probably has
even greater processivity than 6 kbp and is cur-
rently limited only by the length of the DNA used,
because all of the initiated unwinding events
proceeded to the end of the measurable range of
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our assay where we manually stopped the exper-
iment. We confirmed that Rep-X, but not Rep,
can unwind 3.5-kb DNA in the absence of force,
which indicates that the tension is not needed
for high processivity (fig. S4).
We determined how much force Rep-X can

generate by performing measurements with-
out maintaining a constant force. Fixing trap
positions led to a rapid build-up of force in the
direction opposing unwinding until the mea-
surement was terminated due to the breakage of
connection between the two beads (Fig. 2E). The
highest loads achieved in this experiment were
not enough to stall the helicase permanently.
More detailed analysis showed that the pause-
free unwinding rate of Rep-X was not impeded
by increasing loads up to the limits of the lin-
ear regime of our trap (Fig. 2F): ~60 pN (18).
These results suggest that Rep-X is the stron-
gest helicase known to date (22, 23).
To test whether the generation of a super

active helicase via conformational control can be
reproduced for other helicases, we engineered
PcrA-X from Bacillus stearothermophilus PcrA.

Mutations involved replacing two highly con-
served cysteines (tables S1 and S2), reducing the
apparent ATPase activity from ~40 ATP/s (wild
type) to 5 ATP/s. Upon cross-linking in the closed
form, PcrA-X retained the low-ATPase activity
(4.3 ATP/s) but exhibited an enhanced helicase
activity in comparison to PcrA in ensemble re-
actions (Fig. 3A and fig. S5, A andB). Our smFRET
experiments showed that PcrA-X monomers can
unwind 39% (228/578) of DNA molecules, com-
paredwith 4% (26/617) for PcrA (fig. S5, C and D).
In the optical tweezers assay, PcrA-X monomers
were capable of processively unwinding 1- to
6-kbp-long DNA, albeit at a much lower rate
(2 to 15 bp/s) (Fig. 3B), whereas no PcrA mole-
cule (0/51) could do the same (Fig. 3C). Despite
the impaired activity levels of the PcrA mutant,
conversion to PcrA-X made its monomers into
highly processive helicases.
Strong helicase activity of Rep-X and PcrA-X

raises the possibility that their cellular partners
may switch on their unwinding activity by con-
straining them in the closed conformation. One
such partner of PcrA is RepD, a plasmid repli-

cation initiator protein that recognizes and forms
a covalent adduct with the oriD sequence of the
plasmid and then recruits PcrA for processive
unwinding (24, 25). We prepared an oriD DNA-
RepD adduct and measured the intramolecular
conformation of PcrA bound to this adduct (18).
We used a double-cysteinemutant of PcrA (PcrA-
DM) stochastically labeledwith amixture of donor
and acceptor fluorophores that would be expected
to generate high EFRET in the closed form and low
EFRET in the open form (Fig. 3D, schematics) (26).
The EFRET distributions of PcrA-DM bound to the
oriD DNA-RepD adduct and the oriD DNA alone
showed that RepD biases PcrA toward the closed
high-EFRET conformation (Fig. 3D), which may be
the basis for unwinding activation in vivo.
Why does constraining Rep and PcrA into the

closed form convert an enzyme with undetect-
able unwinding activity to a super helicase? The
intrinsic unwinding activity itself may require the
closed form; for example, via the torque-wrench
mechanism proposed for UvrD (14). Alternatively,
2Bmay play a regulatory role (4); more specifically,
the open form may inhibit helicase function, and
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Fig. 1. Cross-link–
mediated conforma-
tional control of
helicase activity.
(A) Open and closed
forms Rep crystal
structures (Protein Data
Bank entry 1UAA).
Domains are colored and
named. Cysteine pairs
that were cross-linked to
lock the protein into the
closed or open conforma-
tion are shown in red or
orange, respectively.
Distances between the
pairs are noted. Close-up
views show the pairs that
were cross-linked. C, Cys;
S, Ser; D, Asp. (B) Sche-
matics of smFRETanaly-
sis.The brightness of the
donor (green) and accep-
tor (red) changes as
unwinding progresses.
PEG, polyethylene glycol.
(C) Representative single-
molecule time traces for
Rep-X, Rep, and Rep-Y.
a.u., arbitrary units.
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cross-linking to the closed form prevents this
inhibitory mechanism. We prefer the latter for
the following reasons: First, Rep-Y unwinds
DNA as well as Rep when functioning as oligo-
mers (fig. S2D), suggesting that the closed form
per se is not absolutely required. Second, simul-
taneous measurement of unwinding and UvrD
conformation showed that UvrD assumes the
closed conformation during unwinding, but after
it unwinds ~10 bp, it reverts to the open confor-
mation and rewinds theDNAafter strand switch-
ing (27). Therefore, we suggest that Rep-X is
highly processive because the open conforma-
tion, which is required for strand switching and
rewinding, is disallowed (27, 28). The deletion
of 2B in Rep (RepD2B) makes it active in un-
winding as a monomer (16), possibly by inhibit-
ing strand switching. The poorer processivity of
RepD2B compared with Rep-X (16) may stem
from a lack of 2B, which carries its own dsDNA
binding capacity. Topological enclosure of DNA
in Rep-X and Rep-Y is unlikely to be the reason,
because Rep-X showed at least 10-fold higher
yield of highly processive unwinding than Rep-Y
or Rep (Fig. 2D).
We demonstrated a conformational control

that activates a naturally inhibited unwinding
function to create a superhelicase with high pro-
cessivity andhigh tolerance against force. RecBCD
has similarly high processivity but contains
associated nucleases. Moreover, it is known to
backslide at opposing forces below 10 pN (22),
whereas Rep-X can be active against forces as
high as 60 pN. High processivity and high tol-
erance against load without nuclease activities
may also be useful for biotechnological applica-
tions such as nanopore sequencing and isother-
mal DNA amplification.

REFERENCES AND NOTES

1. B. Choi, G. Zocchi, Y. Wu, S. Chan, L. Jeanne Perry, Phys. Rev.
Lett. 95, 078102 (2005).

2. M. Volgraf et al., Nat. Chem. Biol. 2, 47–52 (2006).
3. M. Tomishige, R. D. Vale, J. Cell Biol. 151, 1081–1092

(2000).
4. T. M. Lohman, E. J. Tomko, C. G. Wu, Nat. Rev. Mol. Cell Biol.

9, 391–401 (2008).
5. T. Ha et al., Nature 419, 638–641 (2002).
6. W. Cheng, J. Hsieh, K. M. Brendza, T. M. Lohman, J. Mol. Biol.

310, 327–350 (2001).
7. N. K. Maluf, C. J. Fischer, T. M. Lohman, J. Mol. Biol. 325,

913–935 (2003).
8. A. Niedziela-Majka, M. A. Chesnik, E. J. Tomko, T. M. Lohman,

J. Biol. Chem. 282, 27076–27085 (2007).
9. M. S. Dillingham, Biochem. Soc. Trans. 39, 413–423 (2011).
10. L. E. Mechanic, B. A. Frankel, S. W. Matson, J. Biol. Chem. 275,

38337–38346 (2000).
11. P. Soultanas et al., Nucleic Acids Res. 27, 1421–1428 (1999).
12. S. S. Velankar, P. Soultanas, M. S. Dillingham,

H. S. Subramanya, D. B. Wigley, Cell 97, 75–84 (1999).
13. S. Korolev, J. Hsieh, G. H. Gauss, T. M. Lohman, G. Waksman,

Cell 90, 635–647 (1997).
14. J. Y. Lee, W. Yang, Cell 127, 1349–1360 (2006).
15. H. Jia et al., J. Mol. Biol. 411, 633–648 (2011).
16. K. M. Brendza et al., Proc. Natl. Acad. Sci. U.S.A. 102,

10076–10081 (2005).
17. W. Cheng et al., Proc. Natl. Acad. Sci. U.S.A. 99, 16006–16011

(2002).
18. Materials and methods are available as supplementary

materials on Science Online.
19. G. Lee, M. A. Bratkowski, F. Ding, A. Ke, T. Ha, Science

336, 1726–1729 (2012).
20. J. A. Ali, T. M. Lohman, Science 275, 377–380 (1997).

21. J. R. Moffitt et al., Nature 457, 446–450 (2009).
22. T. T. Perkins, H. W. Li, R. V. Dalal, J. Gelles, S. M. Block,

Biophys. J. 86, 1640–1648 (2004).
23. J. G. Yodh, M. Schlierf, T. Ha, Q. Rev. Biophys. 43, 185–217

(2010).
24. W. Zhang et al., J. Mol. Biol. 371, 336–348 (2007).
25. C. Machón et al., Nucleic Acids Res. 38, 1874–1888 (2010).
26. J. Park et al., Cell 142, 544–555 (2010).
27. M. J. Comstock et al., Science 348, 352–354 (2015).
28. M. N. Dessinges, T. Lionnet, X. G. Xi, D. Bensimon,

V. Croquette, Proc. Natl. Acad. Sci. U.S.A. 101, 6439–6444
(2004).

ACKNOWLEDGMENTS

We thank J. Park and M. Schlierf for experimental help and
R. Zhou, H. Balci, K. Lee, J. Yodh, T. Ngo, B. Leslie, M. Comstock,

P. Jena, and A. Jain for helpful discussions. This work was
supported by the NIH (grant GM065367) and the NSF
(Physics Frontier Center grant PHY 0822613 and CAREER award
MCB 09-52442 to Y.R.C.). T.H. and S.A. have filed a patent
application (62/079,183) that relates to superhelicases.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/348/6232/344/suppl/DC1
Materials and Methods
Supplementary Text
Figures S1 to S5
Tables S1 to S2
References (29–41)

9 October 2014; accepted 11 March 2015
10.1126/science.aaa0445

AXONAL REGENERATION

Systemic administration of
epothilone B promotes axon
regeneration after spinal cord injury
Jörg Ruschel,1 Farida Hellal,1*†Kevin C. Flynn,1*‡ Sebastian Dupraz,1*David A. Elliott,1

Andrea Tedeschi,1 Margaret Bates,2 Christopher Sliwinski,3 Gary Brook,4,5

Kristina Dobrindt,6 Michael Peitz,6 Oliver Brüstle,6 Michael D. Norenberg,7

Armin Blesch,3 Norbert Weidner,3 Mary Bartlett Bunge,2 John L. Bixby,2 Frank Bradke1§

After central nervous system (CNS) injury, inhibitory factors in the lesion scar and poor
axon growth potential prevent axon regeneration. Microtubule stabilization reduces
scarring and promotes axon growth. However, the cellular mechanisms of this dual effect
remain unclear. Here, delayed systemic administration of a blood-brain barrier–permeable
microtubule-stabilizing drug, epothilone B (epoB), decreased scarring after rodent spinal
cord injury (SCI) by abrogating polarization and directed migration of scar-forming
fibroblasts. Conversely, epothilone B reactivated neuronal polarization by inducing
concerted microtubule polymerization into the axon tip, which propelled axon growth
through an inhibitory environment. Together, these drug-elicited effects promoted axon
regeneration and improved motor function after SCI. With recent clinical approval,
epothilones hold promise for clinical use after CNS injury.

A
n ideal treatment to induce axon regenera-
tion in the injured central nervous sys-
tem (CNS) should reduce scarring (1) and
growth-inhibitory factors at the lesion site
(2–4), reactivate the axon growth poten-

tial (5), and be administrable as a medication
after injury. Recently, a number of combinatorial
approaches have led to axon regeneration (6, 7).
These approaches, however, involve multiple
drugs, enzymes, and interventions, rendering
clinical translation difficult. Moderate micro-
tubule stabilization by the anticancer drug Taxol
promotes axon regeneration by reducing fibrotic
scarring and increasing axon growth (8, 9). How-
ever, it remains elusive how microtubule stabili-
zation induces such divergent effects. Moreover,
Taxol cannot be used for clinical CNS interven-
tion because it does not cross the blood-brain
barrier (10).
We aimed to target microtubule stabiliza-

tion in the injured CNS in a clinically feasible
way and to decipher its distinct cellular actions.
We used epothilones, a class of U.S. Food and

Drug Administration (FDA)–approved blood-
brain barrier–permeable microtubule-stabilizing
drugs (11). Mass spectrometry confirmed that
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after intraperitoneal (i.p.) injection in adult rats,
epoB was rapidly absorbed into the CNS and
remained at comparable levels for 6 days (Fig. 1A).
Rats i.p. injected with 0.75 mg of epoB per
kilogram of body weight (BW) at day 1 and 15
after injury showed increased amounts of de-
tyrosinated and acetylated tubulin in lesion site
extracts 4 weeks after spinal cord dorsal hemi-
section (Fig. 1B), indicating increased microtu-
bule stability (12). The dosage used presented
no obvious adverse side effects, such as reduced
animal weight or decreased white blood cell counts
(fig. S1).
Fibrotic scar tissue rich in fibronectin and

laminin forms at the lesion site after spinal cord

injury (SCI) in rodents (8) and humans (Fig. 1C
and table S1). This scar tissue poses a key im-
pediment to regenerating axons, because it con-
tains axon growth–inhibitory factors, including
chondroitin sulfate proteoglycans (CSPGs) (1, 8).
Adult rats systemically treated after injury with
0.75 mg/kg BW epoB showed a significant re-
duction of fibronectin (Fig. 1B) and of laminin-
positive fibrotic scar tissue even 4 weeks after
dorsal hemisection (Fig. 1, D and E). We found a
comparable decrease of fibrotic scarring when
epoB was locally delivered to the injury site via
an intrathecal catheter (fig. S2) (8). Reduction of
fibrotic scar tissue by systemic epoB administra-
tion was associated with a decrease of CSPGs

(Fig. 1, D and F), including neurocan (Fig. 1B) and
NG2 (13), at the injury site (fig. S3). Astrogliosis
and lesion area were similar between treated and
control animals (fig. S1), indicating that neuro-
protective glial sealing of the injury site (14) was
not affected by the treatment.
Scar reduction upon epoB treatment resulted

neither from decreased cell proliferation nor
from increased apoptosis (fig. S4) but from a
migratory defect of scar-forming meningeal
fibroblasts (15). In wound-healing assays, epoB
inhibited migration of meningeal fibroblasts
(Fig. 1, G and H, and movies S1 and S2) by
changing their microtubular network. Con-
trol cells polarized by forming a leading edge
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Fig. 1. EpoB reduces inhibitory
fibrotic scarring after SCI by
abrogating meningeal fibroblast
polarization and migration.
(A) Mass spectrometric analysis
of CNS tissue and blood after a
single i.p. injection of epoB; n = 4
rats per time point. (B) Immuno-
blots (IB) of indicated proteins in
lesion extracts; n = 3 rats. (C)
Human spinal cord after injury
(asterisk); laminin immunolabeling.
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(D) Immunolabeling for laminin, glial fibrillary acidic protein (GFAP), or
chondroitin sulfates (CS-56) after rat spinal cord hemisection. (E) Laminin-
immunopositive (+) area at the lesion; n = 7 to 8 rats per group. (F) Glyco-
saminoglycan amounts in spinal cord lesion extracts; n = 8 rats per group. (G)
Rat meningeal fibroblasts (RMFs) in wound-healing assays. (H) Percentage
of the area shown in (G) occupied with RMFs after 48 hours, n= 3 experiments.
(I and J) Immunolabeling of tyrosinated (TyrTub) and detyrosinated tubulin

(DetyrTub, arrowheads). (K) IB of indicated proteins in RMFs 24 hours after
treatment. (L) Immunolabeling for fibronectin, detyrosinated and tyro-
sinated tubulin [4′,6-diamidino-2-phenylindole (DAPI); nuclear staining] in
the rat meninges at the lesion. Bottom panel, magnification of fibroblasts
(arrowheads) in top panel. dpi, days postinjury. Scale bars, 50 mm. Schemes
in (D) and (L) indicate lesion and displayed region (red box). Values are
plotted as means + SEM. *P < 0.05, ***P < 0.001 by Student’s t test.



enriched in stable detyrosinated microtubules
and a trailing edge containing dynamic, tyro-
sinated microtubules (Fig. 1I), both hallmarks
of directed cell migration (16). In contrast, epoB-
treated fibroblasts were round and nonpolar
(Fig. 1J and fig. S5) with elevated amounts of
detyrosinated microtubules (Fig. 1K) distrib-
uted throughout the cell (Fig. 1J). Similarly,
systemic administration of epoB after dorsal
hemisection prevented the polarization of me-
ningeal fibroblasts at the lesion site into a bi-
polar, migratory shape (Fig. 1L), which reduced
scar formation (Fig. 1, D and E).
In cocultures of meningeal fibroblasts and

postnatal cortical neurons, epoB treatment (1 nM)
perturbed fibroblast polarization while enhanc-
ing axon growth (fig. S5). Moreover, epoB re-

stored axon growth when these neurons were
confronted with the inhibitory molecules Nogo-A,
CSPGs, or Semaphorin 3A (Fig. 2, A and B),
which are abundant at the spinal cord lesion
site (2–4, 17). In neurons expressing fluores-
cently tagged microtubule plus-end–binding pro-
tein 3 (EB3-mCherry), which labels polymerizing
microtubules (18), epoB induced rapid and con-
certed microtubule polymerization into the neu-
rite tips (Fig. 2, C and D, and movie S3), causing
axon elongation despite inhibitory Nogo-A (Fig.
2E and movie S3). In accordance, low doses of
the microtubule-destabilizing drug nocodazole
abolished microtubule protrusion in neurites
(Fig. 2, D and F) and abrogated the growth-
promoting effect of epoB (Fig. 2B). EpoB also
promoted axon growth of human cortical neu-

rons under growth permissive as well as non-
permissive conditions (fig. S6). In meningeal
fibroblasts, however, epoB prevented micro-
tubule polymerization toward the cell edges
(Fig. 2G), contrasting with the microtubule
dynamics found in neurons. This dichotomy
was due to neuron-specific expression of the
microtubule-associated protein Tau (fig. S7),
which regulates microtubule dynamics, bun-
dling, and binding of microtubule-stabilizing
agents (19, 20). In fibroblasts ectopically ex-
pressing Tau, epoB induced an accumulation of
bundled microtubules (fig. S8) that polymerized
toward the cell edge (Fig. 2, H and I, and movie
S4), mimicking the effect observed in neurons.
In turn, neurons depleted of Tau, by transfec-
tion with a plasmid encoding short hairpin
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Fig. 2. EpoB promotes microtubule protrusion and axon elongation in neu-
rons while dampening microtubule dynamics in scar-forming fibroblasts.
(A) Beta-3 tubulin (Tuj-1) immunolabeling of neurons on inhibitory sub-
strates (CSPGs, chondroitin sulfate proteoglycans; Sema 3A, Semaphorin
3A). (B) Neurite length of cortical neurons after 48 hours under indicated con-
ditions; n = 3 to 4 experiments. (C) EB3-mCherry time-lapse projections in
Nogo-A exposed neuron before and after epoB treatment (asterisks, stable
landmarks). Bottom panels, high magnification of boxed areas in top panels.
(D) EB3-mCherry fluorescence intensity in neurites under indicated conditions;
n = 9 to 16 neurons (from three experiments). (E) Neurite growth on Nogo-A.

Black arrowhead, time of indicated treatment. n = 12 to 15 neurons (from three
experiments). (F and G) EB3-mCherry time-lapse projections of nocodazole-
treated neuron (F) and epoB-treated meningeal fibroblast (G). Bottom panels,
high magnification of boxed areas in top panels. (H) EB3-mCherry time-lapse
projections before and after epoB treatment in cultured meningeal fibroblasts
with (arrowhead) or without Tau-expression. Bottom panels, magnification of
boxed areas in top panels. (I) EB3-mCherry fluorescence intensity in fibroblast
periphery under indicated conditions; n = 20 cells per condition (from four
experiments). Scale bars, 25 mm. Values are plotted as means [+ SEM in (B)
and (E)]. *P < 0.05, **P < 0.01 by Student’s t test. n.s., not significant.
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RNA for tau (21), showed reduced microtubule
polymerization into the distal neurite when ex-
posed to epoB (fig. S9).
Injured axons in the rodent and human CNS

form dystrophic retraction bulbs (Fig. 3, A to
D, and table S2), a consequence of microtubule
depolymerization and disorganization (Fig. 3,
A and B) (22, 23). Because epoB induced
microtubule polymerization and axon growth
in cultured neurons, we assessed its ability to
promote axon regeneration after SCI. In vivo
imaging of adult transgenic mice, expressing
green fluorescent protein (GFP) in spinal cord
dorsal column axons (23, 24), revealed that tran-
sected axons of animals injected with 1.5 mg/kg
BW epoB exhibited significantly fewer retrac-

tion bulbs (Fig. 3, C and D), reduced axonal
dieback, and increased regenerative growth
(Fig. 3, C and E). Moreover, in adult mice, sys-
temic and postinjury treatment with epoB pro-
moted axon regeneration after complete dorsal
column transection (Fig. 3, F and G).
We then tested whether the treatment also

promoted axon regrowth of descending axons
important for locomotion. In adult rats in-
jected after injury with 0.75 mg/kg BW epoB,
we found a threefold increase of serotonergic
fibers caudal to a dorsal hemisection (Fig. 4, A
and B). Increased serotonergic innervation
strongly correlates with recovery of motor func-
tion after SCI (25–27). Therefore, we asked wheth-
er the treatment improves walking of adult

rats that underwent a moderate, mid-thoracic
spinal cord contusion, a clinically relevant SCI
model (28). After contusion injury, epoB ad-
ministration (0.75 mg/kg BW) reduced fibrotic
scarring at the injury site (fig. S10) and pro-
moted serotonergic axon regrowth in the cau-
dal spinal cord (Fig. 4, C and D). Moreover,
epoB treatment increased stride length and
gait regularity and reduced external rotation
of the hind paws (fig. S11), indicating im-
proved walking balance and coordination. Ac-
cordingly, epoB-treated animals showed a 50%
reduction of foot misplacements on the hori-
zontal ladder compared to injured controls (Fig.
4E and movies S5 and S6). These functional im-
provements were abrogated by pharmacological
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Fig. 3. EpoB reduces dystrophy and promotes regeneration
of injured spinal cord axons. (A) Electron microscope images
of human SCI. (Top) Undamaged axon containing microtubules
(black arrowheads). (Bottom) Retraction bulb (indicated by white
arrowheads) without microtubules. (Middle) Magnification of boxed
area in bottom panel. Scale bars, 500 nm. (B) Beta-3 tubulin (Tuj-1)
immunolabeling of retraction bulbs in chronic human SCI. Scale bar,
10 mm. (C) Lesioned GFP-positive spinal cord axons in mice forming
retraction bulbs (yellow arrowheads), dying back (red arrowheads),
or regenerating (green arrowheads). Boxed area in top panels,
displayed region in panels below. Scale bars, 100 mm. (D and E)
Percentage of injured axons forming retraction bulbs (D) and

distance between injured axons and injury site (E); n = 8 mice per group. Values are plotted as means + SEM. (F) Microruby-traced mouse dorsal column
axons after injury (white arrowheads), laminin and GFAP immunolabeling (dashed line, lesion border). Scale bar, 100 mm. (G) Average distance between
caudal lesion margin and injured axons in individual animals (circles) and group means (vertical bars) T SEM. *P < 0.05, **P < 0.01 by Student’s t test.
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ablation of serotonergic innervation (Fig. 4, D
and E, and movies S7 and S8) (25).
The finding that the stabilization of micro-

tubules inhibits cell division established the
usage of systemic microtubule-stabilizing agents
as a therapeutic standard for the treatment of
cancer (29). Here, at low doses, systemic ad-
ministration of the microtubule-stabilizing agent
epoB promoted functional recovery after SCI.
Our approach differs from other experimental
regenerative paradigms (1–7) by pharmacolog-
ically focusing on a single molecular target, the
microtubules, yet overcoming multiple patho-
logical obstacles. This is possible due to diver-
gent effects of pharmacological microtubule
stabilization on microtubule dynamics and, hence,
the polarization of neurons and meningeal fi-
broblasts. This dual effect, and the efficacy af-
ter systemic and postinjury administration, give
epothilones a promising translational perspective
for treatment of the injured CNS.
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Fig. 4. EpoB promotes regrowth of raphespinal axons and improves walk-
ing after spinal cord contusion injury. (A) Serotonin (5HT) immunolabel-
ing (dashed line, lesion border) and (B) number of 5HT-labeled (+) fibers
caudal to a spinal dorsal hemisection; n = 7 to 8 rats per group. (C) Coronal
sections of the lumbar spinal cord after contusion injury. (Left panel) Co-
immunostaining of 5HT, synaptophysin (Syn), and choline acetyltransferase
(ChAT). (Right panels) Magnification of each marker in boxed area (left

panel) visualizing serotonergic innervation of motor neurons (arrowheads).
(D) Total length of 5HT-immunopositive fibers in the ventral horn (5,7-DHT,
5,7-dihydroxytryptamine); n = 4 (uninjured), 6 (7 dpi), 11 to 12 rats (56 and
70 dpi) per group. (E) Number of footfalls on the horizontal ladder; n = 10
to 11 rats per group. dpi, days postinjury. Scale bars, 50 mm. Schemes in
(A) and (C) indicate lesion and displayed region (red box). Values are
plotted as means + SEM. *P < 0.05; n.s., not significant by Student’s t test.
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PROTEIN STRUCTURE

Direct observation of
structure-function relationship
in a nucleic acid–processing enzyme
Matthew J. Comstock,1* Kevin D. Whitley,1 Haifeng Jia,2 Joshua Sokoloski,2

Timothy M. Lohman,2 Taekjip Ha,1,3,4 Yann R. Chemla1†

The relationship between protein three-dimensional structure and function is essential
for mechanism determination. Unfortunately, most techniques do not provide a direct
measurement of this relationship. Structural data are typically limited to static pictures,
and function must be inferred. Conversely, functional assays usually provide little
information on structural conformation. We developed a single-molecule technique
combining optical tweezers and fluorescence microscopy that allows for both
measurements simultaneously. Here we present measurements of UvrD, a DNA repair
helicase, that directly and unambiguously reveal the connection between its structure
and function. Our data reveal that UvrD exhibits two distinct types of unwinding activity
regulated by its stoichiometry. Furthermore, two UvrD conformational states, termed
“closed” and “open,” correlate with movement toward or away from the DNA fork.

H
elicases are vectorial enzymes that play a
critical role in genome maintenance, hy-
drolyzing nucleotide triphosphates to trans-
locate along nucleic acids and separate
the duplex strands. UvrD (DNAhelicase II)

is a prototypical superfamily 1 (SF 1) helicase
involved primarily in nucleotide excision repair
and methyl-directed mismatch repair in Esch-
erichia coli (1, 2). Although a UvrD monomer is
known to translocate along single-stranded DNA
(ssDNA) in a 3′-to-5′ direction (3–6), studies in-
dicate that highly processive duplex DNA un-
winding requires at least a dimer (4, 7–11). UvrD
and structurally related SF 1 homologs (including
Rep and PcrA) consist of four domains (12–16):
the RecA-likemotor core domains 1A and 2A and
the accessory domains 1B and 2B (Fig. 1). Previous
studies have shown that the 2B domain of UvrD
(14, 16) and homologs (12, 13) can exhibit two

orientations—“open” and “closed” relative to the
other domains (Fig. 1)—believed to regulate activ-
ity (6, 9, 14, 16). Despite detailed structural and
biochemical data (4, 9–11, 14, 17), a lack of direct

evidence linking the UvrD conformational state
to its function has prevented a more complete
understanding of its mechanism. In this study,
we used an instrument combining high-resolution
optical traps and single-molecule confocalmicros-
copy to measure simultaneously the unwinding
activity and conformation of the UvrD helicase
(fig. S1) (18, 19). Through these direct measure-
ments, we demonstrate the link between UvrD
oligomeric state and processivity, as well as be-
tween conformational state and unwinding ver-
sus rezipping activity.
We monitored helicase activity by detecting

the unwinding of a DNA hairpin with an optical
trap, as described previously (20, 21). The trap
maintained a constant tension (4 to 15 pN; 10 pN
for data shown unless otherwise specified) (19)
and tracked the number of hairpin base pairs
unwound. The composition and conformation
of the same UvrD unwinding complexes, site-
specifically labeled with one or two fluorophores
(with labeling efficiencies ranging from 71 to
85%) (19), were detectedwith the confocalmicro-
scope (Fig. 1).
We observed two distinct types of DNA du-

plex unwinding activity, which we termed “frus-
trated” and “long-distance.” During frustrated
activity (Figs. 2A and 3, B and C, lower panels),
UvrD exhibited repetitive, bidirectional motion
onDNA, duringwhich<20of the available hairpin
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Fig. 1. Experimental layout. Structure of the UvrD monomer in the open (upper right) [Protein Data
Bank identification number (PDB ID) 3LFU] (16) and closed (middle) (PDB ID 2IS2) (14) conformations
with single-fluorophore location. Two microspheres (gray) in dual optical traps (orange cones) are
tethered together by a DNA hairpin. One or more UvrD monomers bind ssDNA and unwind the
hairpin in the presence of ATP. A confocal microscope (green cone) detects the configuration of the
same fluorescently labeled UvrD unwinding complex.
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base pairs unwound and rezipped [13.6 T 1.8
base pairs (bp), mean T SEM unless otherwise
noted]. This bidirectional activity is distinct from
the repetitive ssDNA translocation observed pre-
viously with UvrD (6) and its SF 1 homologs
(22,23). Reversals in direction occurred frequently
(mean unwinding and rezipping durations 0.25 T
0.01 s and 0.23 T 0.02 s, respectively), both mid-
hairpin and after complete hairpin rezipping, and
typically repeated many times before UvrD dis-
sociation (9.2 T 1.2 repetitions for 7.8 T 1.3 s). In

contrast, during long-distance activity (Fig. 2B,
lower panel), UvrD systematically unwound>20bp
(38.9 T 5.6 bp, on average). UvrD motion was far
less repetitive, although reversals in direction did
occur (mean unwinding and rezipping durations
2.82 T 0.30 s and 1.38 T 0.13 s, respectively) at
midhairpin [e.g., at 33 s (Fig. 2B)], at the end of
the hairpin upon complete unwinding [89 bp
(fig. S2)], and after full hairpin rezipping. The
mean rezipping speed was dependent on aden-
osine triphosphate (ATP) and nearly the same as

for unwinding (fig. S3), strongly suggesting ac-
tive translocation of UvrD. An alternate in which
rezipping results from backsliding (14, 21) would
predict nearly instantaneous rezipping events, in-
consistent with the data. Because UvrD is a strict
3′-to-5′ ssDNA translocase (4) with tight ATP
coupling (24), rezipping must correspond to 3′-
to-5′ translocation away from the ssDNA-dsDNA
junction (dsDNA, double-stranded DNA), allow-
ing the duplex to base pair in its wake. Thus,
reversals in direction are probably the result of
switching ssDNA strands, as first proposed by
Dessinges et al. (25).
Our claim that frustrated and long-distance

unwinding are distinct activities of UvrD is
supported by measurements of the number of
consecutive base pairs unwound per unwind-
ing attempt (Fig. 2C) (19), which show a dramatic
decrease past ~20 bp. Moreover, the two distinct
activities correlate with the number of UvrD
helicases present on the DNA hairpin, measured
by counting singly labeled UvrD (19). When we
observed frustrated unwinding activity, we usu-
ally detected only a single fluorophore, indicat-
ing a single UvrD loaded (Fig. 2A, top panel). In
contrast, when we observed long-distance un-
winding, we were more likely to detect two
fluorophores, indicating two UvrD helicases
(Fig. 2B, top panel). These trends were corro-
borated over many UvrD-DNA complexes (Fig.
2C, inset). These observations are consistentwith
previous reports that UvrD dimers are required
for long-distance unwinding (4, 7–9), but they also
demonstrate that monomers are competent to
unwind a limited amount of DNA under ten-
sion (fig. S4) (19).
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Fig. 2. Effect of UvrD oligomeric state on DNA unwinding activity. Representative time traces of
unwinding activity for a UvrD monomer (A) and dimer (B), respectively. (Upper panels) Fluorescence
photobleaching from a monomer (A) and a dimer (B) (240 and 120 ms per point, respectively). (Lower
panels) Simultaneous measurements of hairpin unwinding (U) and rezipping (Z). The UvrD monomer
displays frustrated unwinding (A) (15 bp unwound), whereas the dimer displays long-distance unwinding
(72 bp) (B). (C) Histogram of the maximum number of base pairs unwound per unwinding attempt (N =
401 replicates), showing frustrated (<20 bp) and long-distance (>20 bp) unwinding. (Inset) Distribution
of fluorophore count for frustrated (blue) or long-distance (red) unwinding attempts.

Fig. 3. Effect of open versus closed UvrD conformation on unwinding ac-
tivity. (A) Location of donor and acceptor fluorophores for FRETmeasurement
andmodel of UvrD conformational switching.Upper (and lower) orange arrows
denote 2B (and 1A-2A) domain orientation. See text and (19) for details on the
model. (B and C) Representative time traces of monomeric UvrD conforma-
tion and activity. (Upper panels) Donor (green) and acceptor (red) fluores-
cence intensity. (Middle panels) Corresponding FRETefficiency showing UvrD
reversibly switching between open (low FRET) and closed (high FRET) con-
formations (dashed red lines). Fluorescence and FRETdata are integrated to

60 and 50 ms per point for (B) and (C), respectively. Shaded and unshaded
areas denote low- and high-FRET intervals, respectively. (Lower panels)
Simultaneous measurements of unwinding (U) and rezipping (Z) of the DNA
hairpin. Fluorescence intensity and frustrated unwindingactivity are consistent
with monomeric UvrD-DNA complexes (which dissociate at 6.2 and 1.8 s). (D)
Correlation betweenUvrD activity and conformation.Themean FRETefficiency
and mean UvrD velocity determined over each time interval are plotted (white
points; N = 109 intervals, 15 molecules). The color map represents the prob-
ability distribution of FRETstate and velocity (19).
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The ability of a single UvrD helicase to unwind
and rezip DNA reversibly many times and in
succession suggests that it can switch strands
without dissociating from its DNA substrate.
Previous studies showed that beyond the 1A-2A
motor domains contacting ssDNA, the 2B do-
main can contact the junction duplex (6, 14). We
thus used our instrument to detect the unwind-
ing activity of individual UvrD monomers via
optical trapping simultaneously with confor-
mational changes of the 2B domain via single-
molecule fluorescence resonance energy transfer
(FRET) (26). UvrD was labeled with donor and
acceptor fluorophores such that high or low FRET
efficiency revealed the closed or open conforma-
tion, respectively (16, 19) (Fig. 3A).
Two example data traces of UvrD monomer

conformation and unwinding activity measured
simultaneously are shown in Fig. 3, B and C. The
bottompanels showDNAduplex unwinding and
rezipping, as detected by the optical trap. The top
panels show highly dynamic donor (green) and
acceptor (red) fluorescence signals during activ-
ity. In the middle panels, the corresponding
FRET efficiency fluctuates between high and
low values (0.7 T 0.2 and 0.3 T 0.01, respectively,
for all molecules), consistent with the closed
and open conformations, respectively (16). Di-
viding the unwinding and fluorescence data
traces into time intervals determined by FRET
state (i.e., conformation) reveals a correlation
between unwinding versus rezipping activity
and 2B orientation. When a monomer is in the
closed conformation (Fig. 3, B and C, shaded
intervals), the DNA duplex unwinds, whereas
the duplex rezips upon switching to the open
conformation (Fig. 3, B and C, unshaded inter-
vals). Previously proposed models (9, 14, 16)
suggested that the open versus closed confor-
mations of UvrD correspond to moving versus
stalled states; however, our direct observations
demonstrate that these conformations instead
correlate with UvrD rezipping versus unwinding
activity. Plotting the average speed versus FRET
efficiency for many individual FRET-determined
time intervals (Fig. 3D) corroborates our finding
that unwinding (positive velocity) and rezipping
(negative velocity) correspond to high and low
FRET states, respectively. Dividing the data traces
into time intervals by unwinding speed instead
yields similar results (fig. S5).
A simple model explains the correlation be-

tween 2B domain orientation and UvrD unwind-
ing and rezipping activity (Fig. 3A and movie S1)
(19). In the closed conformation, the 1A-2Amotor
domains are oriented such that 3′-to-5′ translo-
cation occurs toward the duplex, in the unwind-
ing direction (14). In the transition from closed
to open, the 2B and 1A-2A domains rotate ~150°
relative to each other (16), consistent with our

FRET efficiencies.We propose that an unwinding-
to-rezipping reversal is initiated by the 1A-2A
domains disengaging from the ssDNA strand
while 2B anchors UvrD at the DNA junction,
preventing its complete dissociation. A switch
from closed to open, along with rotation of 2B
about the duplex, then reorients the 1A-2A do-
mains to bind the opposing ssDNA strand in
the proper orientation. 3′-to-5′ translocation is
now directed away from the fork junction, allow-
ing the duplex to rezip. These steps are revers-
ible, leading to robust back-and-forth switching
between unwinding and rezipping activities. Our
model is compatible with previous studies of
UvrD (6) and its SF 1 homologs (19, 22, 23) and
with the observation that intramolecular cross-
linking of a Rep or PcrA monomer into the
closed form allows it to unwind >1000 bp pro-
cessively (27).
Although our model provides a mechanism

for monomer reversals, it does not explain why
these occur in the first place or why they occur
less frequently during dimer unwinding. Addi-
tional measurements varying duplex stability
indicate that reversals occur whenever UvrD en-
counters an energetic barrier to unwinding (19).
UvrD dimers (and higher-order assemblies) may
be more likely to overcome this barrier, leading
to long-distance unwinding. Our data, together
with past mutational studies (6, 28), point to
strand-switching being the primary inhibitor
of long-distance unwinding. For dimers, direct
contact between helicases may inhibit strand-
switching by the lagging UvrD, either by apply-
ing force to the leading UvrD, which stabilizes it
at the duplex junction, or by preventing 2B in-
teractions with the duplex DNA.
It is plausible that these two levels of unwind-

ing activity play biological roles. UvrD is involved
inmultiple, distinct DNAmaintenance processes
that require different levels of processivity. During
nucleotide excision repair, it is estimated that only
~15 bp of DNA are unwound (29). The strand-
switchingmodel abovemay provide amechanism
by which UvrD can unwind a small number of
base pairs yet remain engagedwith the DNA near
the site of damage. In contrast, methyl-directed
mismatch repair can require more than 1000 bp
of DNA to be unwound (30). UvrD conformation
and stoichiometry may be critical in enabling
and regulating these disparate functions. Inter-
actions of UvrD with accessory proteins, such as
MutL (2), may also influence its conformation,
stoichiometry, and activities.
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PROTEOMICS

P
roteomics seems a natural discipline toward which 

cell signaling researchers might gravitate. Most sig-

naling molecules studied today are proteins, after all. 

But proteomics presents much greater complexity 

than, say genomics, which many cell signaling scientists grew 

up learning. 

ìProteins are very complex, often functioning under only 
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Upcoming Features

Diving Deep into Cell 
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proteomics technology? By Caitlin Smith
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At their best, 

antibodies are 

indispensable for 

molecular tagging, 
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of each other,î he says. 

ìTheir individual biology is 

really about what makes us 

normal or dysfunctional.î 

He sees cancer as an 

example of a tissue that 

takes on a life of its own 

and creates its own 

context or environment. 

ìIf we are to hope to 

understand the complexity 

of [the environment], and 

how drugs might act 

on that, then we need 

to understand how this 

community of players are 

interacting with each other,î 

Nolan says. ìThat means 

you have to assay as many things as you deem relevant 

without drowning yourself in information.î

Nolan pioneered a technique called mass cytometry to 

measure the complement of proteins expressed in single cells 

simultaneously. Using antibodies against multiple proteins of 

*+,-�-�,����-�-���*,��*�	,	
*�������,�����,�-��,��+����������	�

rescent tagsóhe can multiplex to a greater extent than with 

microscopy because spectral overlap is not an issue. When an 

individual cell enters a mass cytometer, it vaporizes and the 

*�	,	
*��,�����-��-��������������
-�,�	�-,-�����*+�,�*������

tem, Nolanís lab was able to generate snapshots of signaling 

networks using 35ñ40 markers. Today they can measure about 

50 parameters.

Nolanís lab uses a mass cytometry system called CyTOF 2 

from Fluidigm. Recent improvements to the CyTOF 2 make 

it easier to ìdo experiments to help better understand the 

�*+��*+�
�	
-�,*-��	��,�-�
�	,-*+��*+��*��-�-+,��-���,�
-����

says Olga Ornatsky, principal scientist at Fluidigm. Fluidigm 

*����	
,*+�,�-������������,-���	��*��*+�	��*���+	�*�,	�

��-�*�,���,�
-��,�*+-�����-��,*���-��-�,*	+��� �*�-��	+!-+�

tional immunohistochemistry assays measure three or four 

���	�-��-+,������-�-�����"-����,���,*�-��,�-�������!-��*	+�

can measure more than 30 markers at once. ìThis will widen 

the scope of questions that can be asked,î says Ornatsky.

#+��-��*+����
�	,-	�*����-�-����-�����-���*+������,-���

nologies to study more than just changes in protein levels, as 

they can now look into the complex interactions of signaling 

molecules and networks. How PTMs regulate and alter such 


�,��������*+���+����*,*	+������-��,	�,�*���-�-�������*,����*�

-+,*�,����!*+�,	���"$�%&	���	�,�-�-��	�*����,*	+�����-�,�	+-�

�+	,�-�'�������������(+�����
�	�-��*!-����	�-�
	�-�����
�	�

teomics tools become available, such as better antibodies and 

MS technologies, researchers will be able to dive even deeper 

into such questions.

but rather a heterogeneous 

population. This 

heterogeneity is thought to 

explain why single cancer 

drugs that target one 

signaling protein often fail. 

Heath studies the signaling 

cascades of glioblastoma 

cells to learn how to 

combine cancer drugs to 

��"-�-��-�,*!-�,�-��
*-��

Heathís group uses 

�	�-���-��*��	���*�*��

chips to study individual 

cells, which are positioned 

in their own tiny chambers 

inside the microchip. Each 

cell is separately lysed, so 

,��,�*,���	+,-+,����-���
,��-�����,�-���*,*+�������	���+,*�	��

*-��,��,��*-��*,�*+�-���������-�����-�,-���,�-+���-��)��+,*,��

tive sandwich ELISAs that are calibrated to measure the copy 

number of proteins per cell. The array includes antibodies 

against proteins known to participate in glioblastoma signaling 

pathways, such as phosphoAKT, phosphoERK, phosphoSRC, 

and phosphoEGFR. Heath uses ìtargeted drugs to hit signaling 

pathways, like those driven by EGFR, that maintain the tumor 

and help it grow,î he says.

Treating a tumor with a cancer drug may cause it to stop 

growing, or even to shrink. But in all cases of glioblastoma, 

says Heath, the tumor soon develops resistance to the drug 

and starts growing aggressively. Yet for some tumors, this isnít 

the result of Darwinian selection; Heath found that the resistant 

cells were not simply survivorsóthey were adapters.

ìThe same cells that were responding to the drug, actually 

�-!-�	
-���-�*�,�+�-�,	�,�-������������&-�,��������,*!�,�

ing particular signaling pathwaysóthe same interactions that 

Heath saw when analyzing single cells before and after drug 

treatment. ìIf you can identify those other pathways that are 

��,*!�,-�����,�-������,��,�,-�����	��*+�
�*+�*
�-����,��	��*+��

tion therapies you would use to treat that resistance,î says 

&-�,���#+�	,�-���	�����*���	����+���+�����-�	+������,	��,	
�,�-�

adaptation response, then you can kill the tumor.

Heathís results hold promise for cancer therapy. For example, 

if he treats a tumor with an ERK inhibitor, or an EGFR inhibitor, 

the results are unimpressive. But if he treats a tumor with two 

inhibitors that can work together to prevent drug resistance, he 

says the tumor ìcompletely shuts down.î

From single cells to tissues

Studying single cells also has great value for better 

understanding tissues since they are communities of cells, 

according to Garry Nolan, director of the NHLBI Proteomics 

Center for Systems Immunology, and professor in the 

Department of Microbiology and Immunology at Stanford 

University. ìThey are interacting and living in the context DOI: 10.1126/science.opms.p1500093
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Triple A Polyclonal Antibodies 

1,272 new Triple A Polyclonals are now 

available. All Triple A Polyclonals are rec-

ommended for immunohistochemistry, 

with over 700 images supplied for each 

antibody from a multitude of human tis-

sues and cells, annotated by trained 

pathologists. A majority of them are also 

recommended for WB and/or ICC-IF, 

supported with confocal images with 

����������������������������	
����������

cellular compartments. For each Triple 

A Polyclonal the corresponding PrEST 

Antigen is also released and available as 

a product today. The Atlas Antibodies 

Advanced Polyclonal antibodies (Triple A 

Polyclonals) are designed using propri-

etary software to select the most suitable 

antigen for a given target protein. Com-

����������������������������������������

process, using the recombinant antigen 

���������������������������������������

polyclonals with the very highest level of 

����������������������������������������������

PrEST Antigens are the recombinant pro-

tein fragments used as immunogens in 

the generation of Triple A Polyclonals. 

Atlas Antibodies 

For info: +46-(0)-85-459-58-50

www.atlasantibodies.com
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���������������

The new RapiFluor-MS Labeling Reagent 

and Sample Preparation Protocol greatly 

enhances speed, sensitivity, and simplic-

��������������	��������������������	�

characterization. The new set of tech-

nologies includes the new GlycoWorks 

RapiFluor-MS N-Glycan Kit, the Waters 

ACQUITY UPLC, the ACQUITY UPLC 

FLR Detector, and the ACQUITY QDa de-

tector. These enable fast deglycosylation 

��	������������	���
�����
��������	�����

sample preparation time from a day to 

less than one hour, allows mass detec-

tion for characterization and development 

with sensitivity that is 100- to 1,000-fold 

better than current approaches, and en-

ables routine laboratory use supported by 

a simple robust protocol without involving 

MS experts. This approach to glycan analyses means scientists can 

monitor and characterize released N-glycans like never before. The 

��
�
�����
�������
������	�����������������	���	����������	�

activity and transform it into one that scientists and laboratories can 

be successful with.

Waters Corporation

For info: 800-252-4752

www.waters.com/glycans

Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Glycan Array

The largest commercially available 

glycan microarray is now available for 

����������������������	������������-

tions. This array, known as the RayBio 

Glycan Array 100, features 100 synthetic 

glycans discretely spotted onto a glass 

slide support. The highly diverse panel 

of polysaccharides was selected based 

on a comprehensive literature search 

������	������	�����������������������

most frequently associated with critical 

cellular functions, including T cell activa-

tion, bacterial and viral binding, innate 

immunity, and apoptosis. Glycans are 

a diverse and complex family of sugar 

molecules that decorate the surfaces 

of virtually all eukaryotic cells, bacteria, 

and viruses. Emerging literature indicates 

that glycosylation of proteins is a highly 

complex and abundant posttranslational 

��	���������
����������������������-

cance is only beginning to be under-

stood. Glycan arrays permit researchers 

�������������������������������������

glycan-binding proteins, but also uncov-

er disease-associated biomarkers and 

putative drug target moieties. 

RayBiotech

For info: 888-494-8555

www.raybiotech.com 

Bioconjugation Kits

New antibody and protein labeling kits 

within its Lightning-Link Rapid range 

enable researchers to label primary an-

tibodies or other proteins in just 20 min-

utes. Dyes recently launched within this 

range include high sensitivity Atto dyes 

and Cy dyes. Innova has also released a 

rapid biotin conjugation kit which allows 

for extremely quick protein biotinylation. 

Despite the short incubation time, the 

��
�	����������������������������

achieve conjugates with performance 

characteristics identical to, or better 

than, those prepared with laborious mul-

tistep conjugation procedures. Lightning-

Link is an innovative technology that 

enables direct labeling of antibodies, 

proteins, peptides, or other biomolecules. The procedure is easy 

to use, involves only 30 seconds of hands-on time, and no spin or 

separation steps are required. In addition, by circumventing the de-

salting or dialysis steps that commonly interrupt traditional protein 

labeling procedures, Lightning-Link Rapid technology can be used 

to label small quantities of antibody with 100% recovery.

Innova Biosciences

For info: +44-(0)-1223-496170

www.innovabiosciences.com 

358   sciencemag.org/products  SCIENCE

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.

��������	���������	
��
�����

�
����������������	������������������	���

�
����������
������	������������	�

Chromatography system (Nexera UC) 

can sequentially analyze up to 48 sam-

ples utilizing automatic extraction and 

chromatographic separation combined 

with high-sensitivity detection of targets 

by mass spectrometry. The Nexera UC 

����������	������	�����������
�����-

surement requirements of a wide range 

of applications including monitoring 

pesticides in food products, drug deliv-

ery and search for disease biomarkers, 

additives in forming polymers, and drug 

discovery research in pharmaceuticals 

and biopharmaceuticals along with 

cleaning validation. The Nexera UC sys-

tem eliminates the need for complicated 

sample pretreatment and enables highly 

reliable and stable analysis of delicate 

samples that are prone to oxidation or 

dissociation if exposed to air. The state-

of-the-art Nexera UC system has a 

much higher target analyte recovery rate 

and reduces the possibility of human er-

ror during analysis when compared with 

conventional manual systems. 

���
������������	�������
����

For info: 800-477-1227

www.ssi.shimadzu.com



To be published in Science is a special moment for any scientist. But to do so at

the very start of your career is extremely exciting indeed. If you are a recent PhD

graduate you could be published in Science this December, and receive a very

special prize in Stockholm during the week of Nobel.

Te journal Science & SciLifeLab have established Te Science & SciLifeLab Prize for
Young Scientists, to recognize and reward excellence in PhD research and support young
scientists at the start of their careers. It’s about bright minds, bright ideas and bright futures.

Four winners will be selected for this international award.Tey will have their essays published
by the journal Science and share a new total of 60,000 USD in prize money. Te winners
will be awarded in Stockholm during the second week of December when the city is
alive with excitement and celebrates the new Nobel Laureates at the annual Nobel Prize
ceremony. Tey will take part in a truly unique week of events including meeting leading
scientists in their felds.

“Te last couple of days have been exhilarating. It has been an experience of a lifetime.
Stockholm is a wonderful city and the Award winning ceremony exceeds my wildest dreams.”
–Dr. Dan Dominissini, 2014 Prize Winner

Who knows, having your work published in the journal Science could be a major stepping
stone in your career and and the Science & SciLifeLab Prize for Young Scientists makes
this possible.

Te 2015 Prize is now open. Te deadline for submissions is August 1, 2015.
Enter today: www.sciencemag.org/scilifelabprize

Te 2015 Prize categories are:

• Cell and Molecular Biology

• Ecology and Environment

• Genomics and Proteomics

• Translational Medicine

Tis prize is made possible with the
kind support of the Knut and Alice
Wallenberg Foundation.Tis Founda-
tion grants funding in two main areas;
research projects of high scientifc poten-
tial and individual support of excellent
scientists.

Will you be
published in
Science this
December?
(If you have a recent PhD you could be.)
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Need exosomes from cell culture media? SBI’s patented ExoQuick-TC and Exo-FBS technologies enable
high-throughput, scalable, quantitative isolation of exosomeswithout ultracentrifugation fromanybiofuid.

• One-step exosome isolation with ExoQuick-TC

• Culture cells with Exo-FBS to avoid bovine exosome contamination

• Compatible with miRNA proAling, NGS and Mass Spec analyses

• ExoQuick exosomes are intact and bioactive for functional studies
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Ensure that exosomes isolated from tissue culturemedia are free from
bovine exosome contaminants with Exo-FBS—fetal bovine serum
(FBS) that has been depleted of exosomes. Serum is a rich source of
exosomes, FBS included. To support researchers who are purifying
exosomes from tissue culture media, SBI ofers the convenient,
time-saving Exo-FBSmedia supplement.

SBI is the only vendor to ofer reagents and kits that support all
aspects of exosome research—covering isolation, detection,
biomarker discovery, and even exosome engineering. With a
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exosomes, SBI puts the power of exosomes into researchers’ hands. omServicesessss
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Q: Describe your pointe shoes project.

A: A hundred years ago, running 

shoes were just being invented—and 

just look at where we are now with 

the technology that’s been put into 

athletic shoes. Ballet shoes, on the 

other hand, haven’t changed much at 

all in the past 200 years. They are still 

extremely primitive. So I asked myself, 

“How can we make these primitive 

shoes better?” I’ve used my under-

standing of biomechanics to change 

the materials and structural design in 

different parts of the ballet shoes to 

make them more comfortable and to 

provide what the body needs in terms 

of support and flexibility.

Q: How did you end up combining 

engineering and ballet?

A: My dad is an engineer, so I knew 

about engineering from a young age. 

I found ballet and music when I was 

very young as well, and I have always 

loved these three things. Without a doubt, my priority is 

engineering, but I’ve tried not dancing, I’ve tried not 

playing music, and it doesn’t work. I have to do these 

other things to be more effective in my engineering work.

Q: Why? What’s the connection?

A: In all these endeavors, a final product is born from 

feelings and fragmented ideas. Also, I think everyone 

needs something that feeds their mind, body, and spirit. 

Of course, most activities don’t serve just one purpose. 

Dancing on stage is a spiritual experience as much as it 

is a physical one. Learning or choreographing new steps 

can be as intellectually stimulating as doing lab research. 

Music and dance have also given me self-discipline and 

effective working methods. I have learned, for example, 

how to teach myself a new piece of music: sitting down 

for hours, starting to play slowly, and then adding differ-

ent elements like speed, dynamics, 

and phrasing to build up to a final 

performance. This is like facing 

a hard engineering problem and 

breaking it down into smaller 

pieces until you are finally able 

to tackle the entire problem. And 

ballet has taught me that even if 

I’m not feeling well one day—even 

if I am exhausted—I still go to 

ballet class and put my best effort 

forward. That kind of discipline 

is directly transferable to any 

academic pursuit.

Q: Including the HST program?

A: Yes. It is hard, but it’s really 

exciting. My classmates and I 

come from a variety of classi-

cal engineering disciplines. We 

study engineering at MIT, but 

we also go through some medi-

cal training at Harvard Medical 

School. I go from control sys-

tems class to an autopsy, from the MIT Media Lab to 

shadowing doctors at the hospital. The aim is to train 

us to innovate within medicine. I find it invaluable to 

have that firsthand experience with the medical world.

Q: Where do you see this taking you?

A: I want to pursue entrepreneurship within health care 

engineering, to make the health care system a better 

experience for patients. I believe that technology, like the 

sensors I’m working on, is going to play a really big role in 

the health care system of the future. The idea is to free up 

doctors’ time with technology so that they can get back to 

focusing on patient interaction. ■

Elisabeth Pain is Science Careers’ contributing editor for 

Europe. For more on life and careers, visit ScienceCareers.

org. Send your story to SciCareerEditor@aaas.org.

“In all these endeavors, 
a final product is born 

from feelings and 
fragmented ideas.”

En pointe

A
n engineer, a musician, and a dancer, Lina Colucci lives in multiple worlds. Now in the third 

year of a Ph.D. at the Harvard-Massachusetts Institute of Technology (MIT) Health Sciences 

and Technology (HST) program, she’s working to develop a portable hydration sensor for pa-

tients with congestive heart failure. Since high school, she has also been redesigning the shoes 

used by ballerinas. Her presentation at the TEDxBrussels event last December began with a 

ballet performance. We asked her why she continues to pursue all of her time-consuming pas-

sions. This interview was edited for brevity and clarity.

By Elisabeth Pain

WO R K I N G  L I F E

IL
L

U
S

T
R

A
T

IO
N

: 
R

O
B

E
R

T
 N

E
U

B
E

C
K

E
R

Published by AAAS

 o
n 

A
pr

il 
18

, 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/


o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg

Tracy Holmes
Worldwide Associate Director

Science Careers

Phone: +44 (0) 1223 32()2)

THE AMERICAS

E-mail: advertise@sciencecareers.org
Fax: 202 28+ (742

Tina Burks
Phone: 202 32( ()77

Nancy Toema
Phone: 202 32( ()78

Marci Gallun
Sales Administrator
Phone: 202 32( ()82

Online Job Posting Questions
Phone: 202 312 (37)

EUROPE/INDIA/AUSTRALIA/

NEW ZEALAND/REST OF WORLD

E-mail: ads@science-int.co.uk

Fax: +44 (0) 1223 32()32

Axel Gesatzki
Phone: +44 (0) 1223 32()2+

Sarah Lelarge
Phone: +44 (0) 1223 32()27

Kelly Grace
Phone: +44 (0) 1223 32()28

JAPAN

Katsuyoshi Fukamizu (Tokyo)
E-mail: kfukamizu@aaas.org
Phone: +81 3 321+ )777

Hiroyuki Mashiki (Kyoto)
E-mail: hmashiki@aaas.org
Phone: +81 7) 823 110+

CHINA/KOREA/SINGAPORE/

TAIWAN/THAILAND

Ruolei Wu

Phone: +8( 18( 0082 +34)
E-mail: rwu@aaas.org

All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

For full advertising details, go to
ScienceCareers.org and click
For Employers, or call one of
our representatives.

Science Careers
Advertising

ScienceCareers.org

There’s only one

Tenure-Track
Assistant/Associate Professor

Dept. of Physiology & Biophysics

With recent approval of the NYSUNY 2020 Challenge Grant to the University and the announce-
ment of the largest gift ever to the public higher education in the State of New York, Stony
Brook Medical School is embarking on a transformational expansion of the biomedical and
clinical research enterprise. The investment in cancer research will include major program
development, including the development of new programs and the construction of a new state
of the art 250,000 square foot research and clinical cancer center.

The Department of Physiology and Biophysics and the Stony Brook Cancer Center invite appli-
cations for a tenure-track Assistant Professor position. Exceptional candidates at the Associate
Professor level will also be considered. The successful candidate is expected to have or to
establish an innovative externally funded research program in an area that builds upon and
extends existing strengths within the Department: cancer-related research with expertise in
imaging, genomics, metabolics or therapeutics (For a description of departmental research
activities, please visit: pnb.informatics.stonybrook.edu). The position includes a generous
start-up package and laboratory space in the Department of Physiology and Biophysics.
Departmental and institutional support facilities include cores for advanced microscopy and
imaging, proteomics, microarray, metabolomics/lipidomics, and bioinformatics. The
Department also has access to the facilities at Brookhaven National Laboratory. For additional
information about the Cancer Center, visit: cancer.stonybrookmedicine.edu.

A Ph.D., M.D., or M.D./Ph.D. and postdoctoral research experience are required.

Those interested in this position should submit a State employment application, cover letter
and resume/CV to:

Search Committee Chair
Department of Physiology and Biophysics
Basic Sciences Tower Level 6, Room 140

Stony Brook University
Stony Brook, NY 11790-8661

For a full position description, or to apply on-line, visit www.stonybrook.edu/jobs (Ref.
# F-9491-15-03).

“《科学》职业” 已

经与Cernet/赛尔互

联开展合作。中国大

陆的高校可以直接联

系Cernet/赛尔互联

进行国际人才招聘。

请访问

Sciencecareers.org/CER

点得联系信息。

Cernet

Vacancy: SCAR

Executive Director

The Scientifc Committee on

Antarctic Research (SCAR)

seeks an Executive Director.

The successfu l cand idate

will play a leading role in the

development of SCAR by

implementing the vision for

SCAR and Antarctic science.

A p p l i c a t i o n s d e t a i l i n g

experience, including a full CV

and providing the names of

three referees, should be sent

by e-mail (info@scar.org) by

15th May 2015.

For further details please see

www.scar.org/secretariat/

vacancy.
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The Faculty of Science (Philosophisch-Naturwissenschaftliche

Fakultät) of the University of Basel invites applications for the

position of a

Professor of Chemistry (open rank)

We are seeking for candidates with an internationally

recognized research program and an outstanding

publication record in

Synthetic Organic Chemistry

While all areas of organic chemistry will be considered,

upon equal qualifications, preference will be given to

candidates with a focus on synthetic methodology and/or

target-oriented synthesis. The selected candidate is

expected to participate in teaching chemistry at all levels of

the BSc, MSc and PhD programs. The University of Basel

has an established program for career progression allowing

promotion to associate and full professor upon successful

evaluation.

The Department of Chemistry is located near the centre of

Basel, a town which provides a stimulating and supportive

environment for interdisciplinary research thanks to the

strong presence of science institutes as well as the chemical-

and pharmaceutical industries. For further information see

http://www.chemie.unibas.ch

The selected candidate is expected to commence the

appointment in Spring 2016. Applications received by

31 May 2015 are guaranteed full consideration. The

University of Basel is an equal opportunity and family friend-

ly employer committed to excellence through diversity.

To increase the number of women in leading academic

positions, the University strongly encourages applications

from women. Applications, including a curriculum vitae, list

of publications, an outline of current and future research

plans and names of four referees should be sent by email

(as pdf file) to Prof. Dr. Jörg Schibler University of Basel,

Dean of the Faculty of Sciences, Klingelbergstrasse 50,

4056 Basel, dekanat-philnat@unibas.ch.

For further information, please contact:

Prof. Dr. Marcel Mayor, Department of Chemistry, E-mail:

marcel.mayor@unibas.ch.

U N I V E R S I T Ä T B A S E L

The Department of Pharmaceutical Sciences at the Faculty

of Science, University of Basel, invites applications for a

Professorship in Molecular

Pharmacy

(Associate or Full Professor)

We are looking for a scientist with an outstanding track-

record in the field of molecular pharmacy / medicinal

chemistry. The successful candidate will help to further

develop the strategic axis “Drug Sciences”, for which the

Department of Pharmaceutical Sciences is internationally

renowned (http://www.pharma.unibas.ch).

The candidate is expected to:

• Establish a world-class research program in current

topics of Molecular Pharmacy / Medicinal Chemistry,

including drug design and synthesis, the investigation of

target-ligand interactions and in vitro PK/PD evaluation

• Apply and extend available state-of-the art techniques

for the drug discovery and development process

(500 MHz-NMR, QQQ-LCMS, Biacore, ITC)

• Actively collaborate with colleagues in the Department

of Pharmaceutical Sciences as well as in joint research

projects within and outside the University of Basel

• Have teaching experience to lead undergraduate

(in German) and graduate (in English) level courses on

medicinal chemistry and related topics in the Bachelor

and Master programs of the Department.

The position is to be filled February 1, 2017 at the latest. The

University of Basel is an equal opportunity and family friendly

employer committed to excellence through diversity. To

increase the number of women in leading academic positions,

the University strongly encourages applications from women.

Please address requests for further information to Prof. Dr.

Christoph Meier (christoph.meier@unibas.ch). Applications

should be sent by May 15, 2015 as pdf to Prof. Dr. Jörg

Schibler, Dean, Faculty of Science, University of Basel,

Klingelbergstrasse 50, 4056 Basel, Switzerland, e-mail:

dekanat-philnat@unibas.ch).

U N I V E R S I T Ä T B A S E L
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Research adventure at 63 degrees north
Remote yet modern. Beautiful and peaceful. Quality
and equality. All that combined with long-term
government research funding and the UN’s ranking
as one of the best countries to live in. Welcome to
Trondheim and NTNU. The best minds, world-class
research, and just the right size city for a great life.

We welcome top scientists from all cultures and
nations who want to contribute to our goal:
Knowledge for a better world.

TOP RESEARCH DEMANDS BRILLIANT MINDS

– WE’RE ALWAYS LOOKING FOR THE BEST

www.ntnu.edu
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NTNU neuroscientists May-Britt and Edvard

Moser were awarded the Nobel Prize in

Medicine or Physiology in December 2014.

Trondheim is the ancient Viking capital of Norway. The Nidelva River flows through the city, and you can even fish for salmon during

your lunch break. You’ll find hiking, alpine and cross-country skiing, cycling and more within a 10-minute drive of the city centre.
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• Clinical Trial Award

• Discovery Award

• Focused Program Award

Descriptions of the FY15 PRMRP Program Announcements and
General Application Instructions are anticipated to be posted on
Grants.gov by mid-April 2015:

• Investigator-Initiated Research Award

• Technology/Therapeutic Development Award

The Peer Reviewed Medical Research Program (PRMRP) funds exceptional research with the goal to improve the health and well-being of all military

Service Members, Veterans, and their beneficiaries. The PRMRP received $247.5 million in fiscal year 2015 (FY15) and seeks grant applications in

the following topic areas:

http://cdmrp.army.mil

http://cdmrp.army.mil/funding/prmrp.shtml

Acupuncture

Acute lung injury

Advanced prosthetics

Arthritis

Burn pit exposure

Cardiovascular health

Chronic migraine and
post-traumatic headache

Congenital heart disease

Dengue

Diabetes

DNA vaccine technology for
post-exposure prophylaxis

Dystonia

Focal segmental glomerulosclerosis

Food allergies

Fragile X syndrome

Healthcare-acquired infection reduction

Hepatitis B

Hereditary angioedema

Hydrocephalus

Inflammatory bowel disease

Integrative medicine

Interstitial cystitis

Lupus

Malaria

Metals toxicology

Mitochondrial disease

Nanomaterials for bone regeneration

Osteoarthritis

Pancreatitis

Pathogen-inactivated dried plasma

Polycystic kidney disease

Post-traumatic osteoarthritis

Psychotropic medications

Pulmonary fibrosis

Respiratory health

Rheumatoid arthritis

Scleroderma

Sleep disorders

Tinnitus

Vascular malformations

Women’s heart disease

All applications must conform to the Program Announcements and General Application Instructions that will be available for electronic downloading from the Grants.gov website
(all viewable under CFDA number 12.420). Execution management support will be provided by the Congressionally Directed Medical Research Programs.

DefenseMedical Research and Development Program

Peer ReviewedMedical Research Program

FUNDING OPPORTUNITIES— U.S.Department of Defense

Advance your career with expert advice from Science Careers.

Featured Topics:

§ Networking

§ Industry or Academia

§ Job Searching

§ Non-Bench Careers

§ AndMore

Download Free

Career Advice Booklets!
ScienceCareers.org/booklets
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Scientifc Executive – Senior Advisor for Clinical Data Science, Offce of the Director, National Institutes of Health

The NIH is the center of medical and behavioral research for the Nation ----making essential medical discoveries that improve health and save lives.

Are you an exceptional candidate with proven expertise in biomedical informatics, research analysis of clinical data, and EHR systems who can provide leadership

to the high-priority, trans-NIH initiatives of biomedical discovery in an era of big data? This position offers a unique and exciting opportunity to serve as a Senior
Advisor for Clinical Data Science and join a team of data science specialist with signifcant expertise in basic research data working on: developing an enterprise-level
solution to support a 1 million plus patient cohort for precision medicine; developing the “Commons” – a conceptual framework to support biomedical basic and
clinical data in the cloud and beyond; developing and maintaining clinical data standards, policies, and sustainability; training; innovating data science; improving
internal processes for data centric grant review; and communicating and subsequently sharing actions with all stakeholders, notably other federal agencies, philanthropic
organizations, the private sector, and international partners. Given the high visibility and priority of the PMI, the Senior Advisor will interact directly with both the
ADDS and the NIH Director.

Duties include: working with the PMI team to establish methods and standards for acquiring and transmitting clinical data derived from EHRs for PMI cohort
research purposes; advising on issues related to the use of mobile devices and mHealth apps for acquisition and management of research data and participant reported
observations; working with ADDS team to establish a synergistic exchange, such that best practices in handling unstructured research data can be translated into
analogous best practices for research uses of clinical data; having a trans-NIH role in communicating and fostering developments surrounding clinical data, including
the development and adoption of common clinical data elements across NIH, and developing standards on behalf of the NIH as a whole, with a particular need to
interface with the efforts of the National Library of Medicine (NLM); helping to inform policies and regulatory affairs surrounding research uses of clinical data with
particular emphasis on the balance of clinical data availability versus the need to protect patient privacy; advising on the development and maintenance of clinical data
resources at NIH such as dbGaP, ClinVar, ClinGen and ClinicalTrials.gov; supporting the ADDS team to foster of new innovations surrounding big data, notably the
establishment of the Commons; contributing to the design of intramural and extramural training programs that emphasize clinical data; contributing to the design of
extramural funding programs as part of the BD2K initiative; and working closely with the Chief of the Laboratory for Informatics Development to synergize clinical
informatics developments across the NIH.

The successful candidate will have a doctoral-level degree in biomedical informatics, signifcant research experience in handling and analyzing clinical data,

proven expertise working with and developing EHR systems, and strong interpersonal skills collaborating as part of a team. Appointment will be at a salary

commensurate with experience and accomplishment and includes full Federal benefts, including leave, health and life insurance, retirement and savings

plan (401K equivalent).

If you are ready for an exciting leadership opportunity, please see the detailed vacancy announcement at: http://www.jobs.nih.gov (under Executive

Careers). Application requirements apply and are due by May 11, 2015.

NIH AND DHHS ARE EQUAL OPPORTUNITY EMPLOYERS.

Sie stehen am Anfang Ihrer Forscherkarriere und möchten mit ihren herausragenden Ideen zur Bewältigung der großen gesellschaft-
lichen Herausforderungen auf den Feldern „Energie, Ressourceneffizienz, Gesundheit und Ernährung“ beitragen? Der Forschungs-
standort Nordrhein-Westfalen bietet Ihnen die Chance zum Aufbau und zur Leitung einer selbstständigen Nachwuchsgruppe an
einer hiesigen Hochschule Ihrer Wahl.

Im Falle einer erfolgreichen Bewerbung sind dafür über einen Zeitraum von fünf Jahren bis zu 1,25 Mio. EUR vorgesehen. Die
Leitungsposition ist mit Entgeltgruppe 15 TVL – vergleichbar W2 – dotiert. Sie erhalten eine personengebundene Finanzierungs-
zusage und etablieren Ihre Nachwuchsgruppe an einer Hochschule Ihrer Wahl in Nordrhein-Westfalen, welche Ihnen die beste
Zukunftsperspektive und eventuell auch Tenure-Track bietet.

Der Beginn dieser Förderung ist zwischen Ende 2015 und Mitte 2016 vorgesehen.

Sie forschen derzeit außerhalb Deutschlands und verfügen über eine Promotion, die zum Zeitpunkt des Bewerbungsschlusses
(Stichtag) mindestens zwei und höchstens sechs Jahre zurückliegt (bei Medizinerinnen und Medizinern zwei bis neun Jahre)? Ihr
Lebensmittelpunkt lag vor Ihrem Auslandsaufenthalt in Deutschland? Bis zum Stichtag des Bewerbungsschlusses können Sie zwei
Jahre erfolgreicher wissenschaftlicher Forschung vorweisen, davon mindestens die letzten 12 Monate außerhalb Deutschlands?
Wenn dies alles auf Sie zutrifft, freuen wir uns auf Ihre Bewerbung unter

http://www.wissenschaft.nrw.de/forschung/foerderung/
wissenschaftlichen-nachwuchs-foerdern/rueckkehrprogramm/

Nähere Informationen zu den erforderlichen Bewerbungsunterlagen sowie eine detaillierte Beschreibung des Programms finden
Sie auf der angegebenen Internetseite.

Bitte reichen Sie Ihre Bewerbungsunterlagen bis zum 14. Juni 2015 (Stichtag) online ein.

Das Land Nordrhein-Westfalen fördert die berufliche Entwicklung von Frauen. Bewerbungen von Frauen werden daher besonders
begrüßt. Bewerbungen geeigneter schwerbehinderter Menschen sind erwünscht.

www.wissenschaft.nrw.de

Programm zur Förderung der Rückkehr
des hoch qualifizierten
Forschungsnachwuchses aus dem Ausland
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To book your ad: advertise@sciencecareers.org

The Americas
202-326-6582

Japan
+81-3-3219-5777

Europe/RoW
+44(+)1223--265++

China/Korea/Singapore/Taiwan
+86-186-++82-9-45

SCIENCECAREERS.ORG

What makes Science the best choice?

§ Read and respected by 57+,4++ readers around the globe

§ 78% of readers read Sciencemore often than any other journal

§ Your ad sits on specially labeled pages to draw attention to the ad

§ Your ad dollars support AAAS and its programs, which strengthens the global

scientific community.

Why choose this microbiology section for your advertisement?

§ Relevant ads lead off the career section with special Microbiology banner

§ Bonus distribution to:

American Society for Microbiology (ASM)
May -+–June 2, 2+15 New Orleans, LA.

Expand your exposure. Post your print ad online to beneft from:

§ Link on the job board homepage directly to microbiology jobs

§ Dedicated landing page for jobs in microbiology

§ Additionalmarketing driving relevant job seekers to the job board.

* Ads accepted until May 11 on a first-come, first-served basis.

T H E R E ’ S A S C I E N C E T O R E A C H I N G S C I E N T I S T S .

Microbiology
May 15, 2015

Reserve space by April 28*

Special Job Focus:

For recruitment in science, there’s only one
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University of Missouri
ASSISTANT TEACHING PROFESSOR
Division of Biological Sciences

The Division of Biological Sciences (http://biology.missouri.edu) at
the University of Missouri invites applications for anAssistant Teaching
Professor (non-tenure track). Qualifcations include a doctorate in a life
science or science education and independent or mentored teaching
experience.

We are interested in candidates who have developed active learning
strategies, particularly at the introductory level. We seek a long-term
relationship with an individual who will continue to create innovative
learning experiences.

The successful candidate will teach high-enrollment general biology
courses and other undergraduate courses, as appropriate. The full-time
appointment will begin September 1, 2015, or when the position is
flled, at a salary commensurate with qualifcations.We are committed to
ethnic, racial and gender diversity in our faculty and strongly encourage
applications from members of groups underrepresented in mathematics
and science.

Application materials should include a cover letter, CV, description
of teaching philosophy and experience, and evidence of teaching
effectiveness and innovation. Include contact information for 3 references.
Instructions for submitting application materials can be found at http://
biology.missouri.edu/NTTsearch. Review of applications will begin
May 15, 2015 and continue until the position is flled. Questions should
be addressed to Gerald Summers (573-882-4369 or summersg@
missouri.edu).

An Equal Opportunity/Access/Affrmative Action/Pro Disabled
and Veteran Employer.


