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T
he U.S. National Institutes of Health (NIH) has 

for more than 60 years supported research to im-

prove the health and prolong the lives of people 

in the United States and around the world. Mean 

life expectancy worldwide has doubled to more 

than 70 years, due in large part to medical and 

public health interventions developed with NIH 

funding. Now, in the face of serious fiscal constraints, 

the idea has reemerged from 

some congressional leaders 

and disease constituency 

groups to more closely align 

NIH funding for disease 

research with disease bur-

den in the United States. 

Although the nation must 

maintain robust research 

support for diseases that 

cause illness and death 

among large numbers of 

Americans, it would be un-

wise to deemphasize dis-

eases that exact their largest 

toll elsewhere in the world. 

The United States has a vital 

interest in the health of peo-

ple around the globe, rooted 

in an enduring tradition of 

humanitarian concern as 

well as in enlightened self-

interest. Engagement in 

global health protects the 

nation’s citizens, enhances 

the economy, and advances U.S. interests abroad.

People from all walks of life understand and appreci-

ate the moral imperative to alleviate human suffering, 

regardless of where it occurs. Polls show that Americans 

support efforts to improve health in developing countries, 

both for the sake of those individuals and for the sake of 

Americans exposed to infectious diseases that transcend 

national boundaries. The recent outbreak of Ebola virus 

disease in West Africa, which quickly found its way to the 

United States, is one more reminder of how global health 

challenges can become domestic. The concept of medi-

cal diplomacy—winning the hearts and minds of people 

in poor countries by exporting medical interventions, 

expertise, and personnel to improve their health—also 

resonates with many Americans, as does reducing insta-

bility in places where the United States has substantial 

economic and political interests. 

The U.S. government, the largest funder of global 

health research and development, has played a central 

role in developing medical interventions that have saved 

countless lives in the world’s poorest countries. Small-

pox has been eradicated, polio nearly eliminated, and 

important infectious diseases of childhood controlled 

with vaccines. An extraordinary 7.6 million AIDS deaths 

were averted in low- and middle-income countries be-

tween 2003 and 2013 by the development and distribu-

tion of antiretroviral drugs 

to treat HIV infection. Fu-

ture products, including 

improved drugs for tuber-

culosis, treatments for para-

sitic diseases, vaccines for 

malaria, and new strategies 

to prevent and treat HIV in-

fection could save millions 

more lives. Also, studying 

such complex diseases pro-

vides new insights that can 

advance how we diagnose, 

treat, and prevent other 

health challenges, including 

many commonly seen in the 

United States. For example, 

the treatment of hepatitis 

B virus infection has been 

revolutionized by antiviral 

drugs originally developed 

to treat HIV infection.

History shows that the 

tools of modern biology of-

fer the opportunity to practi-

cally elimate major diseases that sap human health and 

exacerbate instability in areas where the United States 

has substantial interests. It is imperative that the nation 

sustain momentum and work with its global partners to 

deliver the fruits of global research to the people who 

need them most, both at home and abroad. Without such 

a commitment, we may miss opportunities to curtail or 

even eliminate important diseases such as AIDS and also 

risk the resurgence of major global health threats such 

as drug-resistant bacteria, tuberculosis, and malaria, for 

which new interventions are badly needed. 

In 1940, President Franklin D. Roosevelt noted that 

“NIH speaks the universal language of humanitarian-

ism… [it] has recognized no limitations  imposed by inter-

national boundaries and has recognized no distinctions 

of race, of creed, or of color.” The NIH—and the United 

States—must continue to live by these words. 

– Anthony S. Fauci and Francis S. Collins

NIH research: Think globally
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AROUND THE WORLD

Biomed lab inks hospital deal
LONG ISLAND, NEW YORK |  Cold Spring 

Harbor Laboratory (CSHL), a bastion 

of basic biomedical research, is making 

a major foray into more applied drug 

development. Last week the lab and North 

Shore-LIJ Health System, a local hospital 

system, announced a new alliance and a 

more than $120 million investment aimed 

at moving basic cancer discoveries into the 

clinic. Scientists at the not-for profit CSHL 

have used genomics, RNAi screens, and 

mouse models to find important cancer 

drug targets. Now, the lab wants to turn 

those discoveries into drugs by conducting 

early stage clinical trials with North Shore-

LIJ, which has 16,000 new cancer patients 

each year in the New York City area. CSHL 

chief Bruce Stillman says the new ven-

ture will not compromise the lab’s basic 

research. http://scim.ag/coldsprharb

Banana disease spreads
SINDH PROVINCE, PAKISTAN |  A fungus 

that devastates banana plants has been 

confirmed in Pakistan, raising worries that 

it might spread to India, the world’s largest 

producer of bananas. The fungus, a strain 

of Fusarium oxysporum called tropical 

race 4 (TR4), emerged in the 1990s and has 

ravaged thousands of hectares in China, 

Indonesia, Malaysia, and the Philippines. 

Growers in Pakistan first noted suspicious 

symptoms, such as brown rot in stems 

(below), on a small plantation in 2012. 

A
nimal health specialists meeting in Abidjan, Ivory Coast, last 

week agreed to try to rid the world of peste des petits rumi-

nants (PPR), a viral disease devastating goat and sheep fl ocks 

throughout Africa, the Middle East, and Asia. Control ef orts 

have fallen short, and the time has come for a “bolder next 

step,” said José Graziano da Silva, director-general of the 

Food and Agriculture Organization (FAO) of the United Nations, at 

the meeting FAO organized with the World Organisation for Animal 

Health (OIE) to kick of  a global eradication program. Also called 

ovine rinderpest, PPR kills up to 90% of the animals it infects within 

days. The virus has spread rapidly over the past 15 years and is now in 

70 countries, putting 80% of the world’s more than 2 billion goat and 

sheep at risk. FAO and OIE believe they will need $4 billion to $7 bil-

lion over the next 15 years to accomplish their goal. http://scim.ag/PPRerad

Sheep, goat virus targeted for eradication

A viral disease is threatening goat herds like this one in Tanzania.

NEWS
I N  B R I E F

“
We just figured, we’ll go with [a name] that 

has some meaning to us.

”Biochemist Tom Schmidlin, founder and namesake of the recently 

launched Postdoc Brewing Company. http://scim.ag/postdocbrew

Published by AAAS
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Q: How many brains do you have?

A: We did an inventory in January 

of last year, and counted roughly 

20 [intact] brains.  

Q: What questions can the brain 

tissue answer? 

A: The brains of young individuals with 

autism are enlarged, but we don’t know 

why. Is it too many neurons, too many con-

nections? [To answer that] we have to do 

the neuropathology. 

FINDINGS

How Europeans evolved white skin
Pale skin, and other traits such as tall-

ness and the ability to digest milk as 

adults, arrived in most of Europe relatively 

recently, scientists reported last week at 

the 84th annual meeting of the American 

Association of Physical Anthropologists 

in St. Louis, Missouri. The international 

team of researchers searched DNA from 

83 ancient individuals from archaeological 

Was T. Rex cousin a cannibal?

T
he group of ferocious meat-eating dinosaurs known as tyrannosaurs—of which the most 

famous member is Tyrannosaurus rex—may have turned their sharp teeth on each other. 

A distinctive pattern of tooth marks on the skull and jaw of a 75-million-year-old tyranno-

saur discovered at Dinosaur Provincial Park in Alberta, Canada, offers the best evidence 

of that yet, scientists say. The dinosaur, known as Daspletosaurus (pictured above in an 

artist’s reconstruction), was not fully adult when it died, but still weighed about 500 kilograms 

and was almost 6 meters long. Full-grown Daspletosaurus were just a tad smaller than T. rex, 

which lived 7 or so million years later. In a study published this week in PeerJ, the researchers 

conclude from the spacing and shape of the puncture marks on its skull that it was bitten by 

another tyrannosaur—quite possibly another Daspletosaurus—while it was still alive, probably 

as the result of fraternal infighting. Those wounds healed, but tooth marks on its jaw suggest 

that it was chomped on by yet another tyrannosaur after it died. 

By January 2014, about 121 hectares had 

succumbed. A team led by Gerrit Kema 

of Wageningen University and Research 

Centre in the Netherlands analyzed 

samples of the bananas from Pakistan and 

Lebanon—and confirmed in Plant Disease 

last week that TR4 has now reached both 

countries. TR4 is soil-borne, so it could 

spread to India by flooding or human 

transport. “We are afraid it will show 

up everywhere,” Kema says. TR4 hit 

Mozambique in 2013 and was confirmed 

last month in Queensland, Australia. 

Open Access 3.0: Pay the authors
DODEWAARD, NETHERLANDS |  Most 

open-access journals have authors pay an 

article processing fee to publish a paper. 

Now, a small online malaria journal based 

in the Netherlands is promising to pay its 

authors—€150 for every article it publishes. 

The idea behind the move, possible thanks 

to a Dutch funding agency, is both to lure 

authors to the journal and to drive home 

the message that academic publishing is 

too expensive, says the journal’s editor, Bart 

Knols. The upstart journal—which has so 

far published only 57 papers—is part of 

MalariaWorld, a website and networking 

tool that has some 8500 registered users in 

140 countries. Two experts review papers 

submitted to the journal, Knols says; if 

they disagree, the journal’s editors decide 

whether to publish. The plan is to reward 

every published paper; multiple authors 

split the €150. http://scim.ag/MalWorld

NEWSMAKERS

Three Q’s
In 2012, a Harvard University freezer 

containing more than 50 donated brains 

from people diagnosed with autism failed. 

Autism researchers were left with less than 

10% of the brain tissue experts say they 

need to untangle the disorder’s biological 

basis. Last month, the National Institutes 

of Health and private research foundations 

launched a collaboration to collect new 

donations. David Amaral, research director 

of the University of California, Davis, MIND 

Institute, discussed the project, called the 

Autism Brain Net. 

Q: Why isn’t there enough brain tissue 

to study autism?

A: There are probably 500 deaths a year of 

people with autism, and yet the number of 

brains donated is a small fraction of that. 

It’s vital to get samples from all ages. You 

also have to make sure [the brain] is from 

someone who really did have autism.  

Published by AAAS
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sites throughout Europe for genes under 

strong natural selection—including traits so 

favorable that they spread rapidly through-

out Europe in the past 8000 years. By 

comparing the ancient European genomes 

with those of recent ones from the 1000 

Genomes Project, they found five genes 

associated with changes in diet and skin 

pigmentation that underwent strong natu-

ral selection. The finding offers dramatic 

evidence of recent evolution in Europe and 

shows that most modern Europeans don’t 

look much like those of 8000 years ago. 

http://scim.ag/Euroskin

How the Dutch became tallest
The Dutch are the tallest people on Earth, 

with an average height of 1.84 meters for 

men and 1.71 meters for women. Better 

nutrition and health care help explain 

a growth spurt of 20 centimeters over 

150 years, but natural selection may also 

have played a role, suggests a study in 

the Proceedings of the Royal Society B. 

From a database tracking 94,516 Dutch 

Protesters gathered at Mauna Kea last 

week to prevent construction of the 

Thirty Meter Telescope.

BY THE NUMBERS

1000
The amount of plastic, in tonnes, in an 

accumulation zone recently identified 

within the Mediterranean Sea.

10%
Fraction of samples, advertised online 

as pure human breast milk, that had 

been adulterated with cow’s milk, 

according to a study in Pediatrics.

$1
billion

Damages sought in a lawsuit filed 

last week by 774 plaintiffs against 

Johns Hopkins University and the 

Rockefeller Foundation, alleging they 

deliberately infected hundreds in 

Guatemala with sexually transmitted 

diseases between 1945 and 1956.

people, behavioral biologist Gert Stulp of 

the London School of Hygiene & Tropical 

Medicine and colleagues found that taller 

Dutch men have more children than those 

of average height and more of them survive, 

which likely helps spread genes contribut-

ing to tallness. Previous studies showed that 

tall men in the United States don’t have 

more children; why the Dutch are different 

is unclear, Stulp says. http://scim.ag/dutchtall

Terror of the late Triassic
North Carolina was a tropical swamp 

231 million years ago—and at the top 

of the food chain was a 3-meter-tall 

crocodilian ancestor that walked on its 

hind legs and ate the ancestors of early 

mammals. A newly analyzed fossil, which 

includes parts of a skull, spine, and upper 

forelimb found more than a decade ago in 

central North Carolina, represents one of 

the earliest examples of crocodylomorphs, 

paleontologists reported last month in 

Scientific Reports. The team used high-

resolution surface scanners and skulls of 

close relatives to create a three-dimensional 

model of Carnufex carolinensis, known as 

the “Carolina butcher.” Crocodylomorphs 

vied with theropod dinosaurs at the end 

of the Triassic for top predator slots and 

succeeded—for a time. Only their smaller 

cousins remained following the end-Triassic 

extinction event 201.3 million years ago, 

allowing dinosaurs to take over for the next 

135 million years. http://scim.ag/Carnufex

Telescope protesters arrested

O
ngoing protests against the construction of the Thirty Meter Telescope (TMT) 

on the summit of Mauna Kea led to the arrest of a dozen people last week, 

according to the Hawaii Police Department. About 100 people gathered on 

2 April to block construction machinery from reaching the summit, which 

Native Hawaiians say is sacred ground. The protesters have cited concerns that 

construction of the $1.4 billion telescope will irreparably harm the environment and 

Native Hawaiian ancestral graves and sacred places. Protesters also disrupted the 

TMT’s groundbreaking ceremony last October (Science, 17 October 2014, p. 284), 

but last week marked the first arrests. The protesters were released after posting bail. 

TMT, which w ill be one of the most powerful ground-based telescopes in the world, 

is scheduled to achieve first light in 2022. 

Published by AAAS
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By Richard Stone

I
n about 2007, Western intelligence ana-

lysts believe, Iran began secretly con-

verting a tunnel complex in the Fordow 

Mountains, near the holy city of Qom, 

into a facility capable of producing the 

highly enriched uranium needed to make 

nuclear weapons. After Iran acknowledged 

the facility in 2009, some foreign policy 

hawks started debating whether bunker-

busting bombs could destroy the site, a for-

mer military base. 

Instead, foreign researchers may be waltz-

ing through Fordow’s front door before long. 

According to the outline of a deal reached 

last week with the United States and five 

other nations, Iran will convert the sensitive 

facility into an international research center 

that would produce isotopes for industry—

and may even host one or more small linear 

accelerators for basic science.

Fordow’s emergence from the shadows 

is one highlight of the tentative agreement, 

which is designed to dismantle large pieces 

of Iran’s nuclear program in exchange for 

easing crippling economic sanctions. Other 

technical elements include reengineering a 

plutonium-producing reactor and remov-

ing or diluting enriched uranium that could 

otherwise be further enriched to make sev-

eral atomic bombs. The plan seeks a delicate 

balance: preventing Iran from building an 

atomic arsenal while allowing it to retain 

nuclear R&D. “Iran is still going to have a 

nuclear program and can do a lot with it,” 

says physicist James Acton, a nonprolifera-

tion expert at the Carnegie Endowment for 

International Peace in Washington, D.C.

A final agreement isn’t due until the end 

of June. U.S. officials do not see any techni-

cal showstoppers—but there are plenty of 

potential political roadblocks. Some U.S. law-

makers and Israel’s leaders are skeptical of 

the emerging deal, which lacks key details. 

“Probably the most significant issue will be 

to converge on the exact sequence and trig-

gers” for phasing out sanctions, U.S. Energy 

Secretary Ernest Moniz told Science.

In recent months, Moniz, a physicist, be-

came the lead technical negotiator for the 

United States, working alongside experts 

from the four other permanent members of 

the U.N. Security Council—China, France, 

Russia, and the United Kingdom—as well as 

Germany (a group known as the P5+1). Their 

goal: to slow Iran’s “breakout time”—the time 

needed to produce enough weapons-grade 

fissile material for one bomb—from an esti-

mated 2 to 3 months to at least a year. 

Achieving that goal boils down to block-

ing what Moniz calls Iran’s four pathways 

to nuclear weapons: two uranium paths 

through its Natanz and Fordow enrichment 

facilities, where thousands of centrifuges 

separate uranium isotopes; a plutonium path 

that involves the Arak heavy water reactor; 

and a covert path involving hidden facili-

ties. The challenge has been to block these 

pathways without shuttering a single nuclear 

facility—something that Iran insisted was 

out of the question. Building that nuclear in-

frastructure “has cost Iran dearly, but it has 

also become a source of national pride,” says 

Muhammad Sahimi, an Iran-born chemical 

engineer at the University of Southern Cali-

fornia in Los Angeles and an analyst of Iran’s 

nuclear program. By preserving it, Sahimi 

says, Iran’s supreme leader, Ali Khamenei, 

“can claim that the redline he set has not 

been crossed.”

The Arak 40-megawatt fission reactor, 

under construction in the central province 

of Markazi, has been a bone of contention. 

Iranian officials say it is meant to make 

radio isotopes for medicine. But simply run-

ning the reactor on its natural uranium 

fuel would yield about 7.7 kilograms of plu-

tonium each year, enough for at least one 

atomic bomb. To slash that output, nonpro-

liferation experts had suggested changing 

the fuel to low-enriched uranium (LEU), 

which would reduce the plutonium yield 

fivefold. They also urged halving the reac-

tor’s power output, cutting plutonium pro-

Deal would allow Iran to continue operating 

thousands of uranium-enrichment centrifuges, 

seen with an unnamed official in 2009.

I N  D E P T H

Iran deal would transform 
its nuclear infrastructure
Secretive Fordow facility could become a stable isotope 
factory and international accelerator center

NUCLEAR WEAPONS

Published by AAAS
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duction to less than 1 kilogram a year.

To the surprise of many, Iranian officials 

have—in principle—agreed to even more 

stringent changes. Not only will Arak switch 

to LEU fuel, but engineers will also downsize 

the reactor’s calandria—the vessel in which 

the fuel resides—because LEU fuel requires 

less space. That downsizing also would make 

it harder to restore natural uranium fuel to 

the reactor and produce more plutonium. 

The changes would lengthen the plutonium 

breakout time to several years, Moniz esti-

mates. And even that could be a moot point: 

Iran has pledged to ship all of Arak’s spent 

fuel out of the country for the reactor’s life-

time, Moniz says.

An Arak redesign will be worked out in the 

coming weeks. “They want and we want the 

P5+1 to certify the rede-

sign,” Moniz says. Besides 

minimizing plutonium 

production, the new 

design would increase 

the reactor’s neutron 

flux—which would make 

it more efficient at gen-

erating medical radio-

isotopes and “would be 

good for their research 

program,” Moniz says. 

Siegfried Hecker, a plu-

tonium specialist at Stan-

ford University in Palo 

Alto, California, and for-

mer director of Los Ala-

mos National Laboratory, 

has called for developing 

Arak as an international 

user facility for medicine 

and materials science. 

Although that idea is not 

in the draft agreement, 

Moniz says “it’s still on the table.”

Fordow, however, would become what 

Moniz terms an “international physics cen-

ter.” The facility would be largely gutted, with 

about two-thirds of its centrifuges removed. 

The remaining 1044 centrifuges, Moniz says, 

would be modified to produce molybdenum 

(Mo) and iridium (Ir) isotopes for use in 

medicine and engineering. In molybdenum’s 

case, the goal would be to increase the pro-

portion of the isotope Mo-98 in samples, 

then expose them to neutrons at Arak to 

make Mo-99. Mo-99 is the parent of techne-

tium-99m, a radioisotope used in more than 

20 million nuclear medicine procedures 

a year. The other enrichment target is Ir-

191; adding a neutron makes Ir-192, which 

is widely used in gamma cameras to check 

for structural flaws in metal. As a nonprolif-

eration dividend, the modified centrifuges 

would become so contaminated with iso-

topes that “those machines would be very 

much unusable” for making weapons-grade 

uranium, says a U.S. official.

Each of the P5+1 nations is seeking to 

carve out other research niches at Fordow. 

French negotiators have even floated the idea 

of installing up to three low-energy electron 

linear accelerators. “The concept is an ac-

celerator center of excellence,” says the U.S. 

official. Opening up Fordow “is a great idea 

to get [Iran] into the international research 

community,” Hecker adds.

Several other facets of the deal are also 

aimed at blocking the uranium pathways to 

a bomb. For starters, Iran would reduce the 

number of installed centrifuges for enrich-

ing uranium from about 19,000 to 5060—

all of which, for at least 10 years, would 

be Iran’s less capable, first-generation IR-1 

centrifuges. Iran would 

also soon end research 

projects involving its 

more advanced IR-2m 

and IR-4 centrifuges, 

which “will be removed 

and put under seal,” 

Moniz says. And the 

country’s LEU stockpile 

would be slashed from 

about 10,000 kilograms 

to 300 kilograms. 

One option for achiev-

ing that reduction is to 

blend the LEU with de-

pleted uranium, which, 

compared with natural 

uranium, contains less 

of the fissile isotope 

uranium-235. But Frank 

von Hippel, a physicist 

and arms control expert 

at Princeton University 

in New Jersey, says that 

approach would “throw away all the enrich-

ment work”—a waste of valuable reactor fuel. 

A more logical solution, he says, would be to 

send the excess LEU to Russia for conversion 

into fuel rods for Iran’s Bushehr nuclear reac-

tor, in operation since 2011. 

The “single biggest challenge,” Acton 

says, will be eliminating the covert path-

way. To improve the odds of detecting se-

cret work, the final agreement will detail 

an intrusive inspection regime and un-

precedented oversight of Iran’s purchases 

for its nuclear program. 

Other thorny issues remain. One is Iran’s 

R&D on laser enrichment of uranium, a new 

route to fissile material that could be even 

easier to hide than ranks of centrifuges. 

“That’s not something we want to see them 

pursuing,” says the U.S. official. And Acton 

says it’s worth bearing in mind that, until 

negotiators hammer out the final details, 

“we don’t have a deal.” ■

Acid oceans 
cited in Earth’s 
worst die-off
Signature of acidification 
found in Permian extinctions 
250 million years ago

GEOCHEMISTRY

By Eric Hand

T
hings went really sour for life on 

Earth 250 million years ago. A team 

of European geoscientists has found 

the most direct evidence yet that the 

world’s oceans became sharply acidic 

at the boundary between the Perm-

ian and Triassic periods—when scientists 

estimate 90% of Earth’s species died in the 

worst mass extinction ever.

The “PT” die-off affected all types of liv-

ing things, but it hit marine species the 

hardest—killing off, for instance, the once-

ubiquitous trilobites. The new study, pub-

lished on page 229 of this issue, concludes 

that the ocean acidification played a major 

role in the cataclysm. Acidification can kill 

sea creatures by weakening their ability to 

produce their calcium-bearing shells, and 

it is driven by excess carbon dioxide (CO
2
) 

dissolving in the ocean. As such, the extinc-

tion holds a cautionary lesson for today: 

Because of CO
2
 released by burning fossil 

fuels, oceans could now be acidifying even 

faster than they did 250 million years ago, 

although the process hasn’t yet persisted 

nearly as long.

“It’s not inconsequential that we are dis-

rupting the earth’s carbon cycle at a faster 

rate than the worst extinction of all time,” 

says Lee Kump, a geochemist at Pennsyl-

vania State University, University Park. 

“Even if it only exists for a few centuries 

rather than 10,000 years, rates of change 

do matter.”

Unlike the asteroid-induced extinction 

that killed the dinosaurs 66 million years 

ago, most scientists think the even bigger 

catastrophe at the end of the Permian was 

homegrown: triggered by a massive bout of 

volcanism in Siberia that released trillions 

of tons of carbon into the atmosphere and 

oceans. Researchers previously found signs 

that living things endured multiple stresses 

as a result of the eruptions: global warm-

ing, ocean acidification, a drop in dissolved 

oxygen in the oceans, and even a buildup 

The notion of making 
the Arak reactor an 
international facility “is 
still on the table.”
Ernest Moniz, U.S. energy secretary

Published by AAAS
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of toxic sulfur. But sorting out the relative 

importance and interdependence of these 

effects has been difficult.

Now, scientists have better evidence that 

ocean acidification hit living things hard. It 

comes from carbonate-bearing limestones in 

the United Arab Emirates. They formed some 

250 million years ago in the shallow waters 

offshore of Pangaea, the super continent at 

the time, locking in the geochemical signals 

of the ancient Tethys Ocean. Traditionally, 

geochemists have used variations in certain 

carbon isotopes as a sign that a pulse of at-

mospheric carbon dioxide was entering the 

ocean and triggering acidification. But in 

the new Science study, researchers analyzed 

the Tethys rocks for isotopes of boron—

a fainter signal, but one that corresponds 

more directly to ocean acidity. The method 

works because chemical reactions in seawa-

ter cause the ratio of the isotope boron-11 to 

boron-10 to increase along with the pH. 

Rocks that precipitate on the sea floor reflect 

those changing ratios—and with them, the 

changing acidity of the ocean over time.

The researchers found a drop in the iso-

topic signal that would have corresponded 

to a drop of 0.6 to 0.7 pH units—a signifi-

cant change in seawater chemistry. “This 

is the first really direct evidence of ocean 

acidification for this mass extinction,” says 

Matthew Clarkson, a geochemist at the Uni-

versity of Otago, Dunedin, in New Zealand, 

who led the study.

The boron anomaly comes about 50,000 

years after a sharp change in carbon isotopes 

that has long been thought to signal the start 

of ocean acidification and the beginning of 

the extinction. The study team says the 

gap between the carbon and boron signals 

suggests that separate pulses from carbon-

spewing volcanoes drove a two-stage extinc-

tion, an idea first put forward in 2012. First, 

a slow 50,000-year pulse of carbon entered 

the air and then the oceans. The research-

ers hypothesize that the oceans were already 

somewhat alkaline, allowing them to absorb 

the incoming CO
2
 with very little change in 

pH and modest impacts on marine life. But 

then a second, sharper pulse of carbon ar-

rived in a period of 10,000 years, overwhelm-

ing the oceans’ feedback mechanisms.

Clarkson says the scenario explains why 

paleontologists have found that sea animals 

like gastropods and bivalves—calcifying 

creatures that are most susceptible to acidi-

fication—suffered their greatest losses in the 

later stage of the Permian extinction. “The 

fossil record supports what we’re seeing with 

the geochemistry,” he says. Andrew Knoll, a 

paleontologist at Harvard University, agrees 

that a late, sharp pulse of acidification could 

help explain the extinction record.

The Permian-Triassic catastrophe holds 

mixed messages for Earth today. On the one 

hand, the pace of acidification was slower 

than it is now. The study team estimates that, 

in the acidification event, 24,000 gigatons of 

carbon were injected into the atmosphere 

over 10,000 years—a rate of 2.4 gigatons per 

year—and most of it wound up in the oceans. 

Currently, scientists estimate carbon from all 

sources is entering the atmosphere at a rate 

of about 10 gigatons per year.

On the other hand, today’s economically 

viable fossil fuel reserves contain only about 

3000 gigatons of carbon—far shy of the Perm-

ian total, even if human beings burn it all. 

“We’re injecting the carbon faster, but it’s un-

likely that we have as much carbon to inject,” 

says study co-author Tim Lenton, an Earth 

systems scientist at the University of Exeter 

in the United Kingdom. But knowing that 

the Permian was much worse doesn’t bring 

Lenton much comfort. “Biology is pretty 

smart—it can cope with a certain amount of 

acidification,” he says. “But I suspect there 

are limits to adaptation. There will be some 

point at which [species] crack.”

Study co-author Rachel Wood, a geo-

biologist at the University of Edinburgh in 

the United Kingdom, wants to make sure 

that the acidification pulse was more than 

a regional catastrophe. The team next plans 

to test rocks that formed on the floor of the 

Tethys 250 million years ago in present-day 

Iran and Oman. “We need to establish that 

this is a global signature,” she says. ■

Musandam mountain cliffs in the United Arab Emirates include rocks laid down during a 250-million-year-old 

catastrophe that killed off 90% of life on Earth.

Acid bath
The rocks that recorded the deadly ocean acidification were once the floor of a shallow sea off the 
coast of the supercontinent Pangaea.

Panthalassic 
Ocean

Tethys
Ocean

PANGAEA

Study site
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By Jocelyn Kaiser

A
fter a decade of often fierce debate 

over whether the public should have 

free access to the scientific papers 

produced by their tax dollars, advo-

cates for so-called open access cel-

ebrated a notable victory last month: 

The National Science Foundation (NSF) 

unveiled a plan to require its grantees to 

make their research freely available. NSF’s 

move meant that the federal agencies that 

provide the bulk of the nation’s basic and 

applied research funding have now com-

plied with a 2013 White House order to 

make the peer-reviewed papers they fund 

freely available within 12 months of publi-

cation. The order, which applies to federal 

agencies that spend more than $100 million 

a year on research and development, will 

ultimately make hundreds of thousands of 

scientific papers once hidden behind pay-

walls available to anyone with an Internet 

connection (see table). 

For the typical U.S. scientist with a fed-

eral research grant, the new public access 

mandate means they will need to follow 

the example of researchers funded by the 

National Institutes of Health (NIH). Since 

2008, NIH grantees have been required to 

send their accepted manuscripts or final 

published paper to the agency’s PubMed 

Central full-text archive. Researchers may 

deposit the paper themselves through a 

special Web portal, or the journal may do 

it for them. At most agencies, those who 

ignore the mandate will not get credit for 

their papers during reviews of funding pro-

posals or job performance.

The details of how the public will get 

access to the full-text papers vary by 

agency. Some, including NASA, will share 

papers through a full-text archive similar 

to PubMed Central, which has grown to 

hold more than 3 million full-text papers 

(see graph). Open-access advocates prefer 

this model because they say it allows for 

simpler text and data mining across an 

entire corpus of articles. But two agen-

cies, NSF and the Department of Energy, 

have heeded concerns from publishers that 

full-text archives will divert eyeballs from 

their sites and cut into advertising revenue. 

They are building portals that provide only 

a paper’s abstract and other metadata; 

links will take users to the full-text article 

on the publisher’s website. ■

SCIENTIFIC PUBLISHING 

U.S. agencies fall in line on public access
Major research funders move to make papers free to all

Public access policies at U.S. science agencies
Researchers must make papers freely available within a year, either through abstracts 
that link to publisher websites or a central full-text archive like PubMed Central. 
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A growing trove of full-text biomedical research papers
Since 2008, NIH has required grantees to submit full-text papers to PubMed Central either 
directly or via the journal. Journals deposit many more papers that are not funded by NIH.

AGENCY BUDGET MODEL

EXPECTED PAPERS 

PER YEAR

RESEARCH 

FUNDED AFTER

NIH $30.3 billion Central archive 104,000 2008

DOE $5.07 billion 
(Office of Science)

Linked abstracts 20,000–30,000 1 October 2014*

NSF $7.3 billion Linked abstracts 40,000 1 January 2016

DOD $2.3 billion (basic 

research)

Central archive 40,000 1 October 2016

USDA $1.1 billion 
(agricultural 
research)

Central archive 20,000 1 January 2016

HHS agencies 
(besides NIH)

$13.1 billion Central archive 6000 1 October 2015

NASA $3 billion 
(research)

Central archive 10,000 1 January 2015

NIST $864 million Central archive 1300 1 October 2015

Not yet released: USGS, EPA, NOAA. *Office of Science; other offices 1 October 2015 
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By Michael Balter

W
hat’s in a name? Sometimes plenty, 

as the U.S. Postal Service (USPS) 

found out in 1989 when it issued 

colorful dinosaur stamps, includ-

ing one for Brontosaurus. Pale-

ontologists and educators loudly 

protested that the correct scientific name 

for the iconic beast was Apatosaurus—

a fact that even lay dino aficionados and 

many 8-year-olds took pride 

in knowing. The Smithson-

ian Institution accused USPS 

of favoring “cartoon nomen-

clature to scientific nomen-

clature.” It didn’t help that 

the stamps were officially 

launched at Disney World.

Now, a dinosaur-sized study 

of the family tree of the Di-

plodocidae, the group that in-

cludes such monstrous beasts 

as Apatosaurus, Diplodocus, 

and Barosaurus, finds that 

USPS got it right: The fos-

sils originally called Bronto-

saurus show enough skeletal 

differences from other speci-

mens of Apatosaurus that 

they rightfully belong to a 

different genus. The study, 

published online this week 

in the journal PeerJ, brings 

the long-banished name back 

into scientific respectability as a genus co-

equal with Apatosaurus.

“I didn’t start out trying to resurrect 

Brontosaurus,” says lead author and pale-

ontologist Emanuel Tschopp. He was just 

trying to better understand the evolution-

ary relationships among all Diplodocidae 

as part of his Ph.D. thesis at the New Uni-

versity of Lisbon. Indeed, paleontologists 

are impressed by the scope of the new 

study, which included 81 skeletons and 

477 skeletal features or characters, far more 

than any previous analysis. “Emanuel’s 

data set is now the largest published so 

far” for plant-eating dinosaurs, says Philip 

Mannion, a paleobiologist at Imperial Col-

lege London. The name change is likely to 

stick, adds paleobiologist Paul Upchurch of 

University College London: “I will be happy 

to start using Brontosaurus again.”

How Brontosaurus lost its name in the 

first place is the stuff of dino legend. Dur-

ing the “Bone Wars” of the late 19th century, 

paleontologists Edward Cope and Othniel 

Marsh marauded through the American 

West bitterly competing for dinosaur fossils, 

which led to some rapid and slapdash de-

scriptions. In 1877, Marsh published a brief 

note on one of his skeletons, calling it Apato-

saurus (“deceptive lizard”). Two years later, 

he published an equally brief report on a 

supposed new genus, Brontosaurus (“thun-

der lizard”). By 1903, paleontologists had 

decided that the two beasts were too similar 

to be divided into separate genera. Because 

Apatosaurus had been named first, it had 

precedence under the rules of scientific no-

menclature. Paleontologists confirmed this 

conclusion in the 1970s, and know-it-all 

children have instructed their parents ever 

since that “Brontosaurus” isn’t a valid name. 

(The taxon had its defenders, including evo-

lutionary biologist Stephen Jay Gould in his 

“Bully for Brontosaurus” essay.)

In the new analysis, Tschopp looked at 

every Diplodocidae specimen he could get 

his hands on. These plant-eating dinos 

lived in today’s North America and Europe 

between 160 million and 145 million years 

ago; their long necks and tails stretched up 

to 35 meters from end to end. Tschopp ex-

amined bones in 18 different museums in 

the United States and Europe and studied 

photos and drawings from other specimens. 

The idea was to get a high-resolution family 

tree by examining many individual speci-

mens, rather than focusing only on fossils 

that represent an entire species. The study 

included six specimens of Apatosaurus 

excelsus, as Brontosaurus has been called 

since 1903.

Tschopp and colleagues found that A. 

excelsus differed from the three other rec-

ognized species of Apatosaurus in at least 

a dozen key characters across the skeleton. 

That’s as many differences as seen between 

genera long accepted as distinct, such as 

Diplodocus and Barosaurus. For example, 

a true Apatosaurus has a bulkier neck and 

was “even more robust than Brontosaurus,” 

Tschopp says. But Brontosaurus also has 

some features that Apatosau-

rus lacks, such as a rounded 

expansion of one edge of its 

shoulder blade and a longer 

bone in its ankle. 

Given these anatomical dif-

ferences, “It would be unfair to 

lump Apatosaurus and Bron-

tosaurus together,” Upchurch 

says. Mannion agrees, and also 

endorses the team’s finding 

that another Diplodocidae ge-

nus, Eobrontosaurus, should 

be included within Brontosau-

rus, giving the genus a few ad-

ditional species to call its own. 

Some paleontologists have 

reservations. “It’s going to 

force us to ask questions about 

what we really mean by genus 

and species in a paleontologi-

cal context,” says paleontolo-

gist John Whitlock of Mount 

Aloysius College in Cresson, 

Pennsylvania. “Is it more useful to distin-

guish specimens as Brontosaurus and Apa-

tosaurus than it is to distinguish A. excelsus 

from other species of Apatosaurus? I don’t 

know, but I hope it’s the start of a conver-

sation.” He and others, including Tschopp 

himself, note that the characters used aren’t 

cut-and-dried and could be scored differ-

ently by others. 

Upchurch thinks this kind of detailed tax-

onomy could help resolve questions such as 

how diverse dinosaurs were just before they 

went extinct about 66 million years ago. 

Others welcome the resurrection of an icon. 

“Brontosaurus has a prominent place in the 

public imagination,” Mannion says. “It can 

only be a good thing that it is back with us. 

… It shows that science develops through 

time and that it’s possible to change our 

minds, even about long-held views.” ■
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Bully for Brontosaurus!
A comprehensive study of one branch of the dinosaur 
family tree resurrects Brontosaurus as a valid genus 

PALEONTOLOGY

The U.S. Postal Service caught flak for calling these giant plant-eating dinosaurs 

Brontosaurus in 1989, but now scientists say the genus name is valid after all.
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By Herton Escobar, in São Paulo, Brazil

A
lthough Brazil is famous for its bio-

diverse rainforests, the animal pic-

tured on its most valuable banknote 

(100 reais) is a fish from the ocean: 

Epinephelus marginatus, the dusky 

grouper. The high-denomination 

banknote is a fitting place for the species, 

which is prized for its juicy white meat. Too 

prized, it turns out. The dusky grouper is 

one of about 100 species of commercially 

valuable fish and other aquatic organisms 

recently listed as threatened by the Brazil-

ian Ministry of the Environment (MMA). As 

of 16 June, every one of them, along with 

more than 300 other species, could be off-

limits for fishing, to the distress of indus-

trial and artisanal fishermen alike. 

The new “red lists” of endangered spe-

cies were published on 17 December 2014, 

representing 5 years of work by more than 

1000 Brazilian scientists. But within weeks, 

the prospect of a fishing ban sparked politi-

cal and scientific discord. The Ministry of 

Fisheries and Aquaculture says the list will 

severely impact the national fishing econ-

omy; together with industry it is pressuring 

MMA to reevaluate the status and rules for 

dozens of species, including grouper, par-

rotfish, sharks, and rays. Some scientists 

and conservationists also worry that a blan-

ket moratorium will backfire. “Fishermen 

won’t stop fishing,” says Ronaldo Francini-

Filho, a reef and fish biologist at the Federal 

University of Paraíba. “They will either con-

tinue to fish illegally or shift the pressure to 

other species.” 

MMA’s December ruling will make it il-

legal to fish for any of the listed species, 

which include both fresh- and saltwater 

animals. In principle, species in the “vul-

nerable” category—as opposed to “endan-

gered” or “critically endangered”—can still 

be fished, as long as regulations are in place 

to guarantee that the take is sustainable. 

The problem is that these regulations don’t 

exist for most species, including the dusky 

grouper, so they, too, are in line to become 

off-limits. 

Brazil’s governance of fisheries is fragile 

at best. “We don’t even know how many 

fishing vessels are op-

erating,” says biologist 

Monica Brick Peres, di-

rector of Oceana Brasil 

and a leading expert on 

fisheries management. 

Many fear that because 

of weak enforcement, 

the moratorium could 

increase the level of il-

legal fishing rather than 

take pressure off the en-

dangered species. At the same time, the lack 

of data from fishing fleets could deprive 

scientists and policymakers of the ability 

to monitor what is happening in the ocean. 

“To make fishing sustainable you need to 

work with data, and that is the first thing 

we don’t have,” Peres says.

Better than a blanket prohibition, she 

says, would be to develop monitoring sys-

tems and work in partnership with fish-

ermen to develop science-based recovery 

plans that are specific to fishing stocks, not 

species. “Publishing the red list is an impor-

tant first step to diagnose the problem, but 

it doesn’t solve it. We need to take measures 

to get those species off the list, and just tell-

ing people they can’t fish is not likely to 

achieve that,” she says. 

The fisheries ministry is negotiating with 

MMA to exempt some commercially valu-

able species from the ban. MMA has con-

vened a group of experts to help it develop 

sustainable fishing plans for 34 lucrative 

species in the “vulnerable” category, and 

has agreed to extend the 16 June deadline 

if those plans cannot be finished by then. 

It might even exempt one “critically endan-

gered” species, the guaiamum crab, which 

is still abundant in some areas and repre-

sents an important source of protein and 

income for low-income fishermen.

But the Environment Ministry is unlikely 

to relent on other endangered or critically 

endangered species. Ugo Vercillo, general 

coordinator of research and monitoring at 

the Chico Mendes Institute for Biodiversity 

Conservation (ICMBio), the MMA organ 

responsible for drafting the red lists, says 

industry is exaggerating the economic con-

sequences of the ordinance and that man-

agement plans for vulnerable species will 

alleviate most of the impact. “It would be 

great to take some names off the list, but 

if we do that, it will be based on scientific 

data, not political pressure,” he says. 

Experts add that a moratorium may be 

the only hope for survival for some spe-

cies, such as highly endangered sharks and 

rays, which have slow reproductive cycles. 

“There is just no way 

to exploit these species 

sustainably anymore,” 

says Otto Gadig, a ma-

rine biologist at São 

Paulo State University.

Protecting these spe-

cies is not so easy, 

Vercillo concedes. Tar-

geted fishing of sharks 

and rays is already il-

legal in Brazil, but they 

are snared as by-catch in other fisheries, 

such as bottom trawling for shrimp and 

tuna longlines. At ICMBio, environmental 

authorities are not sure how to control the 

by-catch without interfering with legal fish-

ing for other species that are not on the en-

dangered list. “We don’t have a solution for 

this yet,” Vercillo says. “But we have to make 

sure these animals don’t enter the market.” ■

Herton Escobar writes for O Estado de 

São Paulo.

Brazil roils waters with 
moves to protect aquatic life
Fishing moratorium draws fire from industry and scientists

CONSERVATION

Poor fishermen prize the guaiamum crab.

Brazil’s government has moved to protect the 

dusky grouper—at least on paper.
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By Erik Stokstad

C
ancer cells aren’t contagious. That’s 

a rule in biology. But this precept 

has broken down spectacularly in 

the sand flats and shallows of North 

America’s east coast, where a fatal 

leukemia-like condition has spread 

throughout soft-shell clams from Prince 

Edward Island in Canada all the way to 

New York state, perhaps via free-floating 

cancer cells. Columbia University’s Stephen 

Goff, one of the researchers who describe 

the extensive transmission of this cancer in 

Cell this week, calls it “a super metastasis, 

spreading to whole new animals.” 

“This is a remarkable paper,” says 

Charles Walker, a molecular biologist at the 

University of New Hampshire in Durham, 

who also studies the clam disease. “It’s very 

interesting and provocative.” The discovery 

adds one more example to the two known 

cases of transmissible cancer: a venereal 

disease in dogs and facial tumors that Tas-

manian devils spread by biting each other. 

And it suggests that supercancers spread-

ing from individual to individual may not 

be as rare as was thought. 

The clam disease, called disseminated or 

hemic neoplasia, was first noticed in soft-

shell clams (Mya arenaria) in New Eng-

land in the 1970s. Sick clams suffer from 

rapidly proliferating immune cells in their 

circulatory fluid. Many die in outbreaks, 

but researchers say there is no health risk 

to humans who eat diseased ones. A similar 

condition afflicts other bivalves, including 

oysters, mussels, and cockles. 

Carol Reinisch, who studied the disease at 

the Marine Biological Laboratory in Woods 

Hole, Massachusetts, thought a virus might 

be involved, so a few years ago she contacted 

Goff, an expert on leukemia viruses in mice. 

He initially checked samples of dead clams 

for reverse transcriptase, an enzyme associ-

ated with cancer-causing retroviruses. The 

samples were “wildly positive,” he says, but 

the transcriptase hadn’t come from a virus. 

Instead, he and colleagues discovered, the 

enzyme was originating from the genome of 

the cancer cells, where it was encoded by a 

fragment of added DNA called a retrotrans-

poson. Retro transposons have the unusual 

ability to copy themselves and insert into 

new locations within the genome.

The researchers were struck by several 

oddities about the retrotransposon, which 

they dubbed Steamer after the clam’s com-

mon name. Cancer cells in clams from 

Maine and Prince Edward Island all had 

roughly the same number of copies of the 

retrotransposon, and they had a lot of 

them, approximately 150 copies per cell. 

The clam’s healthy tissue contained fewer 

than 10 copies, Goff ’s team reported in the 

Proceedings of the National Academy of 

Sciences last year. Even more weird: 

Although retrotransposons tend to jump 

around the genome, the distribution of cop-

ies of Steamer was similar from one clam 

cancer to the next. The tantalizing impli-

cation was that the cancer had not arisen 

independently in each individual, as almost 

always happens in other animals, but had 

spread among the clams. “It was so wild 

and so exciting; we didn’t believe it for a 

long time,” Goff recalls. 

But postdoc Michael Metzger, also at 

Columbia University, subsequently found 

more examples of similarly located Steamer 

insertions. And a close comparison of sub-

tle genetic changes called single-nucleotide 

polymorphisms (SNPs) has now confirmed 

that the cancer cells’ DNA does not match 

the genomes of the clams they afflict. The 

seemingly inescapable conclusion: All the 

cancer cells derive from one primordial im-

mune cell gone rogue, which then spread 

from clam to clam. 

It’s possible that the disease may have 

slowly spread from one population to an-

other along hundreds of kilometers of 

coastline, says invertebrate pathologist 

Bruce Barber, a visiting professor at Eckerd 

College in St. Petersburg, Florida. In addi-

tion, the outbreaks could have hopscotched 

along the coast if people accidentally 

stocked clam beds with infected clams. 

The age of the initial mutations is un-

known, but a handful of genetic differ-

ences between cancer cells in the U.S. and 

Canadian clams suggests they happened 

sufficiently long ago for the cell lineages to 

start diverging. Researchers also wonder 

how the disease is transmitted. Perhaps sick 

clams release cancer cells during spawning, 

when injured, or after death, Goff and his 

colleagues speculate. The cancer cells may 

infiltrate healthy clams as they filter feed, 

somehow slipping across their digestive 

tracts. Another puzzle is how the cancer 

cells—which are foreign tissue—escape the 

clams’ immune systems, says Elizabeth 

Murchison, a geneticist at the University 

of Cambridge in the United Kingdom who 

studies the transmissible cancers in dogs 

and Tasmanian devils. 

Goff and his colleagues are now checking 

whether similar diseases in other kinds of 

shellfish are also caused by transmissible 

cancer cells. “It could be that this type of 

disease might not be so rare as we thought,” 

Murchison says. ■
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CANCER BIOLOGY 

Infectious cancer found in clams
A single leukemia afflicts shellfish beds across hundreds of kilometers, puzzling biologists 

D

C
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Atlantic

Ocean

A. Port Jeferson, New York

B. St. George, Maine

C. Larrabee Cove, Maine

D. Dunk Estuary, Prince 
     Edward Island

500 km

UNITED

STATES

CANADA

The 1000-kilometer cancer
Cancer cells from soft-shell clams in four 
locations likely originated from a single mutant 
cell, which infected other clams. The leukemia-
like disease occurs from northern Newfound-
land to the Chesapeake Bay, nearly all of the 
clam’s range.
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V
ats of homebrewed porter and 

brown ale ferment under a lunch-

room table. In the corner lie a 

drum kit and guitar, property of 

Hank and the Doves, the com-

pany’s pop cover band. Emma the 

dog roams—and sheds—freely. In 

some ways, Planet Labs is your 

typical Silicon Valley startup. But 

FEATURES

it’s not where you’d expect to see the preci-

sion assembly of space satellites. “In terms 

of overall cleanliness, we just don’t care,” 

says co-founder Chris Boshuizen, who 

wears a droopy Santa hat in preparation for 

an office holiday party on this rainy Decem-

ber day in San Francisco.

Boshuizen pushes aside strips of clear 

vinyl sheeting and enters what he calls the 

“clean enough” room. He stomps on a mat 

of sticky tape that helps eliminate static 

charges that could zap satellite electronics—

a rare precaution. Beyond another line of 

tape, no alcohol is allowed. There a shelf is 

stocked with the company’s product: space 

telescopes no bigger than a loaf of bread.

Two dozen of these telescopes, called 

Doves, already orbit the Earth, imaging the 

Planet Labs co-founders 

Chris Boshuizen (left), Robbie 

Schingler (middle), and Will 

Marshall horse around with a 

Dove at their office in 

San Francisco, California.

How flocks of small, cheap satellites, hatched in Silicon Valley, 
will constantly monitor a changing Earth  

By Eric Hand, in San Francisco, California

STARTUP LIFTOFF

NEWS
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ground with a resolution good enough to 

pick out treetops, roads, and buildings. An-

other 14 are set to ride into orbit next week 

on a SpaceX cargo rocket. Although heftier 

spacecraft can spy on Earth with higher 

resolution, few can match the repeat rate 

at which one craft in Planet Labs’ swarm 

passes over the same patch of ground. 

If the company can get between 150 and 

200 Doves in orbit, it will be able to take 

a daily snapshot of the entire planet. This 

time-lapse flipbook will reveal flooding on 

rivers, logging in forests, and road building 

in cities, as they happen. 

Change is the name of the game—and the 

main attraction for researchers and com-

mercial clients. Boshuizen says the com-

pany has contracts in place that are worth 

more than the $135 million in venture capi-

tal funding it has so far received.

From the shelf, Boshuizen grabs a Dove. 

Though it is destined for orbit, he handles 

it as roughly as he would the phone in his 

pocket. He doesn’t worry about damage, be-

cause the inexpensive electronics inside it 

are similar to the phone’s. The nonchalance 

is all part of the plan. Plenty of Doves have 

fizzled out in orbit or fallen back to Earth 

and burned up in the atmosphere. But 

that’s OK, because more Doves are always 

ready to take wing. 

For decades, engineers have been building 

satellites like bespoke Swiss watches, spar-

ing no expense and spending years to perfect 

them. More than 1000 people in 17 countries 

have had a hand in building the $8 billion 

James Webb Space Telescope, more than 

a decade in the making. Once launched in 

2018, the Webb telescope will never be made 

again. At Planet Labs, Doves are mass pro-

duced to the brink of disposability; in 2015, 

the company is aiming for a sustained pro-

duction rate of 25 Doves a month. Boshuizen 

says the cost of building and launching each 

Dove is well under $1 million.

Mass production lets engineers experi-

ment with the satellites and launch them 

in aggressive, iterative cycles. In less than 

2 years, Planet Labs has gone from Dove 

1.0 to sending version 12 into space. Yet the 

ratio of total Doves launched (99) to em-

ployees (105) is still about one. “It changes 

because we keep hiring,” Boshuizen says. 

“But we also keep building satellites.”

Much of Planet Labs’ success can be attrib-

uted to a decision to squeeze their ambitions 

into a very small box, a specific form factor 

called a CubeSat. Named after their char-

acteristic 10-centimeters-a-side size, Cube-

Sats were first launched in 2003 as an edu-

cational tool—a way for graduate students 

to get something in space (see sidebar, 

p. 176). The little boxes beeped and did little 

else. But fueled by the massive investment 

in consumer electronics, the size and cost 

of most satellite components—radios, com-

puters, solar panels—have plummeted even 

as their capabilities have exploded. At the 

same time, CubeSat builders have found 

new and cheaper ways to get into orbit: 

packed into spare payload space around 

larger satellites, or stowed on cargo flights 

to the International Space Station. In 2014, 

a record 132 CubeSats 

were launched—and 

93 of them were Doves, 

according to Jonathan

McDowell, an astrono-

mer at the  Harvard-

Smithsonian Center 

for Astrophysics in 

Cambridge, Massachu-

setts, who tracks satel-

lite launches.

McDowell says CubeSats are gripping 

the aerospace industry and changing the 

way business—and science—is done. “Now 

you’re seeing not just student projects, but 

CubeSats deployed by the military, by space 

agencies—doing real jobs,” he says. Jordi 

Puig-Suari, the co-founder of the CubeSat 

standard, concurs. “These little guys are fi-

nally ready to do serious missions,” he says. 

And one upstart company is leading the 

charge, he adds: “Planet Labs is the darling 

of the CubeSat community.”

IN THE LATE 2000s, small satellites were 

still a curiosity, but a buzz was in the air 

at NASA’s Ames Research Center near 

Mountain View, California. Boshuizen and 

another physicist, Will Marshall, recall a 

senior Ames engineer waving around a 

government-issued smart phone, declaring 

that it had more computing power than the 

average satellite. Why not just launch the 

smart phone? he asked. “We eventually took 

him seriously,” Boshuizen says. “We got a 

smart phone, stuck it in a vacuum chamber, 

and it still worked.” It 

turned out that costly 

“rad-hard” parts, built 

to withstand the vac-

uum of space and its 

radiation environment, 

weren’t so important.

“Perhaps you’ve been 

lied to with this whole 

notion that things need 

to be space-qualified,” 

Boshuizen says. After all, he notes, astronauts 

on the barely shielded space station use iPads. 

(The more intense radiation of deep space, 

however, might pose a threat to future 

CubeSat missions to other planets, which 

would venture outside Earth’s protective 

magnetic field.)

In 2010, Boshuizen and Marshall assem-

bled a PhoneSat team at Ames. They took 

an HTC Nexus One smart phone out of its 

case, reprogrammed its Android operating 

system, and added extra batteries and a ra-

dio that would downlink pictures to Earth. 

Total cost: about $3500. In 2013, the first 

three PhoneSats were launched. Two of 

them lacked solar panels, but they took and 

Telescope

Batteries

Circuitry

Reaction wheels

Solar panels

Solar panels

Camera

Radio antenna

I spy with my little eye
Each Dove must fit within a “3U” box measuring 10 centimeters by 10 centimeters by 

34 centimeters, or three CubeSats’ worth of space. The telescope is pointed with the help 

of a star tracker, reaction wheels, and electromagnetic torquers.

“What happens when 
anyone on the planet can 
understand the state of 
the world?”
Robbie Schingler, Planet Labs
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sent back pictures in the week before their 

batteries ran down. “We bet the farm on 

this idea that we could launch a phone into 

space and that it would work,” Boshuizen 

says. “And it did.”

Even before the PhoneSats were launched,  

Boshuizen and Marshall began talking 

about taking the idea further with a third 

friend, Robbie Schingler, who was working

for the chief technologist at NASA head-

quarters in Washington, D.C. The fast-

talking trio knew each other from long be-

fore: They had met at a 2002 Space Genera-

tion Summit in Houston, a workshop for 

young space evangelists. “The day I showed 

up [there], I decided they were my people,” 

Boshuizen says.

In December 2010, they registered their 

own company, initially called Cosmogia. 

They talked about many possible business 

models, including a constellation of Cube-

Sats that would provide global Internet. 

They ultimately decided that an Earth-

imaging mission carried 

fewer risks and was a 

service for which there 

is growing business de-

mand. “Frankly, we chose 

to do the remote-sensing 

mission because we had 

a higher probability of 

success,” Schingler says.

Even though the team 

had no funding and no 

way of paying anyone, 

Ames engineers like 

Ben Howard were eager 

to join. “They had a big 

idea for what to do with 

these CubeSats,” he says. 

“I also didn’t think they 

were crazy.”

For most of 2011, they 

worked out of the “Rain-

bow Mansion,” a six-

bedroom house in Cu-

pertino, California, that 

Marshall and Schingler 

had rented in 2006 and 

packed with like-minded 

people. With house policies achieved by 

consensus and weekly salons given by the 

likes of physicist Roger Penrose and Inter-

net activist Lawrence Lessig, the house is 

like a “hippie commune except it’s mostly 

filled with tech geeks,” Howard says.

Like so many Silicon Valley startups, the 

group began working out of the garage. 

They pushed camping equipment to the 

side and hung a stop sign from the ceiling 

to keep random Rainbow residents out. The 

team worked on couches, hunched over 

laptops loaded with computer-aided design 

software. One person might design a part 

and get it 3D-printed, while another would 

work on orbital simulations.

In designing the Doves, the group chose 

a frame the size of three stacked clas-

sic CubeSats: 10 centimeters square and 

34 centimeters long. They found that Que-

star telescopes—used by hobbyists for more 

than half a century—fit the space perfectly, 

so they ordered a couple of custom ones 

fashioned out of Invar, a thermally stable 

nickel-iron alloy. They pointed Questars out 

the garage door to test settings on mega-

pixel cameras attached to the rear of the 

scopes. Occasionally, they would cross the 

bay to Lick Observatory, set up a receiver 

antenna, and test the strength of their radio. 

“We were not naive,” Howard says. “We had 

come from NASA and had seen the so-called 

right way to design a satellite. We were very 

aware that we were doing something differ-

ent and risky.”

Soon, they had assembled mostly off-

the-shelf parts into a working satellite that 

they were willing to send 

to space. With their per-

sonal savings, the three 

co-founders booked a 

$250,000 spot on the 

maiden flight of Orbital 

Sciences’ Antares rocket, 

in April 2013.

Michael Safyan, an-

other early employee, says 

he didn’t sleep much dur-

ing the 6 days that Dove-1 

lived. The team was ec-

static when a 4.5-meter 

radio dish in Chilbolton, 

U.K., captured the first 

image: a patch of forest in 

the Pacific Northwest, in 

such good focus that they 

could count the trees. “We 

had no idea if the thing 

would even turn on,” 

Safyan says. “It was such 

a huge validation that we 

were on the right track.”

By that time, the fledg-

ling company had moved 

out of the garage and into its San Francisco 

office. More Doves entered orbit, and the 

images they took began to stitch together 

the patchwork quilt of Earth. The Planet 

Labs team started to notice changes. The 

boundaries of pit mines expanded. In Rio 

de Janeiro, they saw that favelas had been 

bulldozed in the weeks leading up to the 

2014 World Cup. They even noticed plumes 

of smoke over a patch of ground in Califor-

nia—an incipient forest fire. “It was just 

10 minutes old,” Howard says.

Investors began to line up, and custom-

ers began to sign contracts. Planet Labs 

has publicly announced only a few, but 

Boshuizen talks about several areas of 

commercial interest. A primary one is 

agricultural: the ability to monitor the 

productivity of fields. Environmental com-

pliance is another—for instance, mining 

companies wishing to show that they have 

restored an area to the correct standard. A 

third area is in commercial mapping: By 

monitoring the growth of roads and homes, 

Planet Labs can identify areas where Inter-

net mapping companies need to concen-

trate their data-gathering efforts.

Plenty of scientists would also like to get 

their hands on Planet Labs data, says Cur-

tis Woodcock, a geographer at Boston Uni-

versity and co-leader of the science team 

for Landsat, the venerable series of Earth-

monitoring satellites operated by the U.S. 

Geological Survey (USGS). Woodcock says 

officials routinely ask Landsat scientists 

what the satellites could do better, and the 

answer is always the same: Make more 

frequent passes over each patch of Earth. 

Daily snapshots could help home in on the 

A fire in a Brazilian field is captured by 

a Dove (bottom) a day after the same 

spot was imaged by  Landsat (top). 

Two Doves are expelled from the International 

Space Station on 27 February 2015.
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moments when forests green up in the spring. 

“It’s becoming more volatile and has shifted 

earlier in many places as a result of changing 

climate,” Woodcock says. Another scientific 

application, he says, is nailing the timing of 

snowmelt, which is hard to predict and has 

big implications for water management.

But with an entire earth to survey and 

just two working satellites, Landsat 7 and 8, 

an 8-day repeat rate is the best Landsat can 

manage, Woodcock says. To be sure, the big 

orbiters have 11 spectral bands to the Doves’ 

three basic color bands and a heritage that 

ensures that images are precisely calibrated 

from one mission to the next. “The scien-

tific community functions in the measure-

ment domain,” Woodcock says. “Whether 

Planet Labs is going to make it from the 

picture world to the measurement world is 

still up in the air.”

But Doves, with 3- to 5-meter resolu-

tion, already outperform the 15-meter 

resolution of Landsat 8—although other 

Earth-imaging services can do even better. 

DigitalGlobe, for example, provides satellite 

imagery that has a resolution of better than 

a meter, but tasking the company’s fleet of 

six truck-sized satellites to get a new image 

for a specific area can take a week or two 

and is expensive. Another company, SkyBox, 

plans to launch a constellation of two dozen 

satellites the size of mini-refrigerators—still 

small by typical aerospace standards, but 

much bigger than the Doves—that are also 

capable of reaching submeter resolution. 

(Google paid $500 million to buy Skybox 

last June.)

Still other imaging companies are de-

veloping drones for jobs such as high-

resolution monitoring of oil and gas pipe-

lines. But Boshuizen says the Doves can 

complement those efforts—for example, by 

flagging changes that drones or more ca-

pable satellites can then examine in more 

detail. “I view them as our customers, not 

competitors,” he says.

Although Planet Labs is trying to make 

money, the three co-founders exude hu-

manitarian idealism. For example, they 

say they hope someday to make Planet 

Labs data free—perhaps, Boshuizen says, 

by charging only for the newest images 

or for access to large numbers of images, 

as Google Maps does. They say their tiny 

telescopes could allow watchdog groups 

to monitor environmental degradation, or 

let human rights groups keep tabs on the 

size of refugee camps and the movements 

of marauding militias. Schingler says the 

Doves will empower people who have never 

before had access to daily geospatial data. 

“What happens when anyone on the planet 

can understand the state of the world?” he 

asks. Power dynamics will shift markedly, 

Marshall says: “Not everyone’s going to like 

it. We’re very cognizant of that.”

Planet Labs’ way of doing business could 

be equally transformative, McDowell says. 

The whole notion of doing Earth observa-

tion via constellations of small satellites 

poses a threat to the old order, in which 

large aerospace companies build expensive, 

large satellites for agencies like NASA. For 

example, Landsat 8, launched in 2013, was 

built by Orbital Sciences at a total cost of 

$855 million.

USGS is planning a replacement Landsat 

mission, and budget realities mean it will 

have to be cheaper than its predecessors. 

Boshuizen says Planet Labs does not intend 

to formally compete to replace Landsat but 

would be happy to sell its data to USGS. 

The company has also discussed other mis-

sions: CubeSats stuffed with sensors rather 
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tion. The launch, from the Wallops Flight Fa-

cility in Virginia, was the company’s seventh.

At the Planet Labs office in San Francisco, 

Schingler made pancakes in the lunchroom—

a launch-day tradition at the company—and 

served them to 70 or so employees and 

guests who had gathered to watch a NASA 
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than telescopes. “You could do radar, lidar; 

you could do GPS augmentation or replace-

ment,” Boshuizen says. “We could move on 

to do things like earth science, atmospheric 

science, science in low-Earth orbit; we could 

do astrophysics and heliophysics, in part.”

Pete Worden, director of NASA Ames, 

is proud that the people and ideas 

behind Planet Labs were incubated 

there—even if their visionary ap-

proach comes back to haunt NASA 

centers. “Applying Silicon Valley to 

aerospace is the most revolutionary 

thing that’s happened probably since 

Goddard built his rocket,” he says. 

“It’s not surprising that it started 

here. But it’s spreading.”

THE FINAL MONTHS OF 2014 brought 

major changes to Planet Labs, and one 

big challenge. It started on 28 Octo-

ber, when 26 Doves—known as Flock 

1d—were scheduled to ride into space 

aboard an Orbital Sciences Antares 

cargo rocket bound for the space sta-

TV webcast. Also in keeping with tradition, 

Marshall delivered a prelaunch briefing. 

The Doves, he explained, were locked inside 

special deployers, wrapped in bubble wrap, 

and strapped down in the capsule, alongside 

food, water, and experiments destined for 

the space station. He reminded his listeners 

that launches were uncertain: Delays 

could occur at the last second, failure 

was always possible, and everything 

was out of their hands.

At 3:22 p.m. Pacific Time, the rocket 

lumbered off the launch pad. Fifteen 

seconds later, one of the engines ex-

ploded; then a larger fireball engulfed 

the entire rocket. “There were gasps 

of shock,” Marshall recalls. In a single 

moment, the company had lost a huge 

chunk of its assets.

For an old-school space mission, it 

would have been a shattering blow. In 

2009, for example, another Orbital Sci-

ences rocket fell into the ocean while 

attempting to deliver into space the 

Orbiting Carbon Observatory (OCO), 

After this Antares cargo rocket exploded on 28 October 2014,  

Planet Labs scrambled to get new Doves into orbit.

By Eric Hand

W
hy a 10-centimeter cube? The 

trademark size of the CubeSat 

emerged somewhat accidently, 

recalls Jordi Puig-Suari, an aero-

space engineer at California 

Polytechnic State University in 

San Luis Obispo. Student-built satellites 

date back to the 1980s, but they were often 

unwieldy, stuffed with dubious hardware 

from RadioShack and auto parts stores. 

Not only were they expensive to launch, but 

commercial rocketeers were also wary of 

packing them alongside primary payloads.

In 1999, Puig-Suari met with Bob Twiggs, 

at the time an aerospace engineer at Stan-

ford University, to discuss ways of getting 

more student projects into space. “We had 

to do something to get more opportunities 

to launch these things,” recalls Twiggs, now 

at Morehead State University in Kentucky. 

They focused on slimming down the space-

craft, because weight drives up the cost of 

reaching orbit.

Over lunch at a sandwich shop in 

San Luis Obispo, Twiggs and Puig-Suari 

sketched out options on a napkin. They 

thought hard about the potential capabili-

ties of a 10-centimeter cube with a mass 

limit of 1 kilogram—the size and weight of 

a liter of water. Clad in solar cells, the cube 

would eke out perhaps a watt of power, 

enough to power a small computer and a 

radio: “a Sputnik,” Puig-Suari says. Back at 

Stanford, Twiggs found the perfect life-size 

demonstration model: a plastic box used 

for storing the insanely popular stuffed ani-

mals known as Beanie Babies. A standard 

was born.

In 2003, the first six student projects 

rode a Russian Eurockot into orbit, for 

about $30,000 a pop. Companies quickly 

sprang up, selling standard components, 

such as a chassis or radio, allowing uni-

versity teams to focus on instrumentation. 

Many groups settled on the “3U” form 

factor—three CubeSats’ worth of space, the 

size of Planet Labs’ Doves—as the ideal bal-

ance of compactness and capability.

Early on, the biggest single expense 

was the rocket ride. Here, too, Twiggs and 

Puig-Suari offered an important innova-

tion: Poly Picosatellite Orbital Deployers, 

or P-PODs. These spring-loaded boxes 

keep CubeSats quarantined from the main 

payload, then fling them into space. With 

time, the P-POD and its kin earned the 

trust of the world’s major rocket launch-

ers. Even U.S. military and spy agencies 

now accommodate CubeSats if a rocket 

has thrust to spare.

In recent years, launch prices have 

stayed put around $100,000 for a 1U 

CubeSat, Twiggs says. There are free ways 

to space, too: In 2010, NASA started subsi-

dizing a dozen or more launches per year 

with its CubeSat Launch Initiative, which 

takes CubeSats to the International Space 

Station, where they are released into 

space. Reaching orbit will become even 

easier when a handful of companies de-

velop dedicated CubeSat launchers, Puig-

Suari says. One of the first may be Super 

Strypi, a rail-launched U.S. military rocket 

that is scheduled to carry a dozen Cube-

Sats to orbit in October.

The CubeSat trend soon caught the at-

tention of Therese Moretto Jorgensen, a 

program director for space weather re-

search at the U.S. National Science Foun-

dation (NSF) in Arlington, Virginia. “They 

were seen very much as toys,” she says. “But 

we decided to give it a go.” In 2008, she or-

ganized NSF’s first solicitation for CubeSats 

grants. She received about 30 proposals for 

the grants, which typically award 3-year 

funding of $900,000—enough to build a 

CubeSat but a tiny fraction of a conven-

tional spacecraft’s cost.

The first NSF winner to fly was the Radio 

Aurora Explorer (RAX), launched in 2010. 

It sought to understand turbulent bubbles 

in the ionosphere by observing how radio 

waves from ground radar stations scattered 

off the bubbles into space. The RAX team 

found that bubbles were smaller and more 

confined than expected. “It produced this 

beautiful data,” Jorgensen says. “It gave us a 

lot of confidence to keep doing things.”

Thinking 
inside the box
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an important climate-monitoring satellite. It 

took 5 years to return a copy of OCO to orbit.

Planet Labs, however, still had Doves in 

space and a production line to make more. 

Boshuizen took stock: There were enough 

parts on hand to make 10 Doves immedi-

ately. Schingler began calling officials at 

NASA and at NanoRacks, the company 

that built the deployers, to see how quickly 

he could get on a subsequent launch. He 

worked to transfer regulatory licenses to the 

replacement satellites. He secured room for 

two Doves on the next SpaceX resupply mis-

sion, scheduled for December. That meant 

building and boxing up the satellites in re-

cord time. The team finished in 9 days. “The 

team did a major sprint,” Schingler says. “It 

was a herculean effort.”

Two Doves, covered in personalized graf-

fiti (“NBD, all sats burn up someday”), were 

locked in padded Pelican cases and shipped 

to NanoRacks’ facility in Webster, Texas. 

Boshuizen sneaked special features onto 

each of the spacecraft: One would gather 

three times as many pixels over a larger field 

of view, and the other had an experimental 

infrared filter on top of the three needed for 

color pictures.

The SpaceX launch was delayed twice. 

When it finally took place—on 10 January 

2015 at Cape Canaveral in Florida—Planet 

Labs was already in the middle of its next 

big project: boxing up to move. The new 

headquarters, a few blocks away, boasted ex-

posed brick walls and wood beams, breath-

ing room for the growing staff, and space for 

brand-name diagnostic equipment such as 

a ThermoStream, a machine for pumping 

hot air into chambers to test the resilience 

of circuits and other equipment. The dog-

friendly policy was being rescinded (pri-

marily because of a new employee’s allergy, 

Boshuizen says).

The launch itself signaled another trans-

formation for the company: In contrast to 

October’s drama of loss and recovery, it was 

routine. Schingler watched from a laptop at 

another of his communal compounds, in the 

jungle of Costa Rica. Marshall was in Florida, 

watching the predawn launch of the SpaceX 

Falcon 9 rocket in person for the first time. 

In San Francisco, Boshuizen went out for 

dinner and returned to the soon-to-be-old 

office around midnight. With only a handful 

of employees hanging around so late, there 

was no need for a prelaunch briefing. Or pan-

cakes. Boshuizen, lead guitarist for Hank and 

the Doves, picked up his guitar and started 

to noodle around. “What else do you do on a 

Friday night?” he asks. “We were just sitting 

around chatting and drinking.” A few more 

employees trickled in on their way home 

from San Francisco’s bars and clubs.

Finally, the countdown came at 1:47 a.m. 

Pacific Time. Boshuizen, remembering how 

hard his team had worked to get the two 

Doves on board, watched nervously as the 

Falcon 9 roared off the launch pad, a streak 

of orange in the humid Florida night. He 

kept his eyes fixed on the video screen for 

another 10 minutes, until both the first and 

second stages had cut out—until the big 

bird had carried his two little birds to space. 

“Once it got out of the atmosphere, I could 

relax,” he says. “I knew it would be fine.” ■

Many early CubeSats tackled problems 

in space weather, an ideal field for in situ 

observations, but other areas of science 

are opening up as teams shrink and re-

fine instruments. In January, ExoCube 

launched with a mass spectrometer, the 

first ever on a CubeSat, designed to mea-

sure the composition of the exosphere and 

ionosphere. In March, the Micro-sized 

Microwave Atmospheric Satellite was re-

leased from the space station. It will carry 

a microwave radiometer, an instrument 

typically found on billion-dollar weather 

satellites, which can map the 3D thermal 

structure of storms or the presence of sea 

ice. And in 2013, the NSF funded the Op-

tical Profiling of the Atmospheric Limb 

CubeSat. When it flies in a few years, it 

will contain a “hyperspectral” instrument 

that will measure the temperature of the 

outermost atmosphere during magnetic 

storms by imaging it in 100 different spec-

tral bands. Similar instruments could one 

day be aimed at the ground to map vegeta-

tive health, ocean algae blooms, or min-

eral deposits.

Some scientists think CubeSats can play 

a role far beyond low-Earth orbit. NASA 

has begun work on Mars Cube One, twin 

6U CubeSats that will hitch a ride on In-

Sight, a Mars lander scheduled for launch 

next year, and help relay its data back to 

Earth. Other NASA projects plan to equip 

CubeSats with solar sails—thin reflec-

tive sheets that use sunlight for propul-

sion—to travel to near-Earth asteroids and 

the moon. The moon probe, called Lunar 

Flashlight, would also use its sail to reflect 

light into the permanently shadowed cra-

ters at the moon’s poles.

Jonathan McDowell, a researcher at the 

Harvard-Smithsonian Center for Astro-

physics in Cambridge, Massachusetts, who 

has studied the history of CubeSats from the 

start, says the small spacecraft are laying 

siege to the status quo, in which large teams 

of scientists build big, budget-busting satel-

lites. “You end up with huge satellites that 

do 10 different things because you have 10 

different stakeholders supporting them. 

That drives up complexity and develop-

ment time and the cost of failure.”

They are also opening space to new par-

ticipants. According to McDowell, the 29 

countries that have launched CubeSats in-

clude developing nations such as Vietnam, 

Peru, and Ecuador. In 2013, a team of high 

school students in Virginia launched one. 

Thanks to CubeSats, space is “no longer the 

domain of the large governments or corpo-

rations,” says Bruce Yost, deputy manager 

of the small spacecraft integrated product 

team at NASA’s Ames Research Center in 

Mountain View, California. He calls it “the 

democratization of space.” ■
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Transatlantic lessons in regulation of 
mitochondrial replacement therapy

MEDICINE

PERSPECTIVES

The UK has approved MRT for clinical use, but the discussion has just begun in the U.S.

           M
utant mitochondrial DNA (mtDNA) 

gives rise to a broad range of heri-

table clinical syndromes (1). A cure 

for those affected remains out of 

reach (1). However, recently devel-

oped mitochondrial replacement 

therapy (MRT) has raised the prospect of dis-

ease-free progeny for women carriers ( 2– 4). 

Moreover, the feasibility of replacing mutant 

oocytic or zygotic mtDNA with a donated 

wild-type counterpart in humans has now 

been firmly established ( 2– 4). In the United 

Kingdom, legislation regulating the clini-

cal application of MRT, now 10 

years in the making, has recently 

been approved by the House of 

Commons (5) and the House of Lords (6). 

The regulatory vetting of MRT in the United 

States, under way for a year, remains a work 

in progress ( 7). Here, we compare and con-

trast the regulatory history of MRT in the 

United Kingdom and the United States and 

examine potential lessons learned.

THE UK REGULATORY EXPERIENCE. In 

the United Kingdom, matters relating to 

reproductive technologies are wholly gov-

erned by the Human Fertilisation and Em-

bryology Authority (HFEA), an independent 

regulatory agency established by Parlia-

ment through the Human Fertilisation and 

Embryology Act of 1990 (HFE Act). Among 

its responsibilities, the HFEA licenses and 

monitors human embryo research. In 2005, 

the HFEA issued a research license to the 

Newcastle Centre for Mitochondrial Re-
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search to “investigate the feasibility of using 

IVF-based techniques to prevent transmis-

sion of mitochondrial disease” (8, 9). At that 

time, the conduct of clinical trials of MRT 

was prohibited by the HFE Act. However, 

in 2008, Parliament amended the law to 

empower the HFEA to license and monitor 

clinical trials of MRT subject to subsequent 

parliamentary approval.

In 2011, the HFEA convened an expert 

panel to review the “effectiveness and safety 

of mitochondrial transfer” (10). The panel 

concluded that the “evidence currently avail-

able does not suggest that the techniques 

are unsafe” ( 10). Updated reports issued in 

2013 and 2014 reached similar conclusions. 

In 2012, the HFEA launched a public con-

sultation process on the social and ethical 

implications of MRT, the outcome of which 

revealed “general support for permitting mi-

tochondria replacement in the UK, so long 

as it is safe…and is done so within a regu-

latory framework” ( 11). The Nuffield Coun-

cil on Bioethics and the Ethics Committee 

of the British Medical Association reached 

similar conclusions. On 3 February 2015, the 

House of Commons voted to approve the 

conduct of MRT under the auspices of the 

HFEA ( 5). The House of Lords followed suit 

on 24 February. Clinical trials could com-

mence as early as 29 October 2015.

Ethical questions discussed in the United 

Kingdom revolved around the safety of 

the procedure for newborns, the matter of 

parenthood, and the notion that MRT rep-

resents germline modification and thus 

crosses a “red line.” Although a full review of 

the ethical discussions in the United King-

dom is outside the purview of this policy 

piece, we would point out that several mem-

bers of Parliament noted that MRT is more 

about changing a “battery pack” than it is 

about genetic modification ( 5). Although the 

term “three-parent” reproduction has been 

used in the public debate, as per the recent 

parliamentary vote, mitochondrial donors 

have not been accorded legal parental status.  

It follows that the identities of prospective 

donors are not to be disclosed to “mitochon-

drial donor-conceived persons” ( 5).

On the matter of germline modification, 

during the House of Commons and House 

of Lords debates, some MRT opponents sug-

gested that the legislative action under con-

sideration would violate the European Union 

Directive on clinical trials that states that 

“[n]o gene therapy trials may be carried out 

which result in modifications to the subject’s 

germ line genetic identity.” Proponents who 

won the day argued that HFEA approval of 

MRT would not violate this directive and/or 

that the directive did not apply to MRT, but 

their view is thus far untested in court ( 5).

THE U.S. REGULATORY EXPERIENCE. The 

United States, unlike the United Kingdom, 

lacks a specific governmental entity whose 

sole charge it is to regulate reproductive 

technologies. In the case of MRT, jurisdic-

tion has been asserted by the Food and Drug 

Administration (FDA) Office of Cellular, Tis-

sue, and Gene Therapies of the Center for 

Biologics Evaluation and Research, whose 

task it is to oversee “human cells used in 

therapy involving the transfer of genetic 

material by means other than the union of 

gamete nuclei” ( 12). Under FDA’s existing 

regulations, approval of the therapeutic use 

of MRT will require the conduct of phased 

clinical trials pursuant to an Investigational 

New Drug application (IND) ( 12).

The FDA has never officially considered 

or approved early-phase clinical trials of 

MRT. In fact, its 2 July 2013 draft guidance 

for industry for the “design of early-phase 

clinical trials of cellular and gene therapy 

products” (published for public comment) 

makes no mention of MRT ( 13). The first 

tremor in this status quo was felt early in 

2014 when the FDA convened the Cellular, 

Tissue, and Gene Therapies Advisory Com-

mittee to discuss “oocyte modification in 

assisted reproduction for the prevention of 

transmission of mitochondrial disease” ( 7). 

Although there was no official conclusion, 

Reuters quoted the chairman of the com-

mittee as summarizing the session in the 

following way: “Several panelists felt ‘there 

was probably not enough data in animals … 

to move on to human trials without answer-

ing a few additional questions’” ( 14).

The FDA has since commissioned an ad 

hoc committee of the Institute of Medicine 

(IOM) to weigh in on the “Ethical and Social 

Policy Considerations of Novel Techniques 

for Prevention of Maternal Transmission 

of Mitochondrial DNA Diseases” ( 15). Two 

of the planned committee sessions will be 

open to the public. No further FDA action is 

expected until the IOM report has been re-

leased, which is estimated to be 19 months 

after the start date of September 2014. In 
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*Corresponding author: igcohen@law.harvard.edu

the interim, any relevant INDs submitted 

would remain on hold.

The recent debate over MRT in the House 

of Commons and elsewhere went well be-

yond safety considerations to explore ethi-

cal arguments and matters of conscience. 

In the United States, some of these same 

issues have been discussed in the popular 

press, but a full consideration of the eth-

ics and not just the science of MRT in the 

United States has yet to occur.

TRANSATLANTIC LESSONS. The regula-

tory paths of the United States and the 

United Kingdom toward MRT have diverged 

considerably, with the United Kingdom 

clearly further along in the decision-making 

process, having approved the clinical use of 

MRT. Why is there such a transatlantic dif-

ference? This is not an academic question, 

because MRT represents but one of a grow-

ing complement of novel reproductive tech-

nologies, many of which will require expert 

regulatory adjudication.

The first transatlantic distinction of note 

concerns the regulatory agency charged 

with overseeing extant and leading-edge re-

productive technologies. In the United King-

dom, the regulatory adjudication of MRT 

has been relegated to the HFEA. Absent a 

comparable U.S. agency, the task of regulat-

ing MRT has fallen to the FDA, the man-

date of which encompasses all therapeutics. 

Even the FDA Office of Cellular, Tissue, and 

Gene Therapies—the designated proximate 

overseer of MRT—is entrusted with a di-

verse portfolio of cellular, tissue, and gene 

therapeutics. It follows that UK regulators, 

unlike their U.S. counterparts, view MRT as 

a circumscribed outgrowth of related and 

highly familiar technologies (e.g., in vitro 

fertilization) rather than as a therapeutic ( 5). 

In contrast, U.S. regulators are proceeding 

on the premise that MRT constitutes a drug 

and/or a biological product. We posit that 

the narrow framing of MRT by the HFEA is 

partially responsible for the expert nature of 

the UK regulatory paradigm.

The second transatlantic dissimilarity 

harkens back to the prevailing national val-

ues and mores regarding reproduction and 

especially research involving the derivation 

and destruction of a human embryo. In the 

United States, scientific research with hu-

man embryos has long been controversial, 

and federal funding in this area has been 

constrained. This is in part due to the fact 

that, in the United States, such research 

has been tangled in electoral and religious 

contestation over abortion. No such impedi-

ments cloud the regulatory adjudication of 

MRT in the United Kingdom, where public 

funding for human embryo–derived stem 

cell generation and human embryo research 

“The regulatory paths of the 
United States and the United 
Kingdom toward MRT have 
diverged considerably…”
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           B
iology, ecology, and culture have 

shaped human genetic variation over 

thousands of generations. Technol-

ogy now allows us to know the se-

quence of our genomes and to act 

on this knowledge. Which genes did 

a child inherit from either parent? With 

the direct-to-consumer genome scan prod-

ucts now available, this question can be 

answered at the cost of a few hundred U.S. 

dollars and a few milliliters of spit. Which 

fertilized embryo is free of genetic and ge-

nomic abnormalities? By combining in vi-

tro fertilization, preimplantation genetic 

screening, and whole-genome scans, this is 

also now possible to assess ( 1,  2). But what if 

genes themselves select potential children? 

On page 235 of this issue, McCoy et al. ( 3) in-

dicate that this may be the case. The authors 

describe paradoxical results of a genomic 

study of thousands of preimplantation hu-

man embryos and their parents. They turn 

up a maternal-effect genetic variant that oc-

curs at high frequency in many populations, 

that was likely under positive selection in 

our recent past, and that dramatically de-

creases embryonic viability.

Since its first use in England in 1977, in 

vitro fertilization has become a mainstream 

reproductive technique, responsible for 2 to 

3% of babies in developed countries ( 4). In 

vitro fertilization can be coupled with pre-

implantation genetic screening, wherein 

one or more genetic assays are performed 

on cells taken from an early-stage embryo 

before implantation (see the figure). This 

combination provides further options to 

many would-be parents. It allows a sneak 

peek at the genetic makeup of an embryo 

and is routinely used to screen for chromo-

somal abnormalities or disease-causing ge-

netic defects when the parents are known 

or suspected carriers ( 2).

Recently, preimplantation genetic screen-

Aneuploidy 
and mother’s 
genes

By Samuel H. Vohr and Richard E. Green   

A human genetic variant 
found at high frequency is 
associated with reduced 
fertility

DEVELOPMENTthrough day 14 of development has been 

legalized.

The third material transatlantic differ-

ence concerns the relative weight assigned 

to public consultation on regulatory issues 

of substance. The UK public consultation 

process was an extensive outsourced multi-

method (e.g., surveys and workshops) effort 

on a national scale lasting 6 months. The 

U.S. regulatory approach has thus far been 

largely limited to a conversation among ex-

perts, with relatively brief sessions open to 

the public ( 7).

A fourth transatlantic variance revolves 

around the framing of MRT as a beacon of na-

tional scientific prowess. For better or worse, 

the parliamentary debate has proceeded with 

an air of national pride. Even those opposed 

to MRT noted their admiration for the world-

class work of the Newcastle group ( 2, 5). We 

believe that this national sense of pride may 

have swayed some votes in support of MRT. 

No such sentiment has been sweeping the 

United States, even though U.S. scientists 

have made equally vital contributions to this 

field of inquiry ( 3,  4).

CONCLUSIONS. This examination of the dif-

ferent approaches taken to the regulation of 

MRT in the United Kingdom and the United 

States leads us to reexamine the wisdom of 

burdening the FDA with the regulatory ad-

judication of MRT, as opposed to adopting 

an HFEA-like paradigm ( 16). In the eyes of 

some, the regulatory oversight of reproduc-

tive technologies in the United States leaves 

much to be desired. Yet others are content 

with the status quo, in which reproductive 

technologies are not directly licensed (as in 

the United Kingdom) but instead are left to 

what can be characterized as self-regulation 

by the medical profession and its represen-

tative associations. However, with the MRT 

challenge looming and others not too far be-

hind, it may be time to renew the national 

conversation as to the rules that should 

govern this terrain. Understandably, the out-

come of such conversation is far from certain. 

Because some forms of MRT involve embryo 

destruction, approval in the United States 

will be embroiled in the prolife/prochoice 

divide ( 17– 19). It remains an open question 

whether an initiative to reform the regula-

tory oversight of reproductive technologies 

in the United States can be realized without 

capsizing under its own weight and the force 

of the political winds.        ■
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ing has been broadened to scan 

entire genomes of preimplan-

tation embryos by means of 

whole-genome amplification 

and genotyping arrays ( 5). This 

allows for a hypothesis-free and 

more comprehensive genetic 

assessment of an early-stage 

embryo than was previously 

possible. But it also comes 

with data quality issues, such 

as “allelic dropout,” in which 

one or both alleles of a gene 

fail to be amplified in a whole-

genome amplification step that 

is required when input DNA 

is limited to a single cell. This 

technical problem can be miti-

gated, however, by using ge-

nomic data from the parents 

together with that from the 

embryo. Using this approach, 

aneuploidies—the presence of 

an atypical complement of 

chromosomes—can be detected 

at fine resolution. It also be-

comes possible to determine 

which of the two parental chro-

mosomes is aneuploid.

In both in vitro and in vivo fertilizations, 

aneuploidy is surprisingly common and of-

ten leads to early pregnancy loss ( 6). It has 

long been known that maternal age is posi-

tively correlated with aneuploidies ( 6) and 

that these are typically meiotic aneuploidies 

(i.e., present from the beginning, in the un-

fertilized egg of the mother). Against this 

background of common maternal meiotic 

aneuploidy, it has been difficult to detect and 

measure the rates of other types of aneuploi-

dies such as paternal meiotic aneuploidies 

(present in the sperm that fertilized the egg) 

or later, mitotic-derived aneuploidies that 

arose in early cell divisions after fertilization.

To distinguish between the different 

sources of aneuploidy, McCoy et al. analyzed 

genotype data from sets of embryos and both 

parents to search for evidence of chromo-

some gain and loss. Reasoning that losses 

and gains that exclusively affect maternally 

inherited chromosomes in the embryo are 

meiotic in origin, they were able to identify 

these cases and confirm their known asso-

ciation with maternal age. Because there is a 

low rate of aneuploidy in sperm, the authors 

further reasoned that aneuploidies affect-

ing paternally inherited chromosomes can 

generally be attributed to mitotic errors and 

focused on those. Tellingly, they found that 

these paternal aneuploidies often affect mul-

tiple chromosomes and that their frequency 

of occurrence is not affected by the age of the 

mother. Given that some women produce an-

euploid embryos more often than others ( 7) 

and that the mitotic machinery in early em-

bryogenesis is largely maternally derived, is 

it possible that mitotic aneuploidies could be 

affected by the genes of the mother?

Armed with a large cohort to test this 

hypothesis, McCoy et al. searched maternal 

genomes for variants associated with vari-

ous types of aneuploidy. They found no as-

sociation between the mother’s genotype 

and rates of meiotic errors. However, they 

found a strong genetic association between 

the mother’s genotype and the rate of ob-

served mitotic errors. Surprisingly, the vari-

ant most closely associated with high rates 

of embryonic mitotic errors, the single-

nucleotide polymorphism rs2305957, is 

found at high frequency in populations 

across the world. Several genes are tightly 

linked to the high-risk variant, but the au-

thors singled out the Polo-like Kinase 4 

(PLK4) as a candidate causal gene because 

of its known role in the centrosome cycle 

( 8), a process whose disruption can cause 

aneuploidy. (Centrosomes are structures 

that organize microtubules into the mitotic 

spindle that orchestrates the separations of 

duplicated chromosomes during cell divi-

sion). Underscoring the importance of the 

maternal genotype in this region, mothers 

with the high-risk variant contributed fewer 

later-stage (5-day) embryos, presumably be-

cause there is an elevated rate of embryonic 

mortality associated with these 

aneuploidies.

How could a genetic variant 

so strongly associated with re-

duced fecundity have risen to 

such high frequency across the 

world? A possible clue is that 

this genomic region was previ-

ously identified in a scan for 

positive selection by contrast-

ing genetic variation found in 

the Neandertal genome with 

that present in humans today 

( 9). The scan has maximum 

power to identify episodes of 

positive selection that occurred 

in the time since human ances-

tors split from Neandertals but 

before human population dif-

ferentiation—that is, between 

roughly 400,000 years ago and 

100,000 years ago. McCoy et al. 

provocatively speculate that a 

genetic variant that reduces fe-

cundity may provide a selective 

advantage by obscuring pater-

nity. This interpretation may 

make sense in a species with 

low fecundity and heavy parental investment, 

such as humans.

Around 30% of natural human concep-

tions do not go to full term ( 10). Armed with 

reproductive and genetic tools for inquiry, 

it is now possible to start unraveling this 

mystery. The results described by McCoy et 

al. are cause for both optimism and uncer-

tainty about the future. If some human ge-

nomes carry a legacy of adaptive reduced 

fecundity, and people now have the means 

and motivation to select against these vari-

ants, will that happen? If the evolutionary 

driving force was indeed paternity confu-

sion, does it make sense to purposefully se-

lect against this variant now that technology 

also exists to eliminate paternity confusion? 

What about the prospect of genetic screen-

ing or valuation of egg donors based on the 

genotype-predicted viability of the resulting 

embryos? Knowledge of the determinants of 

embryonic development and viability may 

add a new turn in the complicated trajectory 

of human evolution.          ■ 
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Preimplantation. A colored scanning electron micrograph of a human embryo at the 

eight-cell stage, 3 days after fertilization. At this stage, the embryo has not yet implanted 

in the uterus.
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C
ells must deliver the thousands of 

polypeptides they synthesize every 

minute to various specific subcellular 

locations. Precisely how this happens 

has been a topic of intense research, 

and some controversy, for the past 

20 years, as critical components of the trans-

lation and translocation machineries—the 

ribosomes and the signal recognition particle 

(SRP)—do not confer full target discrimina-

tion. On page 201 of this issue, Gamerdinger 

et al. ( 1) elegantly demonstrate how the 

nascent chain associated complex (NAC) 

enhances the specificity of the metazoan pro-

tein-sorting machinery to provide more dis-

criminatory targeting for newly synthesized 

proteins in vivo.

For the majority of secretory proteins des-

tined for the endoplasmic reticulum (ER), 

the targeting process begins cotranslation-

ally, before nascent polypeptide chains are 

complete. The SRP transiently associates 

with translating ribosomes, enabling SRP 

to search for and bind with high affinity to 

hydrophobic signal sequences on the emerg-

ing polypeptide amino termini. Ribosome-

bound SRP binds the SRP receptor in the ER 

membrane for delivery of the selected na-

scent chains to the Sec61 membrane import 

translocon, which forms the translocation 

pore. However, ribosomes can also bind to 

the ER translocon indiscriminately and with 

high affinity, independently of SRP. Further-

more, SRP can bind, though less strongly, to 

nascent chains that do not have ER signal se-

quences, and these represent the majority of 

cellular proteins. What, then, ensures target 

discrimination and fidelity?

In 1994, Wiedmann and co-workers 

identified NAC ( 2), present in equimolar 

amounts to ribosomes. NAC transiently as-

sociates with the large ribosomal subunit 

close to the peptide tunnel exit and binds a 

broad spectrum of ribosome-nascent chain 

complexes (RNCs) ( 3). In vitro NAC associa-

tion sterically prevents indiscriminate bind-

ing of RNCs to the ER membrane, regardless 

of whether the nascent chain has a signal 

sequence or not ( 4,  5). Addition of SRP, how-

ever, specifically rescues ER targeting of sig-

nal-containing RNCs ( 6). NAC also prevents 

SRP association with nonsignal RNCs, which 

preempts mistargeting of nonsignal proteins 

to the ER translocon ( 7). NAC binding to the 

ribosome therefore allows selection of sig-

nal-containing proteins by SRP. This led to a 

model where NAC mediates exclusion of SRP 

from RNCs of nonsignal proteins, and exclu-

sion of indiscriminate ribosome binding to 

the ER. Together, these two NAC activities 

ensure faithful sorting of signal peptide–

containing nascent proteins to the ER ( 8).

However, later studies using different ex-

perimental settings found no inhibitory ef-

fect of NAC on the membrane interaction 

of isolated RNCs ( 9,  10). Although these 

latter results were subsequently proposed 

to result from the use of nonphysiological 

concentrations of NAC ( 11), the basis for the 

discrepancy has remained moot. Embryonic 

lethality of NAC deletion in flies and worms 

hampered attempts to verify NAC function 

in vivo. Studies in yeast, where NAC deletion 

is nonlethal, showed that NAC coordinates 

early recruitment of SRP to ribosomes trans-

lating ER proteins and modulates SRP sub-

strate selection, but NAC 

mutation does not result in 

aberrant or indiscriminate 

targeting to the ER ( 3,  12), 

further clouding under-

standing of NAC function 

in vivo.

Gamerdinger et al. exam-

ine the role of NAC in meta-

zoans using Caenorhabditis 

elegans as a model and 

present data validating the 

earlier in vitro findings ( 2). 

Reducing the expression of 

NAC in adult worms results 

in global mistargeting of 

ribosomes translating non-

ER substrates to the ER, 

without reducing specific 

SRP-mediated ER target-

ing (see the figure). NAC 

depletion also leads to 

ER-associated degradation 

(ERAD) of primarily mito-

chondrial proteins, indicat-

ing ER internalization of 

mistargeted mitochondrial 

polypeptides. Thus, in the 

absence of NAC, and independently of SRP, 

some newly synthesized proteins with mito-

chondrial targeting sequences override the 

proofreading activity of the Sec61 translocon, 

which is thought to fully open only upon spe-

cific interactions with ER signal sequences 

( 13). Overexpression of NAC, by contrast, 

hinders SRP binding to translating ribo-

somes and slows SRP-mediated ER targeting. 

NAC, therefore, sharpens the specificity of 

the protein sorting machinery by preventing 

SRP-independent interactions of RNCs with 

the Sec61 translocon, and also by eliminat-

ing indiscriminate SRP-mediated targeting 

of RNCs to the ER membrane ( 3). Selectivity 

of ER targeting, rather than relying purely 

on SRP and the proofreading function of 

the Sec61 translocon, instead centers around 

NAC function at the ribosome. NAC acts to 

repress RNC interaction with the translocon; 

SRP overcomes NAC repression by interac-

tion with RNCs containing signal-sequence 

proteins. Finally, Gamerdinger et al. show 

that NAC depletion in vivo shortens the life 

span of C. elegans and provokes both ER- 

and mitochondrial-specific stress responses, 

suggesting that NAC depletion–induced mis-

targeting profoundly perturbs basic protein 
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A protein complex prevents promiscuous targeting of nascent polypeptides in the cell

Sweet Child O´ Mine—where do we go now? In C. elegans, NAC prevents 

vacant ribosomes and ribosome-nascent chain complexes (RNCs) 

translating cytoplasmic or mitochondrial proteins from mistargeting to the 

ER membrane. Upon depletion of NAC activity, the proofreading activity of 

the Sec61 translocon suffices to prevent cytoplasmic proteins, but not many 

mitochondrial proteins, from import into the ER. 
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homeostasis and cell physiology.

Precisely how SRP and NAC interact at the 

ribosome remains unclear. Gamerdinger et 

al. propose that SRP and NAC compete for 

overlapping binding sites on the ribosomal 

protein uL23 ( 4), and that NAC binds trans-

lating ribosomes, unless an emerging signal 

sequence provides a selective binding ad-

vantage to SRP. Other in vitro data suggest 

that there is an alternative NAC ribosome 

binding site near eL31 ( 5,  12), and that both 

NAC and SRP concomitantly bind the ribo-

some ( 12). SRP could quickly scan translat-

ing ribosomes irrespective of NAC presence, 

until an emerging signal sequence triggers 

strong SRP binding and NAC release. How 

other ribosome-bound chaperones and en-

zymes involved in the folding and process-

ing of nascent chains affect the selection of 

NAC versus SRP also remains unclear. NAC 

apparently directly influences cotranslational 

import of proteins into mitochondria in yeast 

( 14), possibly explaining induction of the mi-

tochondrial stress response upon NAC deple-

tion seen in the C. elegans study.

The in vivo work by Gamerdinger et al. 

establishes and further defines a central 

process in protein biogenesis for metazoan 

cells, and corroborates much of the earlier in 

vitro work done by Wiedmann. Systematic 

approaches such as proteome-wide inter-

action profiling of nascent chains are now 

needed to elucidate the dynamics and in-

terplay of SRP, NAC, and other ribosome-

associated factors at the ribosome. Finally, 

the Deuerling-Wiedmann model (see the 

figure) of antagonistic “sort and countersort” 

reflects a recurring principle of check and 

countercheck common to a number of bio-

logical mechanisms. Such systems provide a 

calibrated equilibrium between two oppos-

ing functions that enhances accuracy and ef-

ficiency in decision-making processes within 

living cells. ■
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          E
ssential cellular processes, such as 

cell division, rely on the coordinated 

destruction of proteins. The predomi-

nant means of accomplishing this in-

volves a large cellular machine, the 

proteasome ( 1). Proteasomal degrada-

tion ensues when proteins are modified with 

ubiquitin, a small protein, that has many 

different roles ( 2). This tagging involves a 

carrier protein (an E2 ubiquitin-conjugating 

enzyme) and a substrate-determining pro-

tein (an E3 ligase). For example, during the 

cell division cycle, a large multiprotein E3 

ligase, the anaphase-promoting complex/cy-

closome (APC/C), utilizes two E2 enzymes, 

UBE2C and UBE2S, to target proteins for 

destruction ( 3). On pages 199 and 200 of 

this issue, two Research Articles by Lu et 

al. focus on these reactions and illuminate, 

at the single-molecule level, the process of 

ubiquitination by APC/C ( 4), as well as the 

recognition and subsequent destruction of 

APC/C substrates by proteasomes ( 5). Both 

studies substantially enrich our knowledge 

of ubiquitination and degradation, reveal 

new properties of APC/C and the protea-

some, and challenge established concepts 

about the ubiquitin-proteasome system.

In one study, Lu et al. ( 4) immobilized 

fluorescently labeled APC/C substrates on 

a glass slide and then exposed the slide to 

APC/C. Interaction between an APC/C and 

a substrate, and the subsequent attachment 

of fluorescent ubiquitin to the substrate, 

were analyzed using total internal reflec-

tion fluorescence (TIRF) microscopy. In the 

other study, the authors analyzed interac-

tions between immobilized fluorescently la-

beled proteasomes and a range of substrates 

containing chains of fluorescent ubiquitin 

of defined length and composition. In both 

studies, the fluorescently labeled ubiquitin 

allowed reporting on the number of ubiqui-

tin moieties attached to the substrates. The 

approach has enabled a kinetic description 

of the ubiquitin transfer reaction, revealed 

determinants for substrate engagement by 

the proteasome, and delineated the mecha-

nism occurring within the proteasome that 

couples the initiation of protein degrada-

tion with the removal of ubiquitin from the 

substrate.

The APC/C has a difficult task. It needs 

to precisely and quickly identify proteins 

for disposal for the cell cycle to proceed. 

For this purpose, the APC/C utilizes short, 

low-complexity recognition sequences in its 

substrates, which it binds to with the help 

of coactivators ( 3). Because these sequences 

are present in roughly one-third of the cell’s 

entire protein repertoire (“proteome”), it is 

unclear how the APC/C distinguishes po-

tential substrates. Nonetheless, once APC/C 

selects a substrate, it is ubiquitinated and 

degraded within minutes.

Lu et al. (4) find that the first encounter of 

the APC/C with a substrate leads to efficient 

mono-, di-, and triubiquitin modification on 

multiple sites (lysine residues), driven by 

UBE2C. This was observed both with puri-

fied components, but remarkably also with 

endogenous APC/C activity from cell lysates. 

Intriguingly, the authors found that after ini-

tial ubiquitination, affinity of the substrate 

for the APC/C is increased. This indicates 

that there may be unknown ubiquitin recep-

tors on the APC/C, and recent insight into 

the APC/C from structural biology ( 6) should 

facilitate their identification. Moreover, 

based on the observed interaction with ubiq-

uitinated substrates, the authors propose a 

feedforward-like mechanism called “pro-

cessive affinity amplification” (see the fig-

ure), which ensures that substrates marked 

for destruction are kept in a ubiquitinated 

state, while ubiquitinatable decoy un-sub-

strates can be selected against by the APC/C. 

Despite multiple encounters and higher 

Details of destruction, 
one molecule at a time
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proteasome is examined at the single-molecule level
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affinity for APC/C, preubiquitinated sub-

strates are not efficiently modified beyond 

the first set of ubiquitins; chain elongation 

by UBE2S is comparatively inefficient. This 

suggests that reassociation with the APC/C 

may serve to simply “top up” ubiquitination 

to keep substrates primed for proteasomal 

degradation. However, the latter result is 

somewhat inconsistent with findings that 

an APC/C substrate binding event leads 

to processive ubiquitin amplification by 

UBE2S ( 7,  8).

The observed APC/C activity is consistent 

with previous mass-spectrometry analysis 

on cyclin B ( 9), a protein involved in push-

ing the cell through the mitosis phase of 

the cell cycle, but raises questions about 

whether a such modified protein is a good 

proteasome substrate. Importantly, the 

other study by Lu et al. (5) compares sub-

strates modified with four monoubiquitins, 

two diubiquitins, or one tetraubiquitin mol-

ecule, showing that the protein modified 

with two diubiquitins is the superior prote-

asome substrate. This overturns a paradigm 

in the ubiquitin-proteasome field stating 

that a proteasome substrate must harbor 

a tetraubiquitin chain to be degraded ( 10), 

but is consistent with substantial structural 

data ( 11,  12) that have failed to identify a 

tetraubiquitin receptor on the proteasome. 

Correlating proteasome residence times 

with the number of ubiquitins on a sub-

strate, Lu et al. (5) reveal cooperative bind-

ing for the first three ubiquitin molecules, 

and linear, stochastic increase in residence 

time with additional ubiquitin. Although 

the cooperativity presumably originates 

from engaging separate receptors for ubiq-

uitin, the subsequent affinity increases are 

likely due to avidity effects.

Why then are multi-monoubiquitinated 

proteins not degraded by the proteasome? 

Indeed, the single-molecule dwell-times of 

multi-mono- and polyubiquitinated proteins 

at the proteasome are similar. Lu et al. (5) find 

that a ubiquitin chain, irrespective of length, 

has to be present to activate proteasomal 

degradation. The first step in degradation is 

the initiation of translocating a protein into 

the degradation chamber. This requires ad-

enosine 5′-triphosphate (ATP). Locking the 

proteasome in an ATP-bound state improved 

residence times for substrates modified with 

chains of ubiquitin, suggesting that in this 

state, the proteasome exposes a chain recep-

tor near the entry channel.

The proteasome does not degrade ubiq-

uitin, but rather recycles it, and for this, it 

employs several different deubiquitinases 

( 1). The deubiquitinase Rpn11 is located 

near the entry channel (11, 14). Closing 

the circle, Lu et al. (5) study Rpn11–medi-

ated deubiquitination of substrates at the 

proteasome, at single-molecule resolution, 

and show that Rpn11 releases the complete 

short chains of ubiquitin in a coordinated 

fashion as the substrate is pulled into the 

proteasome. This mode of Rpn11 activation 

has been suggested recently ( 13,  14).

The findings of Lu et al. (4, 5) reveal how 

protein degradation can be used as a rapid 

and efficient means to regulate cellular pro-

cesses. The proteasome has a quantitative 

requirement, in needing enough ubiquitin 

to establish sufficient residence times on its 

ubiquitin receptors, as well as a qualitative 

requirement in processing only substrates 

modified with ubiquitin chains, which are 

essential to initiate degradation. It makes 

perfect sense that the APC/C focuses on en-

suring that the minimal requirements are 

met for its multiple substrates, as such effi-

ciency is likely important to coordinate the 

fundamental processes of cell division.

The idea that proteasomal degradation 

relies on nondiscriminative bulk modifi-

cation of proteins, rather than single long 

chains, may rationalize many findings at 

odds with prior models ( 15), and suggests 

that single-chain ubiquitination events 

could be repurposed for alternative and 

nondegradative processes.   ■
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          S
tatistical mechanics provides a sys-

tematic approach for predicting the 

behavior of systems when only par-

tial information is present. The key 

assumption underlying all of sta-

tistical mechanics is that every al-

lowed configuration of the system, called a 

microstate, occurs with equal probability. 

This approach, valid for both classical and 

quantum systems, requires only minimal 

additional information for it to be astonish-

ingly predictive. On page 207 of this issue, 

Langen et al. ( 1) describe a system in which 

this paradigm is violated and conventional 

statistical mechanics fails; almost all of the 

usually allowed microstates are inaccessible 

via the system’s dynamics.

In a classical gas, a microstate describes 

the position and momentum of every con-

stituent particle. In practical experiments, 

such complete information is unavailable. 

Instead, we might wish to know aggregate 

properties, such as the typical number of 

particles at some position (the spatial dis-

tribution function). The problem is how 

to predict these properties. Each specific 

distribution can be described equally well 

by a great many microstates; in statistical 

mechanics, we select the distribution that 

is compatible with as many microstates as 

possible, thereby maximizing the entropy.

Still, slightly more information is re-

quired to make useful predictions. For an 

isolated system, the total internal energy 

must be conserved. Of all possible micro-

states, almost none have any given energy. 

The allowed microstates are now selected 

from a reduced set called the microcanoni-

cal ensemble. The entropy must be maxi-

mized at fixed energy, which is achieved by 

minimizing the free energy. This constrained 

minimization is performed by introducing a 

new a parameter called a Lagrange multi-

plier (in this case, the temperature). The key 

point is that while the system’s total energy 

is constrained, the energy of any single par-

ticle is not.

This concept is well illustrated by a single 

particle moving in a one-dimensional (1D) 

harmonic potential—for example, describ-

ing the oscillatory motion of a pendulum. 

The spatial distribution of this single par-

ticle (see the figure, panel A) is strongly 

peaked, resulting from the constraint that 

the dynamics of just one particle is nearly 

fully determined by its energy. The corre-

sponding distributions for 2, 5, and 50 par-

ticles, with the same average per-particle 

energy but with only the total energy con-

strained, show that these distributions ap-

proach the well-known Maxwell-Boltzmann 

distribution depicted by the pink curve (see 

the figure, panel B).

Because of their remarkable environ-

mental isolation, ultracold atoms can have 

additional conserved quantities. Good ex-

amples include the conserved angular mo-

mentum of rotating atomic gases in highly 

symmetric potentials, or the conserved 

magnetization of bosonic and fermionic 

systems. These constraints have allowed ex-

perimental access to new phases of matter 

( 2,  3). Each of the symmetry-induced con-

servation laws contributes new terms into 

the suitable free energy. For example, con-

served angular momentum introduces an 

effective magnetic field, whereas conserved 

magnetization introduces a spin-dependent 

chemical potential. In these examples, a 

particular symmetry of the system adds 

a single new constraint in total, not per 

particle.

Langen et al. studied a 1D atomic Bose 

gas in which the standard thermodynamic 

paradigm fails and the internal dynamics 

contains hidden conserved quantities with 

the number of constraints proportional to 

the system size; such a system is said to be 

integrable. The so-called generalized Gibbs 

ensemble (GGE) ( 4) is the thermodynamic 

Taking up positions. Distribution functions for particles in a 1D harmonic potential are shown; in each case, the pink curves are the conventional Maxwell-Boltzmann distribution. 

(A) Distribution for a single particle along with sketch of 1D harmonic motion. (B) Microcanonical distributions for 2 (green), 5 (blue), and 50 (red) particles. (C) Generalized Gibbs 

ensemble for 5 (blue) and 5000 (red) particles with integrable dynamics.
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Assembling a complex quantum ensemble
A cold-atom technique is used to identify hidden constraints in thermodynamic ensembles
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          T
he birth of the Panama land bridge, 

which connects the Americas, has 

been associated with one of the big-

gest biological exchanges in Earth 

history as numerous species migrated 

from one continent to the other ( 1). 

Nevertheless, the timing of formation of 

the land bridge is still much debated ( 2). 

On page 226 of this issue, Montes et al. ( 3) 

propose that the Central American Seaway, 

which separated South and North America, 

closed about 15 to 13 million years ago, more 

than 10 million years earlier than previously 

thought ( 4), with important implications 

for ocean circulation, climate, and biotic 

exchange.

The authors studied ancient river depos-

its found in northern Colombia. Through a 

combination of geochronological analysis 

and geological mapping, they determined 

the age, origin, and pathway of this river. 

They show that the river system began to 

flow about 15 to 13 million years ago and 

could not have originated in any other place 

than the volcanic arc of Panama. This means 

that a terrestrial connection must have ex-

isted between northern Colombia and the 

river’s source area at this time. A marine 

connection, the authors state, could only 

have consisted of transient shallow chan-

nels west of today’s Panama Canal (see the 

figure). With this, they contest alternative 

scenarios ( 4), which suggest that a deep-sea 

strait separated the Americas until 3 mil-

lion years ago, preventing massive biotic 

exchange before this time.

Montes and colleagues first questioned 

the generally accepted young age of the sea-

way closure in 2012 ( 5). Before this, however, 

some geologists and biologists had already 

An early 
start for the 
Panama land 
bridge

By Carina Hoorn and Suzette Flantua   

The land bridge between 
North and South America 
formed 10 million years 
earlier than previously 
thought

GEOLOGYensemble that incorporates all of these con-

served quantities. Each conserved quantity 

is associated with its own temperature; a 

5000-particle system might require 5000 

different temperatures to specify the distri-

bution function.

Our harmonic oscillator example for 

5 and 500 particles, where each oscilla-

tor separately conserves energy, shows 

two central points (see the figure, panel 

C). First, these distributions look nothing 

like the standard Maxwell-Boltzmann dis-

tribution (pink); second, the distributions 

depend on the system’s initial conditions, 

with peaks set (as in panel A) by the initial 

energy of each particle. If the per-particle 

energy had been distributed differently 

between particles, then the distribution 

would be peaked at different points. This 

initial state effect was first observed in a 1D 

Bose gas ( 5) in which an atomic “Newton’s 

cradle” was created.

The physical origin of these conservation 

laws is simple and depends on the central 

assumption that each microstate is occu-

pied with equal probability. Usually, physi-

cists argue that collisions between particles 

are effective in moving the system among 

all allowed microstates. For 1D systems 

with binary, local, and elastic collisions 

(such as between billiard balls), this as-

sumption fails. If we consider just two par-

ticles with momentum p
1
 and p

2
 colliding 

at some position x, then there are only two 

possible outcomes that conserve energy 

and momentum: Either the dynamics con-

tinues unchanged (p
1
 → p

1
 and p

2
 → p

2
), or 

it continues with the roles of the particles 

swapped (p
1
 → p

2
 and p

2
 → p

1
). In either 

case, the distribution function is unaltered 

by the collisions.

Langen et al. first prepared individual 

ultracold 1D Bose gases with about 5000 

atoms and split these into two parallel de-

coupled 1D systems, mapping each atom 

into a coherent superposition of being in 

the left and the right system. As a result, 

each of these 1D subsystems was initialized 

very far from equilibrium. The quantum 

mechanical phase difference was then ob-

served along the length of the split system 

as it approached equilibrium. Langen et al. 

found that after some time the split system 

reached an equilibrium state, but not one 

predicted by a standard thermodynamic 

ensemble.

To identify the details of their experi-

ment’s underlying ensemble, the authors 

made a comparison with the higher-order 

correlations of the measured phase dif-

ference (essentially asking how the phase 

differences at various points are related) 

up to 10th order. These distributions were 

found to be qualitatively different from 

those predicted by standard thermody-

namics. Instead, Langen et al. considered 

the resulting quasi-equilibrium in terms of 

the predictions of the GGE and found that 

two separate temperatures were required 

before the ensemble was consistent with 

their experimental data within the techni-

cal noise.

According to the eigenstate thermaliza-

tion hypothesis ( 4), many-particle quantum 

systems generically evolve to distribution 

functions resembling the microcanonical 

ensemble for local observables, such as the 

spatial distribution functions discussed 

here. It requires special effort, such as in 

Langen et al.’s experiment, to find initial 

states going beyond this.

Langen et al. have shown that cold-atom 

experiments can be used to study the ther-

modynamics of systems with internal con-

straints and can provide the understanding 

required to predict the outcome of an ex-

periment. One might have expected some 

5000 constraints to be required to reconcile 

experiment and theory; experimentally one 

was insufficient, but two sufficed. In light 

of the eigenstate thermalization hypothesis, 

can the impact of all of these constraints 

ever be felt, or is a small subset always suf-

ficient to describe the outcome of realistic 

experiments?           ■ 
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suspected that the land bridge might have 

emerged earlier than presumed. Paleontolo-

gists found that an array of “herald animals” 

such as camels, peccaries, horses, beardogs, 

and rhinoceroses were at the bridge by 15 

million years ago and that giant sloths, ter-

ror birds, and plants (among others) passed 

the bridge in the northern direction well 

before 3 million years ago ( 6). Bacon et al. 

have also inferred early exchange of plants 

between the continents from dated molecu-

lar phylogenies ( 7).

Various scenarios were invoked to explain 

these observations, but none of them were 

conclusive. A crucial point of controversy has 

been whether early biotic exchange reflects 

a terrestrial connection or was a result of 

random long-distance dispersals ( 7) or per-

haps climatic cooling ( 8). With excavations 

well on their way for renewal of the Panama 

Canal, a wealth of new paleontological data 

( 2) and comparative molecular analyses ( 7) 

is enforcing the idea of an early land bridge.

Other evidence for an early emergence of 

the land bridge comes from the magmatic 

rocks in Panama and northern South Amer-

ica. Changes in the geochronological compo-

sition of the Panama volcanic arc at about 

24 million years ago mark its collision with 

the South American island continent ( 9). 

This collision represented the end of a 2- to 

3-thousand-km oceanic voyage of the Ca-

ribbean plate on which embryonic Panama 

was situated ( 10) and formed the prelude to 

complex deformation at the triple junction of 

the Caribbean, South American, and Nazca 

plates. In essence, subduction processes built 

the fundaments of Panama and ultimately 

determined the pace of its emergence ( 10).

The formation of the Panama land bridge 

was not an isolated event. As the Carib-

bean plate scraped along South America, it 

reconfigured the northern South American 

landscape ( 9), resulting in the characteris-

tic trifurcate shape of the northern Andes. 

Shoaling of the Central American Seaway 

also coincided with large changes in the 

South American lowlands corresponding to 

today’s Amazonia, where a mainly fluvial 

landscape changed into a vast wetland that 

developed as a consequence of deep subsur-

face processes, the rising Andes, and related 

climate change ( 11). Wetland formation, con-

temporary marine influence in Amazonia, 

and an extended inland coastline ( 12) are all 

related to the Caribbean collision and clo-

sure of the Central American Seaway.

Pushing back the age of the Panama 

land bridge by more than 10 million years 

is noteworthy. However, an early terrestrial 

connection reconciles an array of seemingly 

odd results, such as the early dispersal of 

freshwater fishes between South and Cen-

tral America ( 13) and shoaling, changes in 

oceanic currents, and deep-water exchange 

between the Pacific and Atlantic between 

12 and 7 million years ago ( 6,  14,  15). These 

events are difficult to explain if the Central 

American Seaway did not close until about 3 

million years ago.

The geological evidence presented by 

Montes et al. lends support to the idea that 

the Great American Biological Interchange 

(GABI) between the Americas started millions 

of years earlier than commonly assumed. But 

why did many organisms wait before migrat-

ing around 3 million years ago? Molnar ( 8) 

has suggested that the peak in biological ex-

change about 3 million years ago was a re-

sult of climatic cooling and the formation of 

savannas suitable for herbivore migration. 

A full understanding of the dynamics of the 

GABI will require better knowledge of the 

early land bridge and its environments. Data 

are also needed on the existence and duration 

of any intermittent transoceanic connections 

elsewhere along the narrow strip of land that 

separates the Atlantic and the Pacific.        ■   
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Panama then and now. According to Montes et al. ( 3), 

a Panama land bridge with an “Inter-American” river 

system formed during the Miocene (15 to 10 million 

years ago). Support for this land bridge comes from 

fossils of herald animals that crossed the land bridge 

in either direction well before 3 million years ago ( 6). 

(Inset) Map of Central America today.
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          O
n 6 March 2015, the United States 

Food and Drug Administration (FDA) 

approved, under the Biologics Price 

Competition and Innovation Act 

(BPCIA), a biosimilar of filgrastim 

(Neupogen), for treating chemother-

apy-caused neutropenia ( 1). Although this 

action represents a step toward cheaper 

medical treatments, it masks systemic prob-

lems. Not only has it taken 5 years since the 

BPCIA’s passage ( 2), but economists estimate 

that even by 2020, biosimilar competition 

will reduce consumer prices only modestly 

( 3). Why will price competition be so lack-

ing? One key reason is the barrier to com-

petitive entry created by trade secrecy in 

biologics manufacturing.

Unlike chemically synthesized small-mole-

cule drugs, biologics are isolated from natu-

ral sources or produced in cells. They include 

therapeutic proteins, DNA vaccines, and 

monoclonal antibodies. As drug companies 

turn away from the steep challenge of finding 

breakthrough small-molecule drugs, biolog-

ics are becoming increasingly important to 

modern medicine. Unfortunately, biologics, 

especially recombinant therapeutic proteins, 

are extremely expensive, costing consumers 

and insurance companies almost $100 bil-

lion annually in the United States ( 4).

Congress passed the BPCIA as a policy 

response, creating a pathway for firms to 

develop biosimilars, the biologic equivalent 

of generic small-molecule drugs. To be ap-

proved, a biosimilar, also called a “follow-

on” biologic, must be shown to be highly 

similar to an already approved biologic (the 

“innovator” product) in that there are no 

clinically meaningful differences in safety, 

purity, and potency.

For purposes of price reduction, the BP-

CIA is unlikely to be sufficient. According 

to most estimates, biosimilar prices will be 

only about 25% less than innovator prices, 

with the result that total costs to consum-

ers will be reduced by under $25 billion—cu-

mulatively—by 2020. ( 3). Substantial price 

reduction won’t occur even though a dozen 

best-selling biologics face patent expiry in 

the United States by 2020.

The key hurdle to competitive entry by 

biosimilar manufacturers, and thus to price 

reduction, is trade secrecy in the biologics 

manufacturing process. To understand the 

barrier this trade secrecy poses, one must 

understand the interaction of the science of 

manufacturing biologics with the FDA regu-

latory process.

Biologics are generated in living cells and 

their production requires many idiosyncratic 

choices, including cell-line selection, growth 

media and conditions, and purification 

methods ( 5). These factors shape the final 

biologic, especially with respect to biochemi-

cal modifications such as glycosylation ( 6). 

Thus, a biologic is sensitive to its production 

pathway, and changes can alter its effective-

ness, stability, and safety ( 7), with potentially 

serious health implications.

Moreover, at least for complex biologics, 

the predominant view of the scientific com-

munity, shared by the FDA ( 8,  9), is that fun-

damental knowledge has not advanced to 

the point where product characteristics can 

fully be identified and characterized through 

analysis of the final product. From this point 

of view, path-dependent definitions—which 

focus more on how a biologic was made than 

what it does—are inevitable.

Certainly, views regarding the state of the 

art in analytical characterization techniques 

are contested, particularly with respect to 

simple biologics. Notably, Sandoz—which 

submitted the filgrastim biosimilar applica-

tion to the FDA—argued that analytical tech-

niques have advanced to the point where 

biosimilar manufacturers should frequently 

be able to rely almost entirely on them ( 10). 

Nonetheless, even Sandoz’s case for the rela-

tively simple biologic filgrastim relied heav-

ily on clinical trials and extensive European 

patient experience with its product ( 11).

Debate about the FDA’s process-based 

definitions is not new. What has previously 

gone unnoticed, however, is the manner in 

which FDA’s process-based definitions rein-

force the trade secrecy barrier that pervades 

biologics manufacturing. Innovator manu-

facturers keep the details of their processes 

as trade secrets. Thus, would-be competi-

tors, faced with the FDA’s process-based def-

initions, must attempt to reverse-engineer 

complex and idiosyncratic manufacturing 

techniques—for example, exactly how the 

innovator manufacturer generates and puri-

fies its protein. This task ranges from merely 

expensive to nearly impossible and creates 

much of the cost barrier for biosimilar en-

trants. Fundamentally, the FDA definition 

strengthens trade secrecy and enables in-

novator firms to potentially create very 

long-lasting monopolies far longer than the 

explicit, carefully calibrated monopolies 

provided by patent law and FDA regulatory 

exclusivity.

More perniciously, a link between regu-

lation and trade secrecy decreases incen-

tives to generate fundamental knowledge 

Are trade secrets delaying biosimilars?
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about innovator biologics themselves. 

When competitors face major hurdles in 

fully understanding a biologic’s production 

and characterization, the trade secrecy–

protected monopoly on that biologic can 

continue indefinitely. Would-be biosimilar 

applicants have incentives to develop stron-

ger analytical tools, but do not have access 

to the extensive information possessed by 

innovator firms and the FDA. This lack of 

fundamental knowledge weighs down the 

industry, blocking both competition and fur-

ther innovation.

Regulation could, however, provide a 

potential solution. The FDA could play an 

important role in mediating disclosure by 

originator manufacturers. Even without 

congressional action, the FDA may be able 

to offer incentives for disclosure such as 

accelerated review. Congressional action 

could provide the FDA the ability to offer 

other incentives, such as longer exclusivity 

periods, or to mandate disclosure in limited 

circumstances.

Additional procedural burdens would be 

small. Although trade secrecy, particularly 

in complex areas like biologics manufactur-

ing, often involves tacit knowledge—difficult 

to codify and thus transfer ( 12)—originator 

manufacturers must already codify and sub-

mit the relevant manufacturing details to the 

FDA. Disclosure of these regulatory submis-

sions would not only drive competition but 

would also provide a rich source of knowl-

edge to support additional work, including 

fundamental research into the science of 

how to develop and manufacture biologics.        ■  
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          L
asers appear to be ideal light sources 

for a variety of projection and imag-

ing systems because of their spec-

tral brightness and their ability to 

produce a beam of light that can be 

tightly collimated to travel long dis-

tances. Lasers owe these extraordinary 

properties to a quality called coherence. 

Yet, lasers are not widely used in imaging 

and projection applications, because the 

coherence of laser light is just too extreme. 

Spatiotemporal coherence of the imaging 

source leads to artifacts such as speckle, 

caused by the uncontrolled scattering of 

laser light and multipath interference that 

degrade the image considerably. Redding 

et al. ( 1) now report how a semiconduc-

tor laser based on a chaotic cavity can of-

fer a “compact” solution to this problem. 

The availability of such low-cost, on-chip 

semiconductor lasers and the possibility to 

electrically modulate them make such la-

sers attractive light sources for a variety of 

applications, ranging from compact projec-

tors to optical coherence tomography.

Most modern-day sources for imaging and 

projection are low-coherence sources, either 

thermal sources or light-emitting diodes 

(LEDs). However, their low power is an ob-

stacle for application in high-speed imaging 

and wide-area projection. The ideal illumi-

nation source would combine high output 

power of a laser with the lower spatiotempo-

ral coherence of an LED.

Chaotic microcavity lasers can fill this 

gap. In these lasers, the feedback is pro-

vided by the specular reflection of rays at the 

boundary of a micrometer-sized dielectric 

body (see the figure, panel A). This principle 

for trapping light rays is the same as in the 

better-known whispering-gallery resonators, 

except that because of the deformation of 

the boundary from a rotationally symmet-

ric shape, the motion of light rays in chaotic 

microcavities exhibits chaos, similar to the 

dynamics of a billiard ball bouncing in a de-

formed pool table.

Such chaotic resonators, introduced as 

model systems to study quantum manisfes-

tations of classical chaos ( 2), have spurred 

the extension of optical resonator theory to 

complex resonators ( 3). The findings of Red-

ding et al. represent a beautiful example of 

basic science ultimately providing an elegant 

solution to a technologically relevant prob-

lem. In that sense, the chaotic laser has been 

a “solution looking for a problem.”

The key idea ( 4,  5) is to use a highly mul-

timode laser source to partially suppress 

coherence. In the proof-of-principle dem-

onstration, Redding et al. pumped the laser 

cavity to oscillate in about 1000 modes. Usu-

ally a vast amount of engineering and fab-

rication effort is spent in designing robust 

single-mode sources for various applications 

such as spectroscopy and optical communi-

cations. Thus, getting a laser to oscillate in 

many modes may appear to be a simple mat-

ter. However, for a compact laser source like 

the one used in ( 1) to lase in not just a few 

but in hundreds of modes, the laser cavity 

must create a distribution of laser thresh-

olds that is as narrow as possible, so that the 

number of lasing modes can be maximized 

before the useful range of the injection cur-

rent is reached.

There are three critical requirements to 

accomplish this goal. The first is a large cav-

ity so that the mode density is high, and as 

a consequence, a large number of modes 

are within the gain bandwidth of the active 

medium. Second, these modes must have 

comparable lifetimes. Both of these require-

ments can be satisfied with certain designs 

of chaotic (1) and random microcavities ( 4). 

Redding et al. opted for the former because 

of its simplicity of fabrication and lower in-

A chaotic approach clears 
up imaging
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A laser that emits bright, incoherent light 
provides an ideal light source for imaging
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trinsic losses. The third and far more subtle 

requirement is to suppress spatial hole burn-

ing as much as possible. In homogeneously 

broadened sources, once a mode turns on, it 

depletes the gain where it has high intensity 

and suppresses other modes with similar 

spatial patterns. A lasing mode may never 

turn on because of such interactions ( 6), 

thus suppressing highly multimode lasing.

To narrow down the design space, Red-

ding et al. resorted to a recently developed 

theoretical framework, the steady-state ab 

initio laser theory (SALT) ( 7). This approach 

was originally developed to address spatial 

hole burning interactions in a way that pro-

vides direct physical insight and is computa-

tionally efficient. SALT accurately describes 

characteristics of lasing in a variety of spa-

tially complex nanostructured photonic 

media ( 6,  8– 10).

Not all chaotic laser cavities are alike, and 

the “degree of chaoticity” can vary. Only a 

few well-studied cavity shapes are known to 

be maximally chaotic. For a generic cavity 

shape, the phase space for ray dynamics (a 

map of allowed trajectories) is neither fully 

regular (“integrable”) nor fully chaotic (“ergo-

dic”), but somewhere in between (“mixed”), 

with certain initial conditions resulting in 

quasi-integrable ray trajectories and oth-

ers in quasi-chaotic, phase-space filling mo-

tion. It is a general expectation of quantum 

chaos theory that in the semiclassical limit, 

where the wavelength of lasing is much 

smaller than the size of the cavities, the re-

sulting wave patterns of an ergodic cavity 

are pseudo-random, filling the entire cavity 

uniformly up to Gaussian fluctuation for the 

field amplitude and random phases ( 11).

Redding et al. hypothesized that a maxi-

mally chaotic cavity should satisfy all three 

requirements set forth for maximally mul-

timode lasing. Carrying out numerical 

calculations with SALT, they show that a 

candidate microcavity is D-shaped. Such a 

shape is known to be chaotic ( 12), and the 

maximally chaotic phase space is achieved 

with a segment cut at exactly half the ra-

dius. The individual modes of such a cavity 

(see the figure, panel B) are fully delocalized 

over the entire cavity area, suppressing spa-

tial hole burning interactions. The resulting 

highly multimode laser is demonstrated to 

have substantially reduced speckle noise in 

imaging a test pattern (see the figure, panel 

C), as compared to a ridge waveguide Fabry-

Perot cavity (see the figure, panel D).

Finding microcavity designs to maxi-

mize the number of lasing modes in a given 

pump power range is a fascinating theoreti-

cal problem. The mathematical complexity 

derives from three aspects. First, the phase 

space is generically nonintegrable for ray 

dynamics in the semiclassical limit (panel 

A). Second, the resulting modal patterns are 

spatially complex in a driven and dissipa-

tive wave system (panel B). Third, there is 

competition between the modes to monop-

olize the gain medium in which they reside 

(panel C). Even when the ray dynamics is 

maximally chaotic, however, the resulting 

spatial mode patterns can have structure. 

Well-known examples include “quantum 

scars” ( 13), fascinating remnants of quan-

tum interference in the semiclassical limit, 

that were a central theme in quantum 

chaos theory in 1990s and first observed in 

microcavity lasers in the early 2000s ( 14). 

Another dimension of this problem is that 

a steady state, explicitly assumed in this 

work, may not exist. It is to be expected 

that this optimization problem may offer 

a rich playground for theoretical physicists 

and photonic engineers at the crossroads of 

quantum chaos theory, nonlinear dynamics, 

and nonlinear optics, with great potential 

benefits for future novel sources with engi-

neered coherence that may provide the next 

generation of battery-powered handheld or 

wearable personal projectors.          ■
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Imaging without the speckle. The D-shaped resonator of Redding et al. emits thousands of modes of slightly different wavelengths that are not phase-coherent, but deliver 

high power. (A) The ray motion in such a resonator is chaotic. The individual linear quasimodes [one example is shown in (B)] display quasirandom fluctuations above a uniform 

background. These patterns may contain additional structure that arise from “scars” ( 14) of periodic ray orbits. (C) For above-threshold operation, this device displays multimode 

emission from hundreds of modes, a few of which are shown in the spectrum of emission. The total emission has substantially reduced phase coherence, resulting in an image for 

which speckle formation is suppressed, over and above that of an edge-emitting (Fabry-Perot, FP) laser (D) that lases in a few modes.
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Y
ou are able to read this sentence.” 

Surely this assertion, which opens 

Scientific Babel, is self-evident. But 

as Michael Gordin shows in his 

sweeping historical account of the 

languages used by scientists, a pro-

found question lurks just under its surface. 

How is it that readers interested in science 

today—those likely to pick up this book—

are virtually all able to read English? One 

might imagine that the United States has 

simply reaped the benefits of the 

British empire’s earlier aggres-

sive colonization efforts and used 

its own more recent dominance 

to bend the scientific world to 

“global English.” But this is not 

Gordin’s take on the story; in fact, 

he maintains that nothing was in-

evitable about the outcome. 

German, French, and English 

were considered the “big three” 

scientific languages in the 19th 

and early 20th centuries. To be 

sure, even in the late 19th cen-

tury, more scientific publications 

appeared in English than in any 

other language, but the others 

were close. German even sur-

passed English and French briefly 

in the 1910s and 1920s (1). As 

Gordin shows, however, the geo-

political consequences of the two 

World Wars caused the use of Ger-

man in scientific communications 

to plummet, further facilitating 

the rise of English. 

For Gordin—an expert on the 

histories of chemistry, Russian science, 

and the Cold War—the communication 

problems faced by Russian scientists in 

the 19th century were especially poignant. 

As an example, Gordin offers the story of 

the chemist Dmitri Mendeleev, whose for-

mulation of the periodicity of the chemical 

elements was cast into doubt when an as-

sistant substituted the word “phased” for 

“periodic” in a German translation of his 

research. Moreover, in an age when impor-

tant new ideas were often published first 

in books, publishers were reluctant to risk 

the expense of translating a book without 

the support of local scientists. But how 

were the scientists to know whether to of-

fer their support if they couldn’t read the 

original language? (Language barriers were 

also an issue for Japanese scientists in the 

early 20th century, although Gordin la-

ments that linguistic incapacity prevented 

him from including a detailed discussion of 

their struggles.)

In the late 19th century, schemes 

abounded for a new “vehicular” or “auxil-

iary” language—one that was native to no 

one and neutral to all, easy to learn and 

use. Such a language seemed especially fit-

ting for science, because scientific knowl-

edge was itself presumed to be neutral 

and universal. Thus arose a series of con-

structed languages. First came Volapük, a 

language with roots in English and Ger-

man. Volapük swirled into vogue for a few 

years in the late 1880s but was quickly 

succeeded by Esperanto, a language with 

Romance, Germanic, and Slavic influ-

ences. Although Esperanto would become 

the most successful constructed language 

(some children of mixed linguistic parent-

age even learned it as a native language), 

its use in science was challenged in 1907, 

in favor of a modified version called Ido. 

But with the onset of World War I, Ido’s 

most vocal champion, the physical chem-

ist Wilhelm Ostwald, would drop the idea 

of a neutral universal language  in favor 

of “Weltdeutsch” (World-German), a lan-

guage that was not at all neutral—nor, in 

the end, successful. 

During the Cold War, Ameri-

cans and Russians were eager to 

learn what scientific advances 

were buried in the opposition’s 

technical literature. Both gov-

ernments invested heavily in 

machine translation, a novel so-

lution enabled by the advent of 

the computer. But machine trans-

lation required much coding and 

testing at the front end, before 

any actual translations could re-

sult. More immediate action was 

needed. Whereas the Russians 

ramped up their abstracting 

from foreign journals to an un-

precedented level, the Americans 

took another approach: direct, 

cover-to-cover translation of So-

viet journals. The story of how 

the profit-oriented American ap-

proach worked (at the expense 

of the translators) is one of the 

many gems of this book.

Scientific Babel offers a close-

to-the-ground perspective that 

reveals how short-lived language 

movements, translation efforts, and publi-

cation schemes have interacted with global 

geopolitics to produce larger historical 

trends. This emphasis on historical contin-

gencies invites us to reconsider the domi-

nance of English in science today and may 

ruffle the complacency of those who imag-

ine that it is permanent.
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How English became the language of science

In 1909, Wilhelm Ostwald donated 
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proceedings from his Nobel Prize to 
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I
n Future Crimes, author Marc Goodman 

takes the reader on a well-researched 

whirlwind tour of Internet-based crime. 

According to Goodman, the shadowy 

“Crime Inc.” (his catch-all term for all 

that is malicious on the Internet) is a 

virtually unstoppable force that, combined 

with the trend toward a global Internet of 

Things, leaves us more susceptible to crimi-

nal activity than ever.

Although we may legitimately fear Big 

Brother, and particularly the National Secu-

rity Agency, which seems to be able to sur-

veil us as it pleases, Goodman reminds us 

that we must also remain vigilant against 

criminal enterprises that trade in our iden-

tities, credit card numbers, and other per-

sonal and private information. According 

to Goodman, we are very much complicit 

in the vulnerable position in which we find 

ourselves. Goaded on by free software ser-

vices, we wantonly share our most intimate 

and private information online for others 

to gather and sell, ignoring the maxim “If 

you’re not paying for it, you’re not the cus-

tomer, you’re the product.”

Alarmingly, it turns out that all this time 

online hasn’t made us any less gullible. Ac-

cording to Goodman, even sophisticated 

users can be duped into believing falsified 

information presented on our trusted de-

vices. In one example, Goodman recounts 

how, in August 2000, a 23-year-old commu-

nity college student successfully manipu-

lated the stock market by posting a fake 

press release about an investigation into 

a Nasdaq-traded company to an Internet 

newswire. Investors lost over a hundred 

million dollars within minutes when the 

press release went viral.

The title of the book is somewhat of a 

misnomer. In addition to discussing the fu-

ture of Internet crime, Goodman provides 

many engaging examples of past and cur-

rent online criminal activities. In many of 

these examples, Goodman describes how 

bad actors have exploited a number of ev-

eryday devices. For example, in one rela-

tively benign case, hackers commandeered 

webcams, alarms, computer peripherals, 

and even refrigerators to send out hun-

dreds of thousands of malicious e-mail 

messages. Goodman instills a fear of immi-

nent disaster by encouraging us to consider 

what could have happened had the devices 

been part of more critical infrastructure, 

such as Internet-enabled artificial limbs, 

automobiles, avionics, or advanced traffic 

control systems.

There are numerous hardware and/or 

software implementations that could be 

employed by the typical layperson to avoid 

becoming a victim of the criminal capers 

described in the book, including, at mini-

mum, encrypting our e-mail, keeping cur-

rent with security patches and antivirus 

software, and employing robust aliases. 

However, Goodman glosses over many 

of these tools. Perhaps this is because the 

benefits associated with these technologies 

come at a relatively high price, requiring 

users to sacrifice conveniences such as easy-

to-remember passwords and user-friendly, 

but less rigorous, security protocols.

For all the good that security-promoting 

technologies have to offer, they can’t seem 

to shake negative connotations. The very 

use of encryption technologies, for exam-

ple, has been viewed by some as incrimi-

nating (1). Recently, the United Kingdom’s 

Prime Minister David Cameron threatened 

to shut down popular messaging applica-

tions that employ encryption, including 

Facebook’s WhatsApp and Apple’s iMes-

sage, arguing that these sites represent safe 

havens for terrorist communications (2). 

Such a knee-jerk reaction to established 

and wildly popular technologies would 

harm freedom of expression and would 

likely prove ineffective. Not only could ter-

rorists and criminals turn to a myriad of 

alternative solutions to encrypt their com-

munications, there is also no indication 

that being able to intercept encrypted mes-

sages is of any value in thwarting terror-

ism (3). Such governmental efforts tend to 

create additional privacy concerns for the 

general public, can disincentivize innova-

tion in these and related areas of technol-

ogy, and can result in additional costs—for 

example, those associated with developing 

compliance technologies, which are then 

passed on to the consumer.

There is no easy solution for finding 

the balance between security and privacy. 

The best we can hope for is to encourage 

discussions early on in the development 

of new technologies such that reason-

able concerns are adequately addressed 

without impeding innovation. Books like 

Future Crimes will be helpful in starting 

these conversations.
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In a world where everything is connected, how will 
we balance security and privacy?
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A new privacy debate
A STEADY STREAM of large-scale data 

breaches has focused attention on privacy 

and led to calls for anonymity, especially 

for collections of sensitive health data. 

Meanwhile, recent research has demon-

strated—again—that true anonymization of 

an individual’s data is virtually impossible 

(“Unique in the shopping mall: On the 

reidentifiability of credit card metadata,” 

Y.-A. de Montjoye et al.,  Reports, special 

section on The End of Privacy, 30 January, 

p. 536). Any policy focused on protecting 

patient privacy via anonymization will 

render crucial data useless for clinical and 

public health research, negate billions of 

dollars in data infrastructure and analysis 

investments, and cause real harm by slow-

ing the pace of medical progress. Privacy 

policies geared to exceptions instead of the 

norm, or that ignore the breadth and diver-

sity of the many fields using identifiable 

data practice, will not be efficient.  

We can protect individual privacy 

without sacrificing the potentially trans-

formative insights that large collections of 

personally identifiable data provide. First, 

we must acknowledge that relying on anon-

ymization algorithms to scrub our personal 

information from these data resources is 

not currently a viable solution. These meth-

ods can be circumvented by individuals 

both internal and external to the organiza-

tion and anonymization process. Moreover, 

while failing to protect our identities, they 

also distort much of the information needed 

to make the data useful for fields such as 

medicine and public health.

Second, it is crucial that policies are sensi-

tive to the different intents and practices of 

Edited by Jennifer Sills

LETTERS
the many diverse fields using identifiable 

data. For example, the analysis of person-

ally identifiable data in clinical and public 

health research is typically designed to 

statistically aggregate and compare large 

groups of people. Consider, for example, a 

statistical model built to predict a patient’s 

likelihood of responding to cancer treat-

ment. Such models are built by combining 

identifiable patient information from large 

numbers of individuals. The output of this 

research, however, is only valuable if it is 

generalizable beyond a single individual—

de facto anonymization. These life-saving 

methods, therefore, can be used in practice 

without risking exposure of personally iden-

tifiable information. Sweeping policies that 

prevent these sorts of ethical and proper 

use cases risk derailing entire fields, such as 

public health and medicine.

Third, we must develop a stronger cul-

ture of individual participation along with 

greater transparency in activities that use 

individually identifiable data. In the health 

care field, for example, the Patient-Centered 

Outcomes Research Initiative (PCORI) (1, 2), 

Agency for Healthcare and Research Quality 

(AHRQ) (3), and Institute of Medicine 

(IOM) (4) have been helping develop new 

policies regarding patient engagement and 

research dissemination, which are substan-

tially changing the landscape regarding 

patient data. These funding initiatives 

should be expanded, and successful models 

should be widely shared.

Our debate, therefore, should not be 

focused on the efforts that protect privacy 

via anonymization. While research in that 

direction should continue, we must recog-

nize that anonymization as a precondition 

to storing or collecting personal informa-

tion is not a viable policy solution. Instead, 

we should focus our attention toward 

requiring safeguards on improper storage, 

distribution, or exploitation of personal 

data, and on developing a culture of trust 

and transparency surrounding the use of 

such data resources.
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Assessing data 
intrusion threats
Y.-A. DE MONTEJOYE et al.’s Report “Unique 

in the shopping mall: On the reidentifi-

ability of credit card data” (special section 

on The End of Privacy, 30 January, p. 536) 

led to a widespread media sensation pro-

claiming that reidentification is easy with 

only a few pieces of credit card data (1–3). 

Although we agree with de Montejoye et 

al. that data disclosure practices must be 

responsibly balanced with data privacy and 

utility, we are concerned that the study’s 

findings reflect unrealistic data intrusion 

threats. Making policy decisions based on 

the conclusions from this work would thus 

be hasty and could lead to the abandon-

ment of modern data protection standards, 

with negative consequences to privacy, 

research, and society. 

Some media confusion stems from the 

paper’s use of the term “reidentify”; credit 

card metadata were not actually linked 

to any personal identities. Instead, it was 

assumed that an intruder could obtain data 

about identity, geography, time, and price to 

reidentify all targeted consumers. Yet this 

scenario requires some very strong assump-

tions about the attacker that are unlikely to 

be realized in practice. First, the study did 

not demonstrate the extent to which the 

necessary identifying information could be 

obtained reliably for any consumer. Second, 

the study neglects to acknowledge that 

when the data come from a fraction of the 

general population, unique purchase data in 

the sample will often not be unique in the 

larger population. Given that the undis-

closed country’s population was likely much 

larger than 1.1 million, the paper’s data 

uniqueness measure is likely a substantial 

overestimate of risk. Third, the study’s risk 

estimates are further inflated because they 

did not include cash or other banks’ credit 

card purchases.

The research communicated in this 

paper is critical to moving forward privacy 

discussions about data sharing. However, 

we stress that claims about reidentification 

must be based on models that realistically 

and correctly account for the probability, 

as well as the possibility, of attacks. 

Daniel Barth-Jones,1* Khaled El Emam,2 
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away,” NBC News (29 January 2015); www.nbcnews.com/
tech/tech-news/anonymous-credit-card-data-can-still-
give-you-away-n296446.

Response

BARTH-JONES ET AL. claim that our findings 

“reflect unrealistic data intrusion threats” 

We strongly disagree and argue that Barth-

Jones et al.’s Letter is instead a superb 

illustration of why deidentification is not “a 

useful basis for policy” (1).

A simple and real example of our attack 

model is a bank sharing metadata for its 1.1 

million customers in anonymized form with 

a third party for analysis. If the third party 

is able to obtain additional information—

such as loyalty program data if the third 

party is a retailer—that data could be used 

to reidentify an individual and all the rest of 

his or her purchases.

Barth-Jones et al.’s Letter exemplifies the 

intrinsic issue with deidentification. One can 

always, as Barth-Jones et al. have, artificially 

lower the estimated likelihood of reiden-

tification through the use of arbitrary and 

debatable assumptions.

First, Barth-Jones et al. have consistently 

considered an intrusion to be a breach of 

privacy only if “all targeted customers” 

are reidentified (2). This is an unrealistic 

definition of breach of privacy. Second, 

Barth-Jones et al. assume that it is “very 

unlikely” for an attacker to be able to 

collect geolocalized information about 

an individual. At best, this is a striking 

underestimation of the current availability 

of identified data. Possible sources would 

include manually collected clues about 

an individual we know (e.g., receipts or 

branded shopping bags) (3); having access 

or collecting from public profiles people’s 

check-ins at shops or restaurants on Yelp, 

Foursquare, or Facebook (4); or having 

access to a retailer’s database or to a data-

base of geolocalized information such as 

the one collected by smartphone applica-

tions (5), WiFi companies, and virtually any 

carriers in the world. Third, Barth-Jones et 

al. assume that an attacker cannot know 

whether an individual is a client of a bank 

and is therefore in the data set. This is 

again an assumption that artificially lowers 

the estimated, and thus perceived, risks of 

reidentification without changing at all the 

actual risk for people in the release data set. 

Fourth, the fact that an individual might 

occasionally pay cash only means that an 

attacker would need a few more points.

Estimated probabilities of reidentifica-

tion are not a useful basis for policy, and we 

stand by our comment that “the open shar-

ing of raw [deidentified metadata] data sets 

is not the future” (6).

Yves-Alexandre de Montjoye* and 

Alex “Sandy” Pentland

Media Lab, Massachusetts Institute of Technology, 
Cambridge, MA 02139, USA.

*Corresponding author. E-mail: yvesalexandre@
demontjoye.com
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OUTSIDE THE TOWER

Acting to build trust

M
y 5-foot 9-inch, 160-pound frame hunches over in  pain. “I am Macho Man,” I 

declare to the crowd, “but because of my back pain, I can’t even pick up a straw-

berry!” Suddenly, a white-coated angel appears beside me. I look up in awe. 

“Can you relieve my pain?” Thus begins the opening sketch at Healthcare Day in 

Shanghai, China. 

Since 2012, I and others from Zhongshan Hospital at Fudan University have been 

holding Healthcare Day in Community, a quarterly event in which medical scientists 

from different departments provide health counseling and services for local residents. 

As the skit continues, the white-coated angel explains the physiology behind back 

pain and shows me, Macho Man, how to  prevent muscle strain. He models the correct 

way to lift a heavy load and demonstrates how a physical exam would diagnose the 

problem. Then he leaves the stage and walks through the audience, looking for other 

people in need. 

During Healthcare Day, community members have the opportunity to ask scientists 

about genes, tissue engineering, cancer, and cutting-edge medical research. We advo-

cate a healthy lifestyle and give relevant advice about exercise habits, weight control, 

and proper diet. This event builds trust between the community and medical scientists. 

We hope more medical scientists and doctors in China will join us in stepping out of 

the hospital and sharing health science with the public.
                                          

Jiaqi Liu

Department of Plastic Surgery, Zhongshan Hospital, Fudan 
University, 200032, Shanghai, China.E-mail: liujiaqi1213@yahoo.com

Xiangqian Li and Jiaqi Liu demonstrate a physical exam during the opening skit at Healthcare Day.
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PROTEIN TARGETING 

Sorting out cell sorting
The sorting of proteins into 

appropriate compartments is 

vital for proper cell function. 

After its discovery 20 years 

ago, various potential roles 

for nascent chain-associated 

complex (NAC) in the specificity 

of intracellular protein sort-

ing have been proposed. Until 

now, no clear phenotypes have 

been discovered. Gamerdinger 

et al. explored the role of NAC 

in protein translocation in 

Caenorhabditis elegans (see the 

Perspective by Kramer et al.). 

They found that NAC prevents 

the importation of incorrect 

cargo, such as mitochondrial 

proteins, into the endoplasmic 

reticulum. — SMH

Science, this issue p. 201; 
see also p. 182

Edited by Caroline Ash
I N  SC IENCE  J O U R NA L S

RESEARCH
Downwelling drags particulate and 
dissolved carbon into the deep   
Omand et al., p. 222

PROTEOSTASIS

Giving protein folding 
a helping hand 
The reversible phosphorylation 

of proteins controls virtually all 

aspects of cell and organismal 

function. Targeting phosphoryl-

ation offers a broad range of 

therapeutic opportunities, and 

thus kinases have become 

important therapeutic targets. As 

targets, phosphatases should be 

as attractive, but in fact they are 

more challenging to manipulate. 

Das et al. have found a safe and 

specific inhibitor, called Sephin1, 

that targets a regulatory subunit 

of protein phosphatase 1 in vivo. 

Sephin1 binds and inhibits 

PPP1R15A, but not the related 

regulatory phosphatase 

PPP1R15B. In mice, Sephin1 

prolonged a stress-induced 

phospho-signaling pathway to 

prevent the pathological defects 

of the unrelated protein-misfold-

ing diseases Charcot-Marie-Tooth 

1B and amyotrophic lateral 

sclerosis. — SMH

Science, this issue p. 239

PALEOCEANOGRAPHY

Early closing 
between oceans
The Central American Seaway, 

which once separated the 

Panama Arc from South America, 

may have closed 10 million years 

earlier than is believed. Montes 

et al. report that certain miner-

als of Panamanian provenance 

began to appear in South 

America during the Middle 

Miocene, 15 to 13 million years 

ago (see the Perspective by 

Hoorn and Flantua). The pres-

ence of the minerals indicates 

that rivers were flowing from 

the Panama Arc into the shallow 

marine basins of northern South 

America. One interpretation of 

this finding is that large-scale 

ocean flow between the Atlantic 

and Pacific had ended by then. If 

this is true, then many models of 

paleo-ocean circulation and biotic 

PRIMATE GENOMICS

Genomes in the mist 

T
he mountain gorilla is an 

iconic species that is at 

high risk of extinction. Xue 

et al. have sequenced 13 

gorillas from two differ-

ent populations to probe their 

genetic diversity. The genomes 

show large tracts of homozy-

gosity and the loss of highly 

deleterious genetic variants, 

indicating population bottle-

necks and inbreeding. This loss 

of genetic diversity appears 

to have started over 20,000 

years ago and may have been 

caused by changes in climate 

and human-associated effects. 

— LMZ

Science, this issue p. 242

Mountain gorillas are 

highly inbred
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exchange between the Americas 

need to be reconsidered. — HJS

Science, this issue p. 226; 
see also p. 186

DRUG DISCOVERY

Allergy drug inhibits 
viral infection
A drug used to dry up a runny 

nose and itchy eyes may be 

repurposed for treating hepatitis 

C virus (HCV). This viral infec-

tion often goes undetected, but 

it can exacerbate liver diseases, 

including cancer. The fact that 

allergy-relieving antihistamines 

can treat HCV was uncovered by 

He et al. in a screen of a library of 

approved drugs. Among these, 

the first-generation antihistamine 

chlorcyclizine showed highly 

specific anti-HCV activity in vitro 

and in mice with ìhumanizedî 

livers, without evidence of drug 

resistance, a common problem 

with antivirals. Moreover, chlor-

cyclizine synergized with other 

anti-HCV drugs such as ribavirin, 

sofosbuvir, and interferon-α. 

Antihistamines are widely 

available, safe, and inexpensive: 

ideal candidates for use in HCV-

endemic countries. — MLF

Sci. Transl. Med. 7, 282ra49 (2015).

MARS ATMOSPHERE

Mapping Mars’ 
water history 
We know the water cycle on 

Earth is complex. Neither is it 

simple on Mars. Infrared maps 

of water isotopes made by 

Villanueva et al. show the distri-

bution of H2O and “semiheavy” 

water (HDO: deuterated water P
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and Jesse Smith
IN OTHER JOURNALS

CELLULAR MECHANICS

The mechanics of 
cellular left and right
Cells need to distinguish 

between left and right to interact 

during collective movement 

or embryonic development. To 

reveal the underlying cellular 

mechanics, Tee et al. studied 

the organization of actin in 

human cells using fluores-

cence, electron microscopy, 

and computational simulations. 

Actin fibers forming the cellular 

skeleton rearranged themselves 

from a symmetric to an asym-

metric pattern through interplay 

between two types of fibers. 

The unidirectional tilting of the 

radial fibers and swirling of the 

transverse fibers were driven by 

containing a mixture of hydrogen 

isotopes) across Mars. HDO 

enrichment varies with time and 

location; for example, irregular 

isotopic signals associate with 

different terrain features. The 

measurements also allow sea-

sonal sublimation levels of the 

northern ice cap to be estimated 

and thus could be used to reveal 

past climate behavior. — MMM 

Science, this issue p. 218

BIOANALYSIS 

Imaging lipid composition 
Chemical imaging of cell 

membranes can be performed 

with matrix-assisted laser 

desorption/ionization mass 

spectrometry (MALDI), but low 

ionization efficiency often leads 

to a signal dominated by the 

main lipid components, such as 

abundant phosphatidylcholine 

species. Soltwisch et al. used a 

tunable laser for post-ionization 

of neutral species to boost the 

signal for other membrane com-

ponents, such as cholesterol 

and phospho- and glycolipids. 

Imaging of cells and tissues with 

these methods allows differenti-

ation based on a more extensive 

chemical signature. — PDS 

Science, this issue p. 211

HUMAN GENETICS 

Chromosome number 
varies in humans
 Pregnancy loss is often associ-

ated with a loss of chromosome 

number, a condition known as 

aneuploidy. When examining 

aneuploid embryos during in 

vitro fertilization cycles, McCoy 

et al. found a large genomic 

region associated with defects in 

maternal chromosome number 

(see the Perspective by Vohr and 

Green). This region contains a 

gene, Polo-like Kinase 4 (PLK4), 

that is known to affect chro-

mosome segregation and has 

variants that correlate with an 

increased rate of maternal aneu-

ploidy. Surprisingly, such variants 

occur at relatively high levels in 

human populations and may be 

under positive selection. — LMZ

Science, this issue p. 235; 

see also p. 180

INFLAMMATION

How smoking makes infection worse

S
moking not only increases your risk of cancer but also 

increases inflammation and slows down recovery from 

infections, especially in people who have chronic obstruc-

tive pulmonary disorder (COPD). People with severe 

COPD have elevated levels of the cytokine interleukin-33 

(IL-33), a secreted protein that promotes airway inflammation. 

To determine whether IL-33 triggers exaggerated inflammatory 

responses in COPD, Kearley et al. exposed mice lacking IL-33 

to cigarette smoke and then infected them with influenza. A 

deficiency in IL-33 protected mice from excessive inflammation 

and weight loss. Cigarette smoke led to elevated production of 

IL-33 and altered expression of its receptor in exposed mice, 

causing lung inflammation to amplify. — KLM 

Immunity 42, 566 (2015).

Ancient Pacific-Caribbean link

Smoking increases inflammation 

and worsens infection

Published by AAAS
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contractile stress and rotational 

growth. The actin-crosslinking 

protein controlled the clockwise 

or anticlockwise dynamics of 

the actin network, establishing 

the left-right asymmetry of the 

cell. — MSM

Nat. Cell Biol. 10.1038/ncb3137 (2015).

CRIME AND PUNISHMENT

Rethink jail for 
juvenile justice
The U.S. criminal justice system 

is strikingly punitive: The 

incarcerations-to-convictions 

ratio is 70% larger than that of 

the next highest country. The 

U.S. juvenile incarceration rate 

is five times larger than that of 

any other country. But we don’t 

randomly assign juveniles to jail, 

and thus it’s difficult to isolate 

the impacts of incarceration on 

later-life outcomes, versus the 

impacts of underlying socio-

economic, cognitive, and other 

factors that influence juvenile 

criminal behavior as well as 

education, employment, and 

other outcomes. Studying 10 

years of data on over 35,000 

Chicago juvenile offenders, Aizer 

and Doyle noticed that judges 

were randomly assigned to 

juvenile cases, and judges had 

different tendencies to sentence 

incarceration versus probation. 

Assignment to a high–

incarceration-rate judge 

decreased the likelihood of juve-

niles completing high school and 

increased the likelihood of adult 

incarceration. — BW

Quart. J. Econ. 10.1093/
qje/qjv003 (2015). 

NEURODEGENERATION

Deconstructing cell 
death in MS
Oligodendrocytes are often 

referred to as “support” cells for 

neurons, but in fact they play a 

critical role in the transmission 

of nerve impulses. These cells 

produce the myelin sheath that 

surrounds and protects axons 

in the central nervous system. 

In multiple sclerosis (MS), this 

myelin sheath erodes because 

of an inflammatory reaction that 

triggers the death of oligo-

dendrocytes. Several distinct 

mechanisms of cell death 

exist, and understanding 

which one underlies 

oligodendrocyte death 

could lead to new 

therapies. Studying 

mouse models of MS, 

Ofengeim et al. find that 

oligodendrocytes die by a regu-

lated process called necroptosis. 

A small-molecule inhibitor of 

a protein kinase that mediates 

necroptosis prevented oligo-

dendrocyte death in the mouse 

models. — PAK

Cell Rep. 10, 1836 (2015).

SURFACE IMAGING

Submolecular 
resolution in 3D
Surface probe microscopy has 

recently achieved submolecular 

resolution with metal tips made 

atomically sharp by decorating 

them with adsorbed molecules 

such as carbon monoxide. This 

method works well with adsorbed 

molecules that are small or flat. 

Moreno et al. now show how to 

achieve subatomic resolution in 

atomic force microscopy with 

commercial silicon tips, for three-

dimensional structures such as 

absorbed fullerene molecules or 

the step edges of oxide surfaces. 

The van der 

Waals interac-

tion is mapped 

with the tip a 

few nanome-

ters above 

the surface 

in a closed 

feedback loop. A second higher-

resolution scan with an open 

feedback loop follows this map 

with a constant offset distance 

that is adjusted to provide high 

resolution. — PDS.

Nano Lett. 10.1021/nl504182w (2015).

PHYSICS

Pairing in an off-kilter 
atomic gas
In a process called Cooper pair-

ing, two electrons of opposite 

spin and momentum form a pair 

and join a larger “condensate” 

to flow effortlessly through a 

superconducting material. In 

cold atomic gases, the atomic 

state plays the role of the spin. 

But what happens if there is a 

different number of atoms in 

the two spin states, so that pair-

ing cannot be perfect? Ong 

et al. tackled that question for 
6Li atoms trapped in a weakly 

coupled array of pancake-

shaped clouds. As they cranked 

up the interaction between the 

atoms and increased the relative 

number of minority spins, the 

gas in each pancake separated 

into a core of paired spins 

surrounded by the majority 

atoms. — JS

Phys. Rev. Lett. 114, 110403 (2015).

COMMUNITY ECOLOGY

Measuring effective dispersal

D
ispersal fundamentally shapes ecological 

communities and maintains biodiversity, yet it 

is extremely difficult to quantify. Estimating seed 

dispersal effectiveness (SDE) requires measurement of 

both the number of seeds dispersed and the probability 

of successful germination. González-Castro et al. labori-

ously measured the SDE of frugivorous lizards and birds as 

dispersers of seeds over 6 years in plant communities on the 

oceanic island of Tenerife. Their results allowed for compari-

sons between the SDE of the two main frugivore groups for 

different plant species and different communities (such as 

woodland and shrubland), revealing the networks of mutualis-

tic interactions that underpin community persistence. — AMS

Ecology 96, 808 (2015). 

Gallotia galloti is an 

important seed disperser 

on Tenerife

IM
A

G
E

S
: 

(T
O

P
 T

O
 B

O
T

T
O

M
) 

©
 C

U
LT

U
R

A
 R

M
/A

L
A

M
Y

; 
C

. M
O

R
E

N
O

 E
T

 A
L

.,
 N

A
N

O
 L

E
T

T
E

R
S

 (
10

 M
A

R
C

H
 2

0
15

) 
©

 2
0

15
 A

M
E

R
IC

A
N

 C
H

E
M

IC
A

L
 S

O
C

IE
T

Y

Published by AAAS



sciencemag.org  SCIENCE198-B    10 APRIL 2015 • VOL 348 ISSUE 6231

RESEARCH

QUANTUM GASES 

Detecting multiple 
temperatures
Most people have an intuitive 

understanding of temperature. 

In the context of statistical 

mechanics, the higher the tem-

perature, the more a system is 

removed from its lowest energy 

state. Things become more 

complicated in a nonequilibrium 

system governed by quantum 

mechanics and constrained by 

several conserved quantities. 

Langen et al. showed that as 

many as 10 temperature-like 

parameters are necessary to 

describe the steady state of 

a one-dimensional gas of Rb 

atoms that was split into two 

in a particular way (see the 

Perspective by Spielman). — JS 

Science, this issue p. 207; 
see also p. 185 

EARTH HISTORY 

Ocean acidification 
and mass extinction 
The largest mass extinction in 

Earth’s history occurred at the 

Permian-Triassic boundary 252 

million years ago. Several ideas 

have been proposed for what 

devastated marine life, but scant 

direct evidence exists. Clarkson 

et al. measured boron isotopes 

across this period as a highly 

sensitive proxy for seawater pH. 

It appears that, although the 

oceans buffered the acidifiy-

ing effects of carbon release 

from contemporary pulses of 

volcanism, buffering failed when 

volcanism increased during the 

formation of the Siberian Traps. 

The result was a widespread drop 

in ocean pH and the elimination 

of shell-forming organisms. — NW

Science, this issue p. 229

QUANTUM COMPUTING 

Benchmarking 
quantum simulation
 Finding a solution to a problem 

often amounts to an optimization 

problem and thus can be recast 

in terms of the lowest-energy 

state of a system. To find such 

ground states, mathematical 

methods based on annealing 

were developed. To reach the 

ground state more quickly 

than with the earlier classical 

methods, a quantum-mechanical 

approach was proposed; how-

ever, the evidence for quantum 

speed-up is contradictory. Heim 

et al. show that the results 

depend on how the problem is 

described and how the optimiza-

tion routine is implemented. This 

development should be valuable 

for benchmarking quantum 

machines. — ISO

Science, this issue p. 215

CARBON FLUX

Down with atmospheric 
carbon dioxide 
How does the ocean move car-

bon from surface waters to its 

deep interior? Current under-

standing is that carbon dioxide 

is removed from the atmosphere 

by phytoplankton that are eaten, 

and in turn their predators die 

and sink into deep water and 

seafloor sediments. In addition 

to this route, Omand et al. show 

that downwelling caused by 

ocean eddies 1 to 10 km across 

can deliver much of the carbon 

produced in spring to the deep 

sea. The eddies entrain small 

particles and dissolved organic 

carbon to augment the flux of 

large sinking particles. — HJS

Science, this issue p. 222

BIOCHEMISTRY 

Single-molecule assay 
of ubiquitylation 
Many biological processes in 

cells are regulated by ubiquitin 

peptides that are attached to 

proteins. Measurement of single 

fluorescent molecules in cell 

extracts can be used to trace 

the kinetics of such reactions. 

Lu et al. refined assay condi-

tions to follow ubiquitination by 

an E3 ubiquitin ligase (see the 

Perspective by Komander). They 

visualized the activity of the 

anaphase-promoting complex 

(APC), a ubiquitin ligase critical 

for control of the cell division 

cycle. The processive initial reac-

tion catalyzed by the APC was 

replaced by slower reactions. 

The results show how small, 

commonly occurring recogni-

tion motifs can guide specific 

and highly controlled enzymatic 

events. In a companion paper, 

Lu et al. explored how the 

number and arrangement of 

added ubiquitin chains affected 

the interaction of ubiquitylated 

proteins with the proteasome (a 

protein complex that recognizes 

ubiquitylated proteins and 

degrades them). The extent 

of ubiquitylation determined 

the strength of interaction of a 

substrate protein with the prote-

asome, and the arrangement of 

the ubiquitin chains determined 

the movement of the protein into 

the proteasome and thus the 

rate of degradation. — LBR 

Science, this issue p. 199, p. 200; 

see also p. 183

COMETARY FORMATION

Making comets 
in the cold 
The speciation of nitrogen 

compounds in comets can tell 

us about their history. Comets 

are some of the most ancient 

bodies in the solar system and 

should contain the nitrogen 

compounds that were abundant 

when they formed. Using the 

ROSINA mass spectrometer 

aboard the Rosetta spacecraft 

orbiting comet 67P/Churyumov-

Gerasimenko, Rubin et al. found 

molecular nitrogen at levels that 

are depleted compared to those 

in the primordial solar system. 

Depletion of such a magnitude 

suggests that the comet formed 

either from the low-temperature 

agglomeration of pristine 

amorphous water ice grains or 

from clathrates. — NW

Science, this issue p. 232

EARLY WARNING SYSTEMS

Crowdsourcing early 
warnings of natural 
disasters 
Cellular phones and similar 

electronic devices contain 

powerful technologies that can 

be harnessed for location-based 

sensing of the environment. 

Minson et al. show how displace-

ment data from consumer-grade 

Global Navigation Satellite System 

(i.e., GPS) sensors and Inertial 

Navigation System (e.g., acceler-

ometer) sensors acquired from 

widely distributed cell phones 

can be combined to produce 

earthquake and tsunami early 

warnings. Such rapidly acquired 

crowdsourced data could be a 

valuable way of improving public 

safety and facilitating disaster 

responses in earthquake-prone 

regions. — KVH 

Sci. Adv. 10.1126/

2ciadv.1500036 (2015).

SYSTEMS BIOLOGY

Networking death 
signals to fight cancer
Selectively killing cancer cells 

without inducing resistance is 

the holy grail of cancer therapy. 

Cancer cells are particularly 

sensitive to cell death triggered 

by the secreted protein TRAIL. 

Unfortunately, some cancer cells 

evade TRAIL-induced death and 

develop resistance by rewiring 

their signaling networks. So et 

al. used proteomic data to map 

a protein interaction network of 

the kinases that affected TRAIL-

induced cell death. The modeling 

of information flow through the 

network revealed potential tar-

gets that could be exploited to 

develop combination therapies 

with TRAIL to kill cancer cells 

and prevent resistance. — NRG

Sci. Signal. 8, rs3 (2015).

Edited by Caroline Ash
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BIOCHEMISTRY

Specificity of the
anaphase-promoting complex: A
single-molecule study
Ying Lu, Weiping Wang, Marc W. Kirschner*

INTRODUCTION: Regulation of biological
processes is generally thought to be conveyed
by structurally complementary interactions
between molecules, resulting in a bound state
that is the most energetically stable. However,
the limited size of most recognition motifs
poses a very general question as to how spec-
ificity is actually achieved. In the cell cycle,
timing of events from exit of mitosis through
passage into G1 is regulated by the anaphase-
promoting complex (APC), an enzyme that
catalyzes ubiquitin conjugation to multiple ly-
sines on substrate molecules, for proteasome-
mediated degradation. The difference in how
APC ubiquitylates its substrates leads to the

ordering of events. APC-substrate interactions
are also mediated through very short and re-
dundant sequences, such as the well-studied
D and KEN boxes found in 69% of human
proteins. It is unclear how the APC can dis-
tinguish a relatively small number of sub-
strates from nonsubstrates having the same
interaction motifs. At a total concentration of
approximately 1 mM, many of these nonsub-
strates should compete for APC binding, thus
reducing the rate of ubiquitylation and degra-
dation of the real targets.

RATIONALE: Simple binding based on struc-
tural complementarity seems inadequate to

explain the specificity in APC-mediated ubiq-
uitylation. We therefore looked beyond a
single binding step to the extensive net-
work of reactions that take place at mul-
tiple sites on a substrate molecule and in a
cellular environment with competing re-
actions. To describe these, we developed

single-molecule fluores-
cence assays, capable of
identifying multiple re-
action intermediates, and
applied these methods
to the study of the ki-
netics of APC-mediated

ubiquitylation in both cytosolic extracts and
in purified reaction systems. Our goal was
to understand how the APC selects the right
substrates among competing molecules and
generates effective ubiquitin configurations
that can be recognized for degradation.

RESULTS: In this assay, the rates of ubiq-
uitylation and APC-substrate interaction
can be measured simultaneously and traced
to individual substrate molecules. We find
that the APC-mediated ubiquitylation ini-
tially involves a highly processive reaction
conjugating several ubiquitins on a sub-
strate molecule, followed by multiple en-
counters and reactions at a slower rate.
The initial ubiquitylation greatly enhances
substrate-binding affinity with the APC in
subsequent reactions, by both increasing
the on-rate and decreasing the off-rate.
Results of kinetic studies in bulk assays
further substantiate this positive feedback
mechanism.

CONCLUSION: The process of converting
the reactivity of ubiquitin on a substrate to
binding affinity can complement weak re-
cognition by the D/KEN-box motifs. Cycles
of positive feedback achieve high specifici-
ty for substrates with short recognition mo-
tifs in a cellular environment of competing
molecules. This process, called processive af-
finity amplification (PAA), iteratively increases
conjugated ubiquitins on substrates with
both the recognition motifs and receptor
lysine residues. Reaction schemes similar to
PAA may be responsible for maximizing spec-
ificity, while maintaining efficiency in other
biological processes.▪
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Positive feedback enhances specificity and efficiency in APC-mediated ubiquitylation.
The intrinsic affinity between APC and D-box–containing decoy substrates is low, which prevents
APC from inhibition by a high concentration of those substrates in the cytosol (A). The initial
ubiquitylation on real substrates is highly processive, likely due to their preponderance in the avail-
ability and reactivity of receptor lysines. Conjugated ubiquitins enhance substrate’s affinity for the
APC and promote further ubiquitylation, enabling proteasomal degradation (B).
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Specificity of the anaphase-promoting
complex: A single-molecule study
Ying Lu, Weiping Wang, Marc W. Kirschner*

Biological processes require specific enzymatic reactions, paradoxically involving short
recognition sequences. As an example, cell-cycle timing depends on a sequence of
ubiquitylation events mediated by the anaphase-promoting complex (APC) based on short
redundant motifs. To understand the origin of specificity, we designed single-molecule
fluorescence assays that capture transient ubiquitylation reactions. We find that the
APC-mediated ubiquitylation involves a highly processive initial reaction on the substrate,
followed by multiple encounters and reactions at a slower rate. The initial ubiquitylation
greatly enhances the substrate’s binding affinity in subsequent reactions, by both
increasing the on-rate and decreasing the off-rate. We postulate that these cycles of
positive feedback enable high specificity for substrates with short recognition motifs in
a complex cellular environment.

R
egulation of biological processes requires
that proteins distinguish the proper bind-
ing partners or substrates from nonsub-
strates. Emil Fischer famously viewed the
substrate as the key and the enzyme as the

lock. There are many proven examples of spec-
ificity arising from such complementary bind-
ing interactions. However, specificity cannot be
attributed completely to differential binding af-
finity alone, as has been demonstrated by the
discrepancy between the error rate of protein
synthesis and the measured binding affinities of
the correct and incorrect aminoacyl–tRNAs on
mRNA. In a conceptual theory for resolving such
discrepancies, called “kinetic proofreading,” the
energy from adenosine 5´-triphosphate or guano-
sine 5´-triphosphate hydrolysis is used to sub-
stantially reduce error rates (1, 2). The kinetic
proofreading mechanism has been invoked to
explain the high degree of specificity of various
biological processes governed by relatively weak
binding interactions (3, 4).
The importance of recognition and specificity

in protein degradation is increasingly appreci-
ated. During mitosis, cyclin A, cyclin B, securin,
polo kinase, and UbcH10 are ubiquitylated se-
quentially by the anaphase-promoting complex
(APC) and degraded by the proteasome, contrib-
uting to an ordered execution of cell-cycle events
(5, 6). The precise timing of protein degradation
at cell-cycle transitions demands high specif-
icity in APC-substrate interaction. Paradoxically,
these interactions are mediated by exceeding-
ly short recognition sequences, such as the D
[RXXLXXXX(N)] and KEN (KEN) boxes (where
X is any amino acid) (7–9). These recognition
sequences are highly redundant, appearing in

69% proteins in the human genome, whereas
only 50 to 100 real substrates for the APC are
expected from genome-wide studies (10). This
preponderance of “decoy substrates” poses an
additional challenge. At a total concentration of
~1 mM, they should compete for APC binding
and reduce the rate of ubiquitylation and degra-
dation of real substrates. Yet, this does not ap-
pear to happen. APC substrates, such as securin
and cyclin B, can be efficiently degraded in a few
minutes in yeast and mammalian cells. Although
these small recognition sequences are required,
they are not sufficient to confer susceptibility when
transferred to other proteins (7). Thus, real APC
targets must provide other specificity features,
even though no additional sequence features are
discernible. Therefore, the simple “key‐lock”mech-
anism appears to be inadequate to explain the
specificity in APC-mediated ubiquitylation. To
explain the required specificity, we looked be-
yond single binding interactions to the network
of reactions that take place in the cellular envi-
ronment, where there are competing substrates
and competing reactions.
The APC interacts with substrates transiently

and recurrently, conjugating complex and het-
erogeneous ubiquitin configurations on substrates
molecules (11). These features make it difficult
to understand the reaction kinetics and mech-
anisms with conventional biochemical methods.
In this study, we have developed single‐molecule
(SM) fluorescence assays capable of identifying
multiple reaction intermediates. Using these as-
says, we could examine reactions at individual
steps to study APC-mediated ubiquitylation in
both purified systems and in crude cell extracts.
We distinguished different modes of substrate
binding, reflected in different kinetics for initial
ubiquitin conjugation and subsequent elonga-
tion steps. We identified a reaction pathway based
on the evolving ubiquitylation status of the sub-

strate that can explain how substrate specificity
and reaction efficiency can be achieved in a net-
work of low-specificity interactions.

Results

A single-molecule ubiquitylation assay

To observe reactions of single molecules, we used
ubiquitin and substrates chemically labeled
with different chemical fluorescent dyes (Fig. 1,
A and B). The labeled proteins were incubated
in concentrated extracts of human HeLa cells in
the G1 phase of the cell cycle. Endogenous APC
was labeled with a fluorescently tagged anti-
body; the substrates were C‐terminally labeled
with biotin and tethered with streptavidin to
polyethylene glycol and albumin passivated glass
slides. Because each ubiquitin molecule was con-
jugated with a single fluorophore at its N ter-
minus, the number of conjugated ubiquitins on
a substrate molecule could be measured as the
total fluorescence intensity. A major problem in
developing the SM methods for ubiquitylation
in Fig. 1B was the background fluctuation from
fluorescently labeled ubiquitin in solution and
the nonspecific binding of fluorescent species to
the slide surface. We used combinatorial strategies
to increase the signal-to-noise ratios and specif-
icity of the detection (fig. S1); these allowed us to
distinguish the addition and removal of single
ubiquitins at a 95% confidence level in the pres-
ence of 3 µM fluorescent ubiquitin (materials
and methods), near its physiological range of 5
to 10 µM. The chemical fluorophores with their
high flux of photons, and a relatively long expo-
sure time of 3 s afforded by the natural slow re-
action rates, along with strong laser excitation,
allowed us to reduce Poisson noise. Adding 10 mM
imidazole greatly reduced nonspecific binding
of all fluorescent species and lowered the back-
ground fluctuation without affecting kinetics
of ubiquitylation (fig. S2). Intensity values of
single molecules were calculated by a method of
local background subtraction (figs. S3 and S4
and materials and methods).
To distinguish substrate-specific ubiquitylation

signals from nonspecific binding of ubiquitylated
proteins from cell extracts, we limited our anal-
ysis to ubiquitylation events that were coincident
with binding of the fluorescently labeled APC to
a fluorescently labeled substrate. Because of the
sparseness of nonspecific binding events, the
chance of background binding of ubiquitin or
ubiquitylated proteins coinciding with the labeled
APC was less than 10−5 (materials and methods).
The accuracy and linearity of the ubiquitylation
measurement were assessed and confirmed by
photobleaching of preformed ubiquitin chains,
a process that randomly inactivates single flu-
orophores (Fig. 1C and figs. S5 and S29 to S30).
The APC antibody labeling was sufficiently sta-
ble to allow observation of relatively transient
substrate‐APC interactions (Fig. 1D). So that each
event of ubiquitin conjugation was recorded, we
completely depleted endogenous free ubiquitin
from extracts by adsorption to beads containing
the E2‐UbcH10, without affecting ubiquitylated
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proteins (fig. S6); the extracts were then sup-
plemented with 3 µM Alexa Fluor 467 (alexa647)–
labeled ubiquitin (fig. S7).

Ubiquitylation mediated by the APC
at a single-molecule level

Geminin is an APC substrate that functions in
control of DNA replication. When geminin was
immobilized on a slide as the substrate, we ob-
served a greatly enhanced ubiquitin fluorescence
signal, compared to background, that was coin-
cident with APC binding events (fig. S8 and
movies S1 and S2). Overall ubiquitylation level
was strongly reduced in the presence of the APC
inhibitor Emi1, suggesting that APC is the pri-
mary E3 for geminin ubiquitylation (fig. S9).
We recorded time traces of APC binding and
ubiquitylation on single geminin molecules. In
cell extracts, the ubiquitylation signal was dy-
namic, showing features that can be attributed to
enzymatic deubiquitylation in the extract, pro-
teasomal degradation of the substrate, and a
slow rate of photobleaching (half-life = 8.6 min;
fig. S10). The SM method fully reported on the
heterogeneity in the reactions: After the binding
of an APC molecule, ubiquitylation on individ-
ual geminin molecules occurred with variable
rates and reached different numbers of conju-
gated ubiquitins at the moment of APC disasso-
ciation. We present a representative raw trace
of these features in Fig. 2, A and B, and 20 more
raw traces for each substrate [geminin, the cyclin
B–N-terminal domain (cyclin B–NT), and cyclin
A in cell extracts; cyclin B–NT, securin, and K64–
cyclinB–NT in a purified system] in the supple-
mentary materials (figs. S31 to S36). The SM
kinetics of ubiquitylation on geminin and cyclin
B–NT were very similar. Each is known to be a
processive substrate, where processivity is de-
fined as the average number of ubiquitins con-
jugated to a substrate molecule, regardless of its
degree or configuration of ubiquitylation, in each
round of APC binding (4).
Several observations indicate that the ubiquitin

signal on immobilized substrates represents bona
fide ubiquitylation by the APC, rather than the
binding of ubiquitylated APC or ubiquitylation
by other E3s. We did not observe a sharp decrease
of ubiquitin signal when the APC dissociated from
the substrate, suggesting that the APC was not
ubiquitylated. Either the APC inhibitor Emi1 or
methylation of lysines on substrates, which pre-
vents ubiquitylation, strongly reduced the ubiquitin
signal (figs. S9 and S11). In about 22% cases, we
observed increased ubiquitin fluorescence in the
absence of detectable APC binding. This may have
been caused by either APC conjugated to an un-
modified (and hence nonfluorescent antibody) or
free APC unconjugated to antibody. However, we
cannot exclude a low level of APC‐independent
ubiquitylation. Ubiquitylated substrates on the
slide were competent to interact with the pro-
teasome (labeled with a fluorescent antibody) in
the cell extract, suggesting that ubiquitin con-
figurations that are competent for proteasomal
degradation had been formed during the reac-
tion (fig. S12).

In the SM traces, there were always two phases
of ubiquitylation. The first was highly proces-
sive, soon after the initial binding of the APC,
resulting in multiple ubiquityl residues trans-
ferred to a substrate molecule within 5 s (the
time resolution of the experiment) (Fig. 2A and
figs. S31 and S32). The second phase was much
less processive, as the rate of ubiquitin transfer
was lower and was interrupted by APC disasso-
ciations. Rebinding of APC was also frequently
unproductive (“u” in Fig. 2, A and B), generating
no detectable ubiquitin conjugations. Processive
ubiquitylation could reoccur after the substrate
had been partially or fully deubiquitylated. To
illustrate the biphasic ubiquitylation statistical-
ly, we aligned 315 traces of cyclin B molecules
ubiquitylated in cell extracts by their initiation
points and plotted the median number of con-
jugated ubiquitins as a function of time. The pro-
cessive initial reaction transferred an average
of five ubiquityl moieties, followed by a slower
transfer rate of ~1 ubiquitin per minute (Fig. 2C
and fig. S13). The actual transfer rate may be
slightly higher due to signal loss by photobleach-
ing (fig. S10).
To distinguish the kinetics of monoubiquityl-

ation from that of chain elongation, we replaced
the endogenous free ubiquitin in cell extract with
zero-lysine ubiquitin (Ub0K) to suppress chain
formation. In this case, three rather than five
ubiquityl moieties were transferred in the initial
reaction, suggesting that some short ubiquitin
chains were formed during the initial ubiquityl-
ation when wild-type ubiquitin (wtUb) was
used (Fig. 2C). In the second (or slower) phase,

the rate of ubiquitin conjugation using wtUb
was three times higher than that with Ub0K,
suggesting that chain elongation occurred
mainly after the initial processive reaction
(fig. S13). It is unlikely that Ub chains were
transferred en bloc (12, 13), because the vast
majority of the E2 UbcH10 was charged with a
single ubiquitin (fig. S14).
To generalize this result, we compared histo-

grams of the maximum number of ubiquitins
conjugated to individual cyclin Bmolecules during
the experiment using wtUb or Ub0K. For cyclin B,
wtUb provided twice the level of ubiquitylation as
Ub0K (Fig. 2E), consistent with earlier results
by mass spectrometry (11). Kinetics of binding
of the APC was substrate‐dependent and strong-
ly affected by substrate ubiquitylation status (see
below). On average, 4.1 APC‐binding cycles were
recorded on a cyclin B molecule in a 15‐min ex-
periment, and 3.7 for geminin (Fig. 3A, fig. S15,
and movie S3). To understand the contribution
of each successive APC-binding cycle to substrate
ubiquitylation, we analyzed the median number
of ubiquitins, before, within, and after, the bind-
ing of APC on cyclin B–NT molecules in the cell
extract. The first APC-binding cycle conjugated
on average seven ubiquitins, including both the
initial processive and the secondary distributive
phases (fig. S16). Subsequent APC-binding cycles
conjugated fewer ubiquitins but were important
for chain elongation and for maintaining cyclin
B in various ubiquitylated states in the presence
of active deubiquitylation. To reduce the com-
plexity due to deubiquitylating and proteasomal
activities in the cell extract, we performed the
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Fig. 1. The single-
molecule ubiquityla-
tion assay. (A) Major
reaction pathways in
the experiments. S:
substrates; Dubs:
deubiquitylating
enzymes. (B)
Schematics of the
experimental setup.
Substrates (S),
ubiquitin, and the APC
were fluorescently
labeled. Substrates
were also C-terminally
biotinylated and
immobilized on slides.
Substrate-coated
slides were incubated
with functional cell
extracts or purified
APC reaction compo-
nents. The kinetics of
ubiquitylation and
APC-substrate interaction were monitored on a TIRF microscope. (C) A representative trace of photo-
bleaching a fluorescent polyubiquitin chain synthesized in an E2-25K reaction (more traces are in figs.
S29 and S30). Right: Pairwise intensity difference distribution of 168 photobleaching traces.The position of
the first peak has been normalized to “1.” The photobleaching experiment was performed in the absence of
free ubiquitin. (D) Biotinylated, purified APC molecules on the slide were incubated with fluorescent
antibody against APC4 to analyze the stability of antibody-APC interaction. Left: a representative trace;
right: histogram of apparent interaction durations.
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same experiments in a purified system, com-
posed of purified APC and other recombinant
components. As in the cell extract, we found that
for the processive substrates, securin and cyclin
B–NT, ubiquitylation was biphasic and required
multiple encounters with the APC (Fig. 2B, figs.
S34 to S36, and movie S4).
Differences in the processivity of ubiquityl-

ation have been used to explain the order of degra-

dation for APC substrates during the cell cycle (4).
Multiple steps in the reaction pathway could con-
tribute to processivity, and these can be identified
by SMmethods. We compared a well-characterized
processive substrate cyclin B and a distributive
substrate cyclin A for their kinetics of ubiquityl-
ation and APC binding using SM assays. Cyclin A–
APC interactions were transient, lasting for on
average 7 s compared to 30 s for cyclin B–NT in

cell extracts (Fig. 3A). Accordingly, less ubiquitin
was transferred to cyclin A in the initial phase or
accumulated during the experiment (Fig. 2, C and
E). Nonetheless, ubiquitin transfer was still highly
efficient on cyclin A molecules once APC bound
(Fig. 2A and fig. S33). Therefore, the processivity
of cyclin A seems to be limited by relatively short
APC interaction and also perhaps by cyclin A
having fewer ubiquitylatable lysine residues.
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Fig. 2. Kinetics of APC-mediated ubiquitylation in cell extracts and in purified
reaction systems. (A) Representative traces of ubiquitylation and APC binding on
geminin, cyclin B–NT, and cyclin A molecules in HeLa cell G1 extracts. Ubiquitylation
signal (black) has been converted to the number of ubiquitin molecules as on the
y axis.The APC traces (red) are plotted in arbitrary units. More examples are shown
in the supplementary materials. p: productive binding; u: unproductive binding. (B), as in (A), but using wt-securin and single-lysine K64–cyclin B–NT in purified
APC ubiquitylation reactions. (C) 315 traces of ubiquitylation on individual cyclin B–NTmolecules in cell extracts with either wt-Ub (black) or zero-lysine-Ub
(Ub0K; red), or cyclin A with wt-Ub (green) were aligned by the ubiquitylation initiation point (arbitrarily set at t = 2) of each substrate molecule. The median
number of ubiquitins on a substrate molecule is plotted versus time. Gray traces show the boundary of the standard deviation of the mean. (D) As in (C), but
using single-lysine K64–cyclin B–NTwith or without 100 nM Ube2S in purified APC reactions. (E) Histogram of the maximum number of ubiquitins on each
substrate molecule during a 15-min experiment in the cell extract. Upper, on cyclin B with either wt-Ub or zero-lysine-Ub; Lower, on either cyclin B or cyclin A
with wt-Ub.
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The elongation of ubiquitin chains on APC sub-
strates is facilitated by another E2, Ube2S. It has
been debated whether UbcH10‐mediated ubiquitin
nucleation or Ube2S‐mediated chain elongation
is rate‐limiting for ubiquitylation (14–16). Using
single‐lysine substrate K64–cyclin B–NT that
can form only a single ubiquitin chain, we ana-
lyzed the two steps individually. In the absence
of Ube2S, K64cyclinB‐NT essentially received no
more than three ubiquityl moieties in an APC re-
action (fig. S17). Ube2S promoted chain elonga-
tion in a concentration-dependent manner (fig.
S17). In the SM assay with Ube2S at its physiolog-
ical concentration of 100 nM, we found that chain
elongation beyond three ubiquitins was usually
slow and stepwise, compared to the highly pro-
cessive initial ubiquitylation mediated by UbcH10
(Fig. 2D). We conclude that UbcH10 initiates
monoubiquitylation and short chains with high
processivity, but fails to form long ubiquitin chains.
Further chain elongation by Ube2S is less pro-
cessive than the initial ubiquitylation by UbcH10,
when these E2s are compared at their physio-
logical concentrations.

Positive feedback in
APC-mediated ubiquitylation

APC-substrate interactions are highly dynamic.
The kinetics of enzyme-substrate complex forma-
tion is commonly used in conventional assays to
obtain the reaction rate constants, such as the off-
rate (koff), by fitting a simple binding model be-
tween molecule A and B, described as [AB](t) º
1 – exp(–koff *t) given Kd >> [A],[B], where [A], [B],
and [AB] refer to the concentrations of A, B,
and AB, respectively; Kd refers to the dissociation
constant. Under this condition, the time scale
of the binding curve is dominated by the off-rate,
as detailed in materials and methods. Rate
parameters obtained in this way should be con-
sistent with the values calculated from analyz-
ing SM traces; a discrepancy may indicate a
time-dependent modulation of the interaction
in the population.
In cell extracts, the number of APC molecules

interacting with a fixed number of substrate mol-
ecules increased gradually during the experiment
and eventually reached a steady state. This was a
common feature for all the processive substrates
tested in this study (movies S2, S4, S5, and S7).
The parameter needed to fit the APC–cyclin B
binding curve (Fig. 3B, blue, and movie S5), as
measured by the number of APCmolecules on the
slide as a function of time, is 0.12 min−1. However,
this is only 6% of the value for the off-rate ob-
tained from analyzing SM traces of APC–cyclin
B interaction in the presence of ubiquitylation
(Fig. 3A). Therefore, the rate parameter of the
APC–cyclin B binding curve does not represent
the actual off-rate, but rather represents the time
scale of an evolving factor that modulates the
APC–cyclin B interaction, such as the varying state
of ubiquitylation of the substrate, which was sug-
gested by the overall parallel of ubiquitylation
with the APC binding kinetics (fig. S18). Further-
more, low concentrations of free ubiquitin (the cyan
curve in Fig. 3B), where no additional ubiquitin

was added, led to reduced amounts of APC–cyclin
B complex formation, suggesting that substrate
ubiquitylation enhances its affinity with the APC
(Fig. 3B and movie S6). This behavior is not an
artifact due to the use of fluorescent ubiquitin,
because unlabeled ubiquitin added to a Ub‐
depleted cell extract restored the APC-binding
kinetics measured with fluorescent ubiquitin
(Fig. 3B and movie S7). This affinity enhance-
ment was also observed in experiments with
purified APC, and with other substrates (Fig. 3C),
excluding a major role for unidentified cofac-
tors in the cell extract. It is unlikely that E2s
charged with ubiquitin facilitate APC binding
to substrates, because we observed a reduced
amount of substrate‐bound APC when we used
a cell extract substituted with Ub0K in which
the E2s were still charged with ubiquitin (Figs.
3B and 2C and movie S8). Because Ub0K cannot
form chains, the result shows that ubiquitin
chains on the substrate may facilitate, but are
not absolutely required for, enhancement of
APC binding. When the elongation factor E2
Ube2S, was added to an in vitro ubiquitylation
reaction, it increased the number of conjugated

ubiquitins on single‐lysine K64–cyclin B–NT
and resulted in an enhanced binding of the APC
(Fig. 3D). These results suggest that the number
of conjugated ubiquitins, rather than the pres-
ence of specific ubiquitin configurations, deter-
mines the binding enhancement of the APC.
In conclusion, the apparent discrepancy between
SM and ensemble measurements is resolved if
we consider the effect of ubiquitylation on in-
creasing the substrate’s affinity with the APC;
such a binding enhancement occurs with var-
ious ubiquitin configurations, including those
without chains.
Because of constitutive deubiquitylation and

degradation, ubiquitylated substrates usually rep-
resent only a small fraction of the total substrate
concentration in the cell extract (fig. S19). Be-
cause Kd = [APC] × [Substratetotal]/[SubstrateAPC
bound], a small increase in bound APC molecules
may reflect a large decrease in Kd for ubiquityl-
ated substrates with the APC. We estimated Kd

values for the binding of ubiquitylated and un-
modified substrate by the SM assay (materials
and methods). Ubiquitylation reduced the Kd of
the binding of cyclin B–NT by a factor of 60 and
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Fig. 3. Kinetics of APC-substrate interaction. (A) Upper: Histogram of the duration of APC-substrate
interaction in the cell extract, plotted on a log-log scale. Only productive binding events have been
considered. Lower: Histogram of the number of APC binding events on cyclin B–NTmolecules in the
cell extract during a 15-min experiment. (B) Time traces of the fraction of cyclin B–NT molecules
bound by the APC in HeLa cell G1 extracts under the indicated conditions. About 2 × 105 cyclin B–NT
molecules were immobilized as the substrate. The dashed line represents a curve fitted using a simple
exponential mode described in the text. (C) As in (B), but performed in a purified APC ubiquitylation
system with wt-alexa647-Ub. Results of cyclin B–NT, geminin, and securin are shown.The same analysis
but using K64–cyclin B–NTas the substrate in purified APC reactions, with or without 100 nM E2 Ube2S,
is shown in (D).
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reduced the Kd for geminin by a factor of 40
(Fig. 4A). Consistently shown by SM traces, the
interaction of APC with unmodified cyclin B was
transient compared to that with ubiquitylated
cyclin B and usually characterized by long inter-

vals between successive binding cycles (fig. S20).
To separate the contribution of on-rate and off-
rate to the Kd reduction, we measured these ki-
netic constants by SM methods on cyclin B and
related them to the ubiquitylation status of the

same substrate. We used a purified system to
prevent interference from the proteasome and
deubiquitylating enzymes. Ubiquitylation simul-
taneously decreased koff and increased kon; to-
gether they accounted for the reduction in Kd

(Fig. 4B). A similar result was obtained with
securin as the substrate (fig. S22).
To address potential concerns about the SM

experimental design affecting enzyme behaviors
at solid-liquid interface, we compared the SM
results to conventional assays in bulk solution.
Excess APC substrates compete for ubiquitylation
by the APC and consequently inhibit proteaso-
mal degradation. Our SM measurements indicate
that a protein substrate that is nonubiquitylatable
should have a lower affinity for the APC than do
ubiquitylated substrates. Lysine methylation com-
pletely blocks ubiquitin conjugation on substrates,
while preserving structural stability and the D-boxes
on the protein. We used cyclin B–NT, geminin,
and their methylated forms as competitive in-
hibitors in degradation assays in cell extracts or as
inhibitors of ubiquitylation reactions by purified
APC. Indeed, methylated cyclin B and geminin
exhibited weaker inhibitory effects in both assays
with a low concentration of radioactively labeled
cyclin B–NT or geminin as the reporter (Fig. 5,
A and B). A consistent but smaller effect was
observed with securin as the substrate (fig. S23).
We also tested the inhibition of APC by preubi-
quitylated cyclin B–NT using radioactive cyclin
B–NT as the reporter. Preubiquitylated cyclin B–
NT was more effective in reducing APC activity
in in vitro ubiquitylation assays than unmodified
cyclin B–NT, with the difference diminishing at
lower concentrations (fig. S24).
To assess directly the effect of ubiquitylation

in modulating the interaction with APC, we per-
formed a coprecipitation assay. Ubiquitylated cyclin
B–NT interacted more strongly with APC than
unmodified cyclin B–NT (Fig. 5C and S25). APC
interacted very weakly with substrates, even after
substrate ubiquitylation (Fig. 4A). This makes di-
rect binding measurements difficult by conven-
tional methods, which are prone to interference
from nonspecific binding (fig. S25). Therefore, we
would not expect the binding and competition
experiments to quantitatively reproduce the re-
sults of SM measurements; nonetheless, both
lines of evidence support a stronger interaction
of ubiquitylated substrates with the APC.
If ubiquitins conjugated to substrates increase

affinity for the APC, increased affinity should
facilitate further ubiquitylation on the same sub-
strate molecule during subsequent rounds of
binding with the APC. To test this expectation,
we fused a single ubiquitin to the N terminus of
K48-securin to obtain a homogenous population
of a monoubiquitylated substrate. Ub–K48-securin,
but not K48-securin alone, was ubiquitylated ef-
ficiently in the presence of a high concentration
of competitive inhibitors (Fig. 6A). We also tested
the effect of conjugated ubiquitins on subsequent
ubiquitylation in a reaction without competitive
inhibitors by performing a chase experiment on
partially ubiquitylated cyclin B–NT. In the mid-
dle of an in vitro ubiquitylation reaction on cyclin
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Fig. 5. Substrate ubiquitylation affects APC binding kinetics in bulk assays. (A) The rate of radio-
active geminin degradation in HeLa cell G1 extracts, with indicated concentrations of unlabeled cyclin
B–NT, geminin, or their methylated forms as a competitive inhibitor. The first set of data is an experi-
mental replicate with no inhibitor. (B) Radioactive cyclin B–NTwas ubiquitylated by purified APC in the
presence of unlabeled cyclin B–NTor methylated cyclin B–NTas a competitive inhibitor. (C) Assay for
the effect of substrate ubiquitylation on binding with the APC. Cyclin B–NT (2 µM) was incubated with
purified APC reaction components (CycB-Ub) or without E2 (CycB) and was allowed to bind to beads.
The amount of APC on beads was quantified by Western blot, shown below. Error bars represent the
SD of results from three blots. SN: supernatant, B: beads-bound.
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B–NT, we added excess hemagglutin (HA)–tagged
ubiquitin and measured the distribution of HA‐
ubiquitin incorporated onto the substrate by
Western blot. HA‐ubiquitin was first incorporated
into high–molecular weight conjugates of the
total cyclin B–Ub population. In contrast, it was
distributed more uniformly if HA‐ubiquitin was
added before the reaction (Fig. 6B). It is unlike-
ly that incorporation into the high–molecular
weight conjugates is due to partially ubiquityl-
ated cyclin B–APC complex at the point of HA‐
ubiquitin addition, because APC turnover on
cyclin B is much faster than the sampling rate
(Fig. 3A). Rather, these results suggest that par-
tially ubiquitylated substrates are the preferred
targets for subsequent ubiquitylation by the
APC. This conclusion, in conjunction with the
effect of conjugated ubiquitins to promote bind-

ing with the APC, provides evidence of a posi-
tive feedback in the APC reaction.

Discussion

Specificity in biology is often thought to be con-
veyed by complementary interactions between
chemical species, with the degree of specificity
simply reflecting the free-energy difference of
binding. However, in certain biological systems,
recognition may require more than complemen-
tarity. This may be true of substrate specificity
in the ubiquitin system, which is largely deter-
mined by E3 enzymes. For one E3 enzyme, APC,
substrates are characterized by the requirement
for short recognition sequences, which are found
throughout the genome on many nonsubstrates.
Studies of the reactions in this system have
been stymied by heterogeneities of the products

and challenges in measuring the dynamics. To
confront these difficulties, we designed single‐
molecule fluorescence assays for detecting ubiquitin
conjugation and E3-substrate interaction. We
used multiple strategies, including minimiz-
ing fluorescent nonspecific binding and long
exposure times to stabilize the local background
fluctuation in total internal reflection fluores-
cence (TIRF) microscopy due to our use of near-
physiological concentrations of free ubiquitin.
We could obtain adequate sensitivity and signal-
to-noise ratio to observe directly how the APC
promoted polyubiquitylation through multiple
encounters with a substrate molecule. Using this
approach, we examined the mechanism of APC‐
mediated ubiquitylation reactions in cell extracts
and in purified systems and revealed unusual
kinetic features; these features provide a basis for
understanding how the APC can function effi-
ciently in a complex cytosolic environment with
numerous D/KEN-box–containing “decoy” sub-
strates and deubiquitylating enzymes. As discussed
below, these experiments suggest a mechanism
for how APC can choose substrates among a very
large number of proteins with identical recogni-
tion sequences.
Substrate molecules are likely to encounter

the APC multiple times before degradation. Al-
though we have not accurately measured the
rate of proteasomal degradation in the SM
assay, the half‐life of cyclin B and geminin is
about 30 min in bulk assays under our experi-
mental conditions, a time sufficient for multiple
encounters to occur. The duration of substrate‐
APC interactions is very heterogeneous even for
molecules with the same number of conjugated
ubiquitins, as expected for stochastic processes.
Different ubiquitin configurations on the sub-
strate may also contribute to the heterogeneity
(11). In both extracts and purified systems, we
found an initial highly processive ubiquitylation
process, involving both multi‐monoubiquityl-
ation and chain elongation. We did not resolve
the processive phase into single ubiquitin steps.
This does not represent a limitation of the SM
detection method per se because we could ob-
serve stepwise addition of single ubiquitins in
certain cases, presumably because of heteroge-
neity in the reaction rates (fig. S26); rather, it
reflected insufficient time resolution due to lim-
itations in the speed of detection.
Our study on a mutant of cyclin B with a

single lysine showed a slower ubiquitin transfer
rate by the elongation factor Ube2S than the
initial ubiquitylation by UbcH10. We expect that
Ube2S contributes less to the overall stoichiom-
etry of ubiquitylation in a physiological context
where the length of ubiquitin chains is restricted
by the action of deubiquitylating enzymes (11).
However, this small incremental contribution
by Ube2S may be critical in selecting the sub-
strate for degradation, because it solely promotes
chain elongation.
Single-molecule kinetic studies demonstrate a

highly processive initial ubiquitylation for APC-
substrates. Furthermore, we find that conjugated
ubiquitins bias further ubiquitylation by increasing
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addition of ubiquitin to substrates. Cyclin B–NT (200 nM) was subjected to ubiquitylation by purified
APC. After 5 min when ~40% cyclin B–NT had been ubiquitylated, excess HA-ubiquitin was added to the
reaction (Chase). In Control, HA-ubiquitin was added at the beginning. Samples were taken at indicated
time points and analyzed by Western blot with anti-HA. Line profiles of corresponding lanes at each time
point are compared in the right panels. The asterisk (*) indicates a nonspecific band. (C) The degree of
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standard APC ubiquitylation reaction with no competitive inhibitor. The average number of conjugated
ubiquitins on each substrate molecule was quantified using a PhosphorImager.
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kon and decreasing koff with the APC. In this
way, the chemical reactivity of lysine residues
(which themselves do not seem to contribute
appreciably to substrate binding) is converted
into enhanced affinity with the APC. This would
recursively promote the binding and reaction
of the substrate with the APC. The decrease in
koff may result from ubiquitin interacting di-
rectly with the APC. The APC likely contains
weak ubiquitin‐interacting regions whose iden-
tities have not been fully examined; however, in
recent studies, ubiquitin has been found to inter-
act with both RING domain and HECT domain of
E3 ligases in the E2‐ubiquitin‐E3 crystal structures
(17, 18). Specifically, the RING domain of APC
has been shown to contain separate regions inter-
acting with both donor and receptor ubiquitins
(19). Kinetic studies also show that APC-Ube2S
complex can interact and track emerging ubiq-
uitin chains on substrates during elongation (20).
Modifications of kon have not been typically en-
countered in biochemistry. In ubiquitylation reac-
tions, an enhanced kon may be a consequence of
an increased interaction cross-section between
ubiquitylated substrates and the APC, specifi-
cally if the latter contains ubiquitin receptors.
The results of our experiments and mathe-

matical modeling suggest a mechanism that
would explain the specificity in APC-mediated
ubiquitylation. At minimum, specificity should
reflect sufficient interaction between enzyme

and substrate. The SM measurements indicate
that the intrinsic affinity of APC for unmodified
substrates is very low, which may reflect the lim-
ited size of APC-binding motifs. A low substrate-
binding affinity with corresponding high off-rates
may be required to ensure the functions of APC.
Otherwise, the APC would be completely inhib-
ited by the many D- or KEN-box–containing de-
coy substrate proteins, the concentration of which
reaches about 1 mM in the cell. However, low
affinity should result in a low reaction rate and
specificity for real substrates, which would re-
sult in very low reaction specificity. The SM ex-
periments show that when the APC encounters a
real target that contains sufficient ubiquitylatable
lysine residues (see below), a wave of processive
ubiquitylation occurs, and this leads to higher
on-rates and lower off-rates for ubiquitylated pro-
teins with the APC, which makes the ubiquitylated
protein a “preferred” target in subsequent bind-
ing and reaction cycles (Fig. 7A). Such a positive
feedback would amplify the initial weak inter-
action between the APC and substrate. We termed
such process “processive affinity amplification”
or “PAA” (Fig. 7A). The pronounced effect of PAA
on increasing substrate specificity can be dem-
onstrated with a simple ordinary‐differential‐
equation model simulating substrate‐E3 binding,
ubiquitylation, deubiquitylation, and degrada-
tion steps using physiologically appropriate pa-
rameters (Fig. 7B).

PAA should also increase the efficiency of the
APC‐ubiquitylation system, when it is challenged
by deubiquitylating enzymes in the cell. Without
PAA, these enzymes would substantially reduce
the ubiquitylation and degradation efficiency,
especially at high concentrations of substrates
(including decoy substrates) (21). APC substrate
molecules require multiple encounters with the
E3 before they accumulate enough ubiquitins
for degradation (Fig. 3A and figs. S15 and S16).
In the presence of a high concentration of sub-
strates and decoy substrates, there will be in-
creased delays between successive binding cycles,
long enough for deubiquitylating enzymes to par-
tially or completely remove conjugated ubiquitin;
this would drastically increase the time it takes to
accumulate sufficient ubiquitins for degradation.
Such an inhibitory effect can be demonstrated in
the mathematical model as above, varying the
concentration of total substrates (Fig. 7B). At the
concentration of total D- or KEN box–containing
proteins (about 1 mM) in the cell, APC efficiency
for any real substrate drops to less than 1% of its
maximum. The PAA mechanism, where partially
ubiquitylated substrates bind more quickly and
with higher affinity than nonubiquitylated sub-
strates, would increase APC efficiency by focus-
ing the ubiquitylation reactions on a subset of
molecules, increasing their complement of con-
jugated ubiquitin until they are recognized by the
proteasome. When we incorporate PAA into the
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model, the rate of substrate degradation is much
less affected by high substrate concentrations (Fig.
7B). Such “focused” reaction kinetics can also be
demonstrated experimentally. In an APC ubiquityl-
ation reaction, the average number of conjugated
ubiquitins was more than that obtained in a single
encounter assay (using inhibitory concentrations of
competitor to prevent substrate‐APC reinteraction),
suggesting that ubiquitylated species have mul-
tiple encounters with the APC. But this was also
the case when only a small fraction (5 to 10%) of
substrates had reacted (Fig. 6C and fig. S27). In
this case, it is unlikely that the small fraction has
multiple encounters and reactions with the APC,
while the vast majority of substrates does not, un-
less the APC “focuses” on the small subset by the
process of affinity amplification. A similar ordi-
nary differential equation (ODE) model that in-
corporates the PAA mechanism to simulate this
experiment faithfully reproduces the time evolu-
tion of the average conjugated ubiquitins, as well
as that of each ubiquitylated species (fig. S28).
Information for recognition by the APC must

ultimately be encoded somewhere in the se-
quence or structure of the substrate molecules.
The D and KEN boxes provide the initial inter-
action with the APC. These motifs are not equally
accessible by the APC on all proteins, but be-
cause their sequences contain argininyl or lysyl
side chains, they are likely to be exposed on a
protein surface or in disordered regions (22).
Besides the D and KEN boxes, sufficient lysine
residues must be present on substrates to ini-
tiate the PAA. Indeed, we found 64% more ly-
sine residues within 60 residues of the D box of
published APC substrates, compared to random
D‐box–containing proteins in the human pro-
teome (23) (Fig. 7C). Lysine residues are not
equally ubiquitylatable. Ubiquitylatability must
certainly be affected by the distance and orien-
tation of these residues to the ubiquitin thioester
bond on E2 molecules, and also affected by the
pKa of lysyl side chains, which would be affected
by neighboring amino acids (24). There are no
known sequence motifs for optimized lysine lo-
cations, and we might not expect to find them.
Therefore, it appears that what determines sub-
strate specificity in APC reactions, after the com-
plementarity achieved by the simple recognition
sequences, is the reactivity of lysine residues, likely
near the D and KEN boxes. Ubiquitylatable lysine
residues alone may not be sufficient to promote
high specificity and efficiency for APC substrates
in the absence of PAA. The ubiquitin transfer rate
on APC substrates dropped to ~1 ubiquitin/minute
on average after the initial phase of reaction
(Fig. 2C). Without PAA supporting a stronger in-
teraction with the APC, the very low affinity
provided by D and KEN boxes with the E3 should
not be able to sustain further ubiquitylation for
proteasomal degradation in the presence of ac-
tive deubiquitylation in the cell.
Finding an optimal trade-off of specificity and

efficiency is likely to be a central requirement of
all biological systems and, therefore, to be under
strong selection. It has long been known that
mutations in ribosome and DNA polymerase

that increase specificity in protein synthesis and
in DNA replication decrease the efficiency (or
rate) of these processes, whereas mutations that
decrease specificity actually increase efficiency
(25, 26). Finding the right substrate is basically
a search procedure where high on-rates and
weak affinity translate into the speed of the search.
If the affinity were strong, the APC would spend
too much time sampling related sequences on a
large number of decoy substrates in the cell.
Results from the SM measurements and math-
ematical modeling explain how the APC may
achieve high specificity without sacrificing too
much efficiency. The PAA mechanism only in-
creases the affinity of the APC with real substrates,
but not with decoy substrates. The resultant
stronger binding of the APC with ubiquitylated
substrates will not slow down degradation by in-
terfering with proteasome recognition, because
even at submicromolar Kd, the APC still turns over
quickly enough on substrates, compared to the
rate of degradation. Consistent with PAA, non-
ubiquitylatable cyclin B with lysine residues mu-
tated to arginine when overexpressed does not
cause a cell-cycle block in Schizosaccharomyces
pombe (27). This is expected because its interac-
tion with the APC should remain weak, whereas
overexpression of a wt–cyclin B, which can be
ubiquitylated, inhibits cell-cycle progression. Inter-
action between APC and K11-linked ubiquitin
chains can also be detected in vitro (28); however,
most substrate-E3 interactions are not stable
enough to be detected in the cell. Besides the pos-
itive feedback on reaction rates, deubiquitylation
and multiple encounters with the APC are essen-
tial components in PAA, similar to the require-
ments in the kinetic proofreading model (1).
In the PAAmodel, APC achieves high substrate

specificity with short binding motifs, while main-
taining reaction efficiency. Similarly, recogni-
tion motifs of many important enzymes, such as
the cyclin-dependent kinases (CDKs) and the
Polo kinase, are short. For these and many other
kinases, phosphorylation often occurs on multi-
ple sites. Phosphorylation, like ubiquitylation, is
opposed by hydrolases that reduce the efficiency
of the process. In the case of CDK, when associated
with the Cks protein, the complex has a higher
affinity for substrates that have been phosphoryl-
ated by CDK. Thus, the initial phosphorylation
could facilitate additional phosphorylation, essen-
tially creating a positive feedback like PAA (29).
Iterative cycles of binding and reversible modifi-
cation, found in many systems, may be a common
contrivance in biology to increase the specificity
of a process, without too much sacrifice in speed.

Materials and methods

Details of the experimental procedures, statisti-
cal analysis, and data sets are provided in the
supplementary materials.

Protein purification, labeling,
and modification

Human full-length cyclin B, securin, securin
(KMDBM), single-lysine k48-securin, Ub–k48-
securin,UbcH10(K119R),N-terminal cyclinB(1–104)

from Xenopus, single-lysine k64–cyclin B, and
geminin from Xenopus were expressed in Es-
cherichia coli and purified using intein-mediated
purification with an affinity chitin-binding tag.
For substrates requiring biotinylation, a biotin-
containing peptide was ligated to the C terminus
of these proteins through protein ligation, with a
~90% ligation efficiency. Biotinylated proteins
were reacted with alexa488-maleimide and then
purified by gel filtration. Human ubiquitin with
a cysteine residue and aHis-tag at the N terminus
was purified from E. coli using cation exchange
chromatography andwas labeled on cysteinewith
alexa647-maleimide. HeLa cell G1 extract prepa-
ration and APC purification were performed as
previously described (4). To radioactively label
substrates for in vitro ubiquitylation reaction, a
PKA site was added to the N terminus and la-
beled using p33ATP.

Single-molecule experimental procedures

Glass slides were passivated using 5-kD poly-
ethylene glycol (PEG) + 2.5% 5-kD biotin–PEG in
a “clouding-point” solution on amino-silanized
slides for 4 hours. We passivated the slides fur-
ther with 1-kD–PEG–NHS for 1 hour and 10%
(w/v) bovine serum albumin (BSA) for 30 min just
before the experiment. Streptavidin (0.2 mg/ml)
was incubated with the passivated slide for 5 min
to immobilize the biotinylated substrates. For
experiments with cell extracts, endogenous free
ubiquitin was first depleted from the cell extract
just before the experiment by incubating with
His6-UbcH10 for 20 min at room temperature,
followed by Ni-agarose depletion of the con-
jugates. During this time, 500 nM dylight550–
anti-APC4 antibody was added to cell extract to
label the APC. Ub-depleted extracts were supple-
mented with 3 µM alexa647-Ub. A desired amount
of biotinylated substrate was mixed with cell
extract or in vitro reaction buffer and incubated
with a functionalized slide to allow binding be-
fore data acquisition at room temperature. Time-
lapse data were analyzed with custom-built
software in Matlab.

Degradation and ubiquitylation assay

For degradation assay, 1/10 volume of radioactive
substrate from in vitro translation system was
mixed with functional cell extract supplemented
with energy mix and 10 µM ubiquitin. Reactions
were performed at room temperature. For in vitro
ubiquitylation assay, PKA-labeled substrates were
mixed with 4 to 20 nM APC, 100 nM E1, 2 µM
UbcH10, 10 to 30 µM ubiquitin, BSA (2 mg/ml),
and the energy-regenerating system in UBAB
buffer [25 mM Tris-HCL (pH 7.5), 50 mM NaCl,
10 mM MgCl2], incubated at 30°C. Results were
quantified using a PhosphorImager.
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Substrate degradation by the
proteasome: A single-molecule
kinetic analysis
Ying Lu, Byung-hoon Lee, Randall W. King, Daniel Finley, Marc W. Kirschner*

INTRODUCTION: Protein degradation, me-
diated by the ubiquitin-proteasome system
(UPS), plays a critical and complementary role
to transcription, splicing, and translation in
the control of gene expression. Effective reg-
ulation of the UPS relies on the specificity
of substrate recognition, which is conferred
largely by the upstream ubiquitylation pro-
cess. As a specific example, the
anaphase-promoting complex
(APC) acting on a series of
substrates promotes waves
of ubiquitylation and degrada-
tion, leading to key transitions
in the cell cycle. However, in
this cascade the proteasome
itself also plays a role in the
specificity of degradation. There
have been various efforts to
characterize this role, lead-
ing to a commonly held view
that a substrate protein must
be conjugated with a chain
of at least four ubiquitins to
be recognized by the protea-
some. Yet mass spectrometry
studies show that ubiquitin
chains on APC substrates (such
as cyclin B) contain, on average,
only two ubiquitins. But these
can have complex ubiquitin
configurations created by the
multiplicity of ubiquitylated
lysine residues. Therefore, the
tetraubiquitin chain selection
rule may not be generally ap-
plicable, and themechanism by
which the proteasome recog-
nizes substrates is still shrouded
in mystery.

RATIONALE: The multiple
lysines on a substrate and on
ubiquitin itself generate a large
number of possible ubiquitin
configurations. To understand
the “ubiquitin code” that must
be read by the proteasome and

converted into a rate of substrate degrada-
tion, we examined the kinetics of degrada-
tion with defined ubiquitin configurations
by conjugating preformed ubiquitin chains
on substrate molecules. Further, to reveal the
molecular basis through which some ubiquitin
configurations promote more efficient degra-
dation than others, we investigated the degra-

dation process using single-molecule (SM)
methods that are capable of identifying tran-
sient intermediates and measuring their ki-
netic parameters and sensitivity to ubiquitin
configurations.

RESULTS: Contrary to the tetraubiquitin chain
selection rule, we find that for APC substrates
with multiple ubiquitylated lysine residues,
diubiquitin chains are more efficient than

tetraubiquitin chains in
promoting degradation,
given the same number
of conjugated ubiquitins.
Ubiquitin chains are es-
sential for degradation of
most substrates. Never-

theless, a multiple monoubiquitylated form
of securin, a regulator of chromatid separa-
tion, interacts with the proteasome as strongly
as securin containing the same number of
ubiquitins grouped in chains. By dissecting
the degradation process using SM methods,
we find that ubiquitin chain structures on
substrates promote the passage of a bound
substrate into the translocation channel on
the proteasome.

CONCLUSION: This systematic study of syn-
thetically constructed ubiquitylated substrates
with defined configurations revealed no sim-
ple length threshold for ubiquitin chains for
degradation by the proteasome. A distributed
array of short ubiquitin chains, as appears
naturally on APC substrates, is a superior and
perhaps optimal signal for degradation; this
conclusion will most likely extend to substrates
of other E3 ligases. The rate of degradation is
an aggregate of two sequential processes: sub-
strate binding and kinetic postbinding events.
In the past, it was widely assumed that ubiquitin
chains mostly promoted binding to the protea-
some. Our SM studies demonstrate that the
strength of interaction with the proteasome,
for substrates with multiple ubiquitylated ly-
sines, is largely determined by the total num-
ber of ubiquitins and is less sensitive to ubiquitin
chain configurations. For most substrates, bind-
ing alone is not sufficient for degradation.
Rather, degradation depends strongly on a pro-
cess that initiates passage into the substrate
translocation channel; this transition, in con-
trast to binding, is determined by the particular
configuration of ubiquitin chains.▪
RELATED ITEMS IN SCIENCE
Y. Lu, W. Wang, M. W. Kirschner, Specificity of the
anaphase-promoting complex: A single-molecule study.
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Key transitions in the degradation of ubiquitylated substrates
by the proteasome. A polyubiquitylated substrate molecule
explores multiple configurations on the proteasome through
stochastic binding. Rearrangements of proteasomal subunits,
driven by the binding and hydrolysis of adenosine triphosphate,
allow a deeper engagement of the substrate with the protea-
some, when there are appropriate ubiquitin chain structures on
the substrate. As a result of this engagement, the substrate or
its terminus is moved closer to the substrate entry port, promoting
expeditious initiation of translocation and ensuing degradation.
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To address how the configuration of conjugated ubiquitins determines the recognition of
substrates by the proteasome, we analyzed the degradation kinetics of substrates with
chemically defined ubiquitin configurations. Contrary to the view that a tetraubiquitin
chain is the minimal signal for efficient degradation, we find that distributing the ubiquitins
as diubiquitin chains provides a more efficient signal. To understand how the proteasome
actually discriminates among ubiquitin configurations, we developed single-molecule
assays that distinguished intermediate steps of degradation kinetically. The level of
ubiquitin on a substrate drives proteasome-substrate interaction, whereas the chain
structure of ubiquitin affects translocation into the axial channel on the proteasome.
Together these two features largely determine the susceptibility of substrates for
proteasomal degradation.

T
he propensity of a protein for degradation
is largely encoded in its state of ubiquityla-
tion (1, 2). The ubiquitylation process re-
sults in highly diverse configurations of
ubiquitin chains on target proteins (3). The

26S proteasome recognizes ubiquitylated sub-
strates and degrades them into short peptides
(4). Tests of defined configurations of ubiquitins
on substrates for their influence on recognition
and degradation showed that a substrate pro-
tein must generally be conjugated with a chain of
at least four ubiquitins to interact tightly enough
with the proteasome for degradation (5). How-
ever, no compelling evidence supports the ex-
istence of a tetraubiquitin chain receptor on the
proteasome. Alternative explanations for the
tetraubiquitin chain selection rule mostly rely on
the geometric distance between a pair of protea-
somal subunits to gauge the length of a ubiquitin
chain (6, 7). The requirement for a tetraubiquitin
chain for degradation also differs from substrate
to substrate, without a predictable relationship
to a substrate’s function or structure (8–11).
Exit from mitosis and passage into the G1 phase

of the cell cycle requires ubiquitylation mediated
by the anaphase-promoting complex (APC) (12).
Substrates (such as cyclin B, securin, and geminin)
typically contain multiple lysine residues, to which
ubiquitin moieties are conjugated, providing a
very large number of possible combinations of
ubiquitin chain configurations (3, 8, 13, 14). Mass
spectrometry studies indicate that ubiquitin
chains on cyclin B molecules generated in recon-
stituted reactions contain, on average, only two

ubiquitins (3). Moreover, multi-monoubiquitylation
(referring to ubiquitylation on multiple lysine res-
idues without chain formation) on cyclin B leads
to efficient degradation. Multiple ubiquitylation
sites are commonly found on substrates of other
E3 enzymes (15, 16); at least 56% of ubiquitylated
human proteins contain more than one ubiquityla-
tion site, though the relevance of these ubiquityla-
tions to protein degradation has not been fully
demonstrated (17).
Ubiquitins conjugated to the substrate pro-

mote interaction with the proteasome; however,
binding by itself is not sufficient to initiate degra-
dation. Several known proteasome-interacting
proteins (Usp14, Rad23, etc.) are stable (18), and
autoubiquitylated Cdc34 is not degraded, despite
its strong interaction with the proteasome (19).
To facilitate initiation of substrate translocation,
it has been proposed that substrates must have
an unstructured terminal region of at least 30
amino acids (20); multiple steps occur in the pro-
teasomal degradation process, as suggested by
cryo–electron microscopy (cryo-EM) structures
(6, 7, 21). Before or coincident with peptide trans-
location, conjugated ubiquitins are removed by
deubiquitylating enzymes (DUBs) Rpn11, Usp14,
andUch37 on the proteasome (22).WhereasUsp14
andUch37mayhave anediting role to tune the rate
of proteasomal degradation, they are dispensable
for the degradation process. The DUB Rpn11, by
contrast, is required for efficient proteasomal ac-
tivity. Rpn11 is located close to the substrate en-
try port, where it removes ubiquitin chains en bloc
from the translocating peptide (6, 23). It is unclear
how the proteasome might use these features to
establish selectivity in substrate recognition.
To understand the requirements for efficient

protein degradation, we examined the kinetics
of degradation of substrates with defined ubiquitin

configurations. We found that, for APC substrates
with multiple ubiquitylated lysine residues, tetra-
ubiquitin chains were not required for efficient
degradation. Rather, given the same number
of total ubiquitins on a substrate molecule, di-
ubiquitin chains were more efficient than tetra-
ubiquitin chains in promoting degradation. To
elucidate the molecular basis through which
some ubiquitin configurations promote more effi-
cient degradation than others, we investigated
the intermediate steps in the degradation path-
way using single-molecule (SM) methods. For sub-
strates containing multiple lysines, the strength
of interaction with the proteasome was determined
largely by the total number of ubiquitins and was
less sensitive to the ubiquitin configuration. How-
ever, substrate binding alone was not sufficient for
rapid degradation for most substrates. Rather, deg-
radation depended strongly on the initiation rate of
passage into the substrate translocation channel,
and this transition was promoted by the presence
of ubiquitin chain structures on substrates.

Results

Degradation of defined multiple
ubiquitylated substrates

Most, if not all, APC substrates contain multiple
ubiquitylatable lysine residues. To reduce the
complexity of these mixed configurations, we
sought to control the number, length, and link-
age of conjugated ubiquitin chains on wild-type
(WT) substrates. Purified APC was used as the
ubiquitin ligase to conjugate preformed di- or
tetraubiquitin chains of Lys48 (K48) linkage, which
support most proteasome-mediated degradation
in cells (24) (Fig. 1A). The chainsweremethylated
on lysines before conjugation to prevent second-
ary elongation. We then separated the reaction
products having different numbers of conju-
gated ubiquitins by electrophoresis. This approach
limits the heterogeneity of ubiquitin configura-
tions on the substrate to combinations of sites
accepting a known number of defined ubiquitin
chains. Wemeasured the degradation rate of the
ubiquitylated substrate for each electrophoretical-
ly resolved species by exposure to purified human
26S proteasomes that were free of reversibly as-
sociating ubiquitin receptors, such as Rad23 (Fig.
1A). Success of this strategy required the absence
of interconversion of different ubiquitylated spe-
cies generated by partial deubiquitylation by the
proteasome; this was ensured by removing the
DUB Usp14 on the proteasome by salt wash (25).
Usp14-free proteasomes are known to efficient-
ly degrade substrates, such as cyclin B and Sic1,
without generating partially deubiquitylated
products (fig. S1) (8, 25, 26). Another DUB on
the proteasome, Uch37, does not appreciably de-
ubiquitylate the substrates used here (25). Con-
trols using a general DUB inhibitor (not active
against Rpn11) further confirmed that DUB-
driven interconversion of ubiquitylated species
was unlikely (fig. S2).
We analyzed the rates of degradation of

ubiquitylated securin, geminin, and cyclin B–NT
(N-terminal fragment from cyclin B), each with

RESEARCH

SCIENCE sciencemag.org 10 APRIL 2015 • VOL 348 ISSUE 6231 1250834-1

1Department of Systems Biology, Harvard Medical School,
200 Longwood Avenue, Boston, MA 02115, USA.
2Department of Cell Biology, Harvard Medical School, 240
Longwood Avenue, Boston, MA 02115, USA.
*Corresponding author. E-mail: marc@hms.harvard.edu



a known number of ubiquitin chains of defined
length. We incubated these substrates with the
26S proteasome at a nonlimiting concentration
(25) (fig. S3). The measured degradation rates
were similar to rates observed in cells (26, 27).
The degradation rates were substrate-dependent,
even for substrates with the same number of conju-
gated ubiquitins. For example, highly ubiquitylated
securin was degraded fastest, followed by cyclin
B and geminin (Fig. 1, B to D). Both methylated
K48-diubiquitin chains and WT ubiquitins pro-
moted efficient proteasomal degradation. Conju-
gation with K48-diubiquitin chains supported a
higher rate of degradation than K48-tetraubiquitin
chains when the same number of total ubiquitins
were conjugated to a substrate molecule (Fig. 1,

B to D). The slower degradation associated with
tetraubiquitin chains was not due to methylation
(fig. S4) nor to potential competition from free
tetraubiquitin chains at the experimental con-
centration, as multidiubiquitylated securin was
degraded at the same rate, even after free tetra-
ubiquitin chains were added to the degradation
reaction (fig. S4). Faster degradation was observed
with diubiquitin chains, even when the two chains
were closely apposed (fig. S5); this also held for
K11-linked chains (fig. S6). In contrast to cyclin B,
multi-monoubiquitylated securin and geminin,
generated with either methylated ubiquitin or
lysine-free ubiquitin (Ub0K) precluding chain
formation, were degraded very slowly compared
with constructs with the same ubiquitin stoichio-

metry but containing chains (Fig. 1, B and C, and
fig. S7).
The distribution of ubiquitylated lysines on

the substrate may set the degradation rate. Be-
cause our method to control ubiquitin configura-
tions does not constrain which lysine residues
receive the ubiquitin chains, we explicitly tested
the contribution of the sites of ubiquitylation to
the degradation rate. Multi-monoubiquitylated
cyclin B–NT was degraded as efficiently as WT
Ub–conjugated cyclin B–NT (8) (Fig. 1D), per-
haps because of the specific configurations of
lysine targets on cyclin B. We made cyclin B–NT
mutants that contain only three or four lysine
residues at their original locations, with other
lysines mutated to arginines, and studied rates
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Fig. 1. Quantitative degradation
assay. (A) The assay strategy.
Preformed, methylated ubiquitin
chains were conjugated to
PKA-labeled securin using purified
APC and E2 UbcH10. After reac-
tion, the product was subject to
degradation by purified 26S
human proteasome. The decay
constant for each ubiquitylated
species, separated on a gel, was
measured from a time (T) series.
Signal from unmodified substrates
(Ub0) was used as a control
for loading and nonspecific
dephosphorylation, which is the
main reason for the decrease of
Ub0 signals (Materials and
methods section). Ub, ubiquitin;
K, lysine residue; M-DiUb,
methylated diubiquitin chain;
M-TetraUb, methylated tetraubiquitin
chain. (B to D) 160 nM geminin,
securin, and cyclin B–NT (Xenopus)
were ubiquitylated using indicated
constructs of ubiquitin. Their rates
of degradation by 3 nM of purified
human 26S proteasome were
measured and shown as a function
of total ubiquitins per substrate
molecule. Error bars represent the
SD of three experimental replicates.
The asterisk in (C) indicates that
the rate for this species is 1.4. The
lack of data for certain species is
due either to these species not
having been tested or to their
signals being too weak to quantify.
(E and F) Human cyclin B–NT
mutants carrying lysines only at
indicated positions were
ubiquitylated with either methy-
lated ubiquitin (M-Ub) or WT Ub
and tested in a quantitative deg-
radation assay. Original auto-
radiography for retrieving the rate
information is compiled in fig. S8.
In (E), the inset shows the loca-
tion of the D-box (DB) on cyclin B–NT and relevant ubiquitylatable lysine residues identified by mass spectrometry.
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of degradation of the multi-monoubiquitylated
products of those mutants. A clear pattern
emerged: Given the same number of total con-
jugated ubiquitins, the degradation rate strongly
depended on the position of the most N-terminal,
ubiquitylated lysine residue; the closer to the N
terminus, the higher the rate of degradation (Fig.
1E). This pattern was not explained by some mu-
tants being inherently nondegradable, because
all mutants were degraded similarly when con-
jugated to WT Ub at high ubiquitin multiplicity
(Fig. 1F) (Ub = 7 to 8). Therefore, moving lysine
residues away from the N terminus appeared
to progressively convert cyclin B into a substrate
whose degradation was more similar to that
of securin and geminin. SM studies presented
below provide mechanistic insights into these
properties.

Single-molecule studies of the
kinetics of proteasomal degradation

Proteasome-substrate interactions

To understand the molecular steps that distin-
guish different ubiquitin configurations, we mon-
itored the interactions of single ubiquitylated
substrate molecules with the proteasome. Puri-
fied 26S proteasomes from human 293 cells were
immobilized onto slides with an antibody to
the core 20S proteasome (Fig. 2A); the surface
was passivated with polyethylene glycol (PEG)
and albumin to reduce nonspecific binding.
To correlate the SM behavior with the extent of
ubiquitin conjugation, each ubiquitin molecule
was chemically labeled with a DyLight 550 fluoro-
phore at the N terminus. Fluorescent labeling of
ubiquitin had no measurable effect on the kinet-

ics of ubiquitylation and degradation in bulk
reactions (fig. S9). After ubiquitylation, the total
fluorescence intensity of a substrate molecule
was measured by total internal reflection fluo-
rescence (TIRF) microscopy, from which the
number of conjugated ubiquitins was calculated.
Accuracy and linearity of this method were as-
sessed and confirmed by photobleaching experi-
ments, a process that randomly inactivates single
fluorophores (28). Background fluctuation was
less than 0.2 ubiquitin level; more than 90% of
substrate-binding events can be identified with
less than 30% uncertainty in measuring the num-
ber of conjugated ubiquitins (fig. S10). This un-
certainty was principally due to residual uneven
illumination.
Ubiquitylated substrates transiently interacted

with the 26S proteasome. Only background levels
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Fig. 2. Proteasome-substrate interaction kinetics by the SM method. (A)
Schematics showing the experimental design, where purified 26S proteasome
was immobilized on passivated coverslip using anti-20S antibody. Ubiquitin
was fluorescently labeled and conjugated to substrates in solution. Sample
pictures capture ubiquitin signals on the surface with either 26S proteasome
(+26S) or antibody only (no 26S). (B) Average dwell time on the proteasome
for different substrates (or free Ub chain) with varying numbers of conjugated
ubiquitins, measured by the SM method. The distributions of individual dwell
times are shown in fig. S15. Error bars represent SD of the mean. The asterisk
indicates that data for chains of 6 to 9 ubiquitins are not shown due to

insufficient events. (C) Cooperative and stochastic mechanisms affect binding
enthalpy and entropy, respectively. By each mechanism, the expected relation-
ship between dwell time tb and the number of ubiquitins N is shown below. DG,
change in Gibbs free energy; DH, change in enthalpy; T, temperature; DS, change
in entropy. (D) Dwell time on the proteasome (right), or its logarithm (left), for
securin and cyclin B versus the number of conjugated ubiquitins. Red lines
show linear fitting. The ratio of P values by fitting the red segment (in linear
scale) with either a linear model (pl) or an exponential model (pe) is shown for
each plot. Dgub is the binding free energy per ubiquitin on the proteasome,
calculated from the slope of the binding curve.
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of binding were observed, either if the 20S
proteasome was substituted for the 26S protea-
some or if the substrate was omitted (fig. S11).
Interaction with the proteasome requires a hy-
drophobic patch spanning Leu8-Ile44-Val70 on
ubiquitin and is compromised by substitutions
for Ile44 (29). In the SM assay, this mutation
abrogated the binding of fluorescent ubiquitin
to the proteasome (figs. S11 and S12). These results
indicate that the interaction occurred predom-
inantly at ubiquitin receptors on the 26S protea-
some; the kinetics depended on the amount of
ubiquitylation of the substrate and was insen-
sitive to excitation laser intensities, excluding
low-level fluorophore photobleaching as a com-
plicating factor (figs. S13 and S14). To minimize
systematic errors, each experiment and its con-
trols were performed on the same slide with the
same batch of proteasome and substrates.
To further validate the SM assay, we compared

the affinity of ubiquitylated substrates with the
proteasome using SM methods to published re-
sults measured in bulk assays. We determined
the average dwell time of ubiquitylated cyclin B,
securin, cyclin B with a single lysine residue
(K64–cyclin B), or free ubiquitin chains on the
proteasome, as a function of the total number of
conjugated ubiquitins (Fig. 2B). At the same
total number of ubiquitins, substrate-anchored
ubiquitin chains interacted more strongly with
the proteasome than did free chains, consistent
with published results (5).
Higher ubiquitin stoichiometry consistently

led to longer dwell times, but the quantitative
relationship between dwell time and the amount
of ubiquitin unexpectedly differed from substrate
to substrate. Thus, although the dwell time for
free ubiquitin chains or K64–cyclin B carrying a
single ubiquitin chain plateaued at four to five
ubiquitins, the dwell time for multi-lysine sub-
strates, such as cyclin B and securin, increased
continually as more ubiquitins were added. In
a conventional competition assay, the Ki of a
tetraubiquitin chain is 170 nM (5) [Ki ≈ Kd =
koff/kon (Ki, inhibition constant; Kd, dissociation
constant; koff, off rate; kon, on rate)]. The Kd value
measured by the SM method is 210 T 60 nM,
given an estimated kon = 8.5 × 105 M–1 s–1 (30). A
Lys6→Ala6 (K6A) mutation on ubiquitin (UbK6A)
weakens the interaction of ubiquitylated sub-
strates with the proteasome (29, 31). Consistent
with this, the dwell time of UbK6A-securin on
the proteasome was shorter than that of WT
Ub–securin in the SM assay (fig. S16). The inter-
action between substrate backbone and the pro-
teasome appears to be minimal, because the dwell
time for substrates conjugated with a single
ubiquitin was very short (dwell time < 300 ms)
(Fig. 2B).
The dwell time obtained from SM measure-

ments includes both a period for the initial in-
teraction with the proteasome and, for productive
interactions leading to degradation, a period for
translocation and degradation. To assess the
contribution of each step to the observed dwell
time, we blocked enzymatically active sites of the
proteasome with inhibitors that act downstream

of the initial binding events (fig. S17). Neither
ubiquitin-aldehyde, which inhibits deubiquityla-
tion by Uch37, nor epoxomicin, which inhibits
substrate proteolysis, changed the dwell time.
Using 1,10-phenanthroline to inhibit Rpn11 activ-
ity and proteasomal degradation also caused lit-
tle change in the dwell time (figs. S18 and S19).
Therefore, dwell time primarily reports on the
initial binding event between the ubiquitylated
substrate and the proteasome.

Cooperative and stochastic features
of proteasome-substrate interactions

Single-molecule studies can provide insights into
mechanisms of the initial proteasome-substrate
interaction, an important step for deconstruct-
ing the specificity of degradation. Only two pro-
teasomal subunits, Rpn10 and Rpn13, contain
ubiquitin-binding domains: Rpn10 has two UIM
domains, and Rpn13 has one Pru domain (4).
Together, they could maximally engage three
ubiquitins at once. If a substrate molecule simul-
taneously bound to the three domains, this
would constitute a type of cooperative or avidity
binding process (Fig. 2C). Binding could also be
enhanced by a “stochastic” mechanism, in which
larger numbers of ubiquitins enhance the af-
finity of binding by increasing local ubiquitin
concentrations, without requiring simultaneous
interactions with different receptor proteins.
These two mechanisms can be distinguished
by dwell-time analysis, because a cooperative
mechanism primarily affects the enthalpic com-
ponent of the free energy of binding, whereas a
stochastic mechanism should change only the
entropic contribution. Kinetically, the coopera-
tive mechanism should result in an exponential
increase of dwell time with the number of con-
jugated ubiquitins, but a stochastic mechanism
would be characterized by a linear increase, re-
flecting mass action (Fig. 2C) (32).
For both cyclin B–NT and securin, the dwell

time initially increased exponentially as a func-
tion of the number of conjugated ubiquitins, up
to a total of three (Fig. 2D), consistent with a co-
operative mechanism (Fig. 2C). By contrast, fur-
ther ubiquitylation (from four to nine ubiquitins)
led to a linear increase in dwell time, consistent
with a stochastic mechanism (Fig. 2, C and D).
From the slope of the binding curve on a semi-
log plot, we calculated the mean free energy of
binding per bound ubiquitin to the proteasome:
0.92 kcal/mol for securin and 0.97 kcal/mol for
cyclin B, suggesting weak interactions. The co-
operative behavior at low-ubiquitin stoichiometry
and the linear behavior at higher levels provide
keys to understanding how ubiquitin configura-
tions are discriminated.

The role of the ubiquitin chain structure
in proteasome-substrate interactions

Ubiquitin chains interact more strongly with
the proteasome than do ubiquitin monomers
(5). Most proteasomal substrates require conju-
gation of ubiquitin chains for degradation. As
we showed, multi-monoubiquitylated securin
(or geminin) was degraded much more slowly

than securin with ubiquitin chains (Fig. 1, C and
B). The simplest explanation would be that this
difference is due to weaker interaction of the
multi-monoubiquitylated forms with the protea-
some. To test this explanation, we measured the
interaction between Ub0K-conjugated securin and
the proteasome and compared it to securin linked
to WT ubiquitin. Surprisingly, Ub0K-conjugated
securin and WT Ub–conjugated securin showed
almost identical dwell times on the proteasome
when we compared substrates with the same
total number of ubiquitins (Fig. 3A). This result
was not caused by surface immobilization of the
proteasome because it also occurred in binding
assays performed in bulk, measuring interactions
with the ubiquitin receptor Rpn10 on the protea-
some (fig. S20). Likewise, cyclin B, which can be
degraded without forming ubiquitin chains, had
a similar binding affinity whether conjugated
with WT Ub or Ub0K (Fig. 3B).
Although degradation of most substrates ap-

pears to be much more efficient if chains are
formed, our results show that the presence of
chains does not alter the affinity of substrate
binding to the proteasome. Instead, affinity is
primarily determined by the total number of
ubiquitins on a substrate molecule, irrespective
of their configurations except in the special case
of single-chain substrates. Nevertheless, the in-
crease in degradation rate when chains are present
implies that ubiquitin configuration has an im-
portant role in the fate of the substrate after its
binding to the proteasome. Therefore, we used
SM methods to examine how the presence of
ubiquitin chains affects various steps in the deg-
radation process, with the goal of understand-
ing how ubiquitin chains stimulate substrate
degradation.
During the process of degradation, the protea-

somal subunits in the 19S regulatory particle al-
ternate among different adenosine triphosphatase
(ATPase)–driven conformational states (33–35).
To test whether the recognition of ubiquitin chains
may require a particular proteasome conforma-
tion, we locked the proteasome in the adenosine
triphosphate (ATP)–bound state with the nonhydro-
lyzable analog adenosine 5 -́O-(3-thiotriphosphate)
(ATP-g-S) (fig. S18) and studied the proteasome’s
interaction with ubiquitylated substrates. There
was a consistent increase of ~25% in dwell time
for binding of WT Ub–conjugated cyclin B to the
ATP-g-S proteasome, as compared with protea-
somes in ATP buffer. This increase in affinity was
not observed when cyclin B was conjugated with
Ub0K (Fig. 3, C and D). As a more sensitive metric
for this effect, 29% of the binding events between
ATP-g-S proteasome and WT Ub–conjugated cy-
clin B lasted longer than 10 s, whereas only 10% of
binding interactions had such persistence under
the three control conditions (fig. S21). Another
substrate, securin, gave similar results (fig. S22).
Proteasomes in buffer containing adenosine di-
phosphate (ADP) showed weaker interactions
with ubiquitylated cyclin B than those in ATP-
containing buffer, and the binding of WT Ub–
conjugated cyclin B to ADP proteasomes was not
different from that of Ub0K-conjugated cyclin B
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(fig. S23). We thus conclude that the discrimi-
nation of different configurations of ubiquitin on
a substrate is enhanced in the ATP-bound state
of the proteasome and therefore may result from
rearrangement of the dynamic conformations of
the proteasomal subunits. This discrimination
was observed as a small binding enhancement,
which by itself is unlikely to explain the gen-
erally large degradation rate enhancement for
Ub chain–containing substrates. Perhaps the
rearrangement of proteasomal subunits may
expose or activate a hidden ubiquitin chain re-
ceptor that contributes to substrate discrimination.
Two alternative mechanisms for the enhance-
ment of protein degradation in the presence of
ubiquitin chains—allosteric opening of the gate
of 20S complex and stimulation of proteasomal
ATPase activity (36–38)—were found in control
studies to have little effect when tested with
ubiquitylated Ube2S as the substrate (figs. S24
and S25). Therefore, these mechanisms are unlike-
ly to explain the much larger effect of ubiquitin
chains in promoting degradation (Fig. 1, B and C).

The role of ubiquitin chains in initiating
substrate translocation

If binding strength was the only determinant
for degradation, the degradation rate should be

proportional to the dwell time on the proteasome,
as predicted by a probabilistic model of chemical
reactions. For Ub0K-conjugated securin, this ap-
peared to be the case over most of the range of
ubiquitylation (Fig. 3E), where the rate versus
dwell time was linear. By contrast, the degrada-
tion rate of WT Ub–conjugated securin increased
superlinearly with dwell time (Fig. 3E), suggest-
ing that ubiquitin chains, in addition to provid-
ing interaction with the proteasome, may also
increase the efficiency of commitment of a sub-
strate to degradation once bound to the protea-
some [i.e., a turnover number (kcat) effect] (Fig.
3F). Notably, at high modification levels, WT
Ub was up to 40 times more efficient in pro-
moting securin degradation than Ub0K, per unit
dwell time.
In addition to binding kinetics, SM traces

can provide critical mechanistic information
about events that follow binding, such as sub-
strate translocation and degradation by the pro-
teasome, in the form of the kinetics of ubiquitin
removal from the substrate. We observed two
different types of signals after binding of sub-
strate to the proteasome: (i) structureless, in
which there was a complete loss of ubiquitin
within 200 ms (the sampling rate of the camera),
and (ii) stepped, in which the ubiquitin signal

decreased in several discrete steps with very
short intervals (Fig. 4A). These effects were not
attributable to photobleaching or the limited
speed of camera detection (figs. S26 and S27).
Although the likely explanation for structure-

less events is dissociation of substrate from the
proteasome before ubiquitin removal, the stepped
decrease of the ubiquitin signal could represent
a series of deubiquitylation events catalyzed by
Rpn11, the only effective DUB in our samples
(Fig. 4B). In support of this interpretation, inhib-
itors of Rpn11 activity, such as 1,10-phenanthroline
and ATP-g-S, almost completely eliminated the
stepped decreases (fig. S28). When cyclin B–NT
was conjugated with multiple diubiquitin chains,
we observed with each step the removal of two
ubiquitins rather than one (fig. S29). Thus, the
proposal that Rpn11 cleaves ubiquitin chains en
bloc (23) is strongly supported at the SM level.
Accordingly, we did not observe the stepped loss
of ubiquitin signals for ubiquitylated K64–cyclin
B, a single-lysine substrate that carries only
one ubiquitin chain (fig. S27). Presumably, if all
ubiquitins on a multi-lysine substrate happened
to form a single chain, only structureless events
would be observed. However, such cases should
be rare for APC substrates, because the E2 UbcH10
forms long ubiquitin chains with low efficiency.
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Fig. 3. Interaction with the proteasome is mainly determined by the total
number of ubiquitins on a substrate, insensitive to Ub chain structures.
(A and B) Securin or cyclin B–NTwas ubiquitylated by APC with either WT Ub
or Ub0K and was tested for interaction with the proteasome, as in Fig. 2B. (C
andD) Interaction of WT Ub– or Ub0K-conjugated cyclin B with the proteasome
in the presence of ATP or ATP-g-S. rep1 and rep2 are two experimental repli-
cates. The data for the ATP-proteasome experiment are plotted for compari-
son; these data are identical to those shown in (B). Cyclin B–ATP data in (C)

are identical to those in (B). In (A) to (D), error bars denote SD of the mean.
(E) Degradation rate and proteasomal dwell-time relationship for WT Ub– and
Ub0K-conjugated securin. Degradation rates were measured in the quantitative
degradation assay (Fig. 1C), and dwell time on the proteasome was measured
using the SM method.The inset shows the Ub0K result on a smaller y axis. (F)
Ratio of “commitment efficiency” for securin–WT Ub over securin-Ub0K, as a
function of total conjugated ubiquitins. Commitment efficiency is defined as the
degradation rate divided by the dwell time.
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E2 UbcH10 acts broadly to increase the number
of sites of mono- or diubiquitylation on multiple
lysines (3).
Kinetic studies also reveal the sequence of

events in degradation. Before the very proces-
sive phase of deubiquitylation, there was always
a delay. The distribution of delay time was not
exponential, as would be expected for a single-
step reaction. Instead, the distribution corre-
sponded closely to a G distribution with a modal
delay of 2 s (fig. S30), suggesting intermediate
rate-limiting steps between initial binding and
the onset of deubiquitylation.
Rpn11 sits at the substrate entry port, where it

has a critical role in removing ubiquitin chains on
translocating peptides (6, 39–42). Translocation
may signal irreversible engagement of the sub-
strate into the degradation process. This tight cou-
pling between deubiquitylation and translocation
was supported by the absence of deubiquitylated
but nondegraded substrates in our bulk assays
(fig. S1). We therefore used the processive de-
ubiquitylation mediated by Rpn11 as a kinetic
indicator for substrate translocation. To test
whether the substrate was cleaved by the protea-
some contemporaneously with deubiquityla-
tion, we labeled both ends of cyclin B–NT with
DyLight 550. We observed a stepped decrease of
fluorescence on cyclin B that was sensitive to
proteasome inhibition by MG132 and was coin-
cident with the deubiquitylation, suggesting co-
translocational activity of Rpn11 (figs. S31 and
S3). We compared the fraction of stepped events
among all binding events for WT Ub–conjugated

securin and Ub0K-conjugated securin to as-
sess their relative probability of undergoing
deubiquitylation and translocation steps. At in-
creased amounts of conjugated ubiquitin, this
probability increased dramatically for securin
conjugated with WT ubiquitin capable of form-
ing chains. By contrast, it remained low if Ub0K,
which precludes chain formation, was used (Fig.
4C). This difference was large enough to account
for the 12-fold degradation rate disparity between
WT Ub–conjugated and Ub0K-conjugated securin.
Multi-monoubiquitylated securin was not intrin-
sically refractory to deubiquitylation, which still
occurred processively in the few cases of stepped
events on multi-monoubiquitylated securin (fig.
S32). Thus, ubiquitin chains on substrates appear
to specifically promote initiation of translocation
and degradation.

Discussion

The multiple lysines on a substrate and on
ubiquitin itself generate a large number of pos-
sible ubiquitin configurations. These configura-
tions represent a “ubiquitin code” of unknown
degeneracy that must be read by the proteasome
and converted into a rate of substrate degrada-
tion. We have approached this problem with two
methods: construction of substrates with defined
ubiquitin configurations and SM techniques.
We found that tetraubiquitin chains are not es-
sential for rapid proteasomal degradation of APC
substrates, which would explain why a tetra-
ubiquitin receptor on a proteasome has not been
found. In fact, ubiquitin chains on cyclin B, and

possibly other APC substrates, are typically short
(3), and multiple ubiquitylatable lysine residues
are a common feature of these substrates. A dis-
tributed array of short ubiquitin chains appears
to be a superior and perhaps an optimal signal
for proteasomal degradation; this conclusion
could probably extend to substrates of other E3
ligases. Although a single ubiquitin chain may be
sufficient for degrading certain substrates, such
as Sic1 mutants and IkB (16, 43), increasing the
number of ubiquitylated lysine residues of the
canonical single-chain substrate b-galactosidase
greatly accelerates its degradation (44). Similar-
ly, WT cyclin B was degraded faster than mutants
with fewer lysines at the same total amount of
ubiquitylation (Fig. 1F) (Ub = 7 to 8). Besides K48
chains, the APC also establishes K11 and K63
linkages on substrates (3). We found that K48
chains promoted more efficient degradation than
K11, K27, and K63 chains (fig. S6).
By studying cyclin B mutants, we found that

proximity of the first ubiquitylated lysine to the
N terminus was associated with faster degrada-
tion (Fig. 1E), suggesting that the degradation rate
is sensitive to the position of ubiquitylated lysine
residues. There was a correspondence between
long dwell times and elevated rates of degrada-
tion (fig. S33A), suggesting that ubiquitin chain
position could control the rate of degradation, at
least partially, through controlling affinity with
the proteasome. Single-lysine mutants of cyclin B
with a ubiquitin chain at different positions had
indistinguishable binding kinetics to the protea-
some, suggesting that monochain and multichain
substrates may interact with the proteasome by
different mechanisms (fig. S33B). For WT sub-
strates, our current method of constructing de-
fined ubiquitin configurations does not specify
the chain positions. The results are understood
as a populational average of all actual combina-
tions of positions, of which the vast majority can
promote efficient degradation.
Comparison of the Kd values for tetraubiquitin

chains measured by our SM methods with those
from bulk assays suggests that surface immobil-
ization of the proteasome is unlikely to distort
kinetic rate constants. In addition, ubiquitylated
securin took, on average, 10 s to complete trans-
location and possibly the degradation process on
the surface-bound proteasome (fig. S34). This re-
sult is consistent with time for degrading similar-
size proteins, such as dihydrofolate reductase
and Sic1, measured in bulk assays (45), suggesting
that the surface-bound proteasome is unimpaired
for unbiased kinetic studies.
The rate of degradation is determined by

both binding (i.e., Kd effect) and postbinding
(i.e., kcat effect) events on the proteasome. For
APC substrates, multiple diubiquitin chains were
more efficient degradation signals than tetra-
ubiquitin chains, given the same total number of
conjugated ubiquitins (Fig. 1, B to D). The expla-
nation for this distinction may be their different
binding strength with the proteasome. Using SM
methods, we observed weaker binding if ubiquitins
were assembled into a single chain on K64–cyclin
B when compared to that for WT cyclin B, which
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had short and distributive chain configurations
(Fig. 2B). High-resolution cryo-EM structures
of the proteasome are consistent with the po-
tential effectiveness of multiple short ubiquitin
chains. Because proteasomal ubiquitin receptors
Rpn10 and Rpn13 are distant from each other
(6, 7), distributive configurations of ubiquitins
on a substrate molecule might promote the use
of more ubiquitin receptors on the proteasome;
a single ubiquitin chain might also be less effec-
tive due to steric constraint. Furthermore, Rpn10
and Rpn13 may not be the only ubiquitin recep-
tors on proteasome because budding yeast can
tolerate mutations of both (46). Additional re-
ceptors or shuttle factors for the proteasome
are also thought to contribute to the binding of
ubiquitylated proteins (47, 48) (see below).
The SM binding measurements suggest a mod-

el wherein a substrate molecule samples mul-
tiple modes of binding during its interaction
with the proteasome (Fig. 5). Evidence for such
a mechanism comes from measurement of the
dwell time as a function of ubiquitylation levels
on the substrate. Beyond the ubiquitin-binding
capacity of the proteasome, most likely limited
to three or four ubiquitins by available ubiquitin
receptors, a further increase of binding affinity
relies on an increase in the local ubiquitin con-
centration on the substrate: the stochastic inter-
action. This stochastic mechanism stabilizes the
bound state by increasing its entropy, or the
number of microscopic states, because entropy
is proportional to the logarithm of the number
of these states. In this system, an increase in rel-
evant entropy may occur if the substrate mol-
ecule can explore multiple conformations on the
proteasome through intramolecular diffusion
while remaining associated with the proteasome
(Fig. 5). Such dynamic sampling should also in-
crease the likelihood that the peptide terminus

would be captured by the substrate entry port
on the ATPases, thereby facilitating initiation
of translocation. A cooperative process is implied
by the exponential increase of dwell time as a
function of the number of conjugated ubiquitins,
whereas a stochastic process is implied by a linear
increase (Fig. 2, C and D). A similar, biphasic
binding relationship (1/Ki ~ Ub number) was sug-
gested in an early publication using competition
assays, though the interpretation was different
(5) (fig. S35). An exponential increase of dwell
time involving greater than three simultaneous
interactions would further increase the discrim-
ination of ubiquitin levels over a linear increase.
Why, then, is the process no longer exponential
after four ubiquitins? Cooperative mechanisms
tend to promote tight binding, which has poten-
tial risks for the cell. If a highly ubiquitylated
substrate could not be degraded by the protea-
some, it would stably block the proteasome. Such
an inhibition by stably binding complexes has
been proposed to underlie the accumulation of
ubiquitylated intermediates in various neurode-
generative diseases (49). A linear increase in af-
finity at high-ubiquitin stoichiometry, though less
discriminating, is also less prone to form unproduc-
tive, inhibitory substrate-proteasome complexes.
Although binding to the proteasome is a pre-

requisite for degradation, it does not in itself de-
termine the rate of degradation. For example, WT
Ub–conjugated securin and Ub0K-conjugated
securin bind equally tightly, but the former is de-
graded much faster than the latter. The specific-
ity of degradation must also reflect postbinding
events. The SM analysis of Rpn11-dependent de-
ubiquitylation indicates that the chain structure
of ubiquitin promotes the initiation of translo-
cation, a requirement for degradation. This effect
of Ub chains also applies to cyclin B, a special
substrate that can be degraded even without

ubiquitin chains. We observed a shorter delay
between binding and the initial deubiquitylation
event for WT Ub–conjugated cyclin B than for
Ub0K conjugates, consistent with the translocation-
promoting activity of ubiquitin chains (fig. S36).
Most substrate-proteasome encounters do not

lead to degradation, especially for substrates with
a low number of conjugated ubiquitins (Fig. 4C).
Even for highly ubiquitylated substrates, binding
events sometimes lasted for tens of seconds with-
out leading to degradation. Thus, there may be a
latent state of the proteasome, in which hetero-
geneous ubiquitin chain conformations might af-
fect deubiquitylation (50) or, perhaps more likely,
might affect the orientation of a bound substrate,
placing the translocation-initiating element far
away from the substrate entry port. In this con-
text, the presence of a short flexible domain at a
substrate’s terminus should substantially acceler-
ate its rate of degradation (20, 51). Therefore, en-
gagement of the translocation-initiating element
by force-generating pore loops of the proteasomal
ATPases, which are reached via the substrate en-
try port, may generally be a rate-limiting step in
degradation. Translocation initiation has been pro-
posed to underlie “commitment,” a hypothetical
point at which substrates are irreversibly destined
to degradation (39). We argue that translocation
initiation, sensitive to the configuration of ubiquitin
groups on the substrate, is either the commitment
step or is closely coupled to it.
To understand how ubiquitin chains promote

translocation initiation, we propose a model based
on our experimental observations (Fig. 5). Confor-
mational changes of the proteasome, driven by
the ATPases quickly transiting through different
nucleotide-bound states (33, 40), may activate a
ubiquitin chain receptor(s) that participates in
substrate recognition (52). Candidates for such
a receptor include ATPase Rpt5, which can be
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cross-linked to bound ubiquitin chains (53). The
same result can also be explained by rearrange-
ment of ubiquitin receptors (Rpn10 and Rpn13)
into a higher-affinity state for ubiquitin chains.
It would make sense if the additional ubiquitin
chain receptor were closer to the substrate entry
port than Rpn10 or Rpn13 to facilitate transloca-
tion initiation by engaging the substrate into a
deeper conformation after the initial interaction
involving mainly Rpn10 and Rpn13 (Fig. 5). Such
an intermediate step is indicated by the delay
before deubiquitylation or translocation (fig. S30).
Consistently, Rpt5 is very close to the substrate
entry port, and conformational changes induced
by ATP-g-S dramatically reduce the distance
between Rpn10 and Rpt4/5, indicating a possi-
ble direct transfer of substrates from initial
binding to deeper engagement (33, 54) (fig. S37).
We have shown that there is no simple length

threshold for ubiquitin chains for degradation
by the proteasome. Rather, there are at least two
requirements: a minimal number of ubiquitins
to result in tight binding and a certain number
or length of chains to promote translocation into
the axial channel. The ultimate rate of degradation
is probably set by ubiquitin stoichiometry, chain
configuration, and properties of the substrate that
affect not only the capacity to be ubiquitylated and
the configuration of chains but also the orienta-
tion of the chains and translocation-initiating ele-
ments once bound to the proteasome.

Materials and methods

Protein purification and labeling

Recombinant, full-length human securin, Ube2S,
GST-Emi1 (297-447), Xenopus geminin, Xenopus
N-terminal cyclin B (amino acids 1 to 104), human
N-terminal cyclin B (amino acids 1 to 88), and mu-
tants were purified from Escherichia coli cells
using an IMPACT kit (NEB, E6901S). A PKA (pro-
tein kinase A) site (RRASV) was also placed at
the N terminus of the substrates used in degrada-
tion assays. Human ubiquitin, UbK48, Ub0K, UBK6A,
and UbI44A mutants, each with a cysteine residue
and a His tag at the N terminus, were purified from
E. coli cells using cation-exchange chromatography
(GE, 17-1152-01) labeled with DyLight 550 maleimide
(Pierce, 62290). After removing unreacted dyes,
labeled ubiquitin was subjected to anion-exchange
chromatography (GE, 17-1153-01) to separate lab-
eled and unlabeled species. Finally, the N-terminal
His tag was cleaved off using thrombin.
Fluorescently labeled ubiquitin chains were syn-

thesized using E2-25K in reactions containing
30 mM DyLight 550–labeled UbK48 and 10 mM
DyLight 550–labeled Ub0K; carried out in UBAB
buffer [25 mM Tris-HCl (pH 7.5), 50 mM NaCl,
10 mM MgCl2], 3 mM ATP, 1 mM E1, and 10 mM
E2-25K; and incubated at 37°C for 16 hours. The
product was purified and separated using anion-
exchange chromatography. For binding assays with
the proteasome, different fractions of ubiquitin
chains were mixed as the sample.
Anti-20S antibody (MCP21) was biotinylated

using biotin-NHS (Pierce, 20217) and was purified
using desalting columns.

Radioactive 33P-ATP was used to label sub-
strates with a PKA site at the N terminus for
in vitro ubiquitylation and degradation assays.
E1, E2s (UbcH10, E2-25K), WT ubiquitin, biotin

ubiquitin, methylated ubiquitin, K48-diubiquitin
chains, and K48-tetraubiquitin chains were from
Boston Biochem. Purified streptavidin was from
Invitrogen.
For biotinylating substrates, a biotin-containing

peptide (NEB, Bio-P1) was ligated to the substrate
C terminus, which had been activated by intein
cleavage during purification, resulting in ~90%
ligation efficiency.

Ubiquitin chain methylation

Ubiquitin chain samples were buffer-exchanged into
a mixture of 50 mM Hepes-Na (pH 7.5), 150 mM
NaCl, and 2% glycerol. Dimethylamine borane and
formaldehyde were added to the sample to final
concentrations of 20 and 40 mM, respectively.
After 2-hour incubation on ice, another 20 mM
dimethylamine borane and 40 mM formaldehyde
were again added, bringing final concentrations
to 40 and 80 mM, respectively, and incubation was
continued for 16 hours on ice. Methylated pro-
teins were buffer-exchanged to tris-buffered saline
[20 mM Tris-HCL (pH 7.5), 150 mM NaCl].

APC purification from HeLa
cell G1 extract

HeLa cell G1 extract preparation and APC puri-
fication were performed as described previously
(13). Briefly, 2L HeLa S3 cell spinner culture was
synchronized at prometaphase using thymidine/
nocodazole double block and was then released
for 3 hours into G1. Cells were harvested and sub-
jected to nitrogen cavitation in 75% volume swell-
ing buffer [20 mM Tris-HCl (pH 7.5), 5 mM KCl,
1.5 mMMgCl2, 1 mM dithiothreitol (DTT), protease-
inhibitor tablet (Roche, 05892953001)]. APC was
purified from cell extracts using anti-Cdc27 (AF3.1,
custom-made) agarose and eluted using a com-
petitive peptide.

Affinity purification of the 26S
human proteasome

Human proteasomes were affinity-purified on a
large scale from a stable human embryonic kidney
293 cell line harboring HTBH-tagged hRPN11
(a gift from L. Huang). The cells were Dounce-
homogenized in lysis buffer [50 mM NaH2PO4

(pH 7.5), 100 mMNaCl, 10% glycerol, 5 mMMgCl2,
0.5% NP-40, 5 mM ATP, and 1 mM DTT] contain-
ing protease inhibitors. Lysates were cleared and
then incubated with NeutrAvidin agarose resin
(Thermo Scientific) overnight at 4°C. The beads
were then washed with excess lysis buffer, followed
by the wash buffer [50 mM Tris-HCl (pH 7.5),
1 mMMgCl2, and 1 mMATP]. Usp14 was removed
from proteasomes using the wash buffer plus
100 mM NaCl for 30 min. 26S proteasomes were
eluted from the beads by cleavage, using TEV
protease (Invitrogen).

In vitro ubiquitylation reaction

The APC ubiquitylation reactions were carried
out in UBAB buffer [25 mM Tris-HCl (pH 7.5),

50 mM NaCl, 10 mM MgCl2] containing 5 nM
APC, 100 nM E1, 2 mM UbcH10, 2 mg/ml bovine
serum albumin (BSA), an energy regenerating
system, and either ubiquitin or ubiquitin chains:
10 mM ubiquitin, methylated ubiquitin, or DyLight
550–Ub0K; 5 mM methylated K48-diubiquitin;
and 1 mM methylated K48-tetraubiquitin. Reac-
tions were incubated at 30°C. Results were quan-
tified using a phosphorimager. For PKA-labeled
substrates, calyculin A (EMD, 19-139), a broad-
spectrum phosphatase inhibitor, was added at
10 mg/ml.
Ube2S autoubiquitylation reactions were car-

ried out in UBAB buffer containing 6 mM Ube2S,
0.5 mM E1, and 5 mM ATP. 100 mM ubiquitin,
methylated ubiquitin, or 40 mM methylated K48-
diubiquitin chain were also added. Reactions were
incubated at 37°C for 4 hours.

Quantitative degradation assay

PKA-labeled substrates (800 nM) were ubiquityl-
ated by the APC using various forms of ubiquitin
or ubiquitin chains for 45 min at 30°C. Reaction
products were then mixed with proteasome-
containing solution (UBAB buffer, 3 nM 26S pro-
teasome, 2 mg/ml BSA, 1 mMGST-Emi1, 3 mMATP,
10 mg/ml calyculin A) at a ratio of 1:4. The degrada-
tion reaction was sampled at 0, 3, 6, and 15 min at
37°C and was quantified using a phosphorimager.
To calculate the degradation rate, the inten-

sity of each ubiquitylated species was quantified
using ImageJ. These values were normalized to
the intensity of the unmodified substrate (Ub0) to
correct for loading error and nonspecific dephos-
phorylation. Finally, traces of the time course of
degradation were fitted with an exponential de-
cay function to obtain the rate constant.

Peptidase assay

Products of Ube2S autoubiquitylation reaction
(6 mM) were mixed with proteasome-containing
solution (UBAB buffer, 6 nM 26S proteasome,
2 mg/ml BSA, 3 mM ATP, 30 mM Z-GGL-AMC,
0.4 mM DTT) at a 1:1 ratio. Hydrolysis of GGL-
AMC was monitored at 37°C using a fluorescence
spectrometer.

Binding assay for ubiquitylated substrate

Wild-type securin was ubiquitylated in a stan-
dard APC reaction with either WT Ub or Ub0K
in a total volume of 20 ml for 1.5 hours at 30°C.
The product was incubated with GST-magnetic
beads conjugated with GST-Rpn10 for 40 min at
4°C (8). After 2× wash with buffer [25 mM Tris-
HCl (pH 7.5), 100 mMNaCl, 0.5 mM EDTA, 0.05%
Tween-20], the supernatant and bead-bound frac-
tion were assayed for securin using anti-securin
antibody by Western blot.

Slide passivation

We followed a basic slide passivation protocol using
5-kD PEG plus 2.5% 5-kD biotin-PEG (LaysanBio,
MPEG-SVA-5000; Biotin-PEG-SVA-5000) in a
“clouding-point” solution on amino-silanized slides
for 4 hours, as described previously (55, 56). In
addition, we passivated them again using 1-kD
PEG-NHS (Nacocs, PG1-SC-1k) for 1 hour, followed
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by 10% (w/v) BSA for 30 min before use. After
passivation, slides were assembled into reaction
chambers (55). Streptavidin (0.2 mg/ml) was incu-
bated with passivated slides for 5 min for immo-
bilizing biotinylated substrates. The quality of
slide passivation was tested by incubating with
HeLa cell extracts supplemented with DyLight
550–Ub and measuring the level of nonspecific
binding.

Single-molecule proteasome assay

Purified substrates (200 nM) were ubiquitylated
by the APC with 5 mM fluorescent ubiquitin (WT
Ub, Ub0K, UbK6A, or UbI44A) for 40 min (60 min
for K64–cyclin B) at 30°C. The reaction product
was diluted 100× into imaging buffer (UBAB, 3 mM
ATP, 40 mM imidazole, 5 mg/ml BSA). Imidazole
in the imaging buffer serves to reduce the nonspe-
cific binding of fluorescently labeled proteins.
26S proteasome (15 nM) and biotinylated MCP21

antibody (15 nM) were mixed and incubated at
room temperature for 15 min. The proteasome-
antibody mix was loaded onto passivated slides
coated with streptavidin. After a brief incubation,
unbound protein was washed off and replaced with
imaging buffer containing diluted ubiquitylation
product. Image acquisition was started immedi-
ately with <15 s delay.
For experiments involving ATP-g-S, ATP in im-

aging buffer was replaced with 2.5 mM ADP plus
0.5 mM ATP-g-S. For experiments involving ADP,
proteasome was incubated in 3 mM ADP buffer.
ADP buffer and ubiquitylation product were also
incubated with 30 mM glucose and 2 mg/ml hexo-
kinase for 60 min at 30°C to remove residual ATP
in the solution. For experiments involving 1,10-
phenanthroline, 3 mM phenanthroline was added
to the imaging buffer and proteasomal mixture;
the sample was incubated for 20 min at room
temperature before performing the experiment.
For the SM degradation assay, human cyclin

B–NT was engineered with two cysteine residues
close to its N and C termini and was labeled with
DyLight 550–maleimide. Doubly labeled cyclin B
was enriched via anion-exchange chromatography
(HiTrap Q HP, pH 8.0). After ubiquitylation with
unlabeledWT ubiquitin, 2 nM cyclin B was studied
in the SM setup, as described above. Data analysis
was identical to that described for the study of
deubiquitylation.
We used a Nikon Ti TIRF microscope equipped

with three laser lines of 491 nM (27 mW, full out-
put from objective), 561 nM (30 mW), and 640 nm
(59 mW), as well as an Andor DU-897 EMCCD
camera. Time series were acquired at 200 ms per
frame for 2 min, unless indicated.

Single-fluorophore intensity calibration

The fluorescence intensity of a single DyLight
550 molecule on ubiquitin was calibrated through
photobleaching preformed ubiquitin chains (27).
Ubiquitin chains were synthesized in a standard
E2-25K reaction (see above) containing 30 mM
DyLight 550–labeled ubiquitin and 5 mM biotin-
ubiquitin in UBAB buffer supplemented with
3 mM ATP, 1 mM E1, and 5 mM E2-25K. The re-
action was incubated at 37°C for 16 hours.

The E2-25K reaction product was diluted
10,000× in imaging buffer (above) and loaded on
a passivated slide via streptavidin. Photobleaching
was observed with the use of a TIRF microscope,
illuminated with a laser-intensity level 2.5× higher
than that in proteasome experiments (to achieve
faster photobleaching).
The uncertainty of measuring ubiquitin stoi-

chiometry is ~30%, as suggested by the standard
deviation of the intensity distribution of single
fluorescent ubiquitin. This uncertainty is primarily
due to uncorrected uneven illumination.

Single-molecule data reproducibility

To test the reproducibility of dwell time data as in
fig. S13, the same experiment with slightly varying
concentrations (T50%) of ubiquitylated substrates
was repeated three times on the same coverslip
but at different positions.
Long-term (<1 year) reproducibility tests of

the results of binding measurements carry 10 to
20% variation, probably due to batch-to-batch
variability of proteasome samples or laser inten-
sity drifts. Therefore, to minimize systematic varia-
tion in the measurements, each experiment with
its controls was performed on the same slide using
the same batch of proteasome and substrates.

Data analysis

The workflow of data analysis is illustrated in
fig. S38.

Image processing

Raw images were first corrected for stage drifting
after subtracting a uniform-intensity background.
Stage drifting was corrected by subtracting the
stage motion, which was derived using successive
image registration to calculate the shift (step 1 in
fig. S38). A custom-built algorithm was applied
to identify binding spots of ubiquitylated mole-
cules to the proteasome on the basis of their ab-
solute intensity and local signal-to-noise ratio
(step 2 in fig. S38). The spot-identification algo-
rithm is based on finding the local maxima of
ubiquitin fluorescence intensity in a field of view
by applying a filter requiring the local signal-to-
noise ratio to be larger than 6 and no other spots
within four pixels around it. In this way, >90% of
substrate-binding events can be identified com-
pared with a blind manual identification (fig. S10).
The false-positive rate is less than 5%, as shown
by the nonsubstrate control, considering that one
ubiquitin generates an average of ~20 photons
on the camera per frame. After each substrate-
binding spot has been recognized in a time lapse,
spots are registered along the time axis according
to their coordinate to designate substrate-binding
events (step 3 in fig. S38). Specifically, if the co-
ordinates of two substrate spots in two consec-
utive frames are less than or equal to one pixel
apart, they are considered to be the same binding
event. The absolute intensity of each spot was
obtained by fitting the SM diffraction pattern
with a two-dimensional Gaussian function, which
generates both the signal intensity I(s) and the
local background level I(bg) (step 4 in fig. S38).
The signal intensity I(s) is then corrected for

inhomogeneous illumination (step 5 in fig. S38).
Inhomogeneous illumination was corrected by a
self-adaptive algorithm that separates the entire
field of view into 15-by-15 identical squares and
uses the average fluorescent spot intensity in each
square as a surrogate for the relative illumination
intensity in the center of that square. Because the
illumination intensity varies slowly across the
field of view, we interpolated the illumination in-
tensity at a given position from the center values
in each square. The corrected signal intensity was
then converted to absolute ubiquitin numbers
by normalizing with the intensity value of a single
ubiquitin obtained in the calibration step. The
resulting traces were directly used for subsequent
analysis or represented in figures, with no further
processing.

Dwell-time analysis

A custom-built algorithm was used to measure
the duration of substrate-binding events (dwell
time), based on the background noise intensity
plus a cutoff of 0.7 Ub level. The binding mea-
surement is insensitive to the choice of the cut-
off (0.5 to 0.9 Ub) or laser intensity (fig. S14). The
maximal fluorescence intensity (converted to the
number of ubiquitins using a calibrated single-
fluorophore intensity value) during each bind-
ing event was measured and plotted versus the
dwell time.

Stepped-event identification

A custom-built step-detection algorithm was used
to identify stepped events (fig. S39). The formal
definition of a stepped event is as follows: If two
consecutive drops of fluorescent signal (>0.7 Ub)
occur within 5 s, this is designated as a stepped
event. Also, it is required that each intermediate
state must last longer than one frame. Traces
(~80%) can be identified correctly as compared
with manual identification. Obvious classifica-
tion errors were later corrected manually.
For counting the fraction of stepped events,

only those events whose ubiquitin number was
≥3 were included in the analysis. We also excluded
binding events that lasted longer than 90 s (5 to
10% of total binding events).
The same step-detection algorithm was also

used in the analysis of photobleaching traces, to
extract single-fluorophore intensity values.

Curve fitting in Fig. 2D

Segments of the curve (indicated in the figure)
showing dwell time versus number of ubiquitin
relationships were fitted with a linear func-
tion or an exponential function. A c2 test

c2 ¼∑
ðyi − y0i Þ2

e2i

 !
(yi, data point i; y0i , data

point on the fitted line; ei, standard error) was
performed to obtain the P value for each fitting
model.

Photobleaching experiment on
ubiquitylated substrates

Biotinylated securin was ubiquitylated by APC
using DyLight 550–Ub and was immobilized on
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passivated coverslips via streptavidin. Time-lapse
images were acquired under conditions iden-
tical to the SM proteasomal assay, but in the ab-
sence of proteasome. The total signal intensity
in a central region of the field was analyzed to
extract photobleaching information (fig. S26).
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PROTEIN TARGETING

The principle of antagonism ensures
protein targeting specificity at the
endoplasmic reticulum
Martin Gamerdinger,1 Marie Anne Hanebuth,1 Tancred Frickey,2 Elke Deuerling1*

The sorting of proteins to the appropriate compartment is one of the most fundamental
cellular processes. We found that in the model organism Caenorhabditis elegans, correct
cotranslational endoplasmic reticulum (ER) transport required the suppressor activity
of the nascent polypeptide-associated complex (NAC). NAC did not affect the accurate
targeting of ribosomes to ER translocons mediated by the signal recognition particle (SRP)
pathway but inhibited additional unspecific contacts between ribosomes and translocons
by blocking their autonomous binding affinity. NAC depletion shortened the life span of
Caenorhabditis elegans, caused global mistargeting of translating ribosomes to the ER, and
provoked incorrect import of mitochondrial proteins into the ER lumen, resulting in a
strong impairment of protein homeostasis in both compartments. Thus, the antagonistic
targeting activity of NAC is important in vivo to preserve the robustness and specificity
of cellular protein-sorting routes.

I
n eukaryotes, a substantial fraction of mem-
brane and secretory proteins are cotransla-
tionally delivered to and translocated across
the endoplasmic reticulum (ER) membrane.
This transport is mediated by the signal

recognition particle (SRP), which binds to hy-
drophobic signal sequence–containing ribosome-
nascent chain complexes (RNCs) and targets them
to the Sec61 translocon via the ER membrane-
located SRP receptor (SR) (1–6). However, de-
spite decades of research on SRP-mediated ER
targeting, key questions regarding the require-
ment of additional sorting factors to guarantee
accuracy and efficiency of protein transport re-
mained unanswered. One early study discovered
that an abundant protein complex termed nas-
cent polypeptide-associated complex (NAC)may
be required to prevent SRP from interaction
with signal-less RNCs (7). This idea has been
highly controversial, and the function of NAC in
protein targeting, if any, remains unclear. Fur-
thermore, ribosomes show a SRP-independent,
high intrinsic affinity for Sec61 in vitro. This
raises the question about the identity and the
functional importance of a potential negative
regulator that prevents unspecific ribosome-
translocon interactions to ensure correct RNC
sorting in vivo (8–12).
We used themetazoan Caenorhabditis elegans

to dissect the factors underlying ER targeting spe-
cificity in vivo.

NAC depletion shortens life span and
induces ER and mitochondrial stress in
C. elegans
To understand the potential role of the ribosome-
associated a,b-heterodimeric NAC in protein
transport, we used conditional RNA interference
(RNAi)–mediated knockdown in adult animals
because deletion of NAC in C. elegans is embry-
onically lethal (13). The knockdown of a-NAC
and b-NAC, individually and in combination,
substantially shortened the life span (Fig. 1A), sug-
gesting an important function in adult C. elegans.
Next, we used various cell compartment–specific
stress reporter strains that express green fluores-
cent protein (GFP) under a specific stress-inducible
promoter. To specifically measure cytosolic stress,
we used transgenic animals carrying the hsp-
16.2p::GFP reporter (14). In these worms, GFP
fluorescence strongly increased upon heat shock
(fig. S1A) (15), demonstrating the functionality of
this reporter strain. Knockdown of NAC did not
increase GFP expression (Fig. 1B and fig. S1B).
Moreover, quantitative polymerase chain reaction
(PCR) analysis of different mRNAs encoding cyto-
solic heat shock proteins revealed an inconsistent
expression pattern. One gene was up-regulated
(hsp-70), but the otherswere unaltered (hsp-16.41
and hsp-17) and even down-regulated (f44e5.4, a
member of the Hsp70 family), suggesting that
NAC depletion did not cause a robust cytosolic
stress response (Fig. 1F). However, depletion of
NAC in animals carrying the hsp-4p::GFP report-
er for analysis of ER stress (16) strongly increased
GFP fluorescence (Fig. 1C and fig. S1C). Fur-
thermore, b-NAC depletion in wild-type worms
(Bristol N2) strongly induced the expression of the
ER-resident chaperones Hsp-4 and Pdi-3 (Fig. 1E)

and revealed enhanced hsp-4 transcript levels
as well as elevated levels of total and spliced
xbp-1mRNA that encodes themain transcription
factor of the ER stress response (Fig. 1F). Deple-
tion of the b-NAC subunit by means of RNAi
resulted in the destabilization of the a-NAC sub-
unit (and vice versa) and thus resulted in depletion
of the entire complex (Fig. 1E). Thus, NAC deple-
tion provokes an ER stress response in adult C.
elegans. In addition,GFP fluorescencewas slightly
increased in animals carrying the hsp-6p::GFP
reporter (17) that specificallymonitorsmitochon-
drial stress (Fig. 1D and fig. S1D). Consistent with
mitochondrial stress, we detected enhanced ex-
pression of the mitochondrial chaperone Hsp-60
in wild-type worms upon knockdown of b-NAC
(Fig. 1E). Transcript levels of hsp-60 as well as of
another mitochondrial chaperone, hsp-6, were
also significantly elevated (Fig. 1F).
Might NAC thus regulate the transport of pro-

teins from the cytosol to the ER and mitochon-
dria? To address this possibility, we impaired the
transport pathways to these compartments by
depleting the crucial targeting factors SRb and
tomm-20, respectively, and analyzed the resulting
stress responses in dependence of NAC. Knock-
down of b-NAC together with SRb increased the
ER stress response (Fig. 1, G and H, and fig. S2A),
whereas the combined knockdown of b-NAC and
tomm-20 did not provoke an enhancedmitochon-
drial stress response (fig. S2C). Thus, NAC has a
critical function in regulating the cotranslational
protein transport to the ER but seemingly does
not affect the sorting of proteins to mitochon-
dria directly. Consistent with a potential role of
NAC in ER targeting, the ER stress response was
also increasedwhen b-NACwas depleted together
with SRa or together with SRP54, which is an
essential subunit of SRP (fig. S2, A and B).

NAC prevents SRP-independent binding
of ribosomes to ER translocons

Next, we separated whole animal extracts into
cytosolic and membrane fractions and investi-
gated ribosomal particles through sucrose den-
sity gradient sedimentation analysis. As noted
previously (18), we observed a decline of cy-
tosolic polysome levels in b-NAC–depleted an-
imals (Fig. 2A). Conversely, however, the levels
of membrane-bound ribosomes were strongly
increased, suggesting that ribosomes were re-
distributed from the cytosol toward the ER
membrane in the absence of NAC (Fig. 2B).
Consistently, immunoblot analysis also showed
a clear shift of the ribosomal protein RPL-10
from the cytosol toward the membrane frac-
tion in b-NAC–depleted animals (Fig. 2C). 12%
of total ribosomes were membrane-attached in
control animals, whereas in b-NAC–depleted
animals, this ribosome pool increased to 31%
(Fig. 2D). RNAi-mediated depletion of Sec61a—
the major constituent of the ER translocon,
individually and in combination with b-NAC—
strongly reduced the levels of ribosomes in the
membrane fraction and, concomitantly, increased
them in the cytosolic fraction (Fig. 2, C and D,
and fig. S3A). Because the Sec61a levels were
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unaltered in b-NAC–depleted animals (Fig. 2C
and fig. S3C), these data suggest that ribosomes
interact to a much greater extent with ER trans-
locons in the absence of NAC.
Next, we knocked down SRP54 to investigate

whether the SRP pathway contributed to the in-
creased binding of ribosomes to the Sec61 com-
plex inNAC-depleted animals. As expected, SRP54
depletion shifted ribosomes from the ER mem-
brane toward the cytosol (Fig. 2, C andD, and fig.
S3B). Such ribosome redistribution did not occur
in animals depleted of both b-NAC and SRP54
(Fig. 2, C andD, and fig. S3B). Because knockdown
efficiencies of SRP54 and b-NACwere comparable
in the single and double RNAi setups (fig. S3D),
these data demonstrate that ribosomes get re-
cruited to the ERmembrane SRP-independently.

The increased, SRP-independent binding of RNCs
to ER translocons suggested that ribosomes di-
rectly interact with Sec61. To test this possibility,
we incubated puromycin and high salt-stripped
ribosomes as well as microsomes in the presence
and absence of NAC and then repurified micro-
somes bymeans of centrifugation. In the absence
of NAC, ribosomes readily bound to the micro-
somal fraction, whereas this binding was effi-
ciently blocked when NAC was added (Fig. 2E).
The interaction of NAC with ribosomes was
necessary for this blocking activity because a
ribosome-binding deficient mutant of NAC,
RRK/AAANAC (fig. S4), did not prevent binding
of ribosomes to microsomes (Fig. 2E). Further-
more, we tested whether NAC also played a role
in releasing ribosomes from the ER membrane

after translation termination.We extracted native
rough microsomes and tested the puromycin-
induced release of bound ribosomes in depen-
dence ofNAC.As previously shown (19), treatment
with puromycin only marginally released ribo-
somes from membranes; however, the addition
of NAC strongly enhanced the puromycin-
induced ribosome release, whereas RRK/AAANAC
had no effect (Fig. 2F). Thus, NAC is a strong neg-
ative regulator of ER-transport that prevents di-
rect, SRP-independent interactions of ribosomes
with ER translocons.

NAC overexpression impairs
SRP-dependent ER targeting

We reasoned that if NAC generally acts as an
ER targeting inhibitor, NAC overexpression could
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interfere with the binding of ribosomes to ER
translocons. We thus established transgenic ani-
mals overexpressing both NAC subunits from a
strong and ubiquitous promoter (eft-3p). The
transgenic strains showed a moderate two- to
threefold overexpression of NAC (Fig. 3, C and D).
All attempts to get strains with a much stronger
overexpression by injecting higher amounts of
DNA produced no transgenic progeny, indicat-
ing that NAC expression over a critical thresh-
old was lethal in C. elegans. Consistent with
this, the moderately NAC-overexpressing strains
were already slightly delayed in development.
The levels of cytosolic polysomes were slightly
increased in NAC-overexpressing animals (Fig.
3A; quantification is provided in fig. S5A). In
contrast, the levels of membrane-attached ribo-
somes were markedly reduced (Fig. 3B and fig.
S5A). Immunoblot analysis of RPL-10 confirmed
the membrane-to-cytosol shift of ribosomes, al-
though the levels of Sec61a were unchanged
(Fig. 3C). Moreover, Hsp-4 levels were signifi-
cantly increased in NAC-overexpressing worms,
indicating ER stress (Fig. 3D). Thus, NAC over-
expression interferes with the targeting of ribo-
somes to ER translocons, likely by impairing the
SRP pathway. To investigate this possibility, we
analyzed whether NAC overexpression altered

the binding of SRP to ribosomes that would
be expected upon targeting inhibition. The
total levels of SRP were unchanged in NAC-
overexpressing animals (Fig. 3E). However, the
binding of SRP to ribosomes was significantly
shifted to late polysomes (Fig. 3F), indicating
that new rounds of translation initiation on
mRNAs encoding SRP substrates occurred in
the cytosol because overexpressed NAC delayed
the timely targeting of RNCs to the ER. To fur-
ther explore the effects of NAC overexpression
on ER targeting, we depleted critical SRP path-
way components by means of RNAi in the first
larval stage (L1) so as to compromise protein
transport to the ER. The knockdown of SRP54,
SRa, and SRb induced developmental defects in
wild-type worms that resulted in a partial larval
arrest (fig. S5B). NAC-overexpressing animals
were hypersensitive to these RNAi treatments
(fig. S5B), whereas NAC-depleted animals were
less sensitive (fig. S5C). This suggests that NAC
expression above a critical threshold counteracts
the activity of the SRP pathway. To corroborate
this, we assessed ER targeting directly by analyz-
ing the distribution of four ribosome-associated
mRNAs encoding specific SRP substrates (ile-2,
sec-61, R186.3, and hsp-4) between the cytosol
and the ER membrane. As expected, knockdown

of SRP54 in control animals strongly shifted these
RNCs toward the cytosol (Fig. 3G). NAC over-
expression strongly aggravated the targeting de-
fects induced by SRP54 depletion (Fig. 3G). Thus,
NAC may act as a general ER targeting inhibitor
whose expression levels need to be accurately
balanced to allow a specific derepression of ER
targeting by the SRP pathway.

Global mistargeting of ribosomes to
the ER in the absence of NAC

Next, we used a genome-wide microarray ap-
proach to measure the global distribution of
ribosome-associated mRNAs between the cyto-
sol and the ER membrane. Because NAC deple-
tion in C. elegans results in a strongly reduced
brood size (18), we used a temperature-sensitive
sterile mutant (SS104) to minimize the risk of
artifacts owing to unequal embryonic gene ex-
pression. The sterile mutants showed a NAC
RNAi phenotype similar to wild-type worms
(fig. S6, A to E). To test ER targeting specificity,
we isolated cytosolic and membrane-attached
ribosomes and quantified the translated mRNAs
using DNA microarrays. The majority of mRNAs
(93%) that were significantly enriched in the
cytosolic fraction of control animals encoded
proteins without a predicted N-terminal signal

SCIENCE sciencemag.org 10 APRIL 2015 • VOL 348 ISSUE 6231 203

0

20

40

60

80

100

120

A
25

4 
[A

U
]

0

20

40

60

80

100

120

A
25

4 
[A

U
]

cytosolic ribosomes

membrane-attached ribosomes

Sec
61

α

0

5

10

15

20

25

30

35

40

R
P

L-
10

 %
 m

em
br

an
e 

/to
ta

l

β-N
ACev

β-N
AC +

 S
RP54

SRP54

β-N
AC +

 S
ec

61
α

Sec
61

α

ev β-NAC

ev β-NAC

RPL-10

β-N
AC

evRNAi

1x cytosol

Actin

α-NAC

β-NAC

β-N
AC +

 S
RP54

Sec61α

SRP54

β-N
AC +

 S
ec

61
α

Pas-7

5x membrane

β-N
AC

ev β-N
AC +

 S
RP54

SRP54

β-N
AC +

 S
ec

61
α

Sec
61

α

ns

RNAi

PKRM

PKRibo

NAC

+

+

+ +

++

+

Pellet Sup

RRK/AAANAC +

+

+

+

+

+ +

++

+

+

+

+

RPL-10

Sec61α

RPL-10

Sec61α

RPL-10

RM

NAC

+

- Puro

RRK/AAANAC

+

+

+

+

+

+

+ + +

+ Puro

Sup

Pellet

Fig. 2. NAC prevents SRP-independent ribosome-translocon binding. (A)
Cytosolic polysome profiles of day-3 adult N2 worms grown on empty vector
control (ev, black) or b-NAC RNAi (red). (B) Polysome profiles of membrane-
attached ribosomes from animals as in (A). (C) N2 worms were grown on
empty vector control (ev) or indicated RNAi. On day 3 of adulthood, indicated
protein levels in cytosolic and membrane fractions were assessed with immu-
noblotting. Membrane fraction was loaded in fivefold excess over cytosolic
fraction (5× membrane). Actin and Pas-7 served as loading controls (fig. S3, A
and B). (D) Diagram shows percentage of membrane-bound ribosomes by
means of RPL-10 levels in the cytosolic and membrane fractions shown as in

(C). Data are represented as mean T SD. A Student’s t test was used to assess
significance: **P < 0.01; ns, not significant. (E) Puromycin and high salt-
stripped ribosomes (PKRibo) andmicrosomes (PKRM)were incubated in the
presence and absence of recombinant NAC or the ribosome-binding mutant
RRK/AAANAC (fig. S4). Microsomes were pelleted, and bound ribosomes were
analyzed by means of RPL-10 levels. Sup, supernatant. (F) Native rough mic-
rosomes (RM) were treated with puromycin (Puro) in the presence and
absence of recombinant NAC or RRK/AAANAC. Microsomes were pelleted.
Bound and released ribosomes were analyzed in the pellet and supernatant
(Sup), respectively, with immunoblot analysis of RPL-10.

RESEARCH | RESEARCH ARTICLE



sequence or a transmembrane domain (Fig. 4A).
Conversely, most mRNAs (88%) that were signif-
icantly enriched in the membrane fraction en-
code proteins containing a predicted N-terminal
signal sequence, a transmembrane domain, or
both (Fig. 4A). Thus, ER targeting in control
animals was accurate, and our fractionation
protocol appeared valid. We next compared the
distribution of these mRNAs between control
and NAC-depleted animals. Scatter plot analy-
sis of log2-transformed mRNA ratios between
membrane and cytosol revealed that the dis-
tribution of the membrane-enriched mRNAs
was indistinguishable between control and NAC-
depleted animals [correlation coefficient (r) =
1.0356] (Fig. 4B). However, the cytosol-enriched
mRNAs were strongly shifted toward the mem-
brane fraction in NAC-depleted worms, as evident
by the lower linear regression slope (r = 0.5533)
(Fig. 4B). Thus, NAC depletion does not affect
the specific, SRP-mediated targeting of ribo-
somes to the ER membrane but induces addi-
tional unspecific binding of incorrect ribosomes.
We verified these data for several mRNAs with
quantitative PCR in wild-type worms. In agree-
ment with the microarray data, mRNAs encod-

ing nuclear, cytosolic, and mitochondrial proteins
were strongly mistargeted to the ER membrane
in b-NAC–depleted animals (Fig. 4C). The addi-
tional knockdown of SRP54 did not reduce the
levels of these mRNAs at the ER membrane,
confirming that mistargeting occurs in a SRP-
independent manner. Moreover, b-NAC depletion
did not alter the distribution of mRNAs encod-
ing ER proteins, whereas knockdown of SRP54
strongly shifted these mRNAs toward the cytosol
(Fig. 4C). Thus, NAC depletion does not impair
the activity and specificity of the SRP pathway.
The additional knockdown of b-NAC partially
restored the targeting defect in SRP54-depleted
worms (Fig. 4C), suggesting that in the absence
of NAC ribosomes translating SRP substrates
bound ER translocons in a SRP-independent
manner. This explains why the larval arrest in-
duced by impairment of the SRP pathway was
significantly lower in NAC-depleted animals
(fig. S5C). Furthermore, although targeting of
SRP substrates was partially restored in NAC/
SRP54–depleted worms, we consistently observed
a further moderate increase of ribosome mis-
targeting (Fig. 4C). Enhanced mistargeting and
at the same time less specific targeting explains

why the combined depletion of NAC and essen-
tial SRP pathway components provoked such an
increased ER stress response (Fig. 1, G and H,
and fig. S2, A and B).

Mitochondrial proteins get mislocalized and
degraded by ERAD upon NAC depletion

Knowing that a posttargeting signal sequence
recognition and proofreading step takes place
at the Sec61 complex (9), we analyzed whether
or not the mistargeted ribosomes translocate
their nascent chains across the ER membrane.
We reasoned that potential mislocalized pro-
teins might be degraded by the ER-associated
degradation (ERAD) pathway (20). To enrich
these substrates we depleted Sel-1, an essential
component of the ERAD ubiquitin ligase com-
plex (21). The knockdown of Sel-1 provoked a
moderate ER stress response (fig. S7). The com-
bined knockdown of Sel-1 and b-NAC strongly
enhanced the ER stress response, which sug-
gests that the ERAD pathway is indeed activa-
ted in NAC-depleted animals to maintain ER
protein homeostasis (fig. S7). Many proteins
that enter the ER lumen are N-glycosylated on
asparagine residues in N–X–S/T sequence motifs
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(22). We speculated that misdirected substrates
containing such motifs would be N-glycosylated,
which could be used as a footprint for mis-
translocated proteins. We thus isolated glycosyl-
ated proteins using the lectin Concanavalin A
(ConA) and analyzed with mass spectrometry
(MS) proteins that only appeared in b-NAC/Sel-1–
depleted animals. One prominent hit in the MS
analysis was the mitochondrial protein Hsp-60,
which contains the potential N-glycosylation site
N-T-S (Fig. 5A). A substantial amount of Hsp-60
accumulated in the ConA-bound fraction of ani-
mals depleted of both b-NAC and Sel-1 (Fig. 5B).
Thus, the mitochondrial protein Hsp-60 is mis-
localized to the ER and degraded by ERAD in
NAC-depleted animals. We then tested a second
mitochondrial protein, Atp-2, that contains the
predicted N-glycosylation motif N-A-S (Fig. 5A).
Similar to Hsp-60, Atp-2 was also strongly en-
riched in the ConA-bound fraction (Fig. 5B).
Treatment of the lysate with the peptide N-
glycosidase F (PNGaseF) to remove N-glycans
before the lectin affinity purification strongly
diminished ConA-binding of Hsp-60 and Atp-2,
corroborating that these mitochondrial proteins
were indeed N-glycosylated (Fig. 5C). The highly
abundant cytosolic protein actin (Act-1) that
harbors the predicted N-glycosylation site N-G-S
(Fig. 5A) did not accumulate in the ConA-bound
fraction (Fig. 5B), although Act-1 RNCs were mis-

targeted to the ER translocon (Fig. 4C). This
could indicate that mitochondrial targeting se-
quences override the proofreading function of
the ER translocon pore. To analyze this more
closely, we made use of a split GFP (spGFP)
complementation approach (23). We engineered
different cell compartment–specific spGFP frag-
ments for the cytoplasm, as well as for the ER
and mitochondria by fusing specific targeting
sequences to spGFP (Fig. 5D). The spGFP frag-
ments, when expressed in the same compart-
ment, complemented only in the expected cell
organelle (Fig. 5D). Animals expressing spGFP1-
10 in the ER and spGFP11 in the cytosol only
showed a weak background signal, and b-NAC
depletion did not increase GFP fluorescence
(Fig. 5E). However, knockdown of b-NAC strongly
increased the GFP fluorescence in animals ex-
pressing ER-targeted spGFP1-10 and mitochondria-
targeted spGFP11 (Fig. 5F). The GFP fluorescence
in these worms showed a typical reticular ER
pattern, revealing that the mitochondria-targeted
spGFP fragments were misdirected to the ER in
the absence of NAC (Fig. 5G). Thus, mitochon-
drial proteins in particular are incorrectly trans-
ported to the ER and subsequently degraded
by ERAD. This could explain why NAC deple-
tion induces both ER and mitochondrial stress.
NAC is both an essential negative regulator for
ribosome-translocon interaction to sustain ER

targeting accuracy and is also important to pre-
serve the specificity of cellular protein sorting
to mitochondria.

Discussion

These findings have revealed the essential an-
tagonistic role of NAC in regulating cotransla-
tional protein transport to the ER. Only the
combined opposing activities of SRP and NAC
guarantee a robust sorting system that ensures
the fidelity and specificity of protein translo-
cation in vivo. The importance of NAC is un-
derlined by the mistargeting of noncognate
RNCs and by the fact that the in-built proof-
reading mechanism of the Sec61 translocon (9)
can be overruled by mistargeted ribosomes trans-
lating mitochondrial proteins. The prevailing
view has been that only nascent polypeptide
chains with sufficiently hydrophobic signal se-
quences or transmembrane domains can open
the translocation channel, whereas nonauthen-
tic substrates would be rejected. In this work,
mitochondrial targeting sequences consisting of
a stretch of alternating positively charged and
hydrophobic amino acid residues forming an
amphipathic helix (24) could, at least in part,
open the ER translocation channel. This is con-
sistent with several studies showing the exist-
ence of ambiguous signals directing proteins
to both mitochondria as well as the ER (25).
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Our C. elegans study reveals that NAC counter-
acts the autonomous binding of ribosomes to
Sec61 to ensure ER targeting specificity. A role
for NAC in ER protein targeting has been in-
dicated by several in vitro analyses (7, 11, 26).
However, this hypothesis was rapidly dismissed
by other in vitro studies providing contrary re-
sults (27, 28). Moreover, yeast in vivo studies
showed no aberrant translocation phenotype
uponNAC deletion (29, 30). Why the importance
of NAC in ER protein targeting was missed in
yeast studies is unclear. The discrepancy could be
explained by the fact that yeast cells use a distinct
posttranslational ER targeting system, which is
seemingly not used in such a pronounced way
by higher eukaryotes (31). Consistent with this,
yeast is the only known organism in which co-
translational ER targeting by the SRP pathway
is not essential (32). Another possible explana-
tion for the different effects of NAC depletion
in yeast and higher eukaryotes could be the po-
tential disparate engagement of available Sec61
channels in the translocation of correct sub-

strates. Our study in C. elegans reveals that NAC
depletion does not impair the correct target-
ing of ribosomes to the ERmembrane. Rather,
vacant translocons that exist in adult worms
become occupied by incorrect ribosomes in a
SRP-independent manner. It is very likely that
in yeast under optimal growth conditions most
if not all translocons are saturated, thus coun-
teracting the potential mistargeting of ribosomes
occurring in the absence of NAC.
The Sec61 translocon interacts with the ribo-

some primarily via two cytoplasmic loops of
Sec61a as well as with the N-terminal helix of
Sec61g. Both contact the ribosomal proteins uL23
and eL29 as well as the backbone of the 28S
ribosomal RNA (rRNA) adjacent to the nascent
peptide exit site (33). The extensive binding sur-
faces account for the very high inherent affinity
ribosomes exhibit for the Sec61 complex (8, 9, 11).
Cross-linking data suggest that NAC contacts the
ribosome via the ribosomal protein uL23 (34).
Because this ribosomal protein is also a major
contact point between the ribosome and Sec61, it

is very likely that NAC sterically inhibits this
high-affinity translocon interaction site. How-
ever, recent studies challenge the interaction of
NAC with uL23 and suggest that NAC binds to
eL31 (35, 36). This ribosomal protein is placed
like uL23 near the tunnel exit; thus, NAC could
block the functional coupling of ribosomes and
translocons also via eL31. In agreement with a
function as a general ER targeting inhibitor, NAC
is present in equimolar concentration relative to
ribosomes, it can interact with virtually all RNCs,
and binds reversibly to ribosomes (29, 34, 37).
The reversible binding mode allows a specific de-
repression of ER targeting. We propose that dis-
placement of NAC from RNCs could be mediated
by SRP that, similar to NAC, also contacts the
ribosomal protein uL23 at the tunnel exit (1). The
high affinity of SRP to hydrophobic signal se-
quences or transmembrane domains in nascent
chains (6, 27) probably gives SRP a selective ad-
vantage over NAC for ribosome binding. A com-
petition between NAC and SRP for ribosome
binding has been previously indicated by several
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in vitro studies (26, 36, 38). However, at which
specific step the inhibitory action of NAC on ER
targeting is counteracted by the SRP pathway is
unclear.
NAC is evolutionarily conserved from yeast to

man and is essential in eukaryotes, except for
yeast (13, 30, 39, 40). Knockdown of a-NAC in
human HeLa S3 cells also activates ER stress re-
sponses and causes mitochondrial dysfunction
(41). Thus, the function of NAC as an ER targeting
inhibitor appears to be well conserved during
evolution, at least from C. elegans to mamma-
lians. Recent studies showed that NAC is se-
questered by cytosolic aggregates under protein
folding stress conditions (18, 42). This raises the
question whether proteotoxic stress in the cy-
toplasm causes dysfunction of NAC, leading to
incorrect sorting of proteins to the ER and
mitochondria. A link between cytosolic protein
aggregation and ER stress is well established
(43), and it will be interesting to investigate the
role of NAC in this context.
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QUANTUM GASES

Experimental observation of a
generalized Gibbs ensemble
Tim Langen,1 Sebastian Erne,1,2,3 Remi Geiger,1 Bernhard Rauer,1 Thomas Schweigler,1

Maximilian Kuhnert,1 Wolfgang Rohringer,1 Igor E. Mazets,1,4,5

Thomas Gasenzer,2,3 Jörg Schmiedmayer1*

The description of the non-equilibrium dynamics of isolated quantum many-body
systems within the framework of statistical mechanics is a fundamental open question.
Conventional thermodynamical ensembles fail to describe the large class of systems
that exhibit nontrivial conserved quantities, and generalized ensembles have been
predicted to maximize entropy in these systems. We show experimentally that a degenerate
one-dimensional Bose gas relaxes to a state that can be described by such a generalized
ensemble. This is verified through a detailed study of correlation functions up to 10th
order. The applicability of the generalized ensemble description for isolated quantum
many-body systems points to a natural emergence of classical statistical properties
from the microscopic unitary quantum evolution.

I
nformation theory provides powerful con-
cepts for statistical mechanics and quantum
many-body physics. In particular, the prin-
ciple of entropy maximization (1–3) leads to
the well-known thermodynamical ensem-

bles, which are fundamentally constrained by
conserved quantities such as energy or particle
number (4). However, physical systems can con-
tain many additional conserved quantities, which
raises the question of whether there exists a more
general statistical description for the steady states
of quantum many-body systems (5).
Specifically, the presence of nontrivial conserved

quantities puts constraints on the available phase
space of a system, which strongly affects the dy-

namics (6–9) and inhibits thermalization (10–12).
Instead of relaxing to steady states described by
the usual thermodynamical ensembles, a gener-
alized Gibbs ensemble (GGE) was proposed to
describe the corresponding steady states via the
many-body density matrix

r̂ ¼ 1

Z
exp

�
−∑

m
lmÎm

�
ð1Þ

(3, 11, 13, 14), where Îm denotes a set of conserved
quantities and Z ¼ Tr½expð−∑mλm ÎmÞ� is the
partition function. The Lagrange multipliers
lm associated with the conserved quantities are
obtained by maximization of the entropy under
the condition that the expectation values of the
conserved quantities are fixed to their initial
values. The emergence of such a maximum-
entropy state does not contradict a unitary evo-
lution according to quantum mechanics. Rather,
it reflects that the true quantum state is indis-
tinguishable from the maximum-entropy ensem-
ble with respect to a set of sufficiently local
observables (5).
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The GGE is a direct generalization of the usual
thermodynamical ensembles and is formally ca-
pable of describing a wide range of dynamically

emerging steady states (15). For example, in the
case where only the energy is conserved, the GGE
reduces to the standard canonical or Gibbs en-

semble, with temperature being the only Lagrange
multiplier (4). Moreover, the GGE famously pro-
vides a description for the steady states of
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Fig. 1. Experimental concept. A non-equilibrium system is
prepared by splitting a 1D Bose gas into two halves. After an
evolution time t, matter-wave interference is used to extract the local
relative phase profile ϕ(z) between the two halves. This is ac-
complished by measuring the local position of the fluctuating inter-
ference fringes. Subsequently, the phase profile is used to calculate
the two-point correlation function Cðz1, z2Þ e 〈exp½iϕðz1Þ − iϕðz2Þ�〉
as a function of all possible coordinates z1 and z2 along the
length of the measured phase profile. For z1 = z2 (e.g., green
triangle on the diagonal), C(z1, z2) = 1. Coordinates with z1 = –z2 (e.g.,
red point) are located symmetrically around the center of the sys-
tem and are found on the antidiagonal of the correlation function.

Fig. 2. Two-point phase correlation functions C
(z1, z2) for increasing evolution time. (A and B)
Different initial states were prepared using two different
splitting protocols. Both states show a characteristic
maximum on the diagonal and a decay of correlations
away from the diagonal. We used a c2 analysis to
quantify the agreement of our theoretical model and
the experiments.The steady state and the dynamics in
(A) can be well described by a single temperature Teff.
(C) The single-temperature model fails for the steady
state and the dynamics in (B), which require more
temperatures to explain additional correlations on the
antidiagonal (see text). The observation of different
temperatures in the same steady state constitutes our
observation of a GGE. The center of the system is lo-
cated at z1 = z2 = 0; color marks the amount of cor-
relations between 0 and 1 and the local c2 contribution
between 0 and 150. The uncertainty of the correlation
functions is estimated via bootstrapping over approx-
imately 150 experimental realizations (25).
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integrable systems, which have as many indepen-
dent conserved quantities as they have degrees of
freedom (9, 11, 14). Even if quantities are only ap-
proximately conserved, the GGE description was
formally shown to be valid for extended time
scales (16). The GGE has also been suggested
as a description for many-body localized states
(17). Numerical evidence for the emergence of
a GGE has been provided for many systems,
but a direct experimental observation has been
lacking.
Here, we experimentally studied the relaxa-

tion of a trapped one-dimensional (1D) Bose gas.
Our system is a close realization of the Lieb-
Liniger model describing a homogeneous gas
of 1D bosons with contact interactions, which
is one of the prototypical examples of an inte-
grable system (18, 19). In the thermodynamic
limit, its exact Bethe Ansatz solutions imply an
infinite number of conserved quantities, which
provides a memory of an initial non-equilibrium
state, forcing the gas to relax to a GGE. Recent
results have also shown that trapped 1D Bose
gases can be approximately integrable over very
long time scales, enabling the detailed inves-
tigation of integrable dynamics (6, 7, 10, 20, 21). To
demonstrate the emergence of a GGE, we pre-
pared such a 1D Bose gas in different initial non-
equilibrium states and observed how they each
relaxed to steady states that maximize entropy
according to the initial values of the conserved
quantities.

The experiments started with a phase-fluctuating
1D Bose gas (22) of 87Rb atoms that was prepared
and trapped using an atom chip (23). We ini-
tialized the non-equilibrium dynamics by trans-
versally splitting this single 1D gas coherently
into two nominally identical 1D systems, each
containing half of the atoms on average. Infor-
mation about the total system was extracted
using matter-wave interferometry between the
two halves (6, 20, 21, 24). This enabled the time-
resolved measurement of individual two-point
and higher-order N-point phase correlation
functions,

Cðz1; z2;…; zN Þ e
〈Y1ðz1ÞY†

2ðz1ÞY†
1ðz2ÞY2ðz2Þ:::Y†

1ðzNÞY2ðzN 〉 e
〈exp½iϕðz1Þ − iϕðz2Þ þ ::: − iϕ ðzNÞ�〉 ð2Þ

where z1, z2, …, zN are N coordinates along the
length of the system, and ϕ(z) is the relative
phase between the two halves (25). As described
below, these correlation functions reveal detailed
information about the dynamics and the steady
states of the system.
We start with the two-point correlation func-

tionCðz1; z2Þ e 〈exp½iϕðz1Þ − iϕðz2Þ�〉. Previously,
this correlation function was studied in regions
where the system is approximately translation-
ally invariant (21, 26), that is, C(z1, z2) ≡ C(z1 – z2).
Here, more comprehensive information about ge-

neric many-body states is obtained by mapping
the full correlation function C(z1, z2) for any com-
bination of the coordinates z1 and z2 (Fig. 1).
Our observations after a typical splitting, which

is fast relative to the dynamics of the system and
therefore realizes a quench (25), are summarized
in Fig. 2A. As every point in the system is per-
fectly correlated with itself, the correlation func-
tions exhibit a maximum on the diagonal z1 = z2
for all times. Away from the diagonal, the system
shows a light cone–like decay of correlations
(21) leading to a steady state. From a theoretical
point of view, the emergence of this steady state
is a consequence of prethermalization (6, 27–31),
which in the present case can be described as the
dephasing of phononic excitations (29, 31–33).
The occupation numbers nm of these excitations
are the conserved quantities of the correspond-
ing integrable model (25).
With a knowledge of the conserved quanti-

ties, we can directly calculate the Lagrange mul-
tipliers lm for the GGE. In terms of the excitation
energies em they can be written as lm = bmem,
which defines an effective temperature 1/bm for
every excitation mode.
For the steady state illustrated in Fig. 2A,

the proportionality factor bm can be well de-
scribed by bm ≈ beff = 1/kBTeff (where kB is the
Boltzmann constant). A fit yields kBTeff = 0.50
(T0.01) × m, which is independent of m and in
very good agreement with theory (6, 33). Here, m
denotes the chemical potential in each half of
the system. Although it is a GGE in principle,
for our experiment (which observes the relative
phase between the two halves of the system) it
becomes formally equivalent to the usual Gibbs
ensemble with a single temperature Teff (25).
To obtain direct experimental signatures of a

genuine GGE, we modified the initial state so
that it exhibited different temperatures for dif-
ferent excitation modes. This was accomplished
by changing the ramp that splits the initial gas
into two halves (25). The results are shown in
Fig. 2B. In addition to the maximum of corre-
lations on the diagonal, a pronounced second
maximum on the antidiagonal can be seen. This
corresponds to enhanced correlations of the
points z1 = –z2, which are located symmetrically
around the center of the system. These correla-
tions are a direct consequence of an increased
population of quasi-particle modes that are even,
and a decreased population of quasi-particle modes
that are odd, under a mirror reflection with re-
spect to the longitudinal trap center. Consequent-
ly, the observations can be described to a first
approximation by the above theoretical model but
with different temperatures—that is, with b2m =
1/[kB(Teff + DT)] for the even modes and b2m–1 =
1/[kB(Teff – DT)] for the odd modes, respectively.
Fitting the experimental data of the steady state
with this model, we find kBTeff = 0.64 (T0.01) × m,
DT = 0.48 (T0.01) × Teff, and a reduced c2 ≈ 6.
More detailed insights and a more accurate

description of the experimental data can be
gained by fitting the steady state with the in-
dividual mode occupations as free parameters.
The results yield a reduced c2 close to 1 and thus
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Fig. 3. Statistical analy-
sis of the fitting
procedure. (A) Occu-
pation numbers nm (in
units of em/m) of the
quasi-particle modes
with index m, for dif-
ferent fitting proce-
dures applied to the
data from Fig. 2B. The
color of the points
encodes results where
modes up to m = Nmax

are fitted freely,
whereas all higher
modes are fit with the
same occupation num-
ber. The plot reveals
that the occupation of
the lowest even modes
is increased, and that
of the lowest odd
modes is decreased,
relative to the single-
temperature state from
Fig. 2A (dashed line).
(B) Scaling of the
reduced c2 value, and
of the corresponding
P value with Nmax. The
occupation numbers of
the lowest nine modes
and a single occupation number for all higher modes are sufficient to describe the experimental data
to very good accuracy.
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a very good description of the experimental
data (see Fig. 2B). As expected from our intui-
tive two-temperature model, the fitting confirms
that the occupation of even modes is strongly
enhanced, whereas the occupation of odd modes
is reduced (see Fig. 3A). Fixing these occupation
numbers extracted from the steady state, our
theoretical model also describes the complete
dynamics very well. This clearly demonstrates
that the different populations of the modes
were imprinted onto the system by the splitting
quench and are conserved during the dynamics.
In contrast, a simple model based on a usual
Gibbs ensemble with just one temperature for
all modes clearly fails to describe the data [best
fit: kBTeff = 0.38 (T0.01) × m, reduced c2 ≈ 25],
as visualized in Fig. 2C.
Notably, our fitting results for the GGE exhibit

strong correlations between the different even
modes and the different odd modes, respectively.
This demonstrates the difficulty in fully and in-
dependently determining the parameters of such
complex many-body states. In fact, any full tomog-
raphy of all parameters would require exponen-
tially many measurements. The results thus clearly
show the presence of a GGE with at least two, but
most likely many more temperatures.
Our work raises the interesting question of

how many Lagrange multipliers are needed in
general to describe the steady state of a realistic
integrable quantum system. In analogy to classical
mechanics, where N conserved quantities exist
for a generic integrable system with N degrees
of freedom, integrability in quantummany-body
systems has been proposed to be characterized
by the fact that the number of independent local
conserved quantities scales with the number
of particles (5). Here we conjecture that many
experimentally obtainable initial states evolve
in time into steady states, which can be described
to a reasonable precision by far fewer than N
Lagrange multipliers (8, 34). This would have
the appeal of a strong similarity to thermody-
namics, where also only a few parameters are
needed to describe the properties of a system
on macroscopic scales.
To illustrate this in our specific case, we inves-

tigated how many distinct Lagrange multipliers
need to be considered in the GGE to describe our
data with multiple temperatures (Fig. 3). Includ-
ing more and more modes in the fitting of the
experimental data, we found that the reduced
c2 values decrease and settle close to unity for
nine included modes, with all higher modes being
fitted by one additional Lagrange multiplier.
Looking at the P value for the measured c2 (35)
shows that only a limited number of Lagrange
multipliers needs to be specified to describe the
observables under study to the precision of the
measurement. A simple numerical estimate based
on the decreasing contribution of higher modes
to the measured correlation functions and the
limited imaging resolution leads to approximately
10 Lagrange multipliers, which is in good agree-
ment with our observations (25). Moreover, com-
paring this result with the single-temperature
steady state discussed earlier illustrates that the

complexity of the initial state plays an impor-
tant role for the number of Lagrange multipliers
that need to be included in a GGE.
In general, deviations of steady states from

the GGE description are expected to manifest
first in higher-order correlation functions. To
provide further evidence for our theoretical de-
scription and the presence of a GGE, Fig. 4 shows
examples of measured 4-point, 6-point, and 10-
point correlation functions of the steady state.
Like the 2-point correlation functions, they are
in very good agreement with the theoretical mod-

el and clearly reveal the difference between the
GGE and the usual Gibbs ensemble. This con-
firms that the description based on a GGE with
the parameters extracted from the 2-point corre-
lation functions also describes many-body ob-
servables, at least up to 10th order.
Our results clearly visualize, both experimen-

tally and theoretically, how the unitary evolution
of our quantum many-body system connects to
a steady state that can be described by a classical
statistical ensemble. We expect our measurements
of correlation functions to high order to play an
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Fig. 4. Examples of experimental 4-, 6-, and 10-point correlation functions. (A and B) Differences
between the steady state described by a single temperature (A) and the steady state described by multiple
temperatures (B) are significant and can be captured by the theoretical model. (C) The single-temperature
model cannot describe the state with multiple temperatures, which is reflected in high values of the local c2.
From left to right, we plot C(z1, 10, z2, 10), C(z1, –12, z2, 14), C(z1, 10, 10, z2, –20, 10), C(z1, –8, 8, z2, –24, –20),
C(z1, 4, 10, z2, –8, z2, –22, –18, 10, –4), and C(z1, –22, –8, z2, –22, –26, –22, z2, –26, –24). All coordinates
are given in mm and were chosen as representative cases for our high-dimensional data.
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important role in new tomography techniques
for complex quantum many-body states (36).
Moreover, the observed tunability of the non-
equilibrium states suggests that our splitting
process could in the future be used to prepare
states tailored for precision metrology (37).
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Mass spectrometry imaging with
laser-induced postionization
Jens Soltwisch,1 Hans Kettling,1,2 Simeon Vens-Cappell,1,2 Marcel Wiegelmann,1

Johannes Müthing,1 Klaus Dreisewerd1,2*

Matrix-assisted laser desorption/ionization mass spectrometry imaging (MALDI-MSI)
can simultaneously record the lateral distribution of numerous biomolecules in tissue
slices, but its sensitivity is restricted by limited ionization. We used a wavelength-tunable
postionization laser to initiate secondary MALDI-like ionization processes in the gas phase.
In this way, we could increase the ion yields for numerous lipid classes, liposoluble
vitamins, and saccharides, imaged in animal and plant tissue with a 5-micrometer-wide
laser spot, by up to two orders of magnitude. Critical parameters for initiation of the
secondary ionization processes are pressure of the cooling gas in the ion source, laser
wavelength, pulse energy, and delay between the two laser pulses. The technology could
enable sensitive MALDI-MS imaging with a lateral resolution in the low micrometer range.

M
atrix-assisted laser desorption/ionization
mass spectrometry (MALDI-MS) is used
for the analysis of large nonvolatile bio-
molecules (1). Typically, the analytes are
embedded intocrystallineMALDImatrices

(often aromatic carboxylic acids). Laser-induced
codesorption of both constituents into the gas
phase is convoluted with concomitant ioniza-
tion in primary and secondary ionization pro-
cesses (2–4). MALDI-MS imaging (MALDI-MSI)
visualizes the lateral distribution of numerous
biomolecules or that of administered drugs simul-
taneously by scanningmatrix-coated tissue slices
with a finely focused laser beam and recording
the ion profiles per irradiated pixel (5, 6). For
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Fig. 1. MALDI-2 ion source. Schematic drawing of the modified MALDI ion source of the Synapt G2-
S mass spectrometer with primary MALDI and PI laser beams and shielding aperture for increasing
the cooling gas pressure in the region of ion generation; 2.0 to 2.5 mbar of N2 were used for the
MALDI-2-MSI measurements. The lower panel illustrates the laser pulse triggering sequence.
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example, lipid profiles are increasingly used for
visualization of malignancies (7, 8) or to retrieve
valuable information about the general biochem-
istry in tissue (9). A lateral resolution below 10 mm
can now be achieved (10, 11) that could potentially
allow one to visualize the molecular content of
single cells, thereby fostering numerous appli-
cations in the life sciences (12–14).
However, restricted ion yields—less than 1 out

of 1000 desorbedmolecules is on average ionized

(15, 16)—and ion suppression effects (3) can im-
pede obtaining a more comprehensive picture
about the tissue composition. For example, lipid
mass spectra recorded in the positive ion mode
are typically dominated by the signals of phos-
phatidylcholines (PCs), whereas other phospho-
(PLs) and glycolipids (GLs) are often barely
detectable, even if these are present in the tissue
in high abundance (17). Because of the minute
amount of material that is ejected per laser shot,

this problem is aggravated in high-resolving
imaging (18). To increase the ion yields, single
andmultiphoton laser ionization of neutral gas
phase molecules (19, 20), as well as postioniza-
tion (PI) by means of an electrospray ionization
(ESI) beam (21), have been developed. However,
extensive analyte fragmentation limits the use
of direct photoionization to small molecules,
and ESI requires the use of ambient pressure ion
sources. For most analyte classes, the state-of-the
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Fig. 2. Mass spectra and MS images recorded from mouse cerebellum in
the positive ion mode. (A) MALDI-2 (red trace) and conventional MALDI mass
spectra (blue trace) acquired in the high-resolution mode of the instrument.
Each spectrum was accumulated over 144 pixels (two parallel lines, 20 laser
shots/pixel); lPI = 280 nm, t = 9 ms, p = 2.5 mbar. (B) Single pixel spectrum
acquired in the resolution mode. (C to L) Conventional MALDI-MS (left) and
MALDI-2-MS images (right) of brain lipids and (M to P) of liposoluble vitamins;

the molecular identities were corroborated by tandemMS (fig. S2). Images were
recorded with a pitch size (pixel-to-pixel distance) of 15 mm. (Q) Hematoxylin
and eosin (H&E) stain; the slice was taken approximately from interaural –2.5
to –3 mm. GL: granular layer, ML: molecular layer, WM: white matter. ✦:
[cholesterol – H2O + H]+; ∇: [PA + Na]+ (PA: phosphatidic acid) or [PA + K]+; ■:
[PC + H]+; □: [PC + Na]+ or [PC + K]+; ●: [PE + H]+; ★: [PE-O + H]+;✰: [PE-O +
Na]+ or [PE-O + K]+;▲: [PS + H]+;▸: [PC-O + H]+; +: [GalCer + H]+.
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art sensitivity achieved by classical MALDI-MSI
performed under vacuum is not met with these
methods.
Herewe introduce aPI strategy, calledMALDI-2,

that initiates secondary MALDI-like ionization
processes in the gas phase. InMALDI-2, the beam
of a pulsed ultraviolet (UV) laser intercepts the
expanding particle plume in an N2 cooling gas
environment (22, 23) (Fig. 1), which contrasts
with previous photoionization studies where clas-
sical high-vacuum ion sources (p ≤ 10−6 mbar)
were implemented (20, 24). An effective diam-
eter of ~5 mmof the primary laser beam (fig. S1)
was achieved by beam shaping (23) and by moun-
ting the focusing lens inside the MALDI ion
source (Fig. 1) (25).
Two positive ion mode mass spectra that we

recorded frommouse cerebellumwith andwithout
the PI laser are compared in Fig. 2A and table S1.
For this experiment,we chose2,5-dihydroxybenzoic
acid (DHB) as a classical MALDI matrix and pre-
pared the samples using a sublimation and recrys-
tallization protocol, to obtain a particular uniform
microcrystalline coating (fig. S1) (25).We observed
several classes ofmembrane lipids that are difficult
to image by conventional MALDI-MSI of PC-rich
tissue [e.g., cholesterol, phosphatidylethanolamine
(PE), plasmalogens (PE-O), phosphatidylserine (PS),
and neutral GLs such as galactosylceramide
(GalCer)] in the MALDI-2 spectra with [M + H]+

signal intensities that were up to two orders of

magnitude higher. The signal intensities of alkali
metal adducts increased more moderately by a
factor of up to 5, depending on the lipid class, or
remained essentially unchanged for PCs. Based
on exact mass, we could tentatively assign about
two to three times as many lipid species in the
mass-to-charge ratio (m/z) range of 670 to 850.
The benefit of the high signal intensities that we
obtained from a single 5 mm-wide pixel (Fig. 2B)
for MS imaging is demonstrated in Fig. 2, C to L,
with the example of selected PLs and GalCer an-
alyzed frommouse cerebellum. The distributions
of liposoluble vitamins A1 (retinol), D3 (cholecal-
ciferol), E (a-tocopherol), andK2 (menachinon-4)
could only be visualized withMALDI-2 (Fig. 2, M
to P). These compounds exhibit a high extinction
coefficient at 280 nm and are therefore detected
both as [M + H]+ and resonantly photoionized
M•+ species.
Next we asked if measurements in the nega-

tive ion mode would also benefit from the post-
ionization step; typically, positive and negative
ion mode measurements provide valuable com-
plementary information about the overall lipid
composition in tissue. We obtained up to one to
two orders of magnitude higher [M – H]– signal
intensities for several lipid classes (e.g., for PA,
plasmalogens PE-P and PE-O, PE, and PS) if de-
sorbed from a norharmane matrix (Fig. 3 and
table S2). This enabled MS imaging with high
signal contrast for about five times as many lipid

species. Only phosphatidylinositols (PIs; Fig. 3H)
and sulfatides (STs; Fig. 3I), compounds that are
already detected sensitively by regular MALDI-
MSI (23), display amoremoderate signal increase
or no notable gain (STs).
We also tested a few more tissue types and

analyte classes. For example, seminiferous tubule
structures of rat testis could be visualized via
their triacylglycerol (TG) content (fig. S5). Atypical
for conventional MALDI, these polar lipids were
detected as protonatedmolecules.MALDI-2-MSI
of plant (apple) tissue produced strongly enhanced
signals of mono- and oligosaccharides and of
polyphenolic glycosides (fig. S6). In contrast to
lipids and glycans, MALDI-2 of peptides has so
far not lead to a signal enhancement, possibly
because of different ionization mechanisms and
plume expansion dynamics (1, 2, 4).
To identify optimal PI conditions,we performed

a multiparameter study (Fig. 4). This revealed
that the MALDI-2 ionization efficiency depends
critically on a few key parameters, namely, the
buffer gas pressure p, delay between the laser
pulses t, wavelength of the PI laser lPI, and its
pulse energy EPI. Optimal ion yields were found
in distinct (matrix-dependent) parameter ranges.
In particular, an elevated pressure was required
(Fig. 4A and fig. S7). At p = 0.5 mbar, where only
a low signal increase was found, the derived
mean average velocity of neutral DHBmolecules
of about 500 ms−1 (Fig. 4C) corresponds well to
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values that were previously determined for clas-
sical high-vacuum MALDI conditions (2). How-
ever, at elevated pressures (1.5 and 2.5 mbar), the
molecules were effectively slowed down to mean
velocities below 100 ms−1. The absence of en-
trainment in a cooling gas flow and subsequent
gas-phase reactions probably account for the
inability of previousMALDI-PI studies to produce
protonated matrix molecules and higher molec-
ular weight compounds (20).
Apart from a small hypsochromic shift, reflect-

ing the difference between solution- and gas-
phase absorption spectra (26), the MALDI-2 ion
yields of lipids that are nonabsorbing at the PI
laser wavelength followed the optical absorption
characteristics of the matrix. Particularly high
[M + H]+ signals were obtained for wavelengths
below the two-photon ionization threshold of
DHB of ~310 nm (27) (Fig. 4, B and C). The same
behavior was found for the total ion count (TIC)
(fig. S7). In contrast, for alkali metal adducts of
the lipids, the wavelength characteristics more
closely reflected the overall absorption profile of
the matrix. Similar to conventional MALDI-MS
(28), high signals are here found also above 310 nm
(fig. S7D). Possibly, gaseous Na+ and K+ ions were
generated by the photodissociation of neutral
matrix clusters (29), which gave rise to additional
[M + Na]+ and [M + K]+ species.
We hypothesize that the mechanisms under-

lying ionization by proton transfer in MALDI-2

involve resonant two-photon ionization of the
matrix (m) by the PI laser (giving rise to m+• ions
and free e–), succeeding collisions with neutral
matrix molecules (leading to the generation of
protonated or deprotonated matrix), and proton
transfer to or fromneutral analytemolecules (M)
in subsequent collisions to yield the observed
[M + H]+ or [M – H]– products. With regard to
the analyte ionization step, similar mechanisms
are discussed for conventional MALDI (3). These
assumptions are supported by the detection of
high abundances of [m – H2O + H]+ ions of the
DHBmatrix andoligomers thereof, andof [m –H]–

ions of norharmane and a few oligomers thereof,
respectively (Fig. 4, D and E, and table S3). Also,
the observed adduct formation between some
analytes (e.g., PE) and these matrix-derived ions
supports the notion of ample gas-phase reactions
(fig. S8). Notably, the soft nature of the ionization
is accompanied by a low degree of analyte frag-
mentation (fig. S9A)
Next to the liposoluble vitamins (fig. S9, C and

D), we observed the direct two-photon ionization
of analyte molecules, giving rise to additional M•+

and M•– species, also for sialic acid–containing
gangliosides. The direct absorption of the laser
light by the weakly bound sialic acid residue(s)
and succeeding bond cleavage probably led to
the high levels of observed asialoganglioside
ions (Fig. 3J, fig. S9B, and table S2). So far, we
have observed the strong PI effect only with

laser spot sizes in the low 10- to sub–10-mm
range. This could be caused by the confine-
ment of the particle plume or by an insuffi-
cient overlap of the PI laser beam with a more
extended particle plume.
Given the high image contrast that was achieved

from only 5-mm-wide pixels, we postulate that
MALDI-2 will in the future enable MS imag-
ing with even higher lateral resolution in the 1-
to 2-mm range. This could provide analytical
possibilities that at present are mainly in the
domain of optical microscopy techniques. Addi-
tionally, the more comprehensive picture that
is obtained about the molecular composition
in tissue could substantially improve the confi-
dence level of methods that use altered lipid
profiles as markers for disease states.
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Fig. 4. Parameters affecting the MALDI-2 ion yields. (A) Heat map illustrating the effect of the cooling gas pressure p and laser pulse delay t on the
signal intensities of protonated PE molecules. Each data point (black dots) was recorded by applying 600 laser pulses onto approximately 50 positions
on DHB-coated homogenized liver tissue. (B) Effect of the PI laser wavelength l and pulse energy EPI. Solid white line: solution phase mean penetration
depth (a−1) of DHB; dashed yellow line: two-photon ionization threshold. (C) MALDI-2 signal intensities of protonated PE as a function of t for three
different gas pressures; average mean velocities are calculated as v = Dz/t with Dz = 0.5 mm. (D and E) Matrix mass ranges in the positive (DHB matrix)
and negative ion mode (norharmane), respectively.
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QUANTUM COMPUTING

Quantum versus classical annealing
of Ising spin glasses
Bettina Heim,1 Troels F. Rønnow,1 Sergei V. Isakov,2 Matthias Troyer1*

Quantum annealers use quantum fluctuations to escape local minima and find low-energy
configurations of a physical system. Strong evidence for superiority of quantum
annealing (QA) has come from comparing QA implemented through quantum Monte Carlo
(QMC) simulations to classical annealing. Motivated by recent experiments, we revisit
the question of when quantum speedup may be expected. Although a better scaling
is seen for QA in two-dimensional Ising spin glasses, this advantage is due to time
discretization artifacts and measurements that are not possible on a physical quantum
annealer. Simulations in the physically relevant continuous time limit, on the other hand,
do not show superiority. Our results imply that care must be taken when using QMC
simulations to assess the potential for quantum speedup.

W
ith the first archaeological records dating
back more than 6000 years (1), thermal
annealing is likely to be the oldest opti-
mizationmethod in human history. First
heating a material and then letting it

cool down slowly can relieve internal stresses
and allow the material to achieve a lower-energy
state. Inspired by thermal annealing, the simu-
lated annealing (SA) algorithm (2) was proposed
to find the ground states of combinatorial op-
timization problems—in particular, Ising spin
glasses described by the Hamiltonian

Hc ¼ −∑
i<j

Jijsisj − ∑
i
hisi ð1Þ

Here, the N spins si can take the values T1.
Spins si and sj on lattice sites i and j are
coupled by the Ising term Jij, and the hi are local
fields. Nonconvex optimization problems—such
as finding the ground state of this Ising spin
glass (3), job scheduling (4), circuit minimiza-
tion (5), and chain optimization (6)—find ap-
plications in many areas. These problems are

all nondeterministic polynomially complete (7),
which implies polynomial time mapping from
one problem to the other. Thus, any method to
efficiently find solutions to the Ising spin glass
problem would provide an efficient way of solv-
ing other important problems.
Applying the Metropolis algorithm (8),

Kirkpatrick et al. demonstrated that using SA—
i.e., simulating the process of cooling Ising spin
glasses in a Monte Carlo simulation—is an ex-
cellent method to minimize Hc (2). Starting in a

random state at high temperature, the system is
slowly cooled. Thermal excitations allow the es-
cape from local minima and relaxation into a
low-energy state with energy equal or near that
of the ground state E0 (9). We will refer to the
difference between the final energy E and E0 as
the residual energy Eres = E − E0. Quantum an-
nealing (QA) (10–14) uses quantum tunneling
instead of thermal excitations to escape from lo-
cal minima, which can be advantageous in sys-
tems with tall but narrow barriers, which are
easier to tunnel through than to thermally climb
over. To perform QA of Ising spin glasses, an
additional kinetic term is added, usually by ap-
plying a transverse magnetic field. The time-
dependent Hamiltonian of QA is given by

Hq ¼ −∑
i< j

Jijszi s
z
j − ∑

i
his

z
i − GðtÞ∑

i
sxi ð2Þ

where szi and sxi are Pauli z and x operators,
respectively. The transverse field G(t) is initially
much larger then the couplings, Gð0Þ≫jJij j; jhij,
and the spins start out aligned in the x direc-
tion. G(t) is slowly reduced to zero such that at
the end of the annealing process, we recover the
Hamiltonian of the initial Ising spin glass prob-
lem. On a perfectly coherent quantum device,
this algorithm (13) would find the ground state
of the spin glass in question with high proba-
bility, provided that the annealing time ta is suf-
ficiently long to stay adiabatically in the ground
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Fig. 1. Illustration of compu-
tational resources used in
SA and DT-SQA. (A) A lattice
of classical spins used in SA.
(B) DT-SQA maps the trans-
verse field Ising model to a
classical system representing
imaginary time paths of the
quantum spins in an addi-
tional imaginary time direc-
tion.We show an example of
M = 4 time slices with discrete
time steps Dt = b/M. (C) With
similar computational effort,
we can perform SA on M independent replicas.
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state (15, 16). QA can also be performed at non-
zero temperature—for example, on spin glass ma-
terials (17) or in programmable devices (18).
Although the simulation of unitary time evo-

lution scales exponentially withN, a variant of QA
can be efficiently performed on a classical com-
puter using stochastic dynamics in a quantum
Monte Carlo (QMC) simulation (19, 20). In this
simulated quantum annealing (SQA) algorithm,
the partition function of the quantum Isingmodel
in a transverse field is mapped to that of a clas-
sical Ising model in one higher dimension cor-
responding to the imaginary time direction (21),
as shown in Fig. 1. Details of the algorithms are
discussed in the supplementary materials (22).
Strong evidence for QA being superior to clas-

sical annealing comes from a comparison of
the performance of SQA and SA (14, 19, 20).
Upon increasing the annealing time, the resid-
ual energy in a two-dimensional (2D) Ising spin
glass was seen to drop faster in SQA than in SA,
indicating that quantum tunneling may be ad-
vantageous in finding low-energy states. How-
ever, recent studies of the performance of D-Wave
devices (D-Wave Systems, Burnaby, Canada), which
are designed to use superconducting circuits to
realize QA, failed to demonstrate indications of
quantum speedup (23). Furthermore, in contrast
to the work in (19, 20), no advantage of SQA over
SA was observed.
To understand these contradictory findings,

we first confirm the results of Santoro et al. (19)
by observing better scaling of SQA compared
with SA in Fig. 2 [and inmore detail in fig. S1 in
(22)]. However, these simulationswere performed
with a small number of time slices M and a cor-
responding large time step Dt = b/M = 1, which
we refer to as a discrete time SQA (DT-SQA) sim-
ulation. Here, b = 1/kBT (kB, Boltzmann’s con-
stant;T, temperature) is the inverse temperature.
Discrete time steps incur time discretization errors
of order Oðb3=M2Þ. To obtain accurate thermal
averages for the quantum system, one needs to
extrapolate results to Dt → 0 or perform a con-
tinuous time simulation (CT-SQA) that works di-
rectly in the limit Dt → 0 (24).
Repeating the simulations using CT-SQA, we

see an entirely different behavior. Although the

performance is improved for short ta, the re-
sidual energy saturates for longer ta at a level
higher than that reached by SA. Whereas the
time discretization error in DT-SQA does not
affect its use as a classical optimization algo-
rithm, it does not reflect a physical quantum
system, for which the continuous time limit is
relevant. Hence, the circumstances under which
SQA outperforms SA depend on whether we use
SQA as a quantum-inspired classical algorithm
or as simulation of a physical system.
Understanding the role of time discretiza-

tion in SQA is important both to estimate the
performance of experimental quantum annealers
as well as to tune SQA as a classical optimiza-
tion algorithm. To achieve this, we went beyond
the single instance of (19) and studied 1000 ran-
dom spin glass instances on an 80-by-80 square
lattice with periodic boundary conditions. We
use the same distribution of uniform couplings
Jij∈ð−2; 2Þ and hi = 0. The exact ground-state
energies E0 are obtained using the spin glass
server (25).
In Fig. 3A, we show Eres as a function of ta for

various M. As expected, for M → ∞, DT-SQA
converges toward the continuous time limit. We
confirm the behavior already indicated in Fig. 2:
Although the initial scaling is better in CT-SQA,
lower residual energies are reached using a
large time step. Comparing M = 16 and 64, a
lower residual energy of 2 · 10−3 is found forM= 16
compared with 5 · 10−3 for M = 64, despite the
computational effort being four times smaller.
Analyzing the residual energies as a function

of temperature with a constant number of time
slices in Fig. 3B leads to a similar observation.
For b < 20, the DT-SQA results match well with
the CT-SQA results [shown in fig. S4 in (22)],
indicating thatM = 64 is sufficient to converge
to the continuous time limit. At lower temper-
atures, deviations from CT-SQA are seen, and
the larger Dt = b/M allows us to find states with
lower energy than in CT-SQA.
When using SQA as a classical optimization

algorithm, we can search the final configuration
for the time slice with the lowest energy instead
of averaging over all time slices. However, we
also have to take into consideration the increased

computational effort of QMC simulations com-
pared with SA andmultiply the number ofMonte
Carlo steps (MCS) byM for DT-SQA and by b for
CT-SQA. Plotting the residual energy as a func-
tion of total computational effort in Fig. 4A, we
find that with suitable chosen b and M, DT-SQA
outperforms SA, agreeing with (19).
To use SQA as a classical optimization algo-

rithm, it is thus advantageous to use a small Dt
for short ta, because the continuous time limit
has a more rapid initial decrease of Eres. When
annealing for longer ta, a lower temperature
and larger Dt are preferred to reach lower as-
ymptotic residual energies. To reach the lowest
energies, rather large Dt values of order unity
are needed, where the system consists of few
moderately coupled individual replicas instead
of a more tightly coupled continuous path of
configurations.
Simulated quantum annealing simulations can

escape a local minimum through path-integral
configurations corresponding to tunneling events.
These configurations spend only short (imagi-
nary) times in high-energy configurations on the
barrier, thus avoiding the full cost of the barrier.
Although the Monte Carlo dynamics in SQA is
different from unitary dynamics of QA, they both
use a form of quantum tunneling to escape local
minima and are thus similarly sensitive to the
nature of barriers. Hence, SQA may indicate
whether a physical QA device is expected to show
an advantage over SA. A good correlation of SQA
[and a mean-field version thereof (26)] has been
seen for spin glass problems on a D-Wave One
device (27).
To use SQA to predict where QA might out-

perform SA, we have to take the physical contin-
uous time limit and use either CT-SQA orDT-SQA
with large enoughM. Figure 4B shows the slightly
higher residual energy obtained this way. For
short ta up to ta = 105 MCS, SQA still outperforms
SA when choosing an appropriate temperature,
but the asymptotic scaling is better for SA.
In all of our simulations, the residual energy

saturates at some point in SQA but not in SA,
indicating that the simulations consistently get
stuck in local minima for SQA. This may be un-
derstood by the more deterministic dynamics of
QA, which prefers a subset of low-energy states
(28). Repeating SQA, one may thus get consist-
ently stuck in similar local minima. SA, on the
other hand, starts in a random state at high tem-
peratures and therefore explores the configura-
tion space more evenly. The more deterministic
nature of SQA also explains the counterintuitive
result that for some choices of parameters (see
Fig. 4), the Eres may increase when annealing
more slowly. Similar to the work in (29), per-
turbing a quantum annealer (for example, by an-
nealing faster) can excite a system out of a local
minimum and thus help to ultimately uncover a
better solution.
Reinvestigating evidence for QA outperform-

ing classical annealing for spin glass instances, we
thus find that the performance advantage previ-
ously observed for path-integral QMC annealing
compared with SA for 2D spin glasses (19, 20) is
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Fig. 2. Residual energy
Eres dependence as a
function of annealing
time ta.Graph shows the
residual energy for SA,
DT-SQA, and CT-SQA for
the square-lattice Ising spin
glass instance of (19) with
6400 spins.The annealing
time is in units of MCS,
corresponding to one
attempted update per spin.
Eres and error bars (indicat-
ing 1-s statistical error) are
obtained by averaging over
40 annealing runs.

RESEARCH | REPORTS



due to large imaginary time steps in the path
integral and choosing the lowest energy over all
time slices. When taking the limit of continuous
time and measuring the average energy, the
advantage vanishes. These results are also con-
sistentwith recent arguments that 2D spin glasses
should not see any quantum speedup in QA (30).
It will now be important to explore whether 3D
spin glasses or spin glasses with long-range cou-
plings, where barriers are taller than in 2D, show
superiority for QA. There, and for problem in-
stances derived from hard application problems,
it will oncemore be essential to investigate both
discrete and continuous time simulations. CT-QMC
simulations can estimate the potential of QA to
outperform SA, but ultimately the unitary dynam-
ics of QA will need to help it outperformDT-SQA,
which is by itself an efficient classical optimi-
zation algorithm. Although the answer to this
question will have to wait for experiments on
improved QA devices, SQA simulations performed
in the correct way can guide the design of these
future experiments.
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Fig. 3. Convergence and
temperature dependence
of SQA. (A) Convergence
of DT-SQA toward the
continuous time limit M = ∞
obtained by CT-SQA. Shown
is the average of 1000 differ-
ent disorder realizations
annealed at an inverse tem-
perature of b = 20. The
lowest-energy configuration
along the imaginary time axis
was taken to calculate the
residual energy. (B) Temper-
ature dependence of DT-SQA
with a constant number of
M = 64 time slices. Lowering the temperature increases the time step Dt = b/M. This reduces the initial drop in energy but allows us to ultimately find a
final configuration with lower energy.

Fig. 4. Performance of
SQA as a classical opti-
mizer versus a physical
system. (A) SQA as a clas-
sical optimizer: When
choosing a suitable anneal-
ing temperature and time
step, DT-SQA scales better
than SA, consistent with
the results of (19). (B) SQA
as a simulation of a physical
system, using large enough
M to be converged to the
continuous time limit. Here
we average the final energy
over imaginary time
instead of picking the lowest-energy configuration.
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MARS ATMOSPHERE

Strong water isotopic anomalies in
the martian atmosphere: Probing
current and ancient reservoirs
G. L. Villanueva,1,2* M. J. Mumma,1 R. E. Novak,3 H. U. Käufl,4 P. Hartogh,5

T. Encrenaz,6 A. Tokunaga,7 A. Khayat,7 M. D. Smith1

We measured maps of atmospheric water (H2O) and its deuterated form (HDO) across
the martian globe, showing strong isotopic anomalies and a significant high
deuterium/hydrogen (D/H) enrichment indicative of great water loss. The maps sample
the evolution of sublimation from the north polar cap, revealing that the released water has
a representative D/H value enriched by a factor of about 7 relative to Earth’s ocean [Vienna
standard mean ocean water (VSMOW)]. Certain basins and orographic depressions show
even higher enrichment, whereas high-altitude regions show much lower values (1 to 3
VSMOW). Our atmospheric maps indicate that water ice in the polar reservoirs is enriched
in deuterium to at least 8 VSMOW, which would mean that early Mars (4.5 billion years ago)
had a global equivalent water layer at least 137 meters deep.

W
e report maps of water isotopologues
(H2O and its deuterated form HDO)
across the martian globe, which show
strong isotopic anomalies that are diffi-
cult to reconcile with simple fractiona-

tion processes. These maps address fundamental
unknowns such as the current representative
ratio of D/H in water and howmuch water was
lost over the geological life of the planet. Iso-
topic ratios are among the most valuable indi-
cators for the loss of volatiles from an atmosphere.
Deuterium fractionation also reveals informa-
tion about the cycle of water on the planet and
informs us of its stability on short- and long-term
scales. The vapor pressures of HDO and H2O
differ substantially near the freezing point, mak-
ing the condensation/sublimation cycle of the
isotopologues sensitive to local temperatures and
saturation levels and to the presence of aerosol
condensation nuclei.
Although many maps of H2O do exist [e.g.,

(1, 2)], and some of HDO [e.g., (3, 4)], two-
dimensional (2D) maps of atmospheric D/H en-
richment on Mars do not. Apart from preliminary
2D maps presented at conferences (5), previous
mapping attempts to measure D/H provided
only 1D maps of HDO and H2O based on nearly
simultaneous measurements at ground-based
infrared (IR) observatories [e.g., (6–9)] or 1DHDO
maps (ground-based) and quasisimultaneous
H2Omeasurements taken fromMars orbit by the
Planetary Fourier Spectrometer long-wavelength
channel (10). Local isotopic ratios such as de-

rived by Curiosity/Mars Science Laboratory (MSL)
(11) are representative of that specific location
and time and may not represent the actual D/H
of atmospheric water on Mars (see more below),
even though reports of hemispherically averaged
D/H in water indicated a similar value of 5 to
6 times the D/H of Earth’s oceans [Vienna stan-
dard mean ocean water (VSMOW)] (12, 13). Im-
portantly, such isolated (in time and in space)
measurements of D/H in the atmosphere were
typically—but incorrectly—assumed tobe represent-
ative of the bulk atmosphere. Spatially resolved
measurements of D/H at different times of day
and seasons are necessary to disentangle local
from global phenomena. Such maps reveal the
true isotopic ratio of current water reservoirs,
with implications for the global loss of water over
geologic time, and may also assist in the identi-
fication of new sources of water on Mars.
Currently, the martian atmosphere and sur-

face form an arid and highly inhospitable envi-
ronment (14, 15). The upper layers of soil were
heavily eroded by long-term aeolian activity, and
soil chemistry was strongly modified through
exposure to energetic photons and particles that
penetrated owing to inadequate magnetospheric
and atmospheric shielding. However, there is
ample evidence that ancient Mars was wet and
likely hosted habitable conditions (16, 17), partic-
ularly during the Noachian age (3.6 to 4.5 billion
years ago), probably leading to the formation of
rich subsurface aqueous reservoirs. Moreover, the
presence of extensive volcanism likely gave rise to
widespread hydrothermal activity and to the for-
mation of diverse chemical environments. Mea-
surements of epithermal neutron fluxes obtained
by Mars Odyssey (18) suggest the presence of im-
portant near-surface hydrogen concentrations on
Mars, and the polar layered deposits (PLD) are
estimated to contain ~21 m global equivalent
layer (GEL) of water (19, 20). The atmosphere
acts as a buffer between the exosphere (at the

boundary with outer space) and the main res-
ervoirs of H, C, and O (e.g., regolith and polar
caps), with atmospheric isotopic/abundance ratios
providing key diagnostics for quantifying the ex-
change among these environments.
The maps reported herein are based on ob-

servations of isotopic water made with high-
resolution spectrometers [CRIRES (cryogenic
infrared echelle spectrograph), NIRSPEC (near-
infrared spectrograph), and CSHELL (cryogenic
echelle spectrograph)] at powerful ground-based
observatories [VLT (Very Large Telescope), Keck,
and IRTF (InfraRed Telescope Facility), respec-
tively] [supplementarymaterials section 1 (SM-1)].
This program is founded on initial observations
performed usingNASA’s Kuiper Airborne Observ-
atory and the Kitt Peak National Observatory in
1989 (13), and later with IRTF (6, 7). Specifically
we targeted the n1 band of HDO near 2720 cm−1

(3.7 mm) and the 2n2 band of H2O near 2990 cm−1

(3.3 mm) (see Fig. 1). Spectral lines of these bands
on Mars are observable through our atmosphere
whenmeasured fromhigh-altitude observatories
at moderately high Doppler shifts (>11 km s−1),
i.e., whenMars’s lines are displaced sufficiently far
from the cores of their counterpart telluric ab-
sorbing lines. Observations of HDO are addition-
ally favored by the large D/H enrichment present
in the martian atmosphere and the strong D/H
depletion in terrestrial air at the high altitudes of
these observatories (9), which leads to high tel-
luric transmittances.We obtained the greatest sen-
sitivities to HDO andH2O onMars by performing
observations at times ofmaximumDoppler shifts,
typically several months before or after Mars’
closest approach to Earth (every ~2 years).
Mapping was achieved by stepping the spec-

trometer’s entrance slit across the planet and
sampling the planet’s spectrum at intervals along
the slit for each step, leading to full 2D (east-west
and north-south) coverage across the observable
disk (see details in SM-1). The distance between
slit positions was set in accordwith observational
image quality (“seeing”), guiding precision, and
slit width. For a typicalMars diameter of 8′′, a slit-
width of 0.2′′ and a “seeing” of 0.6′′, a typical map
would consist of 11 slit positions stepped across
the planet, with aminimumof 9 positions for less
favorable conditions. For each slit position, abun-
dance measurements are obtained at intervals of
0.6′′ along the slit. Themaps are of relatively high
spatial resolution (~500 km near sub-Earth posi-
tions), and, importantly, each map was obtained
within a short time interval (1 to 2 hours), thereby
providing hemiglobal snapshots in time that are
critical for investigating the effects of local phe-
nomena (e.g., orographic clouds and planet-scale
waves) and transient processes (e.g., polar re-
leases and diurnal effects).
The data reported here were collected over

several years and seasons on Mars from March
2008 until January 2014. From this database, we
made a localized D/H measurement over the
Viking 1 landing site (9) and obtained a compre-
hensive search for organics in the martian atmo-
sphere (15). Here, we present results from the
best data sets targeting D/H, obtained at times
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of low telluric water, high Doppler shift, and
maximum spatial coverage (CRIRES, 8–9 Septem-
ber 2009; CSHELL, 25 March 2008; NIRSPEC,
24 January 2014; CRIRES 29–30 January 2014)
(see Fig. 2 and fig. S1). The data span seasons
from late northernwinter to late northern spring
on Mars (areocentric longitude or season Ls =
335°, 50°, 80°, and 83°) and sample the critical
interval when the northern polar cap sublimates
and replenishes the atmosphere with water.
The highest spectral resolution is achieved

with the narrow slit (0.2′′) of CRIRES, leading to
a resolving power of l/dl ~100,000, whereas the
cross-dispersed feature of NIRSPEC provides the
broadest spectral coverage at a high resolving
power of l/dl ~40,000. Such broad spectral cover-
age allows us to sample HDO and H2O with a
single NIRSPEC setting, whereas measurements
with CRIRES and CSHELL require mappings at
two spectral settings (3.7 mm and 3.3 mm). Each
setting also samples lines of CO2 that we use to
establish the total atmospheric column and to
quantify extinction and scattering effects bywater
ice and dust aerosols (SM-2). Abundance ratios
and column densities for H2O and HDO at each
footprint are then corrected for local (spatial and
spectral) variations in the comeasured CO2 col-
umn, removing an important source of system-
atic error that would otherwise affect isotopic
measurements.Wederivemolecular columnden-
sities at each footprint by comparing the residual
spectrum to a synthetic Mars spectrum (color
traces in Fig. 1), itself affected by the mono-

chromatic telluric transmittance for each spec-
tral line at its Mars Doppler-shifted spectral
position. For this process, we employ the efficient
and robust Levenberg-Marquardt curve-fitting
method, which also provides reliable error esti-
mates as derived from the measured Jacobians
(SM-1). We typically obtain high signal-to-noise
ratios of ~70 for the HDO columns with CRIRES,
but the precision of the D/H ratio is defined
mainly by theH2O columns. Themedian accuracy
of the D/H measurements is 0.2, 0.5, 0.8, and 0.4
VSMOW for the January 2014 CRIRES, January
2014 NIRSPEC, September 2009 CRIRES, and
March 2008 CSHELL observations, respectively.
The H2O and HDO disk maps (Fig. 2) reveal

strong local anisotropies and seasonal variability.
The slow replenishing of water vapor in the
northern hemisphere as the polar cap sublimates
during northern spring is quite noticeable, in
particular when compared to the baseline mea-
surements in late northern winter (Ls 335°). Var-
iability of H2O with latitude and season is
apparent (Fig. 2) and is generally consistent with
previous spacecraft measurements of the water
cycle (21, 22). HDO maps superficially resemble
those of H2O in showing strong variability, but
their direct comparison reveals strong differences
that are most easily seen in the maps of the ratio
of D/H enrichment in water vapor, relative to
Earth’s oceans (VSMOW).
The maps of D/H enrichment show a remark-

ably different evolution and structure compared
with total water, with an apparent relationship

to topography and atmospheric temperature. Low
D/H values are seen at high altitudes, whereas
highD/Hvalues are seen in basins andorographic
depressions. Very low D/H [1 to 3 VSMOW] ap-
pears in the winter hemisphere, but the spring
hemisphere showsmuch higher values. The vapor
pressure isotope effect, which produces an iso-
topic fractionation at condensation (e.g., cloud
formation and frost/ground fog formation), could
explain some of this latitudinal variability, yet
the observed localized (in time and space) aniso-
tropies are certainly higher than was predicted
by current atmospheric models (23, 24). For in-
stance, preferential condensation of HDO could
perhaps explain the strong D/H depletion seen
in clouds over ElysiumMons on 24 January 2014
and similarly over the Tharsis district as observed
in September 2009 and January 2014. Interest-
ingly, strong clouds are observed over this region
by the Mars Color Imager camera onboard the
Mars Reconnaissance Orbiter (25). As discussed
in (24), Rayleigh distillation would provide the
strongest isotopic fractionation, yet (on Mars)
competition between condensation and sedi-
mentation may lead to certain nonequilibrium
fractions, while kinetic processes may enhance
or diminish the efficiency of fractionations on
Mars as is observed on Earth (26).
Importantly, our maps reveal notably higher

deuterium enrichment than was found in glob-
ally averaged observations that indicated D/H
values of 5.0 T 0.2 VSMOW (13) and 5.8 T 2.6
VSMOW (12). This difference is expected because
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Fig. 1. Mars high-resolution (l/dl ~ 100,000) residual spectra of HDO,
H2O, and CO2 acquired with two settings of CRIRES at VLTon 29 January
2014 (Ls 83°). The data shown were extracted for a field-of-view of 0.2′′
(slit width) × 0.256′′ (3 pixels along the slit) over Mars’s northern
hemisphere (latitude, 57° to 69°; longitude, 106° to 133E°). Spectra from
detectors D3 and D4 of each CRIRES setting are shown; detectors D1 and

D2 reveal additional lines of these species (SM-1). Residual spectral
deviation is 0.006 per pixel (1s). Each martian residual spectrum was
derived by subtracting synthetic spectra of the comeasured telluric and
solar absorption features (15), after normalizing to the martian continuum.
Synthetic models for HDO and H2O (red trace) and for CO2 (blue trace) are
in good agreement with the measured spectra.
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full disk measurements reflect the mean of di-
verse regions with low and high D/H, as revealed
by ourmaps (Fig. 2).Moreover, isolatedmeasure-
ments from a discrete region may reflect local
climatological effects and so may not represent
the deuteriumenrichment of the bulk atmosphere.
For instance, Gale Crater (location of the MSL
Curiosity rover) is at the boundary of a strong
gradient between two regions of D/H that range
from 1 to 7 VSMOW, where local and seasonal
effectsmay affect retrievals of D/H (Ls 50) (Fig. 2).
Our value at Gale Crater (6 VSMOW; Ls 50 and
80) is in good agreement with that derived with
theMSL Tunable Laser Spectrometer instrument
(6 T 1 VSMOW) in late 2012 (11). However, our
maps reveal that in regions and seasons where
both isotopologues are expected to be fully gas-
eous (equatorial and mid-latitudes during mid
and late spring, Ls 50, 83, 80), the atmosphere
shows highD/H (~7 VSMOW),with some regions
showing strong enrichments reaching 9 to 10
VSMOW.
Temperature is themain parameter governing

isotopic ratios in an atmosphere, but other fac-
tors such as relative humidity (condensation level),
presence of dust particles (condensation nuclei),
and dynamical/transport processes (e.g., expan-
sive cooling due to vertical lifting) affect the rate
at which condensation occurs for each isotopo-
logue. These factors affect the observable gas
phase D/H ratio (see D/H correlations with tem-
perature and water column in SM-3). Models for
the seasonal behavior of the D/H ratio on Mars
incorporate some of these effects. Using a 3D

general circulation model that included fraction-
ation effects, Montmessin et al. (24) predicted
hemispheric variability with a peak atmospheric
D/H value 15% lower than the value assumed for
the polar caps. In general, our results are in
agreement with the predicted level of variability
with latitude, but the strong local anisotropies
observed across the planet will require a more
realistic model to account for several climatolog-
ical processes acting on the isotopologues. Impor-
tantly, our typical atmospheric value (7 VSMOW)
implies that the permanent polar caps contain a
D/H of 8 VSMOW, following the modeling re-
sults in (24).
The great obliquity variations experienced by

Mars at million-year intervals (27) should have
caused allmajor ice reservoirs to vaporize and re-
form repeatedly, causing refreshedmixing of wa-
ter from the different repositories at regular
intervals. If so, all near-surface and polar reser-
voirs of water on Mars should share a relatively
common D/H ratio. Because we also observe
even higher D/H values (above 8 VSMOW) in
certain regions, such mixing would suggest that
the current reservoirs of water onMars contain a
higher D/H than initially thought and would
consequently require greater loss of water over
the planet’s lifetime.
Multiple reservoirs have been proposed to

account for the current inventory of water on
Mars, ranging from the observable PLD (19, 20),
to ice-rich regolith atmid-latitudes (28, 29), near-
surface reservoirs at high latitudes (30), and sub-
surface reservoirs as implied by gamma ray and

neutron observations (31). As summarized by
Kurokawa et al. (32), the PLD can be defined as
the minimum estimate of the current inventory
ofMars. The PLDwould correspond to 1.4 T 0.3 ×
1018 kg of water [or 10 T 2mGEL of water for the
north polar region (19)] and 1.6 T 0.2 × 1018 kg
(11 T 1.4 m GEL) for the south polar region (20),
totaling 21 T 3.4 m for the PLD reservoir. Recent
estimates suggest that the PLD contain 17 to 21m
GEL, with 25 to 29 m GEL across all directly
measured reservoirs (33). The initial reservoir of
water on Mars (Mp) can be estimated from the
current inventory of water on Mars (Mc) and its
isotopic ratio (Ic) when knowledge of the ancient
isotopic ratio (Ip) exists, together with the fraction-
ation escape rate (f ) of the isotopologues, using
the relation equation Mp/Mc = (Ic/Ip)^[1/(1 – f )].
From Hubble Space Telescope measurements of
D and H Lyman-a emissions in the upper atmo-
sphere ofMars, Krasnopolsky et al. (34) derived a
fractionation rate of 0.02. Usui et al. (35) mea-
sured a water D/H of 1.275 VSMOW in melt in-
clusions (estimated to be 4.5 billion years old)
within the Mars meteorite Yamato 980459. Tak-
ing this value as Ip and 21 m GEL as Mc, our
estimate of 8 VSMOW(for the PLD) as Ic implies
that Mars had at least 137 m GEL of water 4.5
billion years ago (see Fig. 3).
This value could be defined as a lower bound

for the original GEL because it is based on the
minimum current water reservoir (PLD) and ne-
glects the young Sun’s high extreme ultraviolet
fluxes (36), which would have led to the un-
fractionated escape of H and D. If we assume
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Fig. 2. Maps of HDO and H2O and their ratio on Mars, obtained at four dif-
ferent seasons (from late northern winter to late northern spring). D/H
maps (upper row) were obtained by calculating the ratio of the measured
abundance of HDO and H2O extracted from maps of the individual species
(lower row) and are presented relative to the D/H value in Earth’s ocean water
(VSMOW). The ratio maps (upper row) show the progressive enrichment of

D/H in the northern hemisphere as the polar cap sublimes during northern
spring. The isotopologue maps (HDO and H2O) also reveal strong local en-
hancements and variability but with significant differences between them,
associated with global and local climatology. In particular, low D/H values are
observed at regions of low temperature and/or high altitude, with high values
observed at orographic depressions (e.g., Acidalia Planitia and Utopia Basin).



that all currently measured water reservoirs (25
to 29 m), including the atmosphere, share the
representative 7 VSMOW enrichment, then the
ancient estimate is 142 to 165 m, further estab-
lishing the 137-m GEL value as a lower bound.
Considering Mars’s current topography (37), 137 m
GEL water would have covered up to 20% of
the planet’s surface (38). Meteoritic records dated
to 4.1 billion years ago (39, 40) and clay minerals
in Gale Crater (41) indicate a much higher D/H
than in Yamato 980459, implying that the loss of
water from Mars occurred in stages (32), with a
substantial amount of water being lost in the first
0.5 billion years. Geomorphological records on
Mars do indicate a wetter past (up to >2000 m
GEL), yet—as summarized by Carr andHead (38)
and more recently confirmed by subsurface ob-
servations with the Mars Advanced Radar for
Subsurface and Ionosphere Sounding (42)—the
best estimate is provided by the Vastitas Borealis
Formation, which implies 2.3 × 107 km3 of water
(156 m GEL). This estimate is in relatively good
agreement with our value (137 m GEL) as infer-
red from our estimate of D/H enrichment (8
VSMOW) in the PLD. The difference between
the two estimates would also mean that ~20 m
GEL of water are currently “missing” and could
be stored in other proposed water reservoirs (e.g.,
deep aquifers).
Our D/H maps highlight the importance of

obtaining isotopic measurements on Mars that
are both spatially and temporally resolved in or-
der to separate climatological from evolutionary
effects. Such investigation ultimately leads to a
more accurate estimate of the actual D/H of
water reservoirs on Mars and improves both the
estimate of water loss over geologic time and es-
timates for the “missing”water thatmight reside
inundiscovered reservoirs.More realistic estimates
on current and ancient fractionation rates (e.g.,
fromNASA’sMars Atmosphere and Volatile Evo-
lutionMission) and a larger sample of ancient D/H
values derived from authentic (meteorites) and

from drilled and/or returned samples would bet-
ter constrain the water inventory on Mars, cur-
rent and past.
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Fig. 3. Isotopic enrichment as evidence for global loss of water onMars. After correcting for local climatological fractionation of the measured D/H ratio (Fig. 2),
the current ratio for D/H in atmospheric water on Mars is at least 7 VSMOW, implying a D/H ratio of 8 VSMOW in the north polar reservoir (red curve and right axis).
Assuming a fractionation factor f of 0.02, the D/H ratios obtained from water in Mars meteorites (Yamato 980459, 4.5 billion years old) imply that Mars’s initial water
reservoir was larger than the current water available on Mars by a factor of at least 6.5 (blue curve and left axis).When considering the current PLD content of 21 m of
water, this would imply that at least 137 m GEL of water was present on Mars 4.5 billion years ago, covering 20% of the planet’s surface.
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Eddy-driven subduction exports
particulate organic carbon
from the spring bloom
Melissa M. Omand,1* Eric A. D’Asaro,2 Craig M. Lee,2 Mary Jane Perry,3

Nathan Briggs,3 Ivona Cetinić,3 Amala Mahadevan1†

The export of particulate organic carbon (POC) from the surface ocean to depth is
traditionally ascribed to sinking. Here, we show that a dynamic eddying flow field
subducts surface water with high concentrations of nonsinking POC. Autonomous
observations made by gliders during the North Atlantic spring bloom reveal anomalous
features at depths of 100 to 350 meters with elevated POC, chlorophyll, oxygen, and
temperature-salinity characteristics of surface water. High-resolution modeling reveals
that during the spring transition, intrusions of POC-rich surface water descend as
coherent, 1- to 10-kilometer–scale filamentous features, often along the perimeter of
eddies. Such a submesoscale eddy-driven flux of POC is unresolved in global carbon cycle
models but can contribute as much as half of the total springtime export of POC from
the highly productive subpolar oceans.

T
he biological carbon pump (1), coupled with
physical processes, makes the North Atlan-
tic ocean a perennial and substantial sink
of atmospheric CO2 (2, 3). Seasonally, strong
winter-time cooling and winds enhance

CO2 solubility (4) and gas transfer, drive con-
vective and turbulent circulations deepening
the mixed layer, sequester carbon (5), and
entrain nutrients into the mixed layer. With
the onset of spring, increasing light, a shoaling
mixed layer (6), enhanced stratification (7), and
suppressed turbulent convection (8) lead to ex-
ceptionally high rates of phytoplankton produc-
tion, resulting in a bloom. A critical piece of the
carbon cycle is the ensuing export of organic
carbon from the surface productive layer to
the mesopelagic (100 to 1000m). Traditionally,
carbon-flux studies in the region have focused
on export by sinking particles (9). Models have
been used to infer the contribution of oceanic
subduction to carbon export, most often de-
scribed in terms of large-scale water-mass trans-
formation and advection over seasonal time scales
(10–12). Here, using observations complemented
by a high-resolution physical-biological process
model, we present evidence that export also
occurs through localized subduction of small,
nonsinking particulate carbon (Fig. 1A). The
intensification of fronts within the eddying
flow field, through convergence, frontogenesis,
and wind-forcing, generates downward veloc-
ities (13, 14) along sloping isopycnal surfaces
that create subsurface intrusions of the surface
water (15, 16). The resulting eddy-driven sub-

duction at scales of order 1 to 10 km leads to
episodic injections of water from the surface
mixed layer (17, 18) (Fig. 1A) and net transport of
particulate organic carbon (POC) to depth (19, 20).
During the North Atlantic Bloom study of

2008 (NAB08), we carried out intensive obser-
vations of the onset (7) and progression of the
spring bloom. The observations weremade with-
in the water-following reference frame provided
by a Lagrangian mixed-layer float, sampled spa-
tially by four autonomous Seaglider robots at
distances of 1 to 50 km from the float. The gliders
measured chlorophyll fluorescence (Chl F), op-
tical backscatter (a proxy for POC), oxygen, sa-
linity, temperature, and pressure. Analysis was
performed on 774 glider profiles (to 1000 m)
obtained over 25 days starting (at yearday 120;
yearday 1 is 1 January 2008) a few days after the
onset of the bloom. The backscatter and Chl F
records were filtered to remove spikes caused by
large, sinking aggregates (21), likely containing
diatom spores (22), and the remaining signal
was attributed to small POCwith negligible sink-
ing rates. The co-occurrence of POC and Chl F
in ratios typical of phytoplankton suggests that
a good fraction of these particulates were live
phytoplankton cells.
In 9.2% of the analyzed glider profiles, we

observed distinct subsurface maxima [see the
supplementary materials, section S1.3 (SM S1.3)]
in POC, Chl F, and oxygen co-occurringwith anom-
alous temperature-salinity properties (“spice”)
(fig. S2) characteristic of the surface mixed layer
(Fig. 1, B and C). These lateral intrusions of water
(27) extending downward from the surface oc-
curred at depths ranging from 100 to 350m, well
below the mixed layer and euphotic zone where
phytoplankton can grow. In fact, 63 (of 71) sub-
surface maxima in POC collapse onto distinct
potential density surfaces (isopycnals), suggest-
ing that these are multiple observations of the

same few intruding features (Fig. 1D). The dy-
namic height estimated from anobjectivemap of
glider-based depth-averaged currents (SM S1.2)
from this period indicates that the platforms
(float and gliders) were orbiting an anticyclonic
eddy (Fig. 1E). Theory andmodeling suggest that
such regions of enhanced vorticity are preferred
locations for subduction (15).
The subsurface intrusion of surface water

with elevated POC in the density range st =
27.43 T 0.01 kg m−3 (purple segments, Fig. 1, C
and D) was sampled multiple times over a span
of 17 days (yeardays 128 to 145) (Fig. 1E). The
data suggest that this isopycnal was in the
mixed layer before yearday 130, after which it
remained below the mixed layer and euphotic
zone, isolated from light or air-sea gas exchange
for at least 17 days, which is sufficiently long for
remineralization to return the organic mate-
rial to dissolved inorganic form. As the bloom
developed, POC increased and oxygen became
increasingly supersaturated in the surface mixed
layer. The apparent oxygen utilization (AOU) cal-
culated with reference to saturation at the sur-
face was thereby negative (open circles, Fig. 2) in
the mixed layer. Within the subsurface features,
the oxygen and POC decreased (filled circles,
Fig. 2) and AOU became positive. We interpret
the increase in mixed-layer POC and oxygen as
resulting from photosynthesis, and their sub-
surface depletion as resulting from respiration
of organic carbon. The ratio between changes
in the AOU (or oxygen) and POC is ~1.5 (Fig. 2), a
respiratory quotient consistent with previous
observations (23). Assuming negligible venti-
lation or photosynthesis, the rates of oxygen
utilization imply a remineralization rate of
0.4 mmol O2m

−3 d−1 between yeardays 130 and
145, consistent with previous estimates in the
North Atlantic (24).
Eddy-driven subduction was mechanistically

explored with a three-dimensional process-study
ocean model (25) coupled to a simple phyto-
planktonmodel with a light-dependent growth
rate (26) (SM S2). The domain is 480 km in me-
ridional extent and 96 km east-west, with pe-
riodic boundaries in the zonal direction. The
model is initialized in midwinter (yearday 30),
with three fronts spanning the domain; forced
with winds; and allowed to evolve for 4 months
(7). By yearday 120 (the start of the observations
presented here), the modeled phytoplankton
bloom is well developed. The light-dependent
growth of phytoplankton results in high concen-
trations of POC near the surface, particularly
where stratification has set in. The model shows
eddies with filaments of positive and negative
vorticity (Fig. 3A) that correspond with horizon-
tal gradients in buoyancy and enhanced POC
(Fig. 3B). Downward-sloping, tongue-like intru-
sions of water rich in POC extend from the
surface into the interior. Vertical profiles through
these features (Fig. 3C) are remarkably similar
to the glider profiles. Approximately 10% of the
model profiles exhibit subsurfacemaxima, sim-
ilar in prevalence to the observations. Projected
onto a horizontal surface at 200m, profiles with
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deep local maxima in POC are clustered in co-
herent streaks and patches, most often in re-
gions of subsurface negative vorticity (black
points, Fig. 3, A and B). The probability distri-
butions of depth-averaged currents, POC con-
centration, isopycnal depth, and isopycnal tilts
are very similar in the model and observations
(SM S2.1), giving us confidence that the model
captures the temporal and spatial scales of both
the physics and biology and can thus be used
to estimate the POC flux due to eddy-driven
subduction.
The intensification of fronts on the periph-

eries of mixed-layer eddies drives secondary
ageostrophic circulations, generating vertical
velocities of approximately 30 m d−1 and ageo-
strophic cross-front flows of 3 to 5 cm s−1 (15).
This ageostrophic flow is largely along isopycnal
surfaces and carries water from the surface layer,
below and across the front, and delivers its con-
tents to the stratifying interior (19). Similarly, the
secondary circulations transport water from the
base of the mixed layer to the surface. Because
POC is produced in the sunlit surface layers as
the mixed layer is stratifying, there is a strong
vertical gradient in POC. This results in a net
downward flux of POC.
The vertical flux of POC in the model is the

covariance between POC anomalies, defined as
c′ = POC − 〈POC 〉, and vertical velocity w′, cal-
culated as Flux = 〈w′c′〉, where angle brackets
denote the horizontal average at each depth
(shown at 100 m in Fig. 4A). On average, a
negative covariance (subduction of POC) results
from downward transport of POC-rich water

SCIENCE sciencemag.org 10 APRIL 2015 • VOL 348 ISSUE 6231 223

 0

-100

-200

-300

-400

     0

-100

-200

-300

-400

z 
(m

)
t (

kg
 m

)

POC
DO

POC, 
DO DIC

dense less dense

z 
(m

)

-27                                             -26                                            -25

61

61.5

30
 k

m

colors = objective map of dynamic height (from DACs)
blue = anticyclonic, red = cyclonic
arrows = Lagrangian ML float (and glider) direction 

yd 129

yd 126

yd 132

yd 
135

yd 137

yd 142

yd 143

yd 145

yd 150

la
tit

ud
e

longitude

year day (yd)

yd 123

other features (seen in panels c,d)

tofeatures with 

Lagrangian ML float locations

glider tracks

     hour of year day 121

glider POC profiles

Fig. 1. (A) Eddy-driven subduction transports POC- and oxygen-rich surface water along tilted
isopycnals. (B) Examples of Seaglider profiles of POC (gray, range 71 mg m−3), dissolved oxygen
(DO) (red, range 25 mmol m−3), and spice (p, blue, range 0.17 kg m−3) from yearday 121 show
features with elevated concentrations below the mixed layer (depth defined by Dst = 0.03, dashed
black line). (C) Thirty-day time series of 71 (of 772) POC profiles with distinct subsurface features
versus depth. Black segments indicate the st span (0.005) of each feature. (D) POC profiles from (C)
versus st, with 33 of the features falling within the same water mass (defined by st = 27.48 T 0.005 kg m−3)
indicated by purple shading. (E) Locations of the subsurface features (colored symbols) from (C) and
(D) overlaid on the tracks of the Seagliders (gray lines) and mixed-layer float (open circles, locations
shown every 3 hours). The approximate location and yearday of the mixed-layer float is indicated by
arrows. Most features were observed in the vicinity of anticyclonic regions (the dynamic height is shown
in colors, with anticyclonic streamlines indicated by blue colors and an overall range of 8 cm), based on
objective mapping of the depth-averaged currents (DAC) from gliders.

0 5 10 15
POC (mmol C m )

0

5

10

A
O

U
 (

m
m

ol
 O

2 
m

)

125 140 145 150120

Fig. 2. AOU versus POC averaged within the
subducted features (solid circles) and over the
mixed layer (open circles), colored by yearday.
The AOU increases as the POC decreases on the
subducted features over time, indicative of respi-
ration and diverging from simultaneously mea-
sured surface values.The best fit to the filled circles
(dashed black line) has a slope of 1.5, consistent
with a respiratory quotient arising from bacterial
metabolization. AOU is defined as the difference
between the saturation oxygen (at measured
temperature, salinity, and surface pressure) and
the measured oxygen.

RESEARCH | REPORTS



and upward transport of water relatively devoid
of POC. Our model shows that w′, c′, and their
covariance are coherent in filaments that are
just a few kilometers in width (fig. S10) and de-
liver water to depths approaching the winter
mixed layer.Model diagnostics suggest that only
a small fraction of the subducted water is re-
entrained into the mixed layer, and this occurs
mostly within the first 2 days. More than 75% of
the water remains subducted until the end of
the model simulation (a further 10 days), sug-
gesting that it would remain below the mixed
layer over the course of the summer (SM S2.2).
We parameterize the eddy-driven flux of POC

〈w′c′〉 in terms of the eddy-driven vertical flux of
buoyancy 〈w′b′〉 = ye M

2 (28), where ye is the
overturning stream function arising frommixed-
layer eddies and M2 = |∇H b| is the character-
istic horizontal gradient of buoyancy b ≡ −gr0−1

(r−r0) in the mixed layer. We use an existing
parameterization, ye ∼ CeM

2H2f −1 (29), where
H is the mixed layer depth, f is the Coriolis pa-
rameter, and Ce = 0.08 is a scaling constant.
The vertical POC flux must account for the fact
that isosurfaces of POC are not aligned with the
isopycnal surfaces (isosurfaces of b). Whereas the
isopyncals are sloping, the POCgradient is largely
vertical. Thus, 〈w′c′〉 ∼ 〈w′b′〉 〈 ∂POC∂z 〉 〈bz〉−1. We
evaluate 〈 ∂POC∂z 〉 as [POC]/H*, where [POC] is
the spatial average of surface POC, and H* is
the depth of the photosynthetically productive
surface layer taken to be H in the North Atlan-
tic but set equal to the euphotic layer when it is
deeper than H (SM S3.4.1). The resulting scaling
estimate for the vertical flux of POC due to eddy-
driven subduction (see SM S3.3 for details) is
therefore

Flux ¼ 〈w′c′〉 ∼ yeG½POC�=H� ð1Þ
where G =M2/N2 = |∇b|/ bz represents the mean
slope of the isopycnals in the restratifying region.
Spatially integrated, the export of POC by

eddy-driven subduction is time dependent and
varies with mixed-layer depth, vertical and lat-
eral buoyancy gradients, and the surface con-
centration of POC. Using domain-averaged values
of M2, N2, H, and surface POC over the upper

50 m of our model, we find that our scaling es-
timate (Eq. 1) captures the mean (Fig. 4A) and
88% of the variability in the domain-averaged
flux at 100-m depth, calculated directly from
themodel as F100 = 〈w′c′〉 (fig. S14, B and C). The
maximal flux occurs when the mixed layer is
stratifying but is still deep in places, stratifica-
tion is patchy, lateral buoyancy gradients exist,
and the bloom has begun—i.e., [POC] is high.
In our model, we observe that the POC flux F100
increases from yearday 120 as the upper ocean
becomes stratified and the bloom grows (Fig.
4A), attaining values of 170 mgC m−2 d−1. Later,
although the near-surface POC continues in-
creasing (fig. S13A), the POC flux due to subduc-
tion is restricted to a much shallower region as
the mixed layer shoals and stratification inten-
sifies, leading to a reduction in F100 to roughly
50mgCm−2 d−1. Eddy-induced fluxes act mainly
along sloping isopycnal surfaces (30), and eddy-
driven subduction of POC is most effective when
a phytoplankton bloom occurs in conjunction
with eddy-driven stratification (7).
Comparing our estimate of the eddy-driven

POC flux with the sinking export of POC is not
straightforward, because observations of sinking
flux events are usually local and not integrated
in space and time. Concurrent estimates from
NAB08 based on nitrate, POC, and dissolved
oxygen indicated that the total carbon export
peaked at 984 mgC m−2 d−1 (23). Export diag-
nosed from 234Th disequilibria over a similar
period (in May) was up to 500 mgC m−2 d−1 (31).
During the short-lived diatom bloom observed
within a patch of productive water, sinking
export of large particulates was estimated as
514 mgCm−2 d−1 (21) at a depth of 100 m. During
the Joint GlobalOcean Flux StudyNorth Atlantic
Bloom Experiment campaign, the export flux
of sinking particles peaked at 492 mgC m−2 d−1

in early May (32). In comparison with event-
based estimates of sinking export (21, 32), eddy-
driven subduction of POC accounts for about
25% of the total export flux.
To arrive at an integrated estimate of the

eddy-driven POC subduction globally in spring,
we evaluate our scaling (Eq. 1) with the Sea-

Viewing Wide Field-of-View Sensor (SeaWiFS)
satellite–derived surface POC and the Monthly
Isopycnal and Mixed-Layer Ocean Climatology,
from which we derive mixed-layer depth H,
vertical and lateral buoyancy gradients N2 and
M2 during March through May for the Northern
Hemisphere, and September through November
for the Southern Hemisphere, respectively (SM
S3.4 and fig. S15). The largest fluxes occur in
regions with seasonally varying mixed layers
(Fig. 4B). We compare this estimate to the total
export, which includes the sinking flux of POC
estimated from satellite data with a model (33),
and our estimate of eddy-driven subduction. Dur-
ing the spring, our estimate suggests that eddy-
driven subduction of POC contributes as much
as half the total export of POC in the North
Atlantic, the Kuroshio extension, and the South-
ern Ocean (Fig. 4C). The covariation of high POC,
lateral buoyancy gradients, and relatively deep
winter mixed layers provides the conditions for
mixed-layer eddies, which during the early spring
bloom drive a subduction of POC and oxygen, as
evidenced from our observations and modeling.
Such a mechanism for the export of POC, dis-
solved organic matter, and oxygen is unresolved
in global climate models.
Previous estimates of POC export have typ-

ically fallen short of closing the budget for carbon
in the mesopelagic ocean (34, 35). Disaggregation
of large POC by zooplankton (36) and the de-
trainment of POC-rich water from the mixed
layer by seasonal stratification via the so-called
mixed-layer pump (5) are some of the mecha-
nisms that have been invoked to reconcile this
budget and explain the export of small particles
(0.2 to 20 mm) to depths up to 1000 m in the
Norwegian Sea (37). The high spatiotemporal
resolution of our observations and modeling
points, however, to an alternate pathway for
carbon export. Unlike the mixed-layer pump,
this mechanism transports water from the most
productive surface layers as they experience
eddy-driven stratification and rapid growth of
phytoplankton due to enhanced light exposure.
The fate of the subducted carbon, and its poten-
tial to be sequestered for long periods, depends
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Fig. 3. A subdomain of
modeled (A) relative
vorticity (z) normalized by
planetary vorticity (f) and
(B) POC from 200 to
600 m depth on yearday
125.The x-y locations of
subsurface features identi-
fied with the model are indi-
cated by black points in the
z = 200 m plane. Black lines
indicate thepotential density
(st) contours.The domain is
selected to intersect a region
at the periphery of an anti-
cyclone, containing high
POC and deep negative vorticity consistent with frontogenetic subduction. (C) Examples of 96 model POC (mgC m−3) profiles at y = 0 show that roughly 10%
contain subsurface features of elevated POC similar to the observations with Seagliders.The depth range shown in (A) and (B) is indicated by blue shading.
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on several factors, including lateral advection by
the large-scale circulation.
In the ocean, large cells and aggregates of or-

ganic matter are exported efficiently by sinking.
But the total POC biomass is roughly evenly dis-
tributed among all size classes due to the rela-
tively large numbers of small cells and particles
that constitute a large fraction of the net primary
production (38). Eddy-driven subduction pro-
vides an export pathway for the small size classes
of POC and likely also dissolved organic carbon.
(DOC) Such a subduction of small cells substan-
tially augments the POC export arising from the
sinking of large particles. Small particles andDOC
provide an important source of organic carbon to
the microbial food webs (36), and because the sub-

duction is spatially heterogeneous, we anticipate
that it stimulates hot spots of microbial activity
that have implications for mesopelagic ecology.
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PALEOCEANOGRAPHY

Middle Miocene closure of the Central
American Seaway
C. Montes,1* A. Cardona,2 C. Jaramillo,3 A. Pardo,4 J. C. Silva,5 V. Valencia,6 C. Ayala,7

L. C. Pérez-Angel,1 L. A. Rodriguez-Parra,1 V. Ramirez,8 H. Niño8

Uranium-lead geochronology in detrital zircons and provenance analyses in eight boreholes
and two surface stratigraphic sections in the northern Andes provide insight into the
time of closure of the Central American Seaway. The timing of this closure has been
correlated with Plio-Pleistocene global oceanographic, atmospheric, and biotic events.
We found that a uniquely Panamanian Eocene detrital zircon fingerprint is pronounced in
middle Miocene fluvial and shallow marine strata cropping out in the northern Andes
but is absent in underlying lower Miocene and Oligocene strata. We contend that this
fingerprint demonstrates a fluvial connection, and therefore the absence of an intervening
seaway, between the Panama arc and South America in middle Miocene times; the Central
American Seaway had vanished by that time.

C
losure of the Central American Seaway,
defined here as the deep oceanic seaway
along the tectonic boundary of the South
American plate and the Panama arc, is
thought to have modified the salinity of the

Caribbean Sea, ultimately affecting ocean circu-
lation patterns and global climate (1), as well as
to have triggered the Great American Biotic In-
terchange (2). However, the role of the formation

of the Panamanian Isthmus in such global changes
remains controversial, in part because of the dif-
ficulty of establishing a precise chronology of
seaway closure (3). Data on the chronology of
Isthmus emergence suggests that the closure not
only occurred earlier than previously thought (4)
but also may have resulted from factors other
than the emergence of currently high terrain in
Panama (5, 6).

The Uramita suture (7) separates the young
Panama arc to the west from the old Andean
terranes to the east (Fig. 1). These are mutually
exclusive geochronological domains that are ide-
ally suited for documenting the time of detrital
exchange. The young Panama magmatic arc was
built on an oceanic plateau substrate (8) during
latest Cretaceous to Eocene times [67 to 39 mil-
lion years ago (Ma), with a peak around 50 Ma]
(6, 9), with renewed magmatic activity as young
as 19 Ma (10) east of the Canal Basin and 10 Ma
and younger west of it (11). To further character-
ize the Panama magmatic arc fingerprint, we
dated a string of incompletely mapped granitic
plutons along the northeastern coast of Panama
and western Colombia (Fig. 1C), obtaining eight
U/Pb magmatic zircon ages ranging between
59 and 42 Ma (217 U/Pb analyses; table S1). The
northern Andes, in contrast, include magmatic
rocks accreted during latest Cretaceous times
(8) to a core of plutonometamorphic rock of
late Precambrian (12–14) and Permo-Triassic age
(14, 15), and plutonic rocks of Jurassic to Creta-
ceous age (16). Middle Eocene magmatism is
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Fig. 1.Tectonic setting of the study area and loca-
tion of samples. See Table 1. Thick lines represent
major boundaries (28). Zero-milligal (0 mgal) contour
(29) highlights the geodynamic continuity of the
Panama arc; there are no structural breaks between
the Uramita suture and the Canal Basin. (A and B)
Detrital zircon ages recovered from (A) lower Miocene
strata in the Canal Basin (6) and (B) Oligocene-Miocene
strata in the Nuevo Mundo Syncline (18) and rivers
draining the Eastern and Central cordilleras (19). (C)
New U/Pb zircon ages for granitoids of the Panama
arc; data point error ellipses are 68.3% confidence
(see table S1).
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absent in the northern Andes (17–19). Therefore,
detrital zircons of Eocene age can be used to
track the detrital contribution of the Panama arc
to sedimentary basins of northwestern South
America.
To track detrital contributions from the Panama

arc, we sampled fluvial strata at the western
flank of the Central Cordillera of Colombia (site
SA in Fig. 1), following a roughly northeastern
trend toward shallow marine strata (sites SMP
and BH1 to BH8) in the LowerMagdalena Basin.
Seven stratigraphic levels of middle Miocene age
and 11 stratigraphic levels of Oligocene to early
Miocene age were sampled in eight boreholes
and two surface stratigraphic sections (Table 1).
We obtained 18 U/Pb detrital zircon ages, as well
as petrographic and heavy mineral analyses of
the sedimentary rock (1654U/Pb analyses; tables
S2 to S5). All detrital zircon samples recovered
from Oligocene and Miocene strata contained
typical north Andean detrital signatures that in-
cluded late Precambrian, Permo-Triassic, and
Late Cretaceous populations. Middle Miocene
strata, however, contained an additional Eocene
magmatic zircon population that was absent in
older strata (Fig. 2).
To establish the age of strata sampled in the

Lower Magdalena Basin, we used published fo-
raminiferal and palynological studies performed
on the same boreholes where we sampled, fur-

ther bracketed by our detrital zircon minimal
ages (Fig. 2). In the western flank of the Central
Cordillera, we relied on mapped cross-cutting
relationships (20) of volcanic and subvolcanic
rocks interbedded with and intruding fluvial,
coal-bearing strata. Available geochronology (21)
and palynological (22) studies along with our de-
trital zircon minimal ages were used to establish
ages of the strata sampled (fig. S3).
Because the geochronological makeup of the

northern Andes is incompletely known, we used
publishedU/Pb detrital zircon data as proxies for
the magmatic age distribution of the eastern
Panama arc and the northern Andes. We used
the Oligocene-Miocene strata of the Canal Basin
as a proxy for the Panama arc (Fig. 1A) (6). For
the northern Andes (Fig. 1B), we used two data
sets as proxies of its geochronological makeup:
Oligocene-Miocene strata of the Nuevo Mundo
Syncline (18) and active-sediment river samples
draining the Eastern and Central Cordilleras (19).
We found that detrital zircons from basins and
rivers in the northern Andes are decidedly older
than those from Panama; the mean for Nuevo
Mundo Syncline and active-sediment river sam-
ples is 304.1Ma, whereas themean for Panama is
49.7Ma (Kolmogorov-Smirnov test,P<0.001,D=
0.98; fig. S2, A and B). Nuevo Mundo Syncline
and active-sediment river samples have an age
range of 51.2 to 2675.4 Ma, with only 16 ages be-

tween 51.2 and 63.1 Ma (mean 56 Ma). Panama
ages range from 17.6 to 65.1 Ma (fig. S2B).
Oligocene to middle Miocene strata sampled

in the northern Andes can be separated into two
age groups according to their detrital zircon pop-
ulations: one containing an Eocene population
and another missing it (Fig. 2). The Oligocene–
early Miocene strata show an age range of 54Ma
to 3103.6 Ma. Only two of 1045 zircons have ages
younger than 65.1 Ma (54 and 64 Ma). In con-
trast, middle Miocene sandy strata in the same
sampling sites (Fig. 2A) show an age range from
13.1 Ma to 3189.9 Ma. A large number of them
(103 of 609) have ages younger than 65.1 Ma,
with a mean age of 36.8 Ma, slightly younger
than the mean age of Panamanian detrital zir-
cons (mean Panama = 49.7 Ma, Kolmogorov-
Smirnov test, P < 0.001, D = 0.53; fig. S2).
The Eocene detrital zircon population docu-

mented in middle Miocene strata of northwest-
ern South America (Fig. 2A) could have only been
derived from the emerged Panama arc, as there
are no igneous bodies of that age in the northern
Andes (18, 19). Themagmatic roots of the Panama
arc had been cooling (5, 6), emerging, and erod-
ing (23) since at least late Eocene times (6);
therefore, they were available as source areas by
middleMiocene times. Both fluvial coal-bearing
strata (20, 24) and shallow marine strata of
middle Miocene age contain the Panama arc
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Table 1. Sample summary. See fig. S1 for stratigraphic location of samples.

Sample/
locality
name

Detrital zircon
sample name

Latitude
(decimal
degrees)

Longitude
(decimal
degrees)

Sample type Age

U/Pb in detrital zircons from boreholes
BH1 SI-5796 9.4699 –75.0015 Cored borehole Middle Miocene

SI-6816 9.4699 –75.0015 Cored borehole Oligocene–early Miocene
BH2 SI-6635 9.3651 –74.4474 Drill cuttings Oligocene–early Miocene
BH3 SI-5900 9.8907 –74.6344 Drill cuttings Middle Miocene
BH4 SI-6878 9.7160 –75.1124 Cored borehole Middle Miocene
BH5 SI-6703 8.6716 –74.5976 Cored borehole Oligocene–early Miocene
BH6 SI-6657 8.1702 –75.4761 Drill cuttings Middle Miocene

SI-6672 8.1702 –75.4761 Drill cuttings Oligocene–early Miocene
BH7 SI-7045 8.5168 –76.1256 Cored borehole Middle Miocene
BH8 SI-6833 8.2680 –76.2033 Drill cuttings Oligocene–early Miocene

U/Pb in detrital zircons from surface stratigraphic sections
SMP SI-6997 8.5488 –75.6922 Hand sample Oligocene–early Miocene
SA 030337-2 6.4513 –75.7403 Hand sample Oligocene–early Miocene

030337-6 6.4513 –75.7403 Hand sample Oligocene–early Miocene
030339 6.5414 –75.7754 Hand sample Oligocene–early Miocene
030357 6.4085 –75.7241 Hand sample Middle Miocene
030359 6.4166 –75.7255 Hand sample Middle Miocene
030362 6.5064 –75.8194 Hand sample Oligocene–early Miocene

U/Pb in magmatic zircons from granitoid surface samples
DV-165 5.7680 –76.2490 Hand sample 43.8 T 0.8 Ma
DV-167 5.7709 –76.2475 Hand sample 42.5 T 1.3 Ma
GA-001 8.5094 –77.3371 Hand sample 49.5 T 0.9 Ma
VM-001 8.4993 –77.3221 Hand sample 49.7 T 1.6 Ma
VM-003 8.4847 –77.3402 Hand sample 49.5 T 1.1 Ma
SI-860 8.8370 –77.6218 Hand sample 59.0 T 1.9 Ma
SI-900 8.6638 –77.4321 Hand sample 58.6 T 1.6 Ma
SI-1092 9.2985 –78.1047 Hand sample 58.3 T 1.0 Ma

RESEARCH | REPORTS



signature (Fig. 2). This signature—in fluvial
strata to the south and in shallow marine strata
to the north—suggests that the Panama arc had

docked and emerged and was shedding detrital
material to north-bound currents parallel to the
Uramita Suture, similar to today’s Cauca River

(Fig. 1), and to northeast-bound coastal currents
(Fig. 3).
Our results imply that by middle Miocene

times (13 to 15 Ma), rivers originating in the
Panama arc were transporting sediment to the
shallow marine basins of northern South Amer-
ica. This implies that (i) at least a segment of the
Panama arc, including an emerged (6) Mande
batholith and San Blas Range (Figs. 1 and 3), had
already docked and (ii) the Central American
Seaway was closed. Continued Caribbean-Pacific
water exchange may have taken place along nar-
row, shallow, and transient channels that frag-
mented (5) the Isthmus west of the Canal Basin
(4) (Fig. 3). These results support recent paleo-
ceanographic studies (25, 26) that showadecrease
in the transport of deep and intermediate Pacific
waters into the Caribbean by 10 to 11 Ma, prob-
ably related to a closingCentral American Seaway.
Recorded changes in Caribbean water salinity at
~4.2 Ma (1), and a delay of nearly 10 Ma in the
Great American Biotic Interchange (2) after the
first detrital loads crossed the Isthmus, could be
unrelated to seaway closure and instead may be
linked to Plio-Pleistocene global climatic tran-
sitions (3, 27).
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Fig. 2. Detrital U/Pb zircon
populations for all the samples
recovered. (A) Middle Miocene
strata; (B) Lower Miocene and
Oligocene strata of the northern
Andes. Data are binned in
sections of 10 million years
(see tables S2 and S3).
The youngest detrital zircon
is labeled on top of the leftmost
bin. See Table 1 and Fig. 1 for
sample location.

Fig. 3. Paleogeographic recon-
struction (28) of the Panama arc
and northwestern South America
during middle Miocene times (13
to 15 Ma).The first detrital loads
from Panama arrived in one of two,
or both, paths to the basins of
northwestern South America: (i)
along coastal currents transporting
detritus product of the erosion of
exposed plutonic rocks along the
northern coast of the Panama arc
and/or (ii) along fluvial channels
draining emerging ranges parallel
to the length of the Isthmus. The
El Valle volcano, an edifice rising
from sea level starting before 10 Ma
(11), would only allow shallow and
transient seaways between 15 and
10 Ma, as the Canal basin was
connected to North America by a
land bridge from Oligocene until
middle Miocene times (30).
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Ocean acidification and the
Permo-Triassic mass extinction
M. O. Clarkson,1*† S. A. Kasemann,2 R. A. Wood,1 T. M. Lenton,3 S. J. Daines,3

S. Richoz,4 F. Ohnemueller,2 A. Meixner,2 S. W. Poulton,5 E. T. Tipper6

Ocean acidification triggered by Siberian Trap volcanism was a possible kill mechanism
for the Permo-Triassic Boundary mass extinction, but direct evidence for an acidification
event is lacking. We present a high-resolution seawater pH record across this interval,
using boron isotope data combined with a quantitative modeling approach. In the latest
Permian, increased ocean alkalinity primed the Earth system with a low level of
atmospheric CO2 and a high ocean buffering capacity. The first phase of extinction
was coincident with a slow injection of carbon into the atmosphere, and ocean
pH remained stable. During the second extinction pulse, however, a rapid and large
injection of carbon caused an abrupt acidification event that drove the preferential loss
of heavily calcified marine biota.

T
he Permo-Triassic Boundary (PTB) mass
extinction, at ~252 million years ago (Ma),
represents the most catastrophic loss of
biodiversity in geological history and played
a major role in dictating the subsequent

evolution of modern ecosystems (1). The PTB ex-
tinction event spanned ~60,000 years (2) and
can be resolved into two distinct marine extinc-
tion pulses (3). The first occurred in the latest
Permian [Extinction Pulse 1 (EP1)] and was fol-
lowed by an interval of temporary recovery be-
fore the second pulse (EP2), which occurred in
the earliest Triassic. The direct cause of the mass
extinction is widely debated, with a diverse range
of overlapping mechanisms proposed, including
widespread water column anoxia (4), euxinia (5),
global warming (6), and ocean acidification (7).
Models of PTB ocean acidification suggest that

a massive and rapid release of CO2 from Siberian
Trap volcanism acidified the ocean (7). Indirect
evidence for acidification comes from the inter-
pretation of faunal turnover records (3, 8), poten-
tial dissolution surfaces (9), and Ca isotope data

(7). A rapid input of carbon is also potentially
recorded in the negative carbon isotope excur-
sion (CIE) that characterizes the PTB interval
(10, 11). The interpretation of these records is,
however, debated (12–16) and is of great impor-
tance to understanding the current threat of
anthropogenically driven ocean acidification (11).
To test the ocean acidification hypothesis, we

have constructed a proxy record of ocean pH
across the PTB using the boron isotope compo-
sition of marine carbonates (d11B) (17). We then
used a carbon cycle model (supplementary text)
to explore ocean carbonate chemistry and pH
scenarios that are consistent with our d11B data
and published records of carbon cycle distur-
bance and environmental conditions. Through
this combinedgeochemical, geological, andmodel-
ing approach, we are able to produce an envelope
that encompasses the most realistic range in pH,
which then allows us to resolve three distinct
chronological phases of carbon cycle perturba-
tion, eachwith very different environmental con-
sequences for the Late Permian–Early Triassic
Earth system.
We analyzed boron and carbon isotope data

from two complementary transects in a shallow
marine, open-water carbonate succession from the
United Arab Emirates (U.A.E.), where deposi-
tional facies and stable carbon isotope ratio
(d13C) are well constrained (18). During the
PTB interval, the U.A.E. formed an expansive
carbonate platform that remained connected
to the central Neo-Tethyan Ocean (Fig. 1A) (18).
Conodont stratigraphy and the distinct d13C curve
are used to constrain the age model (17).

The PTB in the Tethys is characterized by two
negative d13C excursions interrupted by a short-
term positive event (10). There is no consensus as
to the cause of this “rebound” event and so we
instead focus on the broader d13C trend. Our d13C
transect (Fig. 1B) starts in the Changhsingian
(Late Permian) with a gradual decreasing trend,
interrupted by the first negative shift in d13C at
EP1 (at 53 m, ~251.96 Ma) (Figs. 1B and 2). This is
followed by the minor positive rebound event (at
54 m, ~251.95 Ma) (Figs. 1B and 2) before the
minima of the second phase of the negative CIE
(58 to 60 m, ~251.92 Ma) (Figs. 1B and 2) that
marks the PTB itself. After the CIE minimum,
d13C gradually increases to ~1.8 per mil (‰) and
remains relatively stable during the earliest
Triassic and across EP2.
Our boron isotope record shows a different

pattern to the carbon isotope excursion. The
boron isotope ratio (d11B) is persistently low
(Fig. 1C) at the start of our record during the
late-Changhsingian, with an average of 10.9 T
0.9‰ (1s). This is in agreement with d11B values
(average of 10.6 T 0.6‰, 1s) reported for early-
Permian brachiopods (19). Further up the section
(at ~40m, ~252.04Ma) (Fig. 1C), there is a stepped
increase in d11B to 15.3 T 0.8‰ (propagated
uncertainty, 2sf) and by implication an increase
in ocean pH of ~0.4 to 0.5 (Fig. 2). d11B values
then remain relatively stable, scattering around
14.7 T 1.0‰ (1s) and implying variations within
0.1 to 0.2 pH, into the Early Griesbachian (Early
Triassic) and hence across EP1 and the period of
carbon cycle disturbance (Figs. 1 and 2).
After the d13C increase and stabilization (at

~85 m, ~251.88 Ma) (Fig. 1), d11B begins to de-
crease rapidly to 8.2 T 1.2‰ (2sf), implying a
sharp drop in pH of ~0.6 to 0.7. The d11B min-
imum is coincident with the interval identified
as EP2. This ocean acidification event is short-
lived (~10,000 years), and d11B values quickly re-
cover toward the more alkaline values evident
during EP1 (average of ~14‰).
The initial rise in ocean pH of ~0.4 to 0.5 units

during the Late Permian (Fig. 2) suggests a large
increase in carbonate alkalinity (20). We are able
to simulate the observed rise in d11B and pH
through different model combinations of in-
creasing silicate weathering, increased pyrite dep-
osition (21), an increase in carbonate weathering,
and a decrease in shallow marine carbonate dep-
ositional area (supplementary text). Both sili-
cate weathering and pyrite deposition result in a
large drop in partial pressure of CO2 (PCO2) (and
temperature) for a given increase in pH and
saturation state (W). There is no evidence for a
large drop in PCO2, and independent proxy data
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indicate only a minor temperature decrease of
a few degrees celsius during the Changhsingian
(22), suggesting that these mechanisms alone can-
not explain the pH increase (fig. S5). Conversely,
an increase in carbonate input or a reduction in
rates of carbonate deposition both result in in-
creases in W, with a greater impact on pH per
unit decrease in PCO2 and temperature (fig. S6).

A decrease in carbonate sedimentation is con-
sistent with the decrease in depositional shelf
area that occurred because of the second-order
regression of the Late Permian (23). With the
added expansion of anoxia into shelf environ-
ments (24), this would effectively create both
bottom-up and top-down pressures to reduce
the area of potential carbonate sedimentation.

Sea-level fall also exposed carbonates to weath-
ering (23), which would have further augmented
the alkalinity influx. The pH increase event sup-
ports the CO2Lo initialization scenario [CO2 ~3
present atmospheric levels (PAL), pH ~8, d11BSW
~34‰] (supplementary text) because the simu-
lated CO2 and temperature decrease is much re-
duced and therefore is more consistent with

230 10 APRIL 2015 • VOL 348 ISSUE 6231 sciencemag.org SCIENCE

Fig. 1. Site locality
and high-resolution
carbon and boron
isotope data. (A)
Paleogeographic
reconstruction for the
Late Permian showing
the studied section
Wadi Bih, in the
Musandam Mountains
of U.A.E., that formed
an extensive carbon-
ate platform in the
Neo-Tethyan Ocean.
[Modified from (35).]
(B) Shallow water d13C
record (18). (C) Boron
isotope (d11B) record
(propagated uncer-
tainty given as 2sƒ )
and average Early Per-
mian brachiopod value
(n = 5 samples) (19).
Lithology, biota, and
transect key are
provided in (A). Only
Hindeodus parvus has
been found so far in
this section (18), and
the conodont zones
with dashed lines are
identified from the
d13C record and
regional stratigraphy
(36–38).
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independent proxy data (22), as compared with
CO2Hi (CO2 ~10 PAL, pH ~7.5, d11BSW ~36.8‰)
(Fig. 2D).
Before EP1, d13Ccarb values began to decrease

before reaching the minimum of the globally
recognized negative CIE at the PTB (Fig. 1). At
this time, both d11B and ocean pH remained
stable. Hypotheses to explain the negative CIE
require the input of isotopically light carbon,
such as from volcanism (14, 25), with the assimi-
lation of very light organic carbon from the sur-
rounding host rock (26), methane destabilization
(27), collapse of the biological pump (15), and/or
a decrease in the burial of terrestrial carbon (16).
We can simulate the observed drop in d13C, while
remaining within the uncertainty of the d11B
data (Fig. 2), by combining a cessation of ter-
restrial carbon burial with a relatively slow
(50,000 years) carbon injection from any of the
above sources (fig. S8). A small source of methane
(3.2 × 1017mol Cwith d13C = –50‰) gives the least
change in d11B and pH, whereas either a larger
source of organic carbon (~6.5 × 1017 mol C with
d13C = –25‰) or a mixture of mantle and lighter
carbon sources (~1.3 × 1018 mol C with d13C =
–12.5‰) are still within the measured uncer-
tainty in d11B.
This relatively slow addition of carbon mini-

mizes the tendency for a transient decline in
surface ocean pH in an ocean that was already
primed with a highW and hence high buffering
capacity from the Late Permian. The global pres-
ence of microbial and abiotic carbonate fabrics
after EP1 (28) is indicative that this high W was
maintained across the CIE. The carbon injection
triggers an increase in PCO2, temperature, and

silicate weathering, creating an additional counter-
balancing alkalinity flux, which is consistent with
independent proxy data (6). The alkalinity source
may have been further increased through soil loss
(29), the emplacement of easilyweathered Siberian
Trap basalt, or the impact of acid rain (30), which
would have increased weathering efficiency.
The negative d11Bcarb excursion at 251.88 Ma

represents a calculated pH decrease of up to
0.7 pH. This pH decrease coincides with the
second pulse of the extinction (Fig. 1), which pref-
erentially affected the heavily calcifying, phys-
iologically unbuffered, and sessile organisms (3).
This was also accompanied by the temporary loss
of abiotic and microbial carbonates throughout
the Tethys (31, 32), suggesting a coeval decrease
inW. To overwhelm the buffering capacity of the
ocean and decrease pH in this way requires a
second, more abrupt injection of carbon into the
atmosphere, yet remarkably, the acidification
event occurs after the decline in d13C, when d13C
has rebounded somewhat and is essentially stable
(Fig. 1).
Unlike the first carbon injection, the lack of

change in d13C at this time rules out very 13C-
depleted carbon sources because no counter-
balancing strongly 13C-enriched source exists.
Instead, it requires a carbon source near ~0‰.
A plausible scenario for this is the decarbona-
tion of overlying carbonate host rock, into which
the Siberian Traps intruded (26), or the direct
assimilation of carbonates and evaporites into
the melt (33). Host carbonates would have had
d13C ~ +2 to 4‰, which when mixed with man-
tle carbon (~–5‰) potentially produces a source
near 0‰. We can simulate the sharp drop in

pH and stable d13C values (Fig. 2) through a large
and rapid carbon release of 2 × 1018 mol C over
10,000 years (fig. S8). This is undoubtedly a mas-
sive injection of 24,000 PgC at a rapid rate of
2.4 PgC/year, but it is physically plausible given
existing estimates of the volume of carbonate
host sediments subject to contact metamorphism
and postulated mechanisms of carbon release
(supplementary text). This second rapid carbon
release produces a sharp rise in PCO2 to ~20 PAL
and warming of ~15°C, which is consistent with
the observation of peak temperatures after EP1
(22). Initialization of the carbon cycle model un-
der CO2Hi cannot generate the magnitude of d11B
drop (Fig. 2A) because the nonlinear relation be-
tween pH and d11B fractionation sets a lower limit
of d11B at ~10‰ in this case (fig. S3). Thus, low
initial CO2 of ~3 PAL in the Late Permian (CO2Lo)
is more consistent with our data.
An acidification event of ~10,000 years is

consistent with the modeled time scale required
to replenish the ocean with alkalinity, as car-
bonate deposition is reduced and weathering
is increased under higher PCO2 and global tem-
peratures. Increased silicate weathering rates
drive further CO2 drawdown, resulting in stabi-
lization (Fig. 2D). High global temperature (6)
and increased silicate weathering are consistent
with a sudden increase in both 87Sr/86Sr (34) and
sedimentation rates (29) in the Griesbachian.
The PTB was a time of extreme environmental

change, and our combined data and modeling
approach falsifies several of themechanisms cur-
rently proposed. Although the coincident stresses
of anoxia, increasing temperature, and ecosystem
restructuringwere important during this interval,
the d11B record strongly suggests that widespread
ocean acidification was not a factor in the first
phase of the mass extinction but did drive the
second pulse. The carbon release required to
drive the observed acidification event must have
occurred at a rate comparable with the current
anthropogenic perturbation but exceeds it in
expected magnitude. Specifically, the required
model perturbation of 24,000 PgC exceeds the
~5000 PgC of conventional fossil fuels and is
at the upper end of the range of estimates of
unconventional fossil fuels (such as methane
hydrates). We show that such a rapid and large
release of carbon is critical to causing the com-
bined synchronous decrease in both pH and satu-
ration state that defines an ocean acidification
event (11).
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COMETARY FORMATION

Molecular nitrogen in comet
67P/Churyumov-Gerasimenko indicates
a low formation temperature
M. Rubin,1* K. Altwegg,1,2 H. Balsiger,1 A. Bar-Nun,3 J.-J. Berthelier,4 A. Bieler,1,5

P. Bochsler,1 C. Briois,6 U. Calmonte,1 M. Combi,5 J. De Keyser,7 F. Dhooghe,7

P. Eberhardt,1† B. Fiethe,8 S. A. Fuselier,9 S. Gasc,1 T. I. Gombosi,5 K. C. Hansen,5

M. Hässig,1,9 A. Jäckel,1 E. Kopp,1 A. Korth,10 L. Le Roy,2 U. Mall,10 B. Marty,11

O. Mousis,12 T. Owen,13 H. Rème,14,15 T. Sémon,1 C.-Y. Tzou,1 J. H. Waite,9 P. Wurz1

Molecular nitrogen (N2) is thought to have been the most abundant form of nitrogen in
the protosolar nebula. It is the main N-bearing molecule in the atmospheres of Pluto
and Triton and probably the main nitrogen reservoir from which the giant planets
formed. Yet in comets, often considered the most primitive bodies in the solar system,
N2 has not been detected. Here we report the direct in situ measurement of N2 in the
Jupiter family comet 67P/Churyumov-Gerasimenko, made by the Rosetta Orbiter
Spectrometer for Ion and Neutral Analysis mass spectrometer aboard the Rosetta
spacecraft. A N2/CO ratio of (5.70 +− 0.66) × 10−3 (2s standard deviation of the
sampled mean) corresponds to depletion by a factor of ~25.4 +− 8.9 as compared to
the protosolar value. This depletion suggests that cometary grains formed at
low-temperature conditions below ~30 kelvin.

T
hermochemical models of the protosolar
nebula (PSN) suggest that molecular nitro-
gen (N2) was the principal nitrogen species
during the disk phase (1) and that the ni-
trogen present in the giant planets was

accreted in this form (2). Moreover, Pluto and
Triton, which are both expected to have formed
in the same region of the PSN as Jupiter family
comets (JFCs), have N2-dominated atmospheres

and surface deposits of N2 ice (3, 4). This mol-
ecule has never been firmly detected in comets;
however, CN, HCN, NH, NH2, and NH3 among
others have been observed spectroscopically (5, 6).
The abundance of N2 in comets is therefore a
key to understanding the conditions in which
they formed.
Condensation or trapping of N2 in ice occurs

at similar thermodynamic conditions as those
needed for CO in the PSN (7, 8). This requires
very low PSN temperatures and implies that
the detection of N2 in comets and its abundance
ratio with respect to CO would put strong con-
straints on comet formation conditions (7, 8).
Ground-based spectroscopic observations of
the N2

+ band in the near ultraviolet are very
difficult because of the presence of telluric N2

+

and other cometary emission lines. Searches
conducted with high-resolution spectra of com-
ets 122P/de Vico, C/1995 O1 (Hale-Bopp), and
153P/2002 C1 (Ikeya-Zhang) have been unsuc-
cessful and yielded upper limits of 10−5 to 10−4

for the N2
+/CO+ ratio (9, 10). Only one N2

+ de-
tection in C/2002 VQ94 (LINEAR) from ground-
based observations is convincing, because the
comet was at sufficient distance from the Sun
to prevent terrestrial twilight N2

+ contamina-
tion (11). The in situ measurements made by
Giotto in 1P/Halley were inconclusive, because
the resolution of the mass spectrometers aboard
the spacecraft (12) was insufficient to separate
the nearly identical masses of N2 and CO during
the 1P/Halley encounter, and only an upper limit
could be derived for the relative production
rates [Q(N2)/Q(CO) ≤ 0.1] (13).
Here we report the direct in situ measurement

of the N2/CO ratio by the Rosetta Orbiter Spec-
trometer for Ion and Neutral Analysis (ROSINA)
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in the JFC 67P/Churyumov-Gerasimenko (hereafter
67P). ROSINA is the mass spectrometer suite on
the European Space Agency's Rosetta spacecraft
(14) and measures the gas density and compo-
sition at the location of the spacecraft (15). The
Double Focusing Mass Spectrometer (DFMS) has
a high mass resolution of m/Dm about 3000 at
the 1% level (corresponding to ~9000 half peak
width at the 50% level) at atomic mass per unit
of charge 28 u/e, allowing the separation of N2

from CO (Dm = 0.011 u) by numerical peak fit-
ting. Neutral gas is ionized by electron impact
and then deflected through an electrostatic, then
magnetic, filter onto a position-sensitive micro-
channel plate (MCP) detector. The peak shape of
a single species on the MCP is well known, and
therefore numerical fitting can distinguish over-
lapping contributions from different atoms and
molecules (see the supplementary materials).
Starting on 5 August 2014, ROSINA observed

the cometary gas flux rise above the spacecraft
background signal for the major species, including
H2O, CO, and CO2. For N2, which has a higher
relative spacecraft background, the cometary sig-
nal became apparent a few days later. The space-
craft background signal (16) for both species, CO
and N2, was derived at different times before
detecting the coma and shown to be temporally
quite stable. N2 and CO were both observed in
the Rosetta spacecraft background mass spectra,
e.g., on 11 May 2014, while the spacecraft was
still at a distance of 1.65 × 106 km from the comet
(Fig. 1A). A comparable N2 background was mea-
sured on 1 August 2014, at almost 800 km from
the nucleus before the cometary signal became
apparent. Another mass spectrum, representative
of the measurements within a distance of 10 km
from the nucleus, was obtained on 18 October 2014
(Fig. 1B) and includes both cometary and space-
craft background signal. The indicated background
was subsequently removed, leaving only com-

etary CO and N2. Furthermore, CO from disso-
ciative electron-impact ionization of cometary
CO2 inside DFMS’ ion source was removed (a 7
to 36% reduction), and the signal was corrected
for the instrument alignment with respect to the
comet (supplementary materials).

This procedure was carried out for 138 spec-
tra over two terminator orbits of the Rosetta
spacecraft from 17 to 23 October 2014. Clear di-
urnal variations in the cometary signal of both
species associated with the 12.4-hour rotation pe-
riod of the comet have been observed (Fig. 2A).
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The signal is to first order correlated to the comet’s
cross-section exposed to the Sun and the rela-
tive position of Rosetta (Fig. 2, B to D). The re-
sulting mean N2/CO ratio of ð5:70 T 0:66Þ�10−3

in the observed time period corresponds to the
mean ratio of each individual measurement and
includes the 2s SD of the sampled mean. Higher
outgassing is found at positive latitudes corre-
sponding to the summer hemisphere. Over the
sunlit hemisphere, the CO/H2O ratio varies be-
tween 0.1 to 0.3 (17), which is in agreement with
variations observed at other comets (6). Be-
cause these measurements were achieved at a
heliocentric distance of 3.1 astronomical units
(AU), the water production rate may increase
relative to both CO and N2 as the comet ap-
proaches the Sun.We therefore expect theN2/CO
ratio to be more representative of the N2

content in the coma than the N2/H2O ratio.
The N2/CO ratio exhibits a strong variation
depending on the position of Rosetta above the
surface of the comet nucleus between 0.17 to
1.6% (Fig. 3). There are also hints of a nonlinear
relationship between N2 and CO, further indi-
cating that thermal processes in the upper
layer of the nucleus and/or surface inhomoge-
neities might influence the measured N2/CO
ratio in the coma.
With a protosolar ratio N/C of 0.29 T 0.10 (18)

and assuming to first order that all of N and C
were in the form of N2 and CO in the PSN (1),
we derived an N2/CO ratio of 0.145 T 0.048 in the
PSN gas phase. The comparison with the N2/CO
measurement performed in the near coma of 67P
shows that the cometary N2/CO ratio is depleted
by a factor of about 25.4 T 8.9 as compared to
the value derived from protosolar N and C abun-

dances. This depletion of N2 relative to CO in
comet 67P may be a consequence of how com-
etary ice formed. According to one model, comets
agglomerated from pristine amorphous water
ice grains originating from the interstellar me-
dium (ISM) (19). In this case, the low N2/CO
ratio in 67P is the result of inefficient trapping
of N2 in amorphous water ice as compared to
CO. This possibility is supported by laboratory
experiments in which a mixture of water vapor
with N2 and CO was directed onto a cold plate
in the 24 to 30 K temperature range (7). In these
experiments, gases initially trapped in growing
amorphous ice were later released when ice
warmed up, and the evolved gases were mea-
sured by mass spectrometry. At 24 K, the de-
pletion factor for the N2/CO ratio was found to
be ~19, a value within the range of the one ob-
served in 67P of 25.4 T 8.9. This yields a lower
limit for the temperature experienced by the
grains agglomerated by 67P, because the N2/CO
ratio in amorphous ice would increase at temper-
atures lower than 24 K because of increasing
efficiency of N2 trapping.
An alternative interpretation of the low N2

abundance is that 67P agglomerated from grains
consisting of clathrates, which are icelike crys-
talline solids formed by cages of water molecules
that contain small nonpolar molecules (20). This
hypothesis is based on models showing that the
vaporization distance of ISM ices could have
been as high as about 30 AU from the Sun when
they entered the PSN (21). With time, the decrease
of the gas temperature and pressure allowed
water to condense at ~140 to 150 K in the form
of crystalline ice, leaving negligible water in the
gas phase to condense at low temperatures where

amorphous ice is expected to form (22). De-
pending on the nature of the entrapped species,
clathrates formed from preexisting crystalline
water ice when the PSN temperature was lower
than about 80 K, provided that the slow ki-
netics of the process was balanced by sufficient
formation time (8). As in the case of trapping in
amorphous ice, experiments and models sug-
gest that N2 is poorly trapped in clathrate cages,
because of its small size (8, 23–25). In particular,
statistical thermodynamics models (26) used
to compute the composition of clathrates formed
from a protosolar-composition gas in the PSN
show that an N2/CO ratio in the comet’s nu-
cleus is consistent with the measured value in
the coma if the nucleus agglomerated from
grains formed in the 26 to 56 K temperature
range (8).
Both interpretations are consistent with the

idea that 67P agglomerated from grains formed
at about 30 K or below. However, the measured
N2/CO ratio may reflect in whole or in part the
comet’s post-formation evolution. A possibility
is that 67P agglomerated from grains formed at
a lower temperature (around 20 K) in the PSN,
favoring the trapping of much more N2 in its
building blocks, in a way consistent with the
known compositions of the atmospheres and
surfaces of Pluto and Triton (3, 4). This possibil-
ity would be consistent with an inferred Kuiper
Belt origin for 67P and its high D/H ratio (27).
In these conditions, 67P could have been initially
N2-rich but subsequent post-accretion heating
due to the radiogenic decay of nuclides and/or
thermal cycles during its transit from the Kuiper
Belt and its subsequent history in a short period
orbit could have been sufficient to trigger the
outgassing of N2 (8). A scenario such as this may
explain how initial nitrogen-rich cometesimals
similar to Triton and Pluto evolved into nitrogen-
depleted comets.
Because N2 trapped in 67P is presumably PSN

gas, its 14N/15N ratio should be about 441, the
value found in Jupiter and the solar wind (28).
This is much higher than values measured in
other cometary N-bearing species such as NH3

and HCN (~130) (5). Thus, depending on the
proportions of N2 relative to other N-bearing
species, the terrestrial 14N/15N ratio of 272 could
possibly be cometary in origin, given an appro-
priate mix of the different nitrogen species in the
comets that contributed to terrestrial volatiles
(e.g., ~50% N2 and ~50% NH3 or HCN). Our initial
ROSINA measurement for N2/CO of 0.57% may
be compared with NH3/CO of 6% and HCN/CO
of ~2% in the Oort cloud comet Hale-Bopp (6).
The production rates of volatiles relative to water
vary from one comet to another, but their values
normalized to CO remain close to those measured
in Hale-Bopp (6). If 67P is a typical JFC, then the
ROSINA value for N2/CO implies that the amount
of N2 reaching the surface of a solid body in the
inner solar system from a JFC impact was almost
15 times less than the amounts of NH3, HCN, and
certain organic compounds (6). This comparison
suggests that JFC comets were not the main
source of Earth’s nitrogen.
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HUMAN GENETICS

Common variants spanning PLK4
are associated with mitotic-origin
aneuploidy in human embryos
Rajiv C. McCoy,1 Zachary Demko,2 Allison Ryan,2 Milena Banjevic,2 Matthew Hill,2

Styrmir Sigurjonsson,2 Matthew Rabinowitz,2 Hunter B. Fraser,1 Dmitri A. Petrov1

Aneuploidy, the inheritance of an atypical chromosome complement, is common in
early human development and is the primary cause of pregnancy loss. By screening
day-3 embryos during in vitro fertilization cycles, we identified an association between
aneuploidy of putative mitotic origin and linked genetic variants on chromosome 4 of
maternal genomes. This associated region contains a candidate gene, Polo-like kinase
4 (PLK4), that plays a well-characterized role in centriole duplication and has the ability
to alter mitotic fidelity upon minor dysregulation. Mothers with the high-risk genotypes
contributed fewer embryos for testing at day 5, suggesting that their embryos are less
likely to survive to blastocyst formation. The associated region coincides with a signature
of a selective sweep in ancient humans, suggesting that the causal variant was either the
target of selection or hitchhiked to substantial frequency.

D
eviation from a balanced chromosome
complement, a phenomenon known as
aneuploidy, is common in early human
embryos and often leads to embryonic
mortality (1). Approximately 75% of em-

bryos are at least partially aneuploid by day 3
because of prevalent errors of both meiotic and
postzygotic origin (2, 3), and this proportion in-
creases with maternal age (1). The propensity to
produce aneuploid embryos varies substantially,
however, even among mothers of a similar age
(4). We therefore hypothesized that variation in
parents’ genomes may explain variation in aneu-
ploidy incidence. We tested this hypothesis by
performing a genome-wide association study of
aneuploidy risk among patients undergoing pre-
implantation genetic screening (PGS) of embryos
collected from in vitro fertilization (IVF) cycles.
Embryo DNA (single-cell day-3 blastomere

biopsies or multicell day-5 trophectoderm biop-
sies) and parent DNAwere genotyped on a single-
nucleotide polymorphism (SNP) microarray (5).
The Parental Support algorithm (6) was then ap-
plied to determine the chromosome-level ploidy
status of each embryo sample. This algorithm
overcomes high rates of allelic dropout and other
quality limitations of whole-genome amplification
by supplementing these data with high-quality
genotypes fromparental chromosomes. The copy
number of each embryonic chromosome can then
be inferred by comparing microarray channel
intensities fromDNA amplified from the embryo
biopsy to those expected given the parental geno-
types at each marker. Combining these fine-scale
observations across large chromosomal windows
facilitates the detection of particular forms of
aneuploidy and the assignment of copy number
variations to specific parental homologs (6).

Previous validation has been performed for
individual blastomeres (6), so it is unknown how
accuracywould be affected in the face of chromo-
somal mosaicism that could potentially affect
multicell trophectoderm biopsies. We therefore
performed an association study on 2362 unre-
lated mothers (1956 IVF patients and 406 oocyte
donors) and 2360 unrelated fathers meeting geno-
type quality-control thresholds (5) and fromwhom
at least one day-3 biopsy was obtained, with the
blastomere providing a high-confidence result (a
total of 20,798 blastomeres). We then separately
analyzed the additional 15,388 trophectoderm
biopsies to gain insight into selection occurring
before this developmental stage.
We first tested for associations between the

rates of errors of putative maternal meiotic or-
igin (fig. S1) (5) and maternal genotypes, identi-
fying no association achieving genome-wide
significance (logistic GLM, P-value threshold =
5 × 10−8). We next tested for associations be-
tween the rates of errors of putative mitotic or-
igin and parental genotypes. The first mitotic
divisions of the developing embryo take place
under the control of maternal gene products pro-
vided to the oocyte (7) and are substantially
error-prone (2, 3). We hypothesized that varia-
tion in maternal gene products may thus con-
tribute to variation in rates of postzygotic error
among embryos from different mothers. To en-
code the mitotic error phenotype, we designated
all blastomeres with aneuploidies affecting a
paternal chromosome copy (excluding paternal
trisomies of putativemeiotic origin) as cases, and
all other blastomere samples as controls (Fig. 1A).
Because aneuploidy has been estimated to affect
fewer than 5% of sperm (8) and because paternal
meiotic trisomies were detected for fewer than
1% of the blastomeres in our data, this set of
aneuploid cases should be nearly exclusively
mitotic in origin.
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The 5438 putative mitotic-origin aneuploidies
were predominantly characterized by a distinct
error profile involvingmultiple chromosome losses
(Fig. 1, B and C), and their incidence was not
associated with maternal age (Fig. 1D). This ex-
cess of chromosome losses is consistent with
previous studies that identified anaphase lag
as the primary mechanism contributing to mo-
saicism in preimplantation embryos (9, 10). Ana-
phase lag refers to the delayed migration of a
chromosome during anaphase, so that the lagging
chromosome fails to be incorporated into the re-
forming nucleus, resulting in chromosome loss
with no corresponding chromosome gain (Fig.
1A). This error commonly arises as a consequence
of merotelic kinetochore attachment: the attach-
ment of a single kinetochore to microtubules
emanating from both spindle poles (11). Merotelic
attachment can in turn occur because of the pres-
ence of extra centrosomes or other centrosome
abberations (12, 13).
From our genome-wide analysis, we identified

a peak on chromosome 4, regions q28.1 to q28.2,
of maternal genomes associated with this mitotic-
error phenotype (Fig. 2, C to E). The SNP rs2305957
was most strongly associated, with the minor al-
lele conferring a significantly increased rate of
mitotic error [logistic GLM, (regression coeffi-
cient) b = 0.218, standard error (SE) = 0.0270, P =
8.68 × 10−16]. The minor allele is present in di-
verse human populations at frequencies of 20 to
45% (fig. S2) (14). We observed no significant as-
sociations between paternal genotype and the
same mitotic-error phenotype (logistic GLM, P =
0.389), which demonstrates that population strat-
ification did not drive the significant association
with maternal genotype (Fig. 2, A and B) (5). We
also found that the association was robust when
separately tested for mothers of European and
East Asian ancestries (Table 1 and fig. S3).
The observed effect was characterized by means

of 24.6, 27.0, and 31.7% of blastomeres affected
with paternal-chromosome aneuploidies for the
GG, AG, and AA maternal genotypic classes, re-
spectively (Fig. 3A), and was consistent across
age classes (Fig. 3D). The effect size from individ-
ual blastomeres may underestimate the overall
effect on aneuploidy, because diploid blastomeres
will be sampled by chance from some diploid-
aneuploid mosaics. The frequencies of the three
genotypes were not significantly different be-
tween mothers and fathers [c2(2, N = 9, 418) =
1.17, P = 0.557] or between egg donors and non-
donors [c2(2, N = 4, 712) = 2.49, P = 0.288], which
together suggest that this set of IVF patients
was not enriched in the mitotic-error–associated
genotypes.
For validation, genotypes from 34 additional

unrelated mothers, representing new cases since
the initial database pull, were tested for associ-
ation with the same phenotype. Despite the small
sample size (Npatients = 34, Nblastomeres = 283), the
association was replicated, with 25.3, 35.7, and
51.3% of blastomeres with errors affecting pa-
ternal chromosomes among the three respective
maternal genotypic classes (logistic GLM, b =
0.589, SE = 0.219, P = 0.0112; Fig. 3B).

Highlighting its importance, genotype at
rs2305957 was also a significant predictor of over-
all aneuploidy (logistic GLM, b = 0.139, SE =
0.0271, P = 3.05 × 10−7; Fig. 3E), especially for
complex aneuploidies affecting more than two
chromosomes (logistic GLM, b = 0.234, SE =
0.0329, P = 1.72 × 10−12; fig. S4). Means of 65.2,
68.3, and 71.4% of blastomeres per case were
determined to be aneuploid for mothers with
the GG, AG, and AA genotypes, respectively. This
6.2% difference in the proportion of aneuploid
blastomeres between the two homozygous ma-
ternal genotype classes is roughly equivalent to
the average effect of 1.8 years of age for mothers ≥
35 years old (fig. S5).
Given that the association in our study was

driven by complex aneuploidies affecting many
chromosomes and that complex and mosaic an-
euploidies are more likely to be inviable (15), we
hypothesized that the arrest of aneuploid embryos
would bias the genotypic ratios at associated SNPs
for 15,388 embryos sampled at the day-5 blasto-
cyst stage from 2998 unrelated mothers. Patients

with the mitotic-error–associated genotypes at
rs2305957 contributed significantly fewer troph-
ectoderm biopsies for testing (Poisson GLM, b =
−0.0619, SE = 0.0204, P = 0.00247; Fig. 3C), con-
sistent with an increased proportion of inviable
aneuploidies. Together these findings suggest
that the mitotic-error association may affect fer-
tility in such a way that it may take longer, on
average, for women with the associated geno-
types to achieve successful pregnancies.
In order to characterize the extent of the as-

sociated region, we performed genotype imputa-
tion for a subset of 1332 patients of European
ancestry (5). The associated haplotype lies in a
region of low recombination and spans over
600Kbp of chromosome 4, regions q28.1 to q28.2
(Fig. 2E), including the genes INTU, SLC25A31,
HSPA4L, PLK4, MFSD8, LARP1B, and PGRMC2.
Although none of these candidates can yet be
ruled out, we focused on PLK4 on the basis of its
well-characterized role as the master regulator
of centriole duplication, a key component of the
centrosome cycle (16, 17). In addition, it was
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Fig. 1. Mitotic-error phenotypes. (A) Two mechanisms that frequently contribute to aneuploidy are
depicted: maternal meiotic nondisjunction and mitotic anaphase lag. (B) Aneuploidies in which at least
one paternal chromosome is affected are likely to be mitotic in origin and include an excess of chro-
mosome losses as compared to chromosome gains, consistent with the signature of anaphase lag.
Paternal chromosome loss (paternal monosomy) commonly co-occurs with other forms of chromosome
loss, including maternal monosomy and nullisomy. (C) Blastomeres with aneuploidies affecting at least
one paternal chromosome (blue; putative mitotic-origin aneuplodies) often contain multiple aneuploid
chromosomes, in contrast to aneuploid blastomeres in which no paternal chromosome copies are af-
fected (red; predominantly meiotic-origin aneuploidies). Heights of bars indicate densities (i.e., relative
frequencies). (D) Aneuploidies in which at least one paternal chromosome copy is affected do not increase
in frequency with increasing maternal age, whereas maternal aneuploidies increase in frequency beginning
in the mid-30s. Error bars indicate SEs of proportions.
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recently demonstrated that PLK4 is essential for
mediating bipolar spindle formation during the
first cell divisions in mouse embryos, which take
place in the absence of centrioles (18).
Due in part to the observation that centro-

some aberrations and aneuploidies are common
in human cancers, the role of PLK4 and its or-
thologs in mediating the centrosome cycle has
been investigated in several model systems. PLK4
is a tightly regulated, low-abundance kinase with
a short half-life (19). Overexpression of PLK4
results in centriole overduplication, thereby in-
creasing the frequency of multipolar spindle for-

mationand subsequent anaphase lag (12). Reduced
expression of PLK4 results in centriole loss (17),
which also leads tomultipolar spindle formation,
as well as the formation of monopolar spindles.
Both up- and down-regulation of PLK4 therefore
have the potential to induce chromosome insta-
bility, and altered PLK4 expression is commonly
observed in several forms of cancer, which is con-
sistent with a tumor-suppressor function (20, 21).
Along with hundreds of variants upstream and

downstream of PLK4, the associated region con-
tains two nonsynonymous SNPs within the PLK4
coding sequence: rs3811740 (S232T) and rs17012739

(E830D), the former occurring in the protein’s
kinase domain and the latter occurring in the
crypto Polo-box domain (22). Neither site exhibits
strong conservation over deep evolutionary time,
and both SNPswere predicted to be benign on the
basis of sequence conservation, amino acid sim-
ilarity, and mapping to three-dimensional pro-
tein structure (5).
Prompted by the observation that the minor

allele of rs2305957 is derived and segregates at
intermediate frequencies in diverse human pop-
ulations, yet is absent from Neandertal and
Denisovan genomes (5), we investigated whether
the region showed evidence of positive selec-
tion in humans. Unfortunately, classic frequency
spectrum–based tests have sensitivity over the
order ofNe generations, capturing only relative-
ly recent human evolutionary history (~10,000
generations). We thus examined results of the
selection scan from (23), which has resolution
to detect signatures of ancient selective sweeps
in the human lineage by identifying regions of
aligned Neandertal genomes that are deficient
in high-frequency human derived alleles. The
mitotic-error–associated region identified in
our study is among the 212 previously identi-
fied regions displaying such a signature (23).
This finding suggests that either this seemingly
deleterious allele hitchhiked with a linked adapt-
ive variant or that the causal variant was adaptive
in a context that is not currently understood.
The fact that the haplotype bearing the derived

allele did not sweep to fixation and is present at
similar frequencies across human populations is
consistentwith the action of long-termbalancing
selection. We speculate that the mitotic-error
phenotypemay bemaintained by conferring both
a deleterious effect on maternal fecundity and a
possible beneficial effect of obscured paternity via
a reduction in the probability of successful preg-
nancy per intercourse. This hypothesis is based on
the fact that humans possess a suite of traits (such
as concealed ovulation and constant receptivity)
that obscure paternity and may have evolved to
increase paternal investment in offspring (24).
Such a scenario could result in balancing selection
by rewarding evolutionary “free riders” who do
not possess the risk allele—and thus do not suffer
fecundity costs—but benefit from paternity con-
fusion in the population as a whole.
Mitotic fidelity is affected by variation in

maternal gene products controlling the initial
cell divisions of preimplantation embryos. This
finding is important in the context of IVF, where
the selection of euploid embryos may improve
the success rate of implantation and ongoing
pregnancy (25). More broadly, factors influenc-
ing variation in rates of aneuploidy may help
explain variation in fertility status among the
general population. Fewer than ~30% of concep-
tions result in successful pregnancy, mostly due
to high rates of inviable aneuploidy in early de-
velopment (26). By altering this rate, the asso-
ciated locus described in our studymay influence
the average time required to achieve successful
pregnancy, which could be especially important
for couples with already-reduced fertility. The
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Fig. 2. Association test for aneuploidy. (A) to (D) Manhattan and QQ plots depicting P values of asso-
ciation tests of each genotyped SNP versus the rate of aneuploidy affecting paternal chromosomes (a
proxy for mitotic aneuploidy). P values are corrected using the genomic control method (5). (A) Re-
sults for association with paternal genotypes, a negative control. (B) QQ plot of the distribution of
observed P values versus those expected under the null. (C) Association withmaternal genotypes,with
rs2305957 highlighted as the most significant genotyped SNP. (D) QQ plots of P values. For (A) and
(C), the red lines represent a standard genome-wide cutoff of 5 × 10−8, whereas the gray dotted lines
represent a less stringent P value of 1 × 10−6. For (B) and (D), the gray shaded regions indicate
probability bounds. (E) Regional association plot for mothers of European ancestry, inferred by com-
parison to reference populations (fig. S1). rs2305957 is indicated (purple point below arrow), whereas the
colors of other variants represent linkage disequilibrium with rs2305957 (5).
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identification of genetic variation influencing
rates of aneuploidy is an important step in the
understanding of aneuploidy risk and may assist
the future development of diagnostic or ther-
apeutic technologies targeting certain forms of
infertility.
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Fig. 3. Effect of genotype on mitotic-error–related phenotypes. For box plots, we restricted figures to
include onlymothers for whom>2 embryoswere tested. (A) The proportion of blastomeres permother with
an error affecting a paternal chromosome (a proxy formitotic aneuploidy) stratified bymaternal genotype at
rs2305957 for the discovery sample (Npatients = 2362, Nembryos = 20,798; P = 8.68 × 10−16). (B) The same
phenotype as in (A), replicated in the validation sample (Npatients = 34,Nembryos = 283; P = 0.0112). (C) Mean
numberofday-5 trophectodermbiopsies permother, stratifiedbygenotype at rs2305957 (PoissonGLM,P=
0.00247). Error bars represent the SE. (D) Themean proportion of blastomereswith an aneuploidy affecting
a paternal chromosome versus maternal age, stratified by genotype at rs2305957. Error bars represent the
SE of the proportion. (E) The mean proportion of aneuploid blastomeres versus maternal age, stratified by
genotype at rs2305957. Error bars represent the SE of the proportion.

Table 1. Association of SNP rs2305957 with the rate of putative mitotic-origin aneuploidy. Sample size, b, SE, odds ratio (OR), genomic inflation factor
(l), and P values are reported. CI, confidence interval; NA, not applicable. The upper row gives results of an association test of all female patients, including
those falling outside of the European and East Asian principal components boundaries. The middle two rows control for potential population stratification by
separating analyses of female patients with a high proportion of European or East Asian ancestry, respectively.

Sample size Uncorrected Genomic control

Patients Embryos
b SE OR (95% CI)

l P P

Discovery 2362 20,798 0.218 0.0270 1.244 (1.179–1.311) 1.059 8.68 × 10−16 5.99 × 10−15

Europe 1332 11,861 0.214 0.0353 1.238 (1.155–1.327) 1.066 1.91 × 10−9 6.67 × 10−9

East Asia 259 2222 0.280 0.0788 1.323 (1.133–1.543) 1.088 4.58 × 10−4 8.51 × 10−4

Validation 34 283 0.589 0.219 1.802 (1.173–2.768) NA 0.0112 NA
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PROTEOSTASIS

Preventing proteostasis diseases by
selective inhibition of a phosphatase
regulatory subunit
Indrajit Das,1 Agnieszka Krzyzosiak,1 Kim Schneider,1 Lawrence Wrabetz,2*
Maurizio D’Antonio,2 Nicholas Barry,1 Anna Sigurdardottir,1 Anne Bertolotti1†

Protein phosphorylation regulates virtually all biological processes. Although protein
kinases are popular drug targets, targeting protein phosphatases remains a challenge.
Here, we describe Sephin1 (selective inhibitor of a holophosphatase), a small molecule that
safely and selectively inhibited a regulatory subunit of protein phosphatase 1 in vivo.
Sephin1 selectively bound and inhibited the stress-induced PPP1R15A, but not the related
and constitutive PPP1R15B, to prolong the benefit of an adaptive phospho-signaling
pathway, protecting cells from otherwise lethal protein misfolding stress. In vivo, Sephin1
safely prevented the motor, morphological, and molecular defects of two otherwise
unrelated protein-misfolding diseases in mice, Charcot-Marie-Tooth 1B, and amyotrophic
lateral sclerosis. Thus, regulatory subunits of phosphatases are drug targets, a property
exploited here to safely prevent two protein misfolding diseases.

A
first line of defense against the accumulation
of misfolded proteins in the endoplasmic
reticulum (ER) consists of phosphorylating
the a subunit of eukaryotic translation ini-
tiation factor 2 (eIF2a) on Ser51 to decrease

protein synthesis, an adaptive stress response
essential for survival (1–3). Guanabenz (GBZ)
can prolong this adaptive response by selectively
binding and inhibiting the regulatory subunit of

the stress-induced eIF2a phosphatase composed
of PPP1R15A and PP1c (4). GBZ spares the con-
stitutive eIF2a phosphatase PPP1R15B-PP1c, avoid-
ing persistent eIF2a phosphorylation, which
would be lethal (5). As a result, GBZ increases
the availability of chaperones to misfolded pro-
teins and consequently rescues cells from pro-
teostasis collapse (4). Correcting proteostasis defects
could, in theory, benefit a broad range of diseases

characterized by the accumulation of misfolded
proteins (6). However, identifying a therapeuti-
cally valuable approach for progressive diseases
represents a double challenge: achieving efficacy
without adverse effects. In vivo, GBZ cannot be
used to selectively inhibit PPP1R15A because it
is a centrally active hypotensive drug with nano-
molar affinity for the a2-adrenergic receptor (7).
Searching for PPP1R15A inhibitors devoid of

a2-adrenergic activity, we synthesized GBZ de-
rivatives and identified Sephin1 (selective inhib-
itor of a holophosphatase) (Fig. 1A). Like GBZ
(4), Sephin1 specifically bound a recombinant
fragment of PPP1R15A (amino acids 325 to 636)
but not the highly related PPP1R15B (amino
acids 340 to 698) (Fig. 1B). In cells, Sephin1 se-
lectively disrupted the PPP1R15A-PP1c complex
but spared the related PPP1R15B-PP1c complex
(Fig. 1C). As a result, Sephin1 prolonged eIF2a
phosphorylation after stress (Fig. 1D), delaying
translation recovery (Fig. 1E). Consequently,
Sephin1 attenuated expression of stress genes
such as CHOP, a pro-apoptotic protein (Fig. 1D and
fig. S1), because stress gene expression requires
translation recovery (8, 9). Activating transcription
factor 4 (ATF4) is selectively translated upon stress
when eIF2a is phosphorylated (10), and this was
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Fig. 1. Sephin1 is a selective inhibitor of PPP1R15A. (A) Structures of
GBZ and Sephin1. (B) Coomassie-stained gel showing recombinant
PPP1R15A325-636 and PPP1R15B340-698 (input). Biotinylated Sephin1 selec-
tively captured PPP1R15A on neutravidin beads (bound). (C) Immunopre-
cipitations of PPP1R15 complexes from cells treated with vehicle, 50 mM
GBZ, or Sephin1 for 6 hours analyzed with immunoblotting. (D) Immuno-
blots of the indicated proteins in lysates of HeLa cells treated with 2.5 mg/ml
tunicamycin (Tm) in the presence or absence of 50 mM Sephin1 for the

indicated time. (E) Newly synthesized proteins labeled with 35S-methionine
in HeLa cells treated with Tm or with or without 50 mM GBZ or Sephin1 and
revealed with autoradiography. (Bottom) Coomassie-stained gel. (F) Dose-
dependent protection by Sephin1 of wild-type but not Ppp1r15a mutant
(mut/mut) cells from Tm (2.5 mg/ml). Data are means T SEM (n = 4 repli-
cates). **P ≤ 0.001. (G) Adrenergic activity of GBZ and Sephin1 in cells ex-
pressing recombinant human adrenergic a2A receptor. Representative
results of at least three independent experiments are shown in each panel.
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prolonged in Sephin1-treated cells (Fig. 1D). In
the absence of stress, Sephin1 did not affect eIF2a
signaling (fig. S2), which was expected because
PPP1R15A is only expressed upon stress (9). Con-
firming the selectivity of Sephin1 for PPP1R15A,
Sephin1 did not inhibit the catalytic subunit PP1c
(fig. S3). Selective inhibitionof PPP1R15AbySephin1

protected cells from cytotoxic ER stress (Fig. 1F
and fig. S4), but this was abolished in cells lack-
ing a functional allele of Ppp1r15a (Fig. 1F). Thus,
all the cytoprotective activity of Sephin1 in ER-
stressed cells resulted from selective inhibition
of PPP1R15A. Sephin1 lacked anymeasurable a2-
adrenergic agonist activity in a cell-based assay,

in contrast to GBZ (Fig. 1G). Thus, Sephin1 is a
selective PPP1R15A inhibitor.
Pharmacokinetic analysis of Sephin1, admin-

istered orally at 1 or 10mg/kg, revealed that the
molecule rapidly disappeared from plasma (fig.
S5) but concentrated in the nervous system,
reaching concentrations 7 to 44 times higher in
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Fig. 2. Sephin1 is devoid of adverse effects on
rotarod performances, total body weight gain,
or memory. (A) Motor performance of mice on an
accelerating rotarod before or after the indicated
treatments. Data are means T SEM. (n = 5 mice).
(B) Total body weight gain of mice treated orally
with Sephin1 (1 mg/kg) or vehicle twice a day, from
postnatal days 28 to 61. Data are means T SEM (n =
6 mice). (C and D) Distance and latency to locate a
hidden platform in the Morris water maze, in five
trials a day for 5 consecutive days. (E) Quadrant
occupancy after training and removal of the plat-
form. (F) Freezing response during the conditioning
session, where a light/tone [conditioned stimulus
(CS)] and foot shock [aversive unconditioned stim-
ulus (US)]wereapplied. (GandH) Freezing responses
expressed as percentage of total time (2 min) mice
spent immobile during context and auditory cue
testing. In (C) to (H), data aremeans T SEM (n = 12
mice). Mice were treated with 1 mg/kg Sephin1 or
vehicle twice a day for 4 weeks. No statistical dif-
ferences were found between Sephin1- or vehicle-
treated mice [(B) to (H)].

Fig. 3. Sephin1 prevents the defects
caused by misfolding-prone myelin
MPZmutant protein ex vivo and in vivo.
(A and B) Representative images (A)
and quantification (B) of myelin
internodes revealed with immuno
staining for myelin basic protein (MBP,
red) from cultured DRG of the indi-
cated genotype treated for 2 weeks
with vehicle or Sephin1 (100 nM). In
green, neurofilament (NF). Data are
means T SEM (n = 4 to 6 mice). (C)
mRNA levels [by means of quantitative
polymerase chain reaction (PCR)] of
the indicated ER stress markers in
cultures as (A). Data are means T SEM
(n = 5 to 7 mice). (D) Motor perform-
ance of 4-month-old wild-type or
MPZmutant mice on a rotarod after a
3-month oral treatment with Sephin1
(1 mg/kg) or vehicle twice a day.
Data are means T SEM (n = 14 to
16 mice). (E) Myelin thickness revealed
on toluidine blue–stained semithin
sciatic nerve sections of 6-month-old
mice of the indicated genotype after
5 months of oral Sephin1 treatment
(1 mg/kg) or vehicle twice a day. Data are means T SEM (n = 6 to 8mice). (F) Demyelination expressed as increased g-ratio (ratio of axon diameter to fiber diameter)
over wild-type mice. Data are means T SEM (n = 5 or 6 mice). (G) Immunoblots on sciatic nerve lysates from mice. (H) mRNA levels (quantitative PCR) in sciatic
nerves of 6-month-old mice as in (E). Data are means T SEM (n = 5 to 7 mice). *P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001; ****P ≤ 0.0001. Scale bars, 100 mm.
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the brain and sciatic nerve (up to ~1 mM) than
in the plasma (fig. S5, A and B), like GBZ does
(11). In humans, the adrenergic agonist activity
of GBZ has side effects, including drowsiness
and coma, at high doses (12). In mice, GBZ (1 to
5 mg/kg) also exhibited side effects manifested
by a rapid and dose-dependent decrease in
rotarod performances (Fig. 2A). In contrast,
Sephin1-treated mice (1 to 5 mg/kg) continued
to run as before treatment (Fig. 2A). A chronic
treatment (1 mg/kg for 1 month) with Sephin1
was also tolerable with no measurable adverse
effects on body weight gain in mice (Fig. 2B).
We next evaluated whether Sephin1 had adverse
effects on memory because manipulations of
PP1c (13) and eIF2a phosphorylation (14) affect
memory. In theMorris water maze (15), Sephin1-
treated mice showed normal spatial learning
and improved their ability to locate a submerged
platform as training progressed (Fig. 2, C and D)
and remembered where the platform was after
it had been removed (Fig. 2E). In a fear condi-
tioning paradigm, both Sephin1- and vehicle-
treatedmice showed similar basal fear responses
during the conditioning phase (Fig. 2F) and after
(Fig. 2, G andH). Thus, Sephin1 lacks the adverse
effects of GBZ in vivo and has no measurable
adverse effect on general health or memory in
diverse experimental paradigms.
We next examined whether Sephin1 could

correct a protein misfolding disease. Deletion
of serine 63 of myelin protein zero (MPZmutant),
a transmembrane protein produced by Schwann
cells in the peripheral nervous system, causes

the demyelinating neuropathy Charcot-Marie-
Tooth 1B (CMT1B) in humans and a similar dis-
order inmice.MPZmutant causes CMT1B by a gain
of toxic property associated with pathological
signaling through CHOP and PPP1R15A (16, 17).
As previously reported (16, 17), myelination de-
fects were severe in dorsal root ganglia (DRG)
cultures prepared from MPZmutant mouse em-
bryos (Fig. 3, A and B). A 2-week treatment with
100 nM of Sephin1 rescued myelination (Fig. 3,
A and B) and decreased the expression of ER-
stress genes in mutant DRG cultures (Fig. 3C).
Because of the potency of Sephin1 ex vivo (Fig. 3,
A to C) and its pharmacokinetic properties (fig.
S5), we next treated MPZmutant mice orally twice
a day with 1 mg/kg of Sephin1. As reported (18),
MPZmutant mice exhibited motor defects detect-
able with rotarod analysis at 4 months of age
(Fig. 3D), but this was completely prevented by
Sephin1 (Fig. 3D). Sephin1 also rescued myelin
thickness around axons in sciatic nerves (Fig. 3,
E and F) and reduced the levels of ER-stress
markers in MPZmutant sciatic nerves (Fig. 3, G
andH). Thus, without any obvious adverse effect,
Sephin1 prevented themolecular, morphological,
and motor defects of the MPZmutant mice.
Selective inhibition of PPP1R15A could in prin-

ciple ameliorate a broad range of protein mis-
folding diseases. Mutant and misfolding-prone
superoxide dismutase 1 (SOD1) is associated with
familial forms of amyotrophic lateral sclerosis
(fALS), a motor neuron disease (19). SOD1 mu-
tants bind to Derlin-1 on the cytosolic side of
the ER membrane, blocking degradation of ER

proteins and causing ER stress (20) with path-
ological PPP1R15A signaling (21). Transgenic
mice expressing the human ALS-causing mu-
tant SOD1G93A (SOD1mutant mice) develop amotor
neuron disease that closely resembles ALS (22).
The motor deficits in SOD1mutant mice were par-
tially prevented by treatment with 1 mg/kg of
Sephin1 twice a day (fig. S6). With 5 mg/kg of
Sephin1 once a day, the progressive weight loss
of SOD1mutant mice (Fig. 4A) as well as their
motor deficits (Fig. 4B) were almost completely
prevented, without adverse effects on weight
gain or motor performance of wild-type mice
(Fig. 4, A andB). Themotor deficits of SOD1mutant

mice were associated with motor neuron loss,
which was prevented by Sephin1 (Fig. 4, C and
D). Genetic ablation or pharmacological inhi-
bition of PPP1R15A decreases translation rates
and increases the availability of chaperones
(4, 23). To assess whether Sephin1 could im-
prove proteostasis in the cytosol, we monitored
aggregation of SOD1mutant, a defining histopath-
ological feature in ALS (22, 24). Sephin1 prevented
the accumulation of insoluble SOD1mutant (Fig.
4E) and decreased ER stress markers in trans-
genic spinal cords (Fig. 4F). Thus, Sephin1 pre-
vented the molecular and organismal defects
of SOD1mutant mice.
Here, we have shown that Sephin1 selectively

inhibited PPP1R15A to prevent two otherwise un-
related protein misfolding diseases in mice. This
was achieved while sparing PPP1R15B, a crucial
property because the lack of both PPP1R15A and
PPP1R15B is lethal in mice (25). Thus, PPP1R15A
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NeuN  Nuclei

Fig. 4. Sephin1 prevents motor deficits, motor neuron loss, and the mo-
lecular defects in SOD1mutant mice. (A) Total body weight gain of wild-type
or SOD1mutant mice treated orally with Sephin1 (5mg/kg) or vehicle once a day
from4 to 11 weeks of age. Data aremeans T SEM (n=4 to 6mice). (B) Rotarod
analysis of 110-day-old wild-type or SOD1mutant mice treated as in (A). Data are
means T SEM (n = 4 to 6 mice). (C and D) Representative motor neuron
staining (NeuN, green) and quantification (D) of sections of anterior horn of

the lumbar region of spinal cord of 110-day-old mice treated as in (A). Nuclei,
H33258 (blue). (D) Data are means T SEM (n = 6 to 8 mice). (E) SOD1
immunoblots on soluble and insoluble fractions of spinal cord extracts from
SOD1mutant mice treated as in (A). (F) mRNA levels (quantitative PCR) in
lumbar spinal cord from 4-month-old mice of indicated genotype, after treat-
mentwith Sephin1 or vehicle as in (A). Data aremeans T SEM (n=4 to 6mice).
*P ≤ 0.05; **P ≤ 0.01; ***P ≤ 0.001. Scale bar, 50 mm.
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inhibitors could ameliorate a broad range of dis-
eases caused by accumulation of misfolded pro-
teins. Because many signaling pathways operate
on the same dynamic—phosphorylation in the ac-
tivation phase terminated by dephosphorylation—
delaying the termination phase of signaling
pathways through the selective inhibition of phos-
phatasesmay be of broad relevance to safely and
selectivelymanipulate cellular functions for ther-
apeutic benefit.
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PRIMATE GENOMICS

Mountain gorilla genomes reveal the
impact of long-term population
decline and inbreeding
Yali Xue,1* Javier Prado-Martinez,2* Peter H. Sudmant,3* Vagheesh Narasimhan,1,4*
Qasim Ayub,1 Michal Szpak,1 Peter Frandsen,5 Yuan Chen,1 Bryndis Yngvadottir,1

David N. Cooper,6 Marc de Manuel,2 Jessica Hernandez-Rodriguez,2 Irene Lobon,2
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Antoine Mudakikwa,9 Evan E. Eichler,3,10 Michael R. Cranfield,11 Tomas Marques-Bonet,2,12

Chris Tyler-Smith,1† Aylwyn Scally13†

Mountain gorillas are an endangered great ape subspecies and a prominent focus for
conservation, yet we know little about their genomic diversity and evolutionary past. We
sequenced whole genomes from multiple wild individuals and compared the genomes of all
four Gorilla subspecies. We found that the two eastern subspecies have experienced a
prolonged population decline over the past 100,000 years, resulting in very low genetic
diversity and an increased overall burden of deleterious variation. A further recent decline
in the mountain gorilla population has led to extensive inbreeding, such that individuals
are typically homozygous at 34% of their sequence, leading to the purging of severely
deleterious recessive mutations from the population. We discuss the causes of their
decline and the consequences for their future survival.

M
ountain gorillas came to the attention
of the western world as recently as 1902
(1) and survive today only in two small
and critically endangered populations in
central Africa (2). Current estimates place

their total population at around 800, of which just
over half are in the Virunga volcanic mountain
range on the borders of Rwanda, Uganda, and
theDemocratic Republic of Congo (Fig. 1A) (3, 4).
Mountain gorillas face a number of threats to
their continued existence (5), and their survival
became an urgent concern during the 1960s,
when a precipitous decline in their numbers ap-
peared to put them at grave risk of extinction (6).
Active conservation efforts have since reversed
the decline (3), but a loss of genetic diversity asso-
ciated with small population size may still threat-
en their long-term viability. Infectious diseases

such as Ebola, the cause of substantial recent
mortality in the western lowland population (7),
represent a particularly serious threat (8).
Despite extensive study of mountain gorillas

in the field, few genetic analyses have been
carried out, and these have been confined to
mitochondrial sequences and a limited number
of autosomal loci (9–11). Unlike the other great
apes (12), mountain gorillas have not been studied
on a genome-wide scale, which is key to under-
standing their biology, evolution, and relation-
ship to sister taxa (Fig. 1B). It is also important in
assessing their current status and in forming strat-
egies for future conservation efforts. Phenotypic
indicators of inbreeding such as syndactyly have
been reported (13, 14), but the full genetic impact
of their decline is unknown. Additionally, the
severepopulationbottleneck experiencedbymoun-
tain gorillas provides an opportunity to study
processes that may have played a recurring role
in hominin evolution and extinction.
We performed whole-genome sequencing and

analysis for 13 eastern gorillas, comprising seven
mountain gorillas from the Virunga volcanoes
region and six eastern lowland gorillas. Themoun-
tain gorillas originate from both sides of the
Virungamassif, including from three groups span-
ning a densely populated sector on the Rwandan
side, and plausibly represent genetic variation and
ancestry in the Virunga population at large (15).
Sequencing was performed to an average 26×
depth (table S1), and combining these data with
published gorilla genome sequences (12) yielded
a total data set of 44 samples spanning all four
gorilla subspecies (table S2).
Sequences were aligned to the gorilla ref-

erence genome (16), and several tools were used
to call variants across samples (15). Comparing
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populations, we found that genetic diversity was
lower in the eastern species than in the western
by a factor of 2 to 3 (table S3), with mean auto-
somal heterozygosity (frequency of between-
chromosomal differences) of 6.5 × 10–4 per base
pair in mountain and eastern lowland gorillas,
versus 1.9 × 10–3 per base pair in the western
lowland population. These values are consistent
with the small reported census population sizes
of eastern gorillas relative to those in the west
(2). A detailed analysis of variation in mitochon-
drial DNA (mtDNA) showed little diversity in
mountain gorillas, with only three haplotypes in
total differing by just one to three mutations
(15). A similar situation was observed on the Y
chromosome, with only two sites differentiat-
ing the three male mountain gorillas (15).
A principal components analysis (PCA) of

11,743,407 single-nucleotide polymorphisms (SNPs)
across all samples (Fig. 1C) showed a hierarchical
structure consistent with the accepted Gorilla
taxonomy and the geographical distribution of
these populations. In particular, the separation
between eastern lowland and mountain gorilla
samples confirms them as genetically distinct
populations. Another PCA focusing on the east-
ern species only (Fig. 1D) revealed no substruc-
ture within the mountain gorillas sampled here,
but did show a separation of eastern lowland
gorillas into two subgroups, which may reflect
structure within the subspecies as a whole or
may only be a feature of the individuals we
have sampled. Similar patterns are also found
in a genetic structure analysis using the program
ADMIXTURE (fig. S3).
Copy number variation (CNV) among gorillas

was assessed with a read depth–based approach

(17), and the number of fixed loss and gain events
between populations reflects the accepted taxon-
omy (table S5), although eastern lowland and
mountain gorillas showed an excess of shared
fixed deletions relative to western lowland goril-
las, potentially reflecting a small ancestral popu-
lation prior to their divergence. Diversity patterns
at polymorphic CNVs also resembled those seen
in SNPs (fig. S8) (15).
Accurate population monitoring and manage-

ment are of central importance for conservation,
andwe cataloged 25,628 autosomal and89mtDNA

ancestry-informative SNP markers (AIMs) unique-
ly identifying eastern lowland and mountain
gorillas (as sampled here), as well as 1127 lineage-
specific CNV events (data files S1 and S2) (15).
We found that genome-wide linkage disequilib-

rium (LD) variesmarkedly between gorilla popula-
tions (Fig. 2A). Both eastern subspecies—particularly
mountain gorillas—show much more extensive
LD than western lowland gorillas, in whom the
decay of LD with genomic distance is similar to
that in African humans (15). These patterns re-
flect differing demographic histories and suggest
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Fig. 1. Geography, taxonomy and
genetic structure of gorilla spe-
cies. (A) Distribution of gorilla sub-
species (2). (B) Gorilla taxonomy.
(C) PCA plot of SNP data for all four
gorilla subspecies. (D) PCA plot of
SNP data from mountain and east-
ern lowland gorilla samples only.
(E) mtDNA and Y-chromosomal
phylogenies. Node heights are in
units of substitutions per base
pair; each tree is drawn to a
separate scale.
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Fig. 2. Linkage disequilibrium and homozygosity in gorillas. (A) LD decay (15) in gorilla and human
populations. Human samples are Utah residents with European ancestry (CEU) or Yoruba in Ibadan,
Nigeria (YRI). (B) Mean per-sample genome fractions found in homozygous tracts. Open bars show total
fractions for mountain (Gbb), eastern lowland (Gbg), Cross River (Ggd), and western lowland (Ggg)
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Neandertal and two human individuals [Karitiana (Kar) and Papuan (Pap)] (19). Error bars are T1 SD.
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a recent population bottleneck in the two eastern
subspecies.
An analysis of chromosomal sequence sharing

within individuals (genomic tracts of homozygo-
sity) provided insight into recent ancestry and a
measure of parental relatedness. Within moun-
tain and eastern lowland gorilla individuals, chro-
mosomes are typically homozygous over one-third
of their length (on average 34.5% and 38.4%, re-
spectively) (Fig. 2B), much higher than in western
lowland individuals (13.8%) and exceeding even
the most inbred human populations (18). We
observed longer tracts in the eastern species,
particularly in mountain gorillas, and a clear dis-
tinction in tract length distribution between east-
ern lowland and mountain gorillas (fig. S15) (15).
Very long tracts (2.5 to 10 Mb) are particularly
indicative of recent inbreeding, and homozygo-

sity on this scale in mountain gorillas exceeds
not only that in other gorilla populations but
also that observed in the Altai Neandertal (19),
consistent with parental relatedness equivalent
to that between two half-siblings (19). These data
suggest that mountain gorillas may have expe-
rienced several recent generations of close in-
breeding.We also examined haplotypematching
between individuals, finding subclustering among
eastern lowland gorillas consistent with that seen
in Fig. 1D; individuals in one cluster displayed a
10% higher mean level of sequence sharing than
those in the other (fig. S16).
Whole-genome data also enabled us to explore

the longer-term demographic history of these
populations. Effective population size (Ne) in
each of the four subspecies, as inferred by the
PSMCalgorithm (20), has varied over time (Fig. 3A),

and we note the decline of Ne particularly in the
eastern species within the past 100,000 years. The
most recent values of inferredNe are just 273 T 54
in mountain gorillas and 290 T 18 in eastern low-
land gorillas. Ne, which reflects genetic diversity,
is usually lower than census population size;
however, in 1981 the estimated census size in the
Virunga region was as low as 254 (3).
As judged from the date when inferred Ne

began to differ, the divergence of eastern and
western gorillas began at least 150,000 years
ago, but a more direct analysis using male X-
chromosomal sequences suggests that they ex-
changed genetic material until around 20,000
years ago (Fig. 3B) (15). Given that this also coin-
cides with a notable decline in western lowland
gorillaNe (Fig. 3A), it may be that environmental
changes during the LastGlacialMaximum (26,000
to 19,000 years ago), when dry savannah replaced
tropical forest over much of the Congo basin (21),
triggered a collapse in thewestern population and
complete separation of the two species. Indeed,
changes in forestation across the center of the
continent over the past 150,000 years may have
had a substantial influence on speciation and
diversity in African apes more generally, includ-
ing ancient humans (12).
We found no evidence for more recent east-

west genetic contact, and D-statistic analysis
provided no strong support for differences in
east-west gene flow between subspecies pairs
in either species (table S17).
These evolutionary differences between sub-

species allowed us to investigate the relationship
between demography and selection at protein-
coding loci. To facilitate this, we classified coding
sequence variants into three groups: synonymous,
missense, and loss-of-function (LoF) (15). Ac-
counting for potential reference bias, we found
a relatively larger number of derived missense al-
leles in eastern gorillas, particularly in mountain
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Fig. 3. Ancestral effective population size and gene flow between gorilla populations. (A) Inferred
effective population size (Ne) history for each of the samples studied. (B) Cross-population Ne history,
based on paired male X-chromosomal sequences. Both plots are scaled using a generation time of
19.3 years and an autosomal mutation rate of 1.25 × 10–8 per base pair per generation.

Fig. 4. The genetic burden of missense mutations and purging of LoF
mutations in eastern gorillas. (A) Relative number of derived alleles at
LoF (red) and missense (orange) sites that are frequent in one population
and not another (15). Error bars represent T2 SD. (B) Circles indicate the
scaled number of LoF variant sites in each population where at least one
sample is homozygous for the derived allele. Boxplots show distributions of
the same statistic for matched samples of synonymous sites (15); whiskers

show 5th and 95th percentiles; P values are the proportion of each sample
distribution smaller than the corresponding LoF count. (C) Circles show the
rate of LoF variants relative to synonymous variants in homozygous tracts for
each sample; diamonds show the same ratio in nonhomozygous regions.
Horizontal bars indicate population means; P values for each subspecies cor-
respond to a Kolmogorov-Smirnov test for difference in distribution between
homozygous and nonhomozygous regions.
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gorillas, relative to western lowland gorillas
(Fig. 4A). This is consistent with long-term dif-
ferences in Ne (Fig. 3A), because selection in a
larger population is more effective at removing
moderately deleterious variants. In contrast, we
found that mountain gorillas have relatively
fewer LoF variants than western lowland goril-
las. This is again consistent with low Ne and in-
breeding, wherein alleles are more frequently
exposed in a homozygous state, and because LoF
variants are more likely to be strongly deleteri-
ous, they are less likely to persist in the popu-
lation even if recessive (22). Further evidence for
the purging of severely deleterious mutations
from mountain and eastern lowland gorillas
comes from the lack of any deficit of homozy-
gous LoF genotypes in mountain gorillas (Fig.
4B) and the observation that LoF variants in
both subspecies occur at the same rate in homo-
zygous and heterozygous tracts (Fig. 4C) (15).
Finally, we looked at variation in genes using

function inferred from homology, focusing on
possible selection and adaptation in mountain
gorillas. Such adaptationmight be expected from
the fact that mountain gorillas range over high
altitudes (1500 to 4000 m), with consequences
for diet, morphology, and physiology (23). How-
ever, we found no significant enrichment in any
functional category of genes, although there are
interesting examples related to nervous system
morphology, immunoglobulin quantity, and red
blood cell morphology (15). Mountain gorillas
carry a significant excess of variants in genes as-
sociated with blood coagulation in humans (fig.
S21), perhaps linked to high-altitude living (15).
We also identified variants associated with car-
diomyopathy, including in one deceased indi-
vidual (Kaboko) in whom post mortem analysis
revealed evidence of muscular hypertrophy (15).
Cardiovascular disease has been identified as a
notable cause of death in captive western lowland
gorillas (24).
Concern about the survival of mountain goril-

las is focused largely on the threat from human
encroachment on their habitat (2, 5), and their

severe recent population decline may be respon-
sible for the high level of inbreeding that we
observe. An increased burden of deleterious mu-
tation and low genetic diversity—including at
the major histocompatibility locus, of central im-
portance to the immune system (fig. S22)—have
likely reduced their resilience to environmen-
tal change and pathogen evolution. However,
the origins of this condition extend far into their
history, because both eastern subspecies have
experienced a long decline over tens of millennia.
Indeed, the demographic histories of mountain
and eastern lowland gorillas (Fig. 3A) bear un-
happy resemblance to similar histories inferred
fromNeandertals before their disappearance (19).
Nonetheless, the same evidence suggests that

such a fate is not inevitable: These subspecies
have survived for thousands of generations at
low population levels and may have developed
physiological and behavioral strategies to miti-
gate inbreeding, such as natal dispersal and gene
flow between isolated populations (25). The purg-
ing of strongly deleterious mutations may also be
an important factor. Our findings reinforce the
imperative to sustain conservation efforts that
have helped to keep mountain gorillas from the
brink of extinction, and provide a genomic re-
source for future conservation and research.
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NanoHybrids

For info: 512-270-8469

www.nanohybrids.net

Laboratory Information 

Management System 
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Electronically submit your new product description or product literature information! Go to www.sciencemag.org/products/newproducts.dtl for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations 

are featured in this space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any 

products or materials mentioned is not implied. Additional information may be obtained from the manufacturer or supplier.
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CALL FOR PAPERS
Abstract Submission Opens May 18, 2015 | Abstract Submission Deadline June 18, 2015

506 Keystone Drive • Warrendale, PA 15086-7573

Tel 724.779.3003 • Fax 724.779.8313

info@mrs.org • www.mrs.org



Don’t Miss These Future MRS Meetings!
2016 MRS Spring Meeting & Exhibit

March 28 - April 1, 2016

Phoenix, Arizona

2016 MRS Fall Meeting & Exhibit

November 27 - December 2, 2016

Boston, Massachusetts

T. John Balk University of Kentucky

Ram Devanathan Pacifc Northwest National Laboratory

George G. Malliaras Ecole des Mines de St. Etienne

Larry A. Nagahara National Cancer Institute

Luisa Torsi University of Bari “A. Moro”

Meeting Chairs

ENERGY AND SUSTAINABILITY

LL Materials and Architectures for Safe and Low-Cost

Electrochemical Energy Storage Technologies

MM Advances in Flexible Devices for Energy Conversion and Storage

NN Thin-Film and Nanostructure Solar Cell Materials and Devices

for Next-Generation Photovoltaics

OO Nanomaterials-Based Solar Energy Conversion

PP Materials, Interfaces and Solid Electrolytes for High Energy Density

Rechargeable Batteries

QQ Catalytic Materials for Energy

RR Wide-Bandgap Materials for Energy EfRciency—

Power Electronics and Solid-State Lighting

SS Progress in Thermal Energy Conversion—

Thermoelectric and Thermal Energy Storage Materials and Devices

THEORY, CHARACTERIZATION AND MODELING
TT Topology in Materials Science—

Biological and Functional Nanomaterials, Metrology and Modeling

UU Frontiers in Scanning Probe Microscopy

VV In Situ Study of Synthesis and Transformation of Materials

WW Modeling and Theory-Driven Design of Soft Materials

XX Architected Materials—Synthesis, Characterization, Modeling and Optimal Design

YY Advanced Atomistic Algorithms in Materials Science

ZZ Material Design and Discovery via Multiscale Computational Material Science

AAA Big Data and Data Analytics for Materials Science

BBB Liquids and Glassy Soft Matter—Theoretical and Neutron Scattering Studies

CCC Integrating Experiments, Simulations and Machine Learning to Accelerate

Materials Innovation

DDD Lighting the Path towards Non-Equilibrium Structure-Property Relationships

in Complex Materials

X Frontiers of Material Research

A Engaged Learning of Materials Science and Engineering

in the 21st Century

BIOMATERIALS AND SOFT MATERIALS
B Stretchable and Active Polymers and Composites

for Electronics and Medicine

C Tough, Smart and Printable Hydrogel Materials

D Biolological and Bioinspired Materials in Photonics and Electronics—

Biology, Chemistry and Physics

E Engineering and Application of Bioinspired Materials

F Biomaterials for Regenerative Engineering

G Plasma Processing and Diagnostics for Life Sciences

H Multifunctionality in Polymer-Based Materials, Gels and Interfaces

I Nanocellulose Materials and Beyond—

Nanoscience, Structures, Devices and Nanomanufacturing

J Wetting and Soft Electrokinetics

K Materials Science, Technology and Devices for Cancer Modeling,

Diagnosis and Treatment

L Nanofunctional Materials, Nanostructures and Nanodevices

for Biomedical Applications

NANOMATERIALS AND SYNTHESIS
M Micro- and Nanoscale Processing of Materials for Biomedical Devices

N Magnetic Nanomaterials for Biomedical and Energy Applications

O Plasmonic Nanomaterials for Energy Conversion

P Synthesis and Applications of Nanowires and Hybrid 1D-0D/2D/3D

Semiconductor Nanostructures

Q Nano Carbon Materials—1D to 3D

R Harsh Environment Sensing—Functional Nanomaterials

and Nanocomposites, Materials for Associated Packaging

and Electrical Components and Applications

MECHANICAL BEHAVIOR AND FAILURE OF MATERIALS

S Mechanical Behavior at the Nanoscale

T Strength and Failure at the Micro- and Nanoscale—

From Fundamentals to Applications

U Microstructure Evolution and Mechanical Properties

in Interface-Dominated Metallic Materials

V Gradient and Laminate Materials

W Materials under Extreme Environments (MuEE)

Y Shape Programmable Materials

ELECTRONICS AND PHOTONICS

Z Molecularly Ordered Organic and Polymer Semiconductors—

Fundamentals and Devices

AA Organic Semiconductors—Surface, Interface and Bulk Doping

BB Innovative Fabrication and Processing Methods for Organic

and Hybrid Electronics

CC Organic Bioelectronics—

From Biosensing Platforms to Implantable Nanodevices

DD Diamond Electronics, Sensors and Biotechnology—

Fundamentals to Applications

EE Beyond Graphene—2D Materials and Their Applications

FF Integration of Functional Oxides with Semiconductors

GG Emerging Materials and Platforms for Optoelectronics

HH Optical Metamaterials—

From New Plasmonic Materials to Metasurface Devices

II Phonon Transport, Interactions and Manipulations

in Nanoscale Materials and Devices—Fundamentals and Applications

JJ Multiferroics and Magnetoelectrics

KK Materials and Technology for Non-Volatile Memories

2015 FALL MEETING & EXHIBIT

November 29 – December 4, 2015 | Boston, Massachusetts

www.mrs.org/fall2015

The MRS/E-MRS Bilateral Conference on Energy will be comprised

of the energy-related symposia at the 2015 MRS Fall Meeting.



Bio-Techne is a trading name for R&D Systems

info@bio-techne.com

techsupport@bio-techne.com TEL 800 343 7475

North America
info.cn@bio-techne.com

TEL +86 (21) 52380373

China

TEL +1 612 379 2956

bio-techne.com/find-us/distributors

Rest ofWorld

TEL +44 (0)1235 529449

Europe ● Middle East ● Africa
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Molecules
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Tracy Holmes
Worldwide Associate Director

Science Careers

Phone: +44 (0) 1223 32()2)

THE AMERICAS

E-mail: advertise@sciencecareers.org
Fax: 202 28+ (742

Tina Burks
Phone: 202 32( ()77

Nancy Toema
Phone: 202 32( ()78

Marci Gallun
Sales Administrator
Phone: 202 32( ()82

Online Job Posting Questions
Phone: 202 312 (37)

EUROPE/INDIA/AUSTRALIA/

NEW ZEALAND/REST OF WORLD

E-mail: ads@science-int.co.uk

Fax: +44 (0) 1223 32()32

Axel Gesatzki
Phone: +44 (0) 1223 32()2+

Sarah Lelarge
Phone: +44 (0) 1223 32()27

Kelly Grace
Phone: +44 (0) 1223 32()28

JAPAN

Katsuyoshi Fukamizu (Tokyo)
E-mail: kfukamizu@aaas.org
Phone: +81 3 321+ )777

Hiroyuki Mashiki (Kyoto)
E-mail: hmashiki@aaas.org
Phone: +81 7) 823 110+

CHINA/KOREA/SINGAPORE/

TAIWAN/THAILAND

Ruolei Wu

Phone: +8( 18( 0082 +34)
E-mail: rwu@aaas.org

All ads submitted for publicationmust comply with
applicable U.S. and non-U.S. laws. Science reserves
the right to refuse any advertisement at its sole
discretion for any reason, includingwithout limitation
for offensive language or inappropriate content,
and all advertising is subject to publisher approval.
Science encourages our readers to alert us to any ads
that they feel may be discriminatory or offensive.

For full advertising details, go to
ScienceCareers.org and click
For Employers, or call one of
our representatives.

Science Careers
Advertising

ScienceCareers.org

There’s only one

What makes Science the best choice?

§ Read and respected by 570,400 readers around the globe

§ 78% of readers read Sciencemore often than any other journal

§ Your ad sits on specially labeled pages to draw attention to the ad

§ Your ad dollars support AAAS and its programs, which strengthens

the global scientific community.

Why choose thismicrobiology section for your advertisement?

§ Relevant ads lead off the career section with special

Microbiology banner

§ Bonus distribution to:

American Society for Microbiology (ASM)
May 3.–June 2, 2.M, New Orleans, LA.

Expand your exposure.
Post your print ad online to beneft from:

§ Link on the job board homepage directly to microbiology jobs

§ Dedicated landing page for jobs in microbiology

§ Additional marketing driving relevant job seekers to the job board.

SCIENCECAREERS.ORG

* Ads accepted until May MM on a

first-come, first-served basis.

To book your ad: advertise@sciencecareers.org

The Americas
L.L-IL6-6,8L

Japan
+8M-I-ILM9-,---

Europe/RoW
+44(.)MLLI-IL6,..

China/Korea/Singapore/Taiwan
+86-M86-..8L-9I4,

Microbiology
May 1@, 2C1@

Reserve space by April 28*

Special Job Focus:

T H E R E Õ S A S C I E N C E T O R E A C H I N G S C I E N T I S T S .

For recruitment in science, there’s only one



For your career in science, there’s only one

A career plan customized
for you, by you.

Visit the website and

start planning today!

myIDP.sciencecareers.org

In partnership with:

I N D I V I D U A L

D E V E LO PM E N T

P L A NIDP
my

Careers

Overview

Setting Goals

Skill Goals

Career Advancement

Goals

Project Goals

Mentoring Team

myIDP Summary

Consider Career Fit

Read About Careers

Attend Events

Talk to People

Choose a Career Path

Skills Assessment

Interests Assessment

Values Assessment

Overview Summary

Personal Information

Development Plan

Career Exploration

Assessment

Recommended by leading professional societies and endorsed by the National Institutes of Health,

an individual development plan will help you prepare for a successful and satisfying scientific career.

In collaboration with FASEB, UCSF, and the Medical College of Wisconsin and with

support from the Burroughs Wellcome Fund, AAAS and Science Careers present

the first and only online app that helps scientists prepare their very own

individual development plan.

myIDP.sciencecareers.org



Southwest Jiaotong University, P.R.China

Anticipates YourWorking Application

Southwest Jiaotong University (SWJTU), founded in 1896, situates itself in Chengdu, the provincial capital of Sichuan.

It is a national key multidisciplinary “211” and “985 Feature” Projects university directly under the jurisdiction of the

Ministry of Education, featuring engineering and a comprehensive range of study programs and research disciplines

spreading across more than 20 faculties and institutes/centers. Boasting a complete Bachelor-Master-Doctor education

system with more than 2,500 members of academic staff, our school also owns 2 first-level national key disciplines, 2

supplementary first-level national key disciplines (in their establishment), 15 first-level doctoral programs, 43 first-level

master programs, 75 key undergraduate programs, 10 post-doctoral stations and more than 40 key laboratories at national

and provincial levels.

Our university is currently implementing the strategy of “developing and strengthening the university by introducing and

cultivating talents”. Therefore, we sincerely look forward to your working application.

More information available at http://www.swjtu.edu.cn/

I. Positions and Requirements

A.High-level Leading Talents

It is required that candidates be listed in national top talents programs such as Program of Global Experts, Top Talents

of National Special Support Program, “Chang Jiang Scholars”, China National Funds for Distinguished Young

Scientists and National Award for Distinguished Teacher.

Candidates are supposed to be no more than 50 years old. The limitation could be extended in the most-needed areas of

disciplinary development.

Candidates who work in high-level universities/institutes and reach the above requirements are supposed to be no more

than 45 years old.

B. Young Leading Scholars

Candidates are supposed to be listed in or qualified to apply for the following programs:
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Candidates should have good team spirit and leadership, outstanding academic achievements, broad academic vision and

international cooperation experience and have the potential of being a leading academic researcher.

C. Excellent Young Academic Backbones

Candidates under 40 years old are expected to graduate from high-level universities/institutes either in China or other

countries. Those who are professors, associate professors and other equal talents from high-level universities/institutes

overseas could be employed as professors and associate professors as well.

D. Excellent Doctors and Post Doctoral Fellows

Candidates under 35 years old are supposed to be excellent academic researchers from high-level universities either in

China or other countries.

II. Treatments

The candidates will be provided with competitive salaries and welfares that include settling-in allowance, subsidy of

rental residence, start-up funds of scientific research, assistance in establishing scientific platform and research group as

well as international-level training and promotion . As for outstanding returnees, we can offer further or specific

treatments that can be discussed personally.

III . Contact us:

Contacts: Ye ZENG &Yinchuan LI Telephone number: 86-28-66366202 Email: talent@swjtu.edu.cn

Address: Human Resources Department of SWJTU, the western park of high-tech zone, Chengdu, Sichuan, P.R.China,

611756

http://www.swjtu.edu.cn/

Faculty Position Available
at China University of Petroleum inQingdao

China University of Petroleum (UPC) is a national key university directly

affiliated with the Ministry of Education and a member of the “211 Project” and

“985 innovation platform for preponderant discipline” universities。Honored as

“the cradle of scientific and technological talents for petroleum industry”, UPC is

an important base of training high-level talents for the petroleum and

petrochemical industry and has already developed into a multi-disciplinary,

well-rounded university focusing on petroleum and engineering.

UPC now has two campuses in Shandong Province, one in Qingdao and one in

Dongying. Qingdao Campus, the main and new campus, is located in Qingdao

which enjoys a high reputation for its charming scenery and favorable climate.

We warmly welcome scientific and technological elites all over the world to join

us and build our university into a national renowned, high-level, research-oriented

institute with its petroleum-related disciplines reaching the world's first-class

level.

UPC provides eligible talents with a good academic environment and

excellent working and living conditions.

Further information is available at http:// rsc.upc.edu.cn

Contact us:

Tel: 0086-532-86981808; 86981806 E-mail: teacher@upc.edu.cn

g g

1.Tenured professor of well-known overseas universities or experts and scholars

who have published a thesis as the original author in "Science" or "Nature" can be

recruited as a high level professor at UPC，and will be offered 2 million RMB

settling-in allowance or housing subsidy and 3-8 million RMB scientific research

and academic funds after the evaluation.

2.Experts or scholars who have a high academic reputation and are qualified

leader in certain disciplines can be recruited as a high level or regular professor，

and will be offered 1 million RMB settling-in allowance or housing subsidy and

1-3 million RMB Scientific research and academic funds after the evaluation.

3.Youth talents who qualify for China’s “Youth 1000 Talents projects” can be

offered 0.5 million RMB annual salary, 1.5 million RMB settling-in allowance or

housing subsidy and 1-3 million RMB scientific research and academic funds.

4.Youth talents who receive the position as postdoctoral, assistant professor,

associate professor or have a PhD from a famous overseas university or research

institution can be offered higher treatment than similar talents in China.
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ScienceCareers.org

Learn more and conduct your job search

the easy way.

● Search thousands of job postings

● Create job alerts based on your criteria

● Get career advice from our Career Forum experts

● Download career advice articles and webinars

● Complete an individual development plan at “myIDP”

Target your job search using relevant resources

on ScienceCareers.org.



The Natonal Insttute of Immunology, New Delhi, is a

leading research Insttute in India with a long-standing

reputation for scientific excellence. The Institute is

equipped with state-of-the-art infrastructure for pursuing

research in immunology and allied sciences. The Insttute

also imparts vigorous long-term research training leading

to a Ph.D degree.

The Insttute invites applicatons from early as well as mid-

career scientsts with potental for intellectual leadership

and passion for innovatve research to set up independent

multidisciplinary research programmes relating to the

areas of (but not restricted to) immunology, virology,

microbiology, structural, chemical and systems biology

to address immunological problems at the expanding

interface of modern biology. Applicants should possess a

Ph.D degree or anM.Dwith four years relevant experience

post-Ph.D/M.D. Those possessing Ph.D/M.D degrees with

evidence of leadership with about 8 years and more of R

& D experience can be considered for higher positons.

Demonstrated recordof scientfcproductvity in the formof

outstandingpublicatons in scientfc journals of repute and/

or internatonally valid and productve patents is essental.

Applicants should have a commitment to excellence and

willingness to collaborate in interdisciplinary projects.

Eligible & interested candidates are advised to visit the

website, htp://www.nii.res.in for detailed informaton.

NATIONAL INSTITUTE OF

IMMUNOLOGY, INDIA
Career Opportunites for Scientsts

University Lecturer

Department of Physiology,

Development and Neuroscience

Salary: £38,511-£48,743

Applications are invited for a research-oriented,
tenure-track University Lectureship in Physiology,
available from 1 November 2015 or as soon as possible
thereafter. Based in central Cambridge, we are searching
for an outstanding scientist, with an excellent publication
record, undertaking cutting edge and fundable work in a
feld which complements our world class programme in
physiology with a preference for comparative physiology
or mammalian systems physiology research
(http://www.pdn.cam.ac.uk/research/).

The successful applicant will have a PhD in a relevant
subject area, will have an aptitude and enthusiasm for
teaching, and be willing to contribute efectively to our
undergraduate programmes in preclinical medicine,
preclinical veterinary science, and natural sciences
(http://www.pdn.cam.ac.uk/teaching). He/she will be
expected to contribute to the design and delivery of
undergraduate and graduate lecture courses and to
perform other academic duties including administration,
examining and assessment.

We welcome applications from all qualifed candidates
and we strongly encourage women to apply.
Appointment will be based on merit alone.

Informal enquiries may be made to Professor Bill Harris,
Head of Department (wah20@cam.ac.uk;
+44 (0) 1223 766137/333772).

Appointment will bemade at University Lecturer level with
a probationary period of fve years, with appointment to
the retirement age thereafter. The pensionable salary scale
starts at £38,511 to £48,743 per annum. Once an ofer of
employment has been accepted, the successful candidate
will be required to undergo a health assessment, with a
satisfactory outcome determined by the University.

To apply online for this vacancy and to view
further information about the role, please visit:
http://www.jobs.cam.ac.uk/job/6620

Please ensure that, in the Upload section of the online
application, you upload your CurriculumVitae (CV),
a research publication list which highlights your
threemost important published outputs, and a
covering letter of nomore than two pages, outlining
current and future plans, indicating the ft within the
research profle of the Department and how youmight
contribute to our teaching. If you upload any additional
documents which have not been requested, wewill not
be able to consider these as part of your application.

Please quote reference PM05747 on your application
and in any correspondence about this vacancy.

Closing Date: 30 June 2015

The University values diversity and is committed to equality

of opportunity.

The University has a responsibility to ensure that all employees

are eligible to live and work in the UK.

www.jobs.cam.ac.uk

Western University of Health Sciences is an equal opportunity employer.

Faculty Position in Biochemistry and Discipline Leader in Microbiology

Western University of Health Sciences, a thriving center for human health care and

veterinary medicine education, is growing and along with our site for the College of

Osteopathic Medicine of the Pacific – Northwest (COMP-NW) in Lebanon, Oregon,

we are recruiting new faculty in basic medical sciences for our campus in Pomona,

California (COMP-Pomona).

The Department of Basic Medical Sciences provides the preclinical education for

the College of Osteopathic Medicine, and invites applications from highly motivated

and accomplished individuals for a tenure-track faculty position in Biochemistry and

a Discipline Leader position in Microbiology. These are full-time, 12-month, tenure-

track positions at the rank of Assistant/ Associate/ or full Professor depending upon

qualifications. Successful candidates will be located at the COMP-Pomona campus.

For the biochemistry position, applicants need to have a PhD with at least 2 years of

postdoctoral experience, current funding or a strong potential to obtain extramural

grant support for their research program, research publications, and evidence

of teaching biochemistry topics. For the microbiology discipline leader position,

applicants must have several years of excellent experience of teaching microbiology

and virology topics, significant scholarly activity and research publications, and

consistent record of extramural funding. Submit a current curriculum vitae and a

cover letter describing your teaching philosophy, research activity and future goals.

Please include contact information for at least three references. These positions

will remain open until filled.

Nissar A. Darmani, PhD

Associate Dean for Basic Sciences and Research

Chair, Department of Basic Medical Sciences

College of Osteopathic Medicine of the Pacific

Western University of Health Sciences

309 E. Second Street, Pomona, CA 91766-1854

Email Address: ndarmani@westernu.edu

www.westernu.edu
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Advance your career with expert advice

from Science Careers.

Featured Topics:

§ Networking

§ Industry or Academia

§ Job Searching

§ Non-Bench Careers

§ And More

Download Free
Career Advice Booklets!
ScienceCareers.org/booklets
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TheNatonal Centre forNano-Structured

Materials (NCNSM), based at theCouncil

for Scientific and Industrial Research

(CSIR) in Pretoria, SouthAfrica, is looking

to fll two senior posts: one to develop

innovative polymer nanocomposite

materials for industrial applications,

and the other to play a senior role in

developing sensor devices.

The CSIR is a leading scientific and

technology research organisation,

implementing projects throughout

Africa and making a difference in

people’s lives.

Please see the links below for more

informaton:

http://www.csir.co.za/recruitment/

vacancy.php

ref: 305356 and 305357

Deadline: 15 May 2015

2x Chief/Principal Researchers:

1x Polymer Nanocomposites

1x Advanced Nano-Materials for Gas

Sensing
The UCSF Department of Epidemiology and Biostatistics and the Helen Diller Family Comprehensive Cancer

Center invites applicants for the Director of the HDFCCC Biostatistics Core. The position will be appointed in

the Department of Epidemiology and Biostatistics at the Assistant, Associate or Full Professor level, in either

the In Residence or Adjunct series. The successful candidate will be expected to direct the operations of the

Biostatistics Core of the Cancer Center, and to conduct original methodological research in biostatistical methods

relevant to clinical, epidemiological or biological aspects of cancer.

The Biostatistics Core provides support for protocol development, review and analysis for clinical studies, and

statistical expertise for research collaborations with Cancer Center investigators in all disciplines across the

spectrum of basic, clinical and population sciences. The Core Director oversees Core operations, including the

services provided by a group of biostatisticians, and works directly with Cancer Center leadership on setting goals

and monitoring progress.

Academic appointment in the UCSF Department of Epidemiology and Biostatistics provides a supportive academic

environment for original methodological research, including opportunities for collaboration with other Department

researchers, as well as teaching and mentoring as part of the K Scholars program and the Epidemiology and

Translational Science PhD program.

Requirements: Applicants should have a doctoral in Biostatistics, and/or a doctoral degree in a related field with

Ph.D. level formal training in biostatistics; a publication record of research in statistical methods; and experience

in design and analysis of clinical trials and/or cancer, genetics and/or other relevant statistical topics.

Candidates with a track record of obtaining extramural research support will be given preference. A background

in adaptive methods for clinical trials and/or applications of computational biology to cancer is also desirable.

Please apply online (including Cover Letter, CV and names of three references) at: http://apptrkr.com/594913

UCSF seeks candidates whose experience, teaching, research, or community service has prepared them

to contribute to our commitment to diversity and excellence. UCSF is an Equal Opportunity/Affirmative

Action Employer.

Vision Researcher

Epileptologist and Human Brain
Neurophysiologist

The Department of Neurology at Duke

University School of Medicine seeks a BC/

BE epileptologist with a signifcant research
interest in human brain neurophysiology
for an Assistant, Associate or Full Professor
position. Track and rank will be commensurate
with experience and potential. Applicants
must have an MD, or MD/PhD degree and
have demonstrated excellence in research and
clinical care.

The successful applicant will be expected to
be a productive scholar and national thought
leader in epilepsy and brain physiology and
will be expected to take advantage of both the
extraordinary neuroscience community and the
robust surgical epilepsy program at Duke. An
appropriate start-up package will be provided
to ensure the success of the applicant.

TheTriangleArea ofNorthCarolina,which

includesRaleigh,Durham, andChapelHill,
is consistently rated among the best areas in the
country to live.With its array of family-friendly
activities, exceptional schools and universities,
premier shopping, and Research Triangle
Park’s high-tech research and development
center, Raleigh/Durham has something for
everyone.

Send CV and letter of interest to:

richard.obrien@duke.edu

and to neurology@duke.edu

Tenure Track Faculty Position in Epigenomics

The Department of Genetics and Genome Sciences at the University of Connecticut School of Medicine
is seeking a highly qualified individual with an outstanding background in epigenetics and expertise in
areas that include but are not limited to genome-wide studies of noncoding RNA, gene regulation and
expression, DNA methylation, chromatin structure/function/organization and the analysis/interpretation
of epigenomic data sets. The ideal candidate will build on our established strengths that include RNA
biology, genomics (e.g. ENCODE) and translational research. The successful applicant will also develop
his/her world-class research program in the context of the recently established Institute for Systems
Genomics (http://isg.uconn.edu/) that coalesces the interdisciplinary research strengths of UConnÕs
schools and colleges (www.uconn.edu) and the Jackson Laboratory (www.jax.org). The Institute lever-
ages the significant investment from the state, including the $865M Bioscience CT initiative, $172M
Tech Park program, the $200M Bioscience Innovation Fund, and $1.5B Next Generation CT.

Applications are invited for a position at the Assistant, Associate or Full Professor level. Faculty will
enjoy superb resources including a generous start-up package as well as state-of-the art core facilities
for human pluripotent stem cells, mouse transgenics and gene targeting, next-generation sequencing,
flow cytometry, confocal microscopy and fluorescence imaging. The successful candidate will be
expected to establish an independent and innovative research program that will attract extramural
funding and to actively contribute to a rich scientific environment.

Candidates are invited to visit the departmental web page (http://genetics.uchc.edu) and should apply
by submitting a curriculum vitae and three letters of reference via the University of Connecticut Health
Center Employment Services website, https://jobs.uchc.edu, search number 2015-833. Questions
regarding this search should be addressed to:

Marc Lalande Ph.D.,
Professor and Chair

Department of Genetics and Genome Sciences
University of Connecticut School of Medicine

Farmington, CT 06030-6403
Email: ucsci_admin@uchc.edu
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Things weren’t supposed to end up 

this way. We both attended tier-one 

research institutions for our gradu-

ate degrees. Both he, a spatial ecolo-

gist, and I, a cell and molecular 

biologist, have publications in our 

fields. We both have generous refer-

ence letters. Years ago, we decided 

that I would pursue the academic 

track while he looked for a job with 

a nongovernmental organization; 

we hoped that would improve our 

odds of finding jobs in the same 

city. We’ve been married for 5 years 

and together for 10, but we’ve lived 

in the same city for only three. (Yes, 

it’s a tough way to have a relation-

ship, especially if starting a family is 

an eventual goal, as it is for us—but 

thank you, Google, for Google Chat.)

Now, my great opportunity is in 

Seattle, Washington. His is in Re-

search Triangle Park, North Caro-

lina. Both seem promising, but 

either could still fall through. The only certainties are that 

in the next 30 days, we’ll commit to yet another move—at 

least one, somewhere, because my husband’s job here in 

Boise is ending—and that whatever decisions we make, 

we’ll make together. The choices are terrifying: My career 

over his? His over mine? Live thousands of miles apart, long 

term, on opposite coasts and not have a family? Break up?

It might be less terrifying if I had a clear preference for 

one over the other, my career over my husband (and nascent 

family) or vice versa. But I don’t. I want them both. From 

graduate school and two postdocs to my first nontenure-

track faculty position, I haven’t lost my desire to push for-

ward, bit by bit, the frontiers of my field—to watch with 

increasing precision the dance of proteins, DNA replication 

and repair, and chromosome segregation. When I celebrated 

another New Year’s Eve with a trip to the core microscopy 

facility; when I spent my evenings last semester creating 

clinical problems for my students 

to work on during class; when, af-

ter I miscarried our first and so far 

only child, I returned to the lab the 

next day at the request of my prin-

cipal investigator, I did so with the 

sense of cheerful self-sacrifice that 

comes from a deep desire to serve 

my institution, my students, and my 

science.

But my love for my husband and 

my hope for a family are deep and 

fundamental parts of who I am. We 

met over a plate of barbecue during 

my graduate training in Houston, 

Texas, and when he flew to Africa 

for a 3-year stay, we e-mailed and 

called frequently. He shared with 

me his experiences as a science 

teacher in Sierra Leone. I told him 

about my graduate work in Texas. 

The relationship was cemented 

when, after an encounter with a ra-

bid cat forced his medical evacua-

tion to Belgium, I flew in to be with him as he received the 

treatments that saved his life. 

During that week and a half, I waited with him in a hotel 

room, looking out for signs of the disease. When none ap-

peared, we returned to the United States and continued our 

interstate courtship. In time we married. He has supported 

me through my last year of graduate school, my first year 

teaching undergraduate biology, and the miscarriage of 

our child. Though we’ve lived apart for much of our mar-

riage, neither my mind nor my heart can imagine a future 

without him. ■

Maria Fadri-Moskwik is a cellular and molecular biolo-

gist and most recently a clinical assistant professor at 

Washington State University, Spokane. For more on life 

and careers, visit ScienceCareers.org. Send your story to 

SciCareerEditor@aaas.org. IL
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“We’ve been married for  
5 years and together for 10, 
but we’ve lived in the same 

city for only three.”

Love knows no boundaries

B
ecause we are scientists, my husband and I have moved 13 times over the past 8 years, not 

always to the same place or in the same direction. Eight of those moves covered large swaths 

of the United States: South Carolina to Texas, Texas to Washington, Washington to Idaho. 

For 3 years now, we’ve been seeking a permanent place where we can live together and have 

good, long-term jobs in science—both of us. Now, those 3 years of searching and our 10 years 

together have come down to decisions we’ll likely make in the next month: Will I follow 

him? Will he follow me? Will we take jobs in different places?

By Maria Fadri-Moskwik
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