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ON THE COVER

Cancer immunotherapy 

harnesses the power 

of the immune system 

to kill tumors. These 

therapies aim to activate 

and expand T cells, such 

as those shown in blue, 

to specifically kill tumors 

(black). Current approaches 

include antibodies targeting inhibitory 

proteins on T cells, adoptive T cell therapy, and 

tumor vaccines, among others. See page 54. 
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D
uring disasters such as the 2010 Deepwater 

Horizon oil spill, engaging the expertise of the 

academic community helped responders make 

critical decisions. A major barrier to such en-

gagement, however, is the cultural gap between 

academia’s reward system and that which pre-

vails in the disaster response community. Given 

the importance of developing smart approaches to di-

sasters, whether natural or 

human-caused, we need to 

bridge this gap.

Responders are often fo-

cused on ending an emer-

gency quickly, with minimal 

damage. Academics are 

driven to understand the 

basic science of these events 

first, as a basis for proposed 

actions. Each community is 

used to speaking to differ-

ent audiences and deliver-

ing answers on their own 

time scales. But these differ-

ences should not discourage 

attempts to connect these 

communities. 

One approach is to foster 

a cohesive community of 

interdisciplinary disaster 

scientists: researchers who 

focus on crises that severely 

disrupt the environment or 

threaten human health, and 

can apply scientific methods in a timely manner to un-

derstand how to prevent, mitigate, respond to, or recover 

from such events. Disaster scientists could come from

a range of disciplines: environmental science, human 

health, toxic chemistry, geophysics, ecology, atmospheric 

science, oceanography, and the social sciences. A disaster 

science community could develop its own unique culture. 

It is well known in the disaster response community that 

the preparation that takes place in the years, months, and 

days before an event ever occurs is what truly makes the 

difference in reducing response time, improving coor-

dination, and ultimately reducing impacts. In the same 

vein, disaster scientists would benefit from consistently 

interacting with the response community. The worst time 

to be exchanging business cards is during a crisis. Trust 

takes time to establish. Researchers could learn to liaise 

with federally authorized responders (such as the U.S. 

Coast Guard), police, firefighters, and others respond-

ing to oil spills, forest fires, earthquakes, hurricanes, and 

other emergencies. Researchers would develop ties with 

relevant industries (oil companies, utilities, insurance 

companies, etc.) and help all sides identify vulnerabilities, 

increase resilience, and better coordinate the scientific 

response. Together, responders and affected industries 

could create funds to support prioritized research.

The advantage of building a community for all di-

sasters, rather than for just 

one type, is that researchers 

maintain momentum be-

tween emergencies, which 

may be decades or more 

apart for any one class. Ev-

ery disaster poses similar 

challenges: knowing when 

to speak to the press and 

what to say; how to develop 

“no regrets” actions; how to 

communicate with decision-

makers and the public; how 

to keep proprietary industry 

information confidential; 

how to get rapid, actionable 

peer review of relevant anal-

yses and proposed actions. 

So how can such a com-

munity be fostered? Scien-

tific societies could create 

focus groups and thematic 

sessions. The American 

Geophysical Union’s exist-

ing Focus Group on Natural 

Hazards could be broadened to include disaster science. 

Universities could create interdisciplinary centers to pull 

together the relevant disciplines. The Science Partner-

ships Enabling Rapid Response project at the Center for 

Ocean Solutions is currently proposing structures and 

mechanisms that will enable ongoing community build-

ing and rapid information exchange between federal re-

sponders and disaster scientists.*

As U.S. Geological Survey director during the Deep-

water Horizon spill, I worked with many researchers who 

cared not whether they got a peer-reviewed publication 

out of their efforts; they felt it their duty to respond to the 

limits of their ability. I worked with first responders who 

craved good scientific information for making decisions. 

But that might not always be the case. By creating a com-

munity for disaster science, we can encourage and better 

reward such selfless service.

– Marcia McNutt

 A community for disaster science

Marcia McNutt

Editor-in-Chief

Science Journals

EDITORIAL

10.1126/science.aab2091*www.centerforoceansolutions.org/project-science-partnerships-enabling-rapid-response.

“The worst time to be 
exchanging business cards is 

during a crisis.”
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Error led to vessel’s sinking
TAIPEI | The 10 October sinking of Taiwan’s 

Ocean Researcher V resulted from human 

error, Wen-chung Chi, director-general of 

the country’s Maritime and Port Bureau, 

told local press last week. A day into a 

cruise to study atmospheric pollution, 

Ocean Researcher V, in service under the 

Taiwan Ocean Research Institute (TORI) 

in Kaohsiung, headed back to port because 

of bad weather. The ship drifted off course, 

struck two submerged reefs, and sank 

near the Penghu Islands 260 kilometers 

southwest of Taipei. The accident claimed 

the lives of two researchers and rendered 

the research ship a total loss. Chi said that 

a review of the ship’s voyage data recorder 

and other evidence indicated that the crew 

should have been alerted that the ship 

had drifted off course. TORI will have a 

similar ship built as replacement, says the 

institute’s director, Hui-Ling Lin. 

http://scim.ag/Taiwansinking

U.S. tackles antibiotic resistance
WASHINGTON, D.C. | The White House last 

week announced a 5-year action plan to 

respond to the continued rise in drug-

resistant bacteria. The plan describes steps 

that will be taken across several govern-

ment agencies to prevent the misuse of 

existing antibiotics, track the appearance 

and spread of dangerous pathogens, and 

encourage the development of new drugs. 

It would establish stewardship programs 

at acute care hospitals and a network of 

regional labs to detect resistant strains. 

Although some urged the White House to 

take more aggressive action to ban the use 

of antibiotics in livestock, many praised 

the new plan as an ambitious first step. 

“This is the most serious proposal on this 

issue from any U.S. president, ever,” says 

Boston University health law professor 

Kevin Outterson.

Scientists’ media contact curbed
LONDON | Government scientists in the 

United Kingdom must now get permission 

from agency ministers before speaking to 

the media, according to a recent change in 

the Civil Service Code for public work-

ers. Advocates for science communication 

last week expressed “deep concern” about 

the change. “We believe this will have a 

negative impact on the public understand-

ing of science and the quality of the public 

discourse on some of the most important 

and contentious issues of our times,” wrote 

NEWS “
The average person probably knows less about their 
body than their equivalent in the early 1800s.

”Neuroanatomy professor Tom Gillingwater of the University of Edinburgh, which will host an 

upcoming series of public anatomy workshops, the first in the United Kingdom for 180 years.

F
rom his beautifully preserved head (shown) to his 

fairly small feet, “Little Foot”—an australopithecine 

and cousin to the famous “Lucy”—is the most com-

plete hominin skeleton ever found. Now, a new study 

in Nature this week supports the idea that Little Foot 

may also be old enough to be an ancestor of the 

more than 3-million-year-old human line. Since the fossil 

was discovered in South Africa’s Sterkfontein Caves in the 

early 1990s, most of its anatomy remains unpublished, 

and researchers have argued bitterly about its age (Science, 

21 March 2014, p. 1294). The skeleton can’t be dated 

directly—it’s too old for radiocarbon—and it is confusingly 

sandwiched between a younger limestone and older rock 

that is closer to the time when the cave formed. Depending 

on what is dated, age estimates range from 2.2 million years 

to more than 3 million years old. The team behind the new 

study thinks the older rock corresponds most closely to the 

fossil’s age; they used aluminum-beryllium to date that rock 

and concluded that Little Foot died 3.67 million years ago. 

But some skeptics argue that the research team still might 

be dating the wrong rocks. http://scim.ag/littlefootage 

‘Little Foot’s’ big footprint
I N  B R I E F
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the Science Media Centre in London, the 

Association of British Science Writers, 

and Stempra, a network of science public 

relations workers. Similar restrictions 

on media contact in Canada have led to 

long delays in granting interviews with 

scientists and the omission of Canadian 

research from media stories. 

http://scim.ag/UKmediarest

Mexico submits climate plan 
MEXICO CITY | Mexico will cut its green-

house gas emissions 22% by the year 2030, 

the country pledged to the United Nations 

on 27 March. It is the first developing 

country to submit its climate action 

plan in advance of the Paris summit in 

December, where world leaders hope 

to hammer out a global climate change 

accord. Mexico now contributes 1.4% of 

global greenhouse gas emissions. “As a 

developing country, we want to partici-

pate,” said Roberto Dondisch Glowinski, 

who represents Mexico in the U.N. climate 

talks, in an interview with the website 

ClimateWire. “Believe me, these numbers 

are not going to be easy for us, but we 

are committed.” 

New plan for asteroid mission
WASHINGTON, D.C. | Rather than bag up 

an entire asteroid, NASA has decided to 

pluck a boulder off an asteroid’s surface 

and bring it back to the vicinity of Earth, 

officials in charge of the Asteroid Redirect 

Mission (ARM) announced last week. 

The $1.25 billion mission, to launch in 

December 2020, would send a robotic 

spacecraft to rendezvous with an asteroid 

in 2022. The spacecraft will first collect 

a boulder several meters across from the 

asteroid; it will then orbit the asteroid 

for up to 400 days to test out an idea for 

defending Earth from an asteroid impact: 

using the spacecraft’s own gravitational 

field to subtly alter the asteroid’s orbit. The 

spacecraft would then bring the snatched 

rock back in 2025. But some scientists are 

skeptical about the mission, due to concerns 

that its costs could eat into science mission 

funding. ARM has also drawn skepticism 

from Congress, which will decide whether 

to fund it. http://scim.ag/bouldersnatch

NEWSMAKERS

NIAID head treats Ebola patients
Anthony Fauci is head of the National 

Institute of Allergy and Infectious 

Diseases, part of the National Institutes 

of Health (NIH) in Bethesda, Maryland. 

He wields a $4.4 billion research budget 

and has a punishing schedule. But in 

recent weeks, Fauci, 74, has reserved 

2 hours on most days to put on a protec-

tive plastic suit and help treat a U.S. health 

care worker (who has not been identified) 

who became infected with Ebola in Sierra 

Leone. “I do believe that one gets unique 

insights into disease when you actually 

physically interact with patients,” says 

Fauci, who also helped treat Dallas nurse 

Nina Pham last October during her stay 

at NIH’s Clinical Center. He adds he also 

wanted to show his staff that he wouldn’t 

ask them to do anything he wouldn’t do 

himself. http://scim.ag/FauciEbola

FINDINGS

Tiny warbler crosses big ocean 
A boreal songbird that fits in the palm of 

your hand still piles on enough fat to fly 

from Canada to the Caribbean islands. 

Some ornithologists suspected that the 

blackpoll warbler common in North 

America’s subarctic evergreen forests takes 

a direct route over the Atlantic Ocean 

to South America for the winter. But 

because a blackpoll weighs just 12 grams, 

slightly more than a U.S. half dollar, others 

doubted the bird could make it that far. To 

find out, two teams of scientists put dime-

sized devices that record daylight and time 

on 20 blackpolls preparing to travel south. 

Postjourney, the team retrieved five of the 

tags—which showed that blackpolls do fly 

about 2500 kilometers over water, stopping 

off in the Caribbean en route to Venezuela, 

the teams report in a joint paper this week 

in Biology Letters. 

Tagged blackpoll 

warbler

A gallery of brain cells

G
ot 3D microscopic images of neurons from a bee brain? How about brain cells from fruit 

fly larvae, mice—or people? BigNeuron wants your data. Whether a neuron branches like 

a chandelier or spreads like a pyramid, a brain cell’s shape is one of the most important 

clues about its function, says project leader Hanchuan Peng, a neuroscientist at the Allen 

Institute for Brain Science in Seattle, Washington. However, different labs use incompat-

ible methods to digitally reconstruct neurons, making their data hard to share, Peng says. 

BigNeuron, announced 31 March, will collect images of neurons from labs worldwide, then host 

hackathons to put the data in an online, public platform. Free, easy access to a vast library of 

brain cell types will help researchers better understand how information flows between neu-

rons, Peng says: After all, the brain’s complex connectivity, which produces all thoughts and 

behavior, “doesn’t just come out of the air.”

A digitally reconstructed 

3D fruit fly neuron; 

different colors indicate 

distinct cell branches.

Published by AAAS
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By Jennifer Couzin-Frankel

D
erived from bacteria, mitochon-

dria are our cells’ energy-producing 

powerhouses. Now, a Massachusetts 

company is convinced that these 

microscopic cylinders are also key 

to conceiving a baby, and it has per-

suaded several groups of physicians outside 

the United States to test that controversial 

premise in women with fertility problems. 

More than 10 women are pregnant via the 

firm’s proprietary in vitro fertilization (IVF) 

method, which adds a bolus of a woman’s 

own mitochondria to her mature egg.

Meanwhile, the U.S. Food and Drug Ad-

ministration (FDA) has erected roadblocks in 

front of a fertility specialist and a stem cell 

biologist who want to clinically test the mi-

tochondrial hypothesis in the United States. 

The duo would like to harness a different IVF 

strategy: swapping out a woman’s mitochon-

dria by transferring chromosomes from her 

egg into an egg from another woman. The 

technique, called mitochondrial replacement 

therapy (MRT), was just legalized in the 

United Kingdom to prevent rare genetic dis-

eases (Science, 6 February, p. 590). But even 

before that, the two researchers applied for 

permission to use it in women who are strug-

gling to conceive. FDA said it needs far more 

data before allowing the work to proceed.

A central question for both IVF strategies 

is whether faulty or aging mitochondria ac-

tually drive infertility, and whether correct-

ing that problem restores eggs to health. 

OvaScience, the Cambridge-based biotech 

firm, says the results it presented at a meet-

ing in San Francisco last week answer that. 

In one small cohort of women with fertil-

ity issues, the company achieved a preg-

nancy rate of 35%. “We are so excited,” says 

Michelle Dipp, OvaScience’s CEO. 

That enthusiasm is far from universal. 

John Eppig, a reproductive biologist at 

Jackson Laboratory in Bar Harbor, Maine, 

says he is “highly troubled” that the com-

pany has already made the leap to human 

pregnancies. No published animal stud-

ies with a control group have been done 

to test whether this approach can improve 

fertility—let alone whether it is safe for 

offspring, Eppig says. “What are the conse-

quences” of adding mitochondria to an egg 

cell? he asks. “We really don’t know.” 

MRT, the technique legalized in the United 

Kingdom, is in some respects even more of 

a lightning rod, because the resulting baby, 

with mitochondrial DNA from a donor and 

the rest of its DNA from mom and dad, 

would have three genetic parents (see dia-

gram, p. 15). The United Kingdom approved 

MRT in February, but not for infertility: It’s 

permitted only to prevent babies from inher-

iting potentially fatal mutations harbored in 

their mother’s mitochondria. (Most DNA is 

in the nucleus, but each mitochondrion also 

has some.) In the United States, there are no 

laws prohibiting MRT, but FDA hasn’t given 

anyone a green light to try it. Last year, the 

agency asked the Institute of Medicine to 

weigh the pros and cons of MRT. The insti-

tute’s second meeting was this week, and it’s 

expected to issue a report in 2016. 

FDA has flexed its muscles in this arena 

before. In 2001, it stopped physicians from 

squirting cytoplasm, which contains mito-

chondria, from a healthy woman’s egg into 

the egg of a woman who had been unable 

to conceive. But before FDA stepped in, 

17 babies were born, most healthy, but not all. 

Now teenagers, they are often cited as proof 

of mitochondria’s value in fertility. “All we’re 

doing is copying that exact same concept,” 

Dipp says, albeit with a woman’s own mito-

chondria. “Adding mitochondria improves 

IVF success rates.”

Yet one of the physicians who led the 

cytoplasmic transfer effort nearly 20 years 

ago contends it’s impossible to draw such a 

clean conclusion. This was “a pilot experi-

ment, not a randomized study,” says Jacques 

Cohen, a clinical embryologist at Reproge-

netics, a company in Livingston, New Jer-

sey. Cohen and his colleagues were certainly 

encouraged that several women who had 

failed many IVF cycles were able to have a 

baby. But, he points out, the numbers were 

small, there was no control group, and cyto-

plasm contains a lot of factors beyond mito-

chondria that could explain any success the 

method had. 

Evidence that faulty mitochondria im-

pede fertility remains preliminary, agrees 

Jennifer Kawwass, a reproductive endocri-

nologist at Emory University in Atlanta, who 

has studied the safety of IVF. More impor-

tant, she says: “We also don’t know the de-

gree to which fixing it improves anything.”

Stem cell biologist Ali Brivanlou of Rock-

efeller University in New York City, one of 

I N  D E P T H

Eggs’ power plants energize 
new IVF debate
Firm adding energy-generating mitochondria to egg cells 
has already produced human pregnancies

REPRODUCTIVE MEDICINE

Some doctors argue that 

mitochondria may help infertile 

couples produce embryos by 

in vitro fertilization.

Published by AAAS
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the investigators who asked FDA to permit 

MRT in infertile woman, says human tests 

are the best way to resolve the issue. At this 

point, he adds, “one can make the argu-

ment that it is almost unethical not to pro-

vide care” to women who would welcome 

it. The pushback against MRT is emotional, 

not science-based, adds fertility specialist 

Norbert Gleicher of the Center for Human 

Reproduction six blocks away, who is working 

with Brivanlou and would treat any women 

involved. The technique has produced seem-

ingly healthy offspring in monkeys. Further-

more, Gleicher notes, “we manipulate eggs 

and embryos in many other procedures.” 

FDA is wary, however. The agency wrote 

that MRT “has not been sufficiently estab-

lished … to support a first-in-human study,” 

according to communications provided by a 

lawyer assisting Gleicher and Brivanlou. FDA 

didn’t completely shut the door, requesting 

additional lab studies of human eggs and 

animal studies to demonstrate safety and ef-

fectiveness. It also said that any clinical test 

of MRT would need stringent cell-processing 

guidelines, strict enrollment criteria, and, 

ideally, a control group. The agency recom-

mended following babies into adulthood 

and tracking their own offspring, if possible. 

Brivanlou and Gleicher say that many of 

the demands are too costly for them or any 

fertility center. (FDA declined to speak with 

Science about the case.)

Dipp says OvaScience believes it doesn’t 

need FDA’s blessing to try its treatment, 

called Augment, in the United States, al-

though the firm is in a “low-level ongoing 

dialogue” with the agency. It’s already offer-

ing Augment in Canada, Turkey, and Dubai. 

Physicians isolate “immature” eggs from a 

small piece of tissue removed from the lin-

ing of a woman’s ovaries. They extract mito-

chondria from the cells and deliver them to 

the IVF clinic, where they’re injected, along 

with sperm, into a woman’s mature eggs. The 

resulting embryo is transferred as usual.

“The Augment procedure shows real 

promise,” said Robert Casper of the Toronto 

Centre for Advanced Reproductive Technol-

ogy in Canada, during a conference call last 

week at which OvaScience discussed its re-

sults. Out of 26 women treated at Casper’s 

clinic, 17 had embryo transfers. In nine, a 

pregnancy took hold. All of these women 

were 40 and under, all had failed between 

one and three IVF cycles, and they often had 

poor-quality eggs or embryos. “This popula-

tion would probably have a pregnancy rate 

less than 10%” if they had simply had an-

other cycle of conventional IVF, Casper said. 

At the San Francisco meeting, doctors from 

Turkey also reported one ongoing pregnancy 

with Augment.

But Glenn Schattman, a fertility special-

ist at Weill Cornell Medical College in New 

York City, says OvaScience’s results are “not 

that impressive.” Many of his patients have 

failed two IVF cycles at another clinic be-

fore they reach him, yet many get pregnant. 

Schattman considers a control group essen-

tial. Cohen agrees that OvaScience’s technol-

ogy warrants a randomized trial, though he 

acknowledges it’s difficult to control all the 

variables in IVF, such as age. 

But the company has no such plans. “The 

fertility [industry] just doesn’t do trials,” 

Dipp says. As for MRT, Gleicher is consider-

ing offering that option outside the United 

States. Kawwass notes that infertile couples 

themselves may demand it. “Once an inter-

vention has any hope,” she says, “they want 

the intervention.” ■

Egg recharging Swapping nucleus

Mature egg

Embryo

Implantation

Implantation

Mitochondrial 
transfer

Sperm

Sperm

Embryo

Immature egg

Mother’s egg

Nucleus transfer

Donor egg

Mother Donor

Can mitochondria overcome infertility?
OvaScience’s IVF method (left) transfers mitochondria from immature to mature eggs. 
Another method (right) would transfer an infertile woman’s DNA-containing nucleus into 
a donor egg, which has its own mitochondria.

A child-killing 
toxin emerges 
from shadows
Scientists link mystery 
deaths in India to 
consumption of lychees

TOXICOLOGY

By Priyanka Pulla, in Bangalore, India

R
esidents of Muzaffarpur have good 

reason to dread the arrival of sum-

mer. As the heat builds before the 

monsoon rains, hundreds of young 

children in this district in the north 

Indian state of Bihar come down 

with an illness that kills many victims and 

leaves others brain-damaged. Now, scien-

tists believe they may have unmasked the 

mystery culprit: a toxin in the sweet red ly-

chee fruit for which Bihar is known.

Investigators long suspected that some-

thing to do with lychee orchards was 

making the children sick. In Muzaffarpur, 

outbreaks peak in May and June, when the 

white-fleshed berry is harvested. But for 

years, they chased phantom causes.

Now, a trio of teams has zeroed in on the 

lychee itself. After a 2-year investigation, 

the U.S. Centers for Disease Control and 

Prevention (CDC) and the Indian National 

Centre for Disease Control (NCDC) suggest 

in the 30 January issue of Morbidity and 

Mortality Weekly Report that the illness 

results from crashing blood sugar levels, 

likely due to a lychee toxin known to cause 

hypoglycemia in rats. Two other groups fin-

ger the toxin in Current Science and in the 

May issue of Emerging Infectious Diseases.

The mechanism appears to explain simi-

lar illnesses in lychee-growing regions of 

Bangladesh and Vietnam. And it under-

scores the threat of similar toxins present 

in related fruits in West Africa and the Ca-

ribbean, as well as in a mushroom revealed 

a few years ago as the cause of unexplained 

sudden deaths in southwestern China’s 

Yunnan province (Science, 16 March 2012, 

p. 1293). “We need to approach these dis-

orders with a global understanding,” says 

Peter Spencer, a neurotoxicologist at Oregon 

Health & Science University in Portland. 

In Bihar, where the illness kills about 

200 children a year, the hallmark symptoms 

are consistent: Children under the age of 15 

are jolted awake in the middle of the night 

Published by AAAS
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with seizures, mental con-

fusion, and memory loss. A 

third or so become coma-

tose and die. In Vietnam, 

where the disease is called 

Ac Mong, or “nightmare” 

encephalitis, victims tend 

to run high temperatures; 

many in India do not. Still, 

says Arnaud Fontanet, an 

epidemiologist at the In-

stitut Pasteur in Paris who 

has studied the illness in 

Vietnam, “I am convinced 

that we are dealing with the 

same phenomenon.”

Until now, Indian author-

ities were inclined to be-

lieve that the lychee illness 

was a form of viral enceph-

alitis, a disease that causes 

brain inflammation. In 2013 and 2014, some 

1.8 million children in Bihar were vacci-

nated against the Japanese encephalitis 

virus, transmitted by mosquitoes and en-

demic in the region. Fontanet’s group, too, 

pointed to a viral cause in a 2012 paper 

in Emerging Infectious Diseases, in which 

they found high levels of cytokines and 

other signs of inflammation in the cere-

brospinal fluid of patients in Vietnam. In 

2012, a team at the International Centre for 

Diarrhoeal Disease Research, Bangladesh 

suggested another possible cause: a mix of 

pesticides sprayed on lychee trees.

Hoping to get to the bottom of the 

mystery, teams led by epidemiologists 

Aakash Shrivastava of NCDC and Padmini 

Srikantiah of CDC joined forces in 2013 to 

study 133 children admitted to Muzaffarpur’s 

two main referral hospitals. They found no 

evidence of viruses or brain inflammation in 

those children or in another set of patients 

studied last summer. They did find that the 

children consistently had low blood glucose, 

with the lowest levels in the fatal cases.

Acting on the data, NCDC advised Muzaf-

farpur health officials in June 2013 to give 

patients intravenous dextrose to raise their 

blood sugar. As a result, Srikantiah says, 

the mortality rate in Bihar in 2014 was 

about 29% lower than in the previous year. 

At about the time that NCDC and CDC 

flagged low blood sugar as a contributing 

factor, T. Jacob John, a retired virologist in 

Vellore, was drawing a bead on the likely 

culprit. John and Arun Shah, a pediatri-

cian practicing in Muzaffarpur, had studied 

26 children admitted to a Muzaffarpur hos-

pital last June. They, too, found no signs of 

brain inflammation, but markedly low blood 

glucose, which they treated 

with dextrose. Then John 

found a report on Jamaican 

vomiting sickness, an illness 

triggered by eating unripe 

ackee fruit, a Caribbean 

relative of the lychee. That 

malady is brought on by 

hypoglycin, an ackee toxin 

that is structurally similar 

to a compound in lychee 

seeds with a jaw-breaking 

name: methylenecyclopro-

pylglycine (MCPG). John 

also uncovered a 1991 paper 

in which researchers had 

described a hypoglycemic ill-

ness in rats fed MCPG. “No-

body had looked at this data 

for 25 years,” John says. 

Last year, after the NCDC-

CDC team’s search for brain inflammation 

and viruses found nothing, the investiga-

tion’s focus turned to MCPG. The toxin 

works by inhibiting fatty acid metabolism, 

which in turn blocks glucose production in 

cells. This could explain why children fall 

ill in the middle of the night, when blood 

glucose ebbs to its lowest levels. The team 

is now analyzing blood and urine samples 

from victims for MCPG metabolites; results 

are due this summer.

Although Fontanet is not ready to let 

some as-yet-unknown virus off the hook, he 

now plans to look for evidence that a lychee 

toxin may play a role in the illness in Viet-

nam. But Srikantiah says that puzzles re-

main. For instance, she asks, “Why do some 

children fall ill, while others don’t?” One 

clue is that many victims who succumbed 

were malnourished: “the poorest of the 

poor, living in subhuman conditions,” as 

Shah describes his patients. For an under-

nourished child with low glycogen and glu-

cose stores, heavy consumption of any fruit 

in the soapberry family—ackees, lychees, 

rambutans, and longans—“probably has the 

potential to result in toxic hypo glycemic 

syndrome,” Spencer and two colleagues 

write in Emerging Infectious Diseases. 

Another question is just how the chil-

dren ingest MCPG. The toxin is known to 

occur in the hard, inedible lychee seed. 

Srikantiah’s team is now trying to ascertain 

whether it’s also in the flesh of certain ly-

chee varieties. That could help explain why 

the illness strikes some lychee-growing re-

gions and not others. Spencer suggests that 

toxin levels may vary in lychees, as they do 

in ackee fruit, depending on factors such as 

cultivar, soil conditions, and ripeness.

NCDC is now looking for risk factors that 

would help it craft a government advisory 

on how to avoid contracting the illness. ■
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Bihar’s grim harvest
In a familiar pattern, the number of patients admitted to two hospitals in Muzaffarpur, India, with 
unexplained acute neurologic illness crested in mid-June—at the height of the lychee harvest.

Bihar state is known for prodigious production of lychees—and a malady linked to the fruit.
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By Eli Kintisch

M
arine biologist Robert Pitman 

thought he’d seen it all after de-

cades of conducting marine 

mammal surveys off the coast of 

southern California. But little pre-

pared him for what he noticed off 

the bow of his team’s research vessel this 

past October: a pod of pygmy killer whales, 

a tropical species typically found 2500 km 

to the south. “There 

was a moment of dis-

belief,” recalls Pitman, 

who works at the Na-

tional Oceanic and 

Atmospheric Admin-

istration’s (NOAA’s) 

Southwest Fisheries 

Science Center in San 

Diego, California.

It’s aqua incognita 

these days for Pitman 

and other researchers 

studying the north-

eastern Pacific. Over 

the past 18 months, a 

gargantuan mass of 

unusually warm ocean 

water—dubbed The 

Blob—has hovered 

off North America’s 

west coast, setting sea 

temperature records, 

scrambling weather 

and ecosystems, and 

threatening to disrupt 

fisheries worth bil-

lions of dollars. The Blob’s freakish longev-

ity has prompted researchers to redesign 

long-planned research cruises. And al-

though scientists say global warming prob-

ably isn’t a major cause of The Blob, others 

say it offers a preview of the disruptions 

that will accompany climate change. 

The Blob, composed of water between 

1°C and 4°C warmer than usual, has had 

three phases (see graphic, p. 18). Blob 1.0 

appeared off Alaska’s southern coast in fall 

2013 and persisted for about 8 months. The 

mass of water—nearly 2000 km wide and 

100 m deep—appears to have been main-

tained by a cyclical weather pattern that cre-

ated a massive “ridge” of high atmospheric 

pressure that dominated the weather over 

western North America. The ridge deflected 

winds that usually stir up cold deep water 

and push cool water and air from high lati-

tudes south along the Pacific coast. 

Blob 2.0 appeared in the spring of 2014, 

after the high pressure dissipated, with 

patches of warm water spreading along the 

coast from Alaska to central Mexico. Tropi-

cal winds seemed to be 

a key driver, but phys-

ical oceanographers 

also noted unusually 

cool waters on the 

opposite side of the 

ocean, in the north-

west Pacific. That 

pattern suggested the 

involvement of a ma-

jor climate pattern 

known as the Pacific 

Decadal Oscillation, 

which can drive up 

temperatures in the 

eastern Pacific for pe-

riods of 4 to 20 years. 

Blob 3.0 appeared last 

month, as the warm 

pool split into two 

distinct patches, one 

off Washington state, 

the other off Baja Cali-

fornia in Mexico. The 

reasons for the split 

aren’t clear.

The Blob isn’t just 

affecting the ocean. Inland, it has con-

tributed to a number of unusual weather 

events in the Pacific Northwest, says Nick 

Bond, Washington state’s climatologist, 

who is based in Seattle. In the summer of 

2014, it likely contributed to unseasonably 

muggy conditions that produced high thun-

derstorm and lightning activity, including 

one July 2014 storm that sparked the big-

gest wildfire in the state’s history. During 

that storm, Bond says, firefighters “couldn’t 

keep up with the lightning strikes.” 

Researchers worry that The Blob is hav-

ing an even bigger impact on marine eco-

‘The Blob’ invades Pacific, 
flummoxing climate experts
Persistent mass of warm water is reshuffling ocean 
currents, marine ecosystems, and inland weather

MARINE SCIENCE

Tropical species, such as this pygmy killer 

whale, are appearing off California.
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SCIENTIFIC PUBLISHING 

Hoax-detecting 
software spots 
fake papers
Springer jumps into sham 
submissions arms race

systems, reshuffling key food webs. For 

instance, it weakened currents that deliver 

nutrients from the subarctic to the mid-

Pacific. There, the nutrients normally 

help fuel phytoplankton blooms in a fea-

ture known as the transition zone chloro-

phyll front, creating a lush feeding ground 

for marine life. But the front has moved 

240 km farther north than usual, leaving 

relatively barren waters where species usu-

ally gather to feed. 

Closer to shore, The Blob’s warmer and 

therefore less dense surface water has 

formed a cap that, together with the chang-

ing winds, keeps cooler, more nutrient-rich 

waters from reaching the surface, says 

physical oceanographer Kris Holderied of 

NOAA’s Kasitsna Bay Laboratory in Homer, 

Alaska. That means that surface-dwelling 

phytoplankton, a key food source for ma-

rine animals, may not be getting the nutri-

ents they need to thrive. Already, scientists 

have documented an overall drop in popu-

lations of copepods, tiny crustaceans that 

graze on phytoplankton, off the Oregon 

coast. At the same time, they’ve seen an 

unprecedented jump in tiny sea creatures 

that normally live in the tropics—even in 

the Gulf of Alaska.

“It’s fun to see some new animals I don’t 

know,” says Bill Peterson of NOAA’s North-

west Fisheries Science Center in Seattle, 

who has rerouted some of his research 

cruises to study The Blob. But he and 

other researchers fear that the loss of phy-

toplankton, and the fact that some of the 

newly arrived plankton have relatively low 

nutritional value, could be contributing to 

a wave of die-offs further up the food chain. 

Some blame The Blob for deaths of thou-

sands of seabirds called Cassin’s auklets 

along the Pacific coast this past winter, as 

well as the starvation of thousands of sea 

lions along the California coast. “Evidence 

of hardship is mounting,” says retired 

oceanographer Frank Whitney, who lives 

outside Victoria, Canada. 

A growing concern is the fate of the 

multibillion-dollar Pacific salmon fishery. 

Juvenile salmon heading out to sea from 

their birth rivers “may have nothing to eat” 

if The Blob doesn’t dissipate, Peterson says.

Several modeling teams are planning 

to convene early next year to share results 

of their Blob studies. A key question is 

whether the warming planet is responsible. 

Several recent papers have concluded it is 

not: The high-pressure ridge that birthed 

The Blob is a result of natural variability, 

researchers believe, not human-caused 

climate change. And the relatively modest 

climate-driven warming of the oceans seen 

so far probably isn’t a major factor, adds 

James Overland, a NOAA climate scien-

tist at the Pacific Marine Environmental 

Laboratory in Seattle. “But you can’t rule 

out a small global warming component to 

The Blob, or that in the future we won’t 

see more phenomena like this,” he says. 

Long-lasting atmospheric features, such 

as the persistent high-pressure ridge that 

spawned The Blob, may be more likely in 

the future, he says. 

One thing is clear to oceanographer 

Russell Hopcroft of the University of 

Alaska, Fairbanks: The Blob provides a 

window into the kind of changes that could 

occur in the Pacific’s warmer future. “What 

we’re seeing now,” he says, “is what we ex-

pected [to see] in a few decades.” ■

By John Bohannon

I
t all started as a prank in 2005. Three 

computer science Ph.D. students at the 

Massachusetts Institute of Technology—

Jeremy Stribling, Max Krohn, and Dan 

Aguayo—created a program to generate 

nonsensical computer science research 

papers. The goal, says Stribling, now a soft-

ware engineer in Palo Alto, California, was 

“to expose the lack of peer review at low-

quality conferences that essentially scam 

researchers with publication and confer-

ence fees.”

The program—dubbed SCIgen—soon 

found users across the globe, and before 

long its automatically generated creations 

were being accepted by scientific confer-

ences and published in purportedly peer-

reviewed journals. But SCIgen may have 

finally met its match. Last week, academic 

publisher Springer released SciDetect, a 

freely available program to automatically 

detect automatically generated papers.

SCIgen uses a “context-free grammar” to 

create word salad that looks like reasonable 

text from a distance but is easily spotted as 

nonsense by a human reader. For example:

After years of compelling research into 

access points, we confirm the visualiza-

tion of kernels. Amphibious approaches 

are particularly theoretical when it comes 

to the refinement of massive multi player 

online role-playing games.

SCIgen also generates impressive-looking 

but meaningless data plots, flow charts, 

and citations. SCIgen’s first victim was 

the World Multi-Conference on Systemics, 

Cybernetics, and Informatics (WMSCI), a 

meeting that the trio suspected of not prop-

erly vetting submissions. Indeed, WMSCI 

accepted two of their nonsense papers. 

The trio then put SCIgen online as a free 

service, encouraging researchers to “auto-

generate submissions to conferences that 

you suspect might have very low submis-

sion standards.” And submit they did. Over 

the past decade, researchers have pulled 

In hot water 
Since appearing off the coast of Alaska 
(top), a pool of unusually warm surface 
waters has stretched south (middle) and 
then broken in two (bottom).

4 December 2013

29 October 2014

18 March 2015

Change in °C from base period, 1971–2000

–2 –1.5 –1 –0.5 0.5 1 1.5 2 2.5 3 3.5
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numerous pranks on journals and confer-

ences that claim to use human peer review-

ers. Variations on SCIgen have appeared 

for other fields, from mathematics to post-

modern theory. (This author continued the 

tradition by using a different fake paper-

generating method [Science, 4 October 

2013, p. 60].)

The bad publicity for publishers mounted 

in 2013, when 85 SCIgen papers were found 

in the published proceedings of 24 differ-

ent computer science conferences between 

2008 and 2011. More were soon discov-

ered, and 122 nonsense conference papers 

were ultimately retracted by Springer, the 

academic publishing giant based in Hei-

delberg, Germany, and by the Institute of 

Electrical and Electronic Engineers, based 

in New York City. 

Rather than being created as pranks, 

many of the fake papers seemed to be com-

ing from China, where they were “bought by 

academics and students” to pad their pub-

lication records, says the lead researcher 

behind the investigation, Cyril Labbé, a 

computer scientist at Joseph Fourier Uni-

versity in Grenoble, France. Later that year, 

an investigation by Science uncovered an 

underground market for fake academic cre-

dentials, in which some peddlers may have 

used SCIgen to save themselves the effort 

of writing “authentic” fake papers by hand 

(Science, 29 November 2013, p. 1035).

In the wake of that public relations night-

mare, Springer approached Labbé for help. 

He agreed, for a price—enough to fund a 

3-year Ph.D. student, Springer says. Labbé’s 

method for finding the nonsense papers was 

sophisticated, requiring a statistical tech-

nique similar to spam e-mail detection, but 

based on grammatical patterns rather than 

on keywords like “Viagra.”

The result is SciDetect, a program to auto-

matically detect papers created with SCIgen 

and similar programs. Its purpose, according 

to Springer, is to “ensure that unfair methods 

and quick cheats do not go unnoticed.”

But some think publishers may be more 

interested in avoiding embarrassment 

than in raising standards. “Anyone with a 

modicum of English language proficiency 

should be able to detect a paper written 

by SCIgen or similar software,” says Philip 

Davis, an independent researcher who con-

sults for the publishing industry. “To me, 

this appears to be a move by a publisher 

to protect itself against the unwilling-

ness of journal editors to weed out these 

fraudulent papers themselves.” Or as Paul 

Ginsparg, who founded arXiv, the physics 

preprint archive, puts it, “It’s wonderful 

that Springer has moved to eliminate ar-

ticles generated by software that intention-

ally produces nonsense, but what about 

unintentionally nonsensical articles pro-

duced by human authors?”

In an e-mail exchange with Science, the 

Springer representative wrote, “We agree 

with what Cyril Labbé says in his quote [in 

a 23 March press release]: ‘Software cannot 

replace peer reviews and academic evalua-

tion, but SciDetect lends publishers an ad-

ditional hand in the fight against fraud and 

fake papers.’ ” She added that no SCIgen 

gibberish articles have been submitted to 

Springer conferences or journals since the 

2013 retractions.

As for the pranksters, they will just have 

to work harder, says Stribling, the SCI-

gen creator. “I’m willing to bet if someone 

wanted to declare an arms race, they could 

come up with another way to generate pa-

pers that would fool [SciDetect] again for 

a while.” ■

An automated paper-writing program has met its match in an automated detection system.
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By Kai Kupferschmidt

F
or all the suffering it has caused, West 

Africa’s Ebola epidemic could help save 

lives in the future by allowing scientists 

to test candidate drugs and vaccines. 

But recent successes in reining in the 

epidemic have created a problem for 

the international teams running clinical tri-

als: Patients are becoming scarce. That cre-

ates moral and scientific quandaries—and 

even arguments between research teams 

competing for access to patients.

In its 25 March weekly report, the 

World Health Organiza-

tion (WHO) reported only 

79 new cases, down from 

more than 10 times that 

number during the height 

of the epidemic. Most are 

in shrinking areas around 

the capitals of Sierra Le-

one and Guinea; Liberia 

has had just one case in 

the past month. The slow-

down is leading some to 

ask: Should trials of less 

promising treatments be 

terminated prematurely to 

make room for studies of 

the most promising drugs, 

which arrived on the 

scene later? “The window 

to conduct these trials is 

closing and we need to pri-

oritize the drugs we think 

have the best chance of success,” says Lisa 

Hensley, a microbiologist at the U.S. Na-

tional Institutes of Health (NIH) in Freder-

ick, Maryland. 

Monkey studies have persuaded research-

ers that the most promising candidate 

treatments are an antibody cocktail called 

ZMapp, and TKM-Ebola, a drug based on 

a small RNA that blocks the expression of 

three of the virus’s proteins. Neither was 

available in sufficient quantities last fall 

when researchers began designing the stud-

ies, so they launched trials of other, less 

auspicious therapies, including a Japanese 

influenza drug named favipiravir; serum 

and blood from recovered patients, which 

contain Ebola antibodies; and interferon, a 

drug that activates the immune system.

Now, the two favorites are readily avail-

able and trials are starting. On 11 March, 

University of Oxford researchers launched 

a study of TKM-Ebola in Sierra Leone; a 

study of ZMapp co-organized by NIH began 

in Liberia 2 weeks earlier. But the two are 

jostling for space with treatments already in 

testing—and with each other. (Vaccine trials 

are seeing similar rivalries [http://scim.ag/

Ebolavactests].)

The teams testing less-promising treat-

ments in Guinea aren’t ready to pack their 

bags, however. And leaders of the TKM-

Ebola trial are wary as well, as NIH contem-

plates expanding its ZMapp trial beyond 

Liberia, where the virus is almost gone. Test-

ing ZMapp at sites where other studies are 

running would “jeopardize ongoing trials 

and lead to conflict,” says Peter Horby, the 

lead investigator of the TKM-Ebola study. 

Clifford Lane, who coordinates NIH’s 

trial, says Sierra Leone’s government will 

decide which treatment units should partic-

ipate. But the ministries of health in Sierra 

Leone and Guinea did not respond to calls 

and e-mails to discuss the issue. All three 

countries are short on scientific, regulatory, 

and ethical expertise needed to make the 

important decisions, and the debates are 

held mostly between Western experts, many 

of them with a stake in the outcome. Nige-

rian virologist Oyewale Tomori says the rush 

to move in with studies last fall reminded 

him of the 1884 partition of Africa.

An expert panel at WHO regularly up-

dates a list of the studies it regards as the 

most urgent, but it has no real powers. At 

its latest meeting, the group gave ZMapp 

and TKM-Ebola top priority but didn’t rec-

ommend stopping other trials. “If you stop 

the trial then basically all the infrastructure 

comes down,” says WHO’s Martin Friede, 

who coordinates the panel’s work.  The com-

mittee did convince an Italian charity to end 

a trial with the heart drug amiodarone at its 

Ebola treatment unit in Sierra Leone, how-

ever, and instead work with the ZMapp trial. 

Doctors Without Borders’ Armand Sprecher 

says the studies with convalescent blood 

and favipiravir have become questionable 

as well: “You can make a good argument to 

say: ‘Stop these trials.’ ” Thomas Geisbert 

of the University of Texas 

Medical Branch in Galves-

ton has the same view of 

the interferon trial. “That 

trial should never have 

happened,” says Geisbert, 

who has tested many can-

didate drugs. “We showed 

years ago in primates that 

there is little or no effect 

in animals.”

Aborting any trial to 

start another is problem-

atic if it means that both 

end up without answers, 

says Trudie Lang of the 

University of Oxford in 

the United Kingdom. “If 

this happens, the patients 

who have received an ex-

perimental drug cannot 

contribute anything and 

their data and samples are wasted. This is 

highly unethical.” And definitive negative re-

sults can be helpful, too, Friede says. If the 

interferon study—which the WHO panel ac-

corded a low priority—is terminated without 

a clear outcome, for example, people may be 

tempted to try it again in the next outbreak.

Eleanor Fish, an immunologist at the 

University of Toronto in Canada, who 

helped set up the interferon study and be-

gan enrolling Guinean patients last week, 

agrees. She says the receptor for interferon 

β differs in humans and primates, and only 

a trial will show whether the drug is effec-

tive. In any case, she adds, there was little 

else available when the trial was designed. 

“The truth is it has just taken a heck of a 

long time to get this up and running,” Fish 

says. “And now we are being hammered 

about how we can do this when there are 

other drugs available.” ■

INFECTIOUS DISEASES 

As Ebola wanes, trials jockey for patients 
Researchers debate ending some trials to allow others to go forward

A woman takes part in an Ebola vaccine trial in the Liberian capital Monrovia.
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T
he scene of one of the nation’s most 

dramatic environmental disasters 

is serene now. Waist-tall marsh 

grasses shiver in the wind, the 

tan and green carpet stretching to 

a hazy blue horizon. The quiet is 

broken only by small waves clap-

ping a rhythm on the metal hull of 

a skiff, beached at the edge of the 

latte-colored Gulf of Mexico. At first glance, 

it’s hard to see anything amiss.

But Linda Hooper-Bui kneels 

in a patch of grass, pulls up a clod 

of jet-black earth, and holds it to 

her nose. “Ooh, smell that, baby,” 

exclaims the entomologist. A sniff 

delivers a swift kick reminiscent 

of motor oil.

Nearly 5 years after BP’s Deepwater Hori-

zon oil rig exploded on 20 April 2010, kill-

ing 11 workers and unleashing an 87-day 

undersea geyser of oil that spewed at least 

518 million liters, the disaster’s legacy is 

still evident here—if you dig. Barataria Bay, 

a pocket of islands, inlets, and bayous, en-

dured some of the heaviest oiling, creating 

scenes of devastation replayed endlessly 

on screens around the globe. And the bay 

quickly became a magnet for researchers 

like Hooper-Bui, who are seeking to under-

stand the spill’s impacts.

Today, the scientists are finding both 

damage and remarkable resilience. The oil 

has clearly left its mark on the ecosystem, 

affecting organisms small and large, from 

soil microbes to bottlenose dolphins. But 

nature has bounced back in surprising ways. 

Shrimp scavenge the sea floor. Brown peli-

cans wheel overhead. Barataria Bay hasn’t 

gone to hell after Deepwater. But 

it’s not the Garden of Eden, either.

The story, however, isn’t over. 

After 5 years, researchers remain 

uncertain about whether this 

biological tapestry, frayed by oil, 

might still unravel in unexpected 

ways. And the concerns aren’t just ecologi-

cal: What the scientists learn could affect 

billions of dollars in environmental fines 

and the livelihoods of thousands of Gulf 

Coast families. 

IN LATE MAY 2010, the oil barged into 

Barataria Bay like a drunken brawler, pour-

ing through narrow gaps in nearby barrier 

islands, then lurching back and forth with 

the tides, currents, and winds. It left some 

areas untouched. Others, like the shoreline 

By Warren Cornwall, in Barataria Bay, Louisiana

FEATURES

Five years on, the world’s largest 
accidental marine spill has left 

subtle scars on the Gulf of Mexico

THE OIL

DEEPWATER HORIZON

AFTER

Cleanup crews burn off 

oil from the Deepwater 

spill in June 2010.
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To hear a podcast 
with author Warren 
Cornwall, see http://
scim.ag/pod_6230.

PODCAST
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of Bay Jimmy, were coated 

in muck ranging in consis-

tency from peanut butter 

to mousse. Many of the di-

saster’s most heart-rending 

images came from that 

area—pelicans staring out 

through a coating of brown 

goo, a dolphin surfacing in 

an oil slick, the carcass of an 

oil-bathed turtle. In the end, 

675 kilometers of Louisiana 

marsh were oiled.

Scientists were soon on 

the scene, making the most 

of what amounted to the 

largest uncontrolled experi-

ment of their lives. Hooper-

Bui, for example, left her lab 

at Louisiana State University (LSU), Baton 

Rouge, to set up study plots in oiled and 

unoiled marsh, hoping to chart the fate of 

ants (her specialty) and other insects. The 

underlying question: What happens when 

you take a coastal marsh ecosystem and 

dunk it in oil?

Now she is back at the marsh to offer 

some answers—and to discuss some mys-

teries that are still stumping scientists. 

Take the case of the shrunken ant heads. 

Hooper-Bui chooses a patch of dry grass 

and starts examining the stalks. Decked 

out in waders, a camouflage jacket, and a 

bright pink hood, she’s a diminutive dy-

namo, peppering her scientific patter with 

exclamations and jokes. (At one point, she 

holds up an abandoned foam float used 

to mark crab traps: “What’s 

this?” she asks. “A Bui with 

a buoy!”) 

Eventually, a colleague 

hands her what she is seek-

ing: a stem with a single, 

tiny black and red ant scur-

rying along the outside. 

Hooper-Bui gently peels 

open the hollow stalk to 

reveal a swarm of acrobat 

ants, named for the way 

they point their abdomens 

in the air when pestered. 

The ants, which typically 

prey on other insects, live 

in the dry stems, in colonies 

1 to 2 meters across.

In the years after the 

spill, the ants essentially disappeared from 

Hooper-Bui’s oiled study sites. New colo-

nies got started each spring but vanished 

by the end of summer. Measurements of 

the ants’ bodies yielded a clue: Those in the 

oiled areas had smaller heads, a sure sign 

of malnourishment.

Hooper-Bui has documented a decline 

of other insects on oiled sites, and ex-

A chunk of the solidified oil from 

the Deepwater spill now provides 

shelter to small crabs.
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periments with caged katydids left in the 

marsh suggest the insects are killed by 

substances released by buried oil. In sum-

mer during low tides, the heat can crack 

the old oil caked on the marsh surface and 

let relatively fresh oil ooze up. The fumes 

might be killing insects that the ants like 

to eat, or keeping the ants from leaving 

their grass stems to look for food, some-

thing Hooper-Bui has observed in lab tests. 

“They’d rather starve to death when there’s 

oil present,” she says.

So, as the ants swarm onto her hand in 

early 2015, Hooper-Bui is thrilled. “This 

is the first time we’ve seen the ants start 

to come back and stay [in an oiled area]. 

… It’s very exciting.” The finding fits with 

signs of an uptick Hooper-Bui started see-

ing last year. In places hit by the spill, ant 

colonies had climbed back to 10% of nor-

mal, and other insect numbers were higher, 

too. “We’re cautiously saying that there 

might be recovery,” she says.

THE INSECTS ARE AMONG the clearest 

examples that the spill is still an ecological 

force. But there are others. At the marsh’s 

edge, clumps of marsh grass hang in midair 

over the water, their pale roots suspended 

where the soil below has washed away.

Marsh erosion was one of the biggest 

threats to the bay even before the spill. 

Channels dug by the oil industry have 

chopped up the marsh, exposing more of 

it to erosion and killing vegetation by alter-

ing water flow patterns. Flood control proj-

ects along the Mississippi River starve the 

bay of fresh sediment from upstream. But 

soon after the spill, scientists watched ero-

sion go into overdrive. It doubled in some 

areas, one study found, because oil killed 

the vegetation that held marsh muck in 

place. Over the next year and a half, as veg-

etation grew back on the remaining dirt, 

erosion rates subsided.

However, the oil may continue to boost 

erosion by weakening plant roots or by al-

tering bacteria populations deep in the soil, 

according to a separate study. Oil acts like 

a fertilizer, fueling a boom in carbon-eating 

microbes that feast on the petroleum. Those 

same bacteria can eat away at the layer 

of rich organic matter that helps bind the 

marsh together, says Eugene Turner, a col-

league of Hooper-Bui’s at LSU and a lead-

ing expert on the decline of Louisiana’s 

10

9

12

11

A web of impacts
Louisiana’s Barataria Bay was one of 
the places hardest hit by the Deepwater 
Horizon spill. Five years later, research-
ers are still studying its impact. Among 
their findings so far:

1. Oil-eating bacteria increased; may have 
helped accelerate marsh erosion

2. Acrobat ants (Crematogaster pilosa) 
disappeared from oiled sites; may be 
recovering along with other insects

3. There are fewer snails (Littoraria irrorata) 
in oiled sites; some signs of recovery

4. Where oil killed plant roots, erosion 
increased; mixed evidence of recovery

5. Seaside sparrows (Ammodramus 

maritimus) build fewer nests and hatch 
fewer chicks in oiled areas; no clear 
population impact

6. Blue crabs (Callinectes sapidus) have 
shown no signs of population decline; 
studies continue

7. Microflora and fauna, including algae 
and invertebrates, have mostly recovered; 
some populations remain low

8. Shrimp populations initially increased 
in oiled estuaries; not clear why

9. Larval oysters (Crassostrea virginica) 
may be more likely to survive and grow 
faster in unoiled areas

10. Oil may have killed thousands of brown 
pelicans (Pelecanus occidenatlis) Gulf-wide; 
no clear lasting impact

11. Bottlenose dolphins (Tursiops trunca-

tus) are less healthy than Florida dolphins 
not affected by the spill

12. Gulf killifish (Fundulus grandis) show 
genetic evidence of exposure to toxic 
chemicals; no obvious population change
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wetlands. Turner found that

erosion in some oiled areas 

started accelerating several 

years after the spill and that 

it appears tied to the weak-

ening of this deep layer. He 

estimates the spill has led 

to the loss of up to 5 square 

kilometers of coastal wet-

lands in Louisiana.

Witnessed firsthand, the 

pace of erosion in Barataria 

Bay—whatever the cause—

is startling. Five years ago, 

researchers placed plastic 

poles along the marsh’s 

shoreline, to mark places 

hit by oil. Today, the poles 

stand 20 meters offshore, 

surrounded by water.

PAST THE POLES, out in the open water, 

live some of the oil’s more photogenic vic-

tims: Barataria Bay’s bottlenose dolphins. 

Roughly 1800 of the mammals live in the 

bay, feasting on fish and shrimp. In 2011, a 

checkup of 29 dolphins found serious prob-

lems associated with oil toxicity: nearly a 

third had moderate to severe lung disease, 

many suffered from suppressed hormone 

levels, and a quarter were severely under-

weight. Overall, it was a much worse report 

card than for similar dolphins in Florida, 

untouched by the spill.

New research suggests a link between 

the oil and a rash of dolphin deaths. An 

unusual cluster of at least 128 strandings 

occurred in the bay between August 2010 

and the end of 2011. It’s part of a Gulf-wide 

pattern that started shortly before the spill 

and continues today, adding up to more 

than 1250 deaths. Some of the strandings 

happened prior to the spill, researchers 

say. But a February study in PLOS ONE by 

government and private scientists identi-

fied a surge of strandings exactly where the 

spill hit hardest, in Barataria and coastal 

areas of Mississippi and Alabama.

“The cumulative evidence to date sup-

ports that the Deepwater Horizon oil 

spill is a causal factor for  poor dolphin 

health and  increased mortality,” says Lori 

Schwacke of the National Oceanic and 

Atmospheric Administration in Charles-

ton, South Carolina, who is helping lead 

that agency’s investigation 

of how the spill affected 

dolphins.

The blowout also left 

a big, but largely unseen, 

stain on the bottom of the 

Gulf. Oil sank to the sea 

floor over more than 3200 

square kilometers—an area 

roughly the size of Rhode 

Island—according to one 

study. Near the wellhead, 

scientists found patches 

of coral apparently killed 

or damaged by the oil. As 

much as 17 kilometers from 

the center of the spill, the 

pollution seems to have up-

ended the structure of sea-

floor communities of small 

creatures such as worms, 

tiny crustaceans, snails, and clams, reduc-

ing their diversity.

OTHER PARTS of Barataria Bay’s eco-

system have proved startlingly resilient. 

Brown pelicans were a poster child of the 

oil spill’s horrors, for instance, but there’s 

no sign the population as a whole has 

fallen. Shrimp numbers in the bay actually 

rose the year after the spill. Researchers 

don’t know if that was because state offi-

cials barred fishing for a time, or because 

the oil somehow caused shrimp to grow 

more slowly and linger in shallow water, 

boosting the counts. The bay’s seaside spar-

rows, which nest in grasses, had fewer and 

less productive nests in oiled areas, accord-

Thousands of brown pelicans may have died after the oil hit (above), but populations along 

the Gulf Coast appear to be healthy today (top).
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By Warren Cornwall

I
n the early weeks of the 2010 

Deepwater Horizon oil spill, as the 

ruptured wellhead spewed plumes of 

oil, desperate engineers took a gamble 

on a tactic they had never tried before. 

They rigged a hose to inject a toxic disper-

sant, normally used to break up surface 

oil slicks, into the hot, gas-rich petroleum 

jetting from the sea floor 1500 meters 

below the Gulf of Mexico’s surface. They 

hoped the dispersant, which chemically 

acts like a soap, would break up much of 

the oil into a fine undersea mist, prevent-

ing it from bubbling up to the surface and 

smothering shorelines.

Today, many observers consider the 

move a remarkable success and say that 

it helped blunt the spill’s impacts on 

coastal ecosystems (see main story, 

p. 22). As a result, U.S. and international 

agencies are starting to write the use of 

deep-sea dispersant into plans for han-

dling future spills. The 

oil industry is designing 

special dispersant hard-

ware for wellheads.

But a few scientists 

question whether 

pumping 2.9 million 

liters of the chemicals 

into the deep sea really 

did much good (and 

whether it may actually 

have harmed sea life). If 

a similar spill occurred 

today, “I would definitely 

say not to use the [deep-

sea] dispersant,” says 

Claire Paris, an oceanog-

rapher at the University 

of Miami in Florida and 

one of the research-

ers raising concerns. 

In February, she co-

authored a paper online 

in Chemical Engineering 

Science that concluded 

the dispersant reduced 

the amount of floating 

oil by just 1% to 3%. 

The debate centers 

on a seemingly simple 

question: How big were 

the droplets of oil that 

billowed, like ash clouds 

from a volcano, from the 

busted wellhead? If they were relatively 

large—more than 100 to 300 microns, 

depending on who you ask—they would 

have been buoyant, and the dispersant 

could have helped stop their swift rise 

by breaking them up. Smaller droplets, 

however, can become suspended in the 

water like fog and may never surface, 

meaning dispersant may not make 

much difference.

Paris and her research partner, chemi-

cal engineer Zachary Aman, used one of 

the world’s toughest blenders to try to 

solve the puzzle. The mixer, housed at 

Aman’s lab at the University of Western 

Australia, Crawley, is the size of a cham-

pagne glass, made of industrial sapphire 

strong enough to contain pressures 

120 times greater than that found at 

Earth’s surface—roughly the same as 

1200 meters beneath the ocean surface. 

After oil impregnated with natural gas 

is mixed with salt water, stainless steel 

blades spin at up to 2000 revolutions per 

minute, generating turbulence that shreds 

the oil into drops. A high-speed camera 

captures the action. 

In blender experiments, the researchers 

found that the pressure and turbulence 

at the Deepwater wellhead would have 

created droplets so small—80 microns in 

diameter on average—that many wouldn’t 

reach the surface. That suggests “you may 

not get a huge benefit from the disper-

sant,” Aman says. 

Skeptics argue that Aman is com-

mitting a crucial error by likening the 

forces created by a spinning blender to 

the turbulence created at a gushing pipe, 

which acts more like the nozzle of a fire 

hose. Aman’s findings also run counter 

to other studies that find bigger droplets, 

critics note. “We think they definitely 

made a mistake, and this is a hot-button 

policy question,” says Scott Socolofsky, 

an engineer at Texas A&M University, 

College Station.

Labs around the world are now trying 

to find a more definitive 

answer. In the United 

States, Canada, and 

Germany, groups 

are preparing to run tests 

that better approximate 

deep-sea drilling condi-

tions. Aman himself is 

fine-tuning computer 

models that he believes 

will create a more realis-

tic picture of the forces at 

play near the wellhead.

But given the dif-

ficulty of mimicking 

the conditions at an 

undersea blowout, it’s 

not clear that “if we 

have this conversation 

in 2 years that we’re 

going to be any better 

off,” says Steve Lehmann, 

a senior science adviser 

at the National Oceanic 

and Atmospheric 

Administration in 

Lowell, Massachusetts, 

who deals with spill 

response. And that, he 

says, “is a concern” for 

officials who will have to 

decide whether deep-sea 

dispersant should be 

de rigueur. ■ 

Critics question plans to spray dispersant in future deep spills

Researchers use this high-pressure chamber to study how oil behaves under 

conditions like those at the Deepwater wellhead. 
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ing to one study. Yet that doesn’t appear to 

have translated into a drop in overall num-

bers in the region. In short, there’s no sign 

the spill pushed the bay off some kind of 

ecological cliff.

Perhaps most puzzling is the state of the 

fish, which show clear signs of toxic expo-

sure yet appear to be flourishing. In hard-

hit waters, common minnows called Gulf 

killifish carried genetic markers associated 

with growth abnormalities, stress, gill dam-

age, and heightened immune response for 

up to a year after the spill. Scientists have 

found no evidence, however, that these ap-

parent physiological changes have caused 

fish numbers to drop in Louisiana’s estu-

aries. They’re left with unanswered ques-

tions. Has there really been no change? 

Is any change so subtle it hasn’t been de-

tected yet? Or is it too soon to know? 

To Ed Overton, an LSU chemist who has 

spent years tracking the chemical changes 

in the Deepwater oil that washed ashore, the 

overall message is upbeat—even though he’s 

found toxic chemicals in the oil that could 

persist in the bay for years. “I think the big 

story is, it’s remarkable how Mother Nature 

can cure herself,” he says. “It’s really hard to 

find permanent impacts. Now folks down in 

the deep water might say ‘Oh we had some 

impacts down there.’ But those impacts were 

confined to a pretty small area.”

Others aren’t so sanguine. 

Some point to the cautionary tale of the 

herring in Alaska’s Prince William Sound. 

In 1993, 4 years after the Exxon Valdez 

ran aground in the sound and dumped 

42 million liters of oil into the frigid waters, 

the herring population there crashed. It took 

another decade before several scientists con-

cluded the fish’s decline had actually started 

in 1989 and was likely tied to the spill.

The take-home message may be that “dif-

ferent components of the ecosystem have 

very different responses to oiling,” says ecolo-

gist Brian Silliman of Duke University’s Ma-

rine Lab in Beaufort, North Carolina, who 

specializes in saltwater marshes and studied 

erosion in Barataria Bay. “Some people say 

it’s resilient and back to normal. But that’s 

just one component of the ecosystem. When 

is it all back to normal?”

THAT ISN’T JUST a scientific question. At 

stake are billions of dollars, with reper-

cussions in courtrooms, corporate board-

rooms, and local businesses that rely on 

the Gulf.

Eventually—perhaps by 2016—BP and 

the other companies blamed for the spill 

are likely to be handed a very big bill for the 

environmental damage. They’ve already 

paid huge economic damage settlements 

and criminal and civil fines, with more to 

billion so far
with billions 

more to come

ENVIRONMENTAL

RESTORATION

$4.4+ billion

$2.554 billion 
in criminal fnes to the National 

Fish and Wildlife Foundation for 

environmental restoration in Gulf 

watershed

$750 million 
in Clean Water Act civil fnes for 

restoration in fve Gulf states; 

additional $8 billion possible
 

$100 million 
in migratory bird fnes to the 

North American Wetlands 

Conservation Fund for 

protection of habitat

$1 billion 
to address natural resource 

damage; more possible 

RESEARCH

$1+ billion

$500 million 
BP donation to create 10-year 

Gulf of Mexico Research Initiative, 

to study spill impacts and 

mitigation techniques

$500 million 
in criminal fnes to National 

Academies to create 30-year 

Gulf Research Program on 

understanding and reducing 

health and environmental risks 

from Gulf energy development

$40 million 
in Clean Water Act civil fnes 

to establish federal and state 

Gulf research centers; up to 

$550 million more possible

Other funds for natural resource 

damage assessment studies

A gusher of money for research and restoration
The 2010 Deepwater Horizon disaster produced more than a plume of oil. It has also created a 
gusher of money from the responsible parties, BP and Transocean. The cash includes dona-
tions, economic damage payments to Gulf residents and businesses, and civil and criminal 
penalties. Ultimately, a substantial fraction will go to environmental restoration and research in 
the five Gulf Coast states affected by the spill. The full sum isn’t clear, because BP is still liable 
for up to $13.7 billion in pollution fines in a case before a federal judge and potentially billions 
more to repair environmental damage that is being assessed. 
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come (see sidebar, p. 27). But another po-

tentially huge bill is still being tallied by 

federal and state agencies. It involves com-

pleting what is known as the Natural Re-

source Damage Assessment (NRDA), and 

NRDA’s final price tag will hinge on what 

scientists say the spill did to the environ-

ment and how long the damage lasted. (BP 

has already made a voluntary down pay-

ment of $1 billion for its NRDA bill.)

It’s possible government scientists have 

already arrived at some answers that they 

aren’t making public. Some research is be-

ing kept secret for now, because the NRDA 

findings could wind up in court. For exam-

ple, the Louisiana Department of Wildlife 

and Fisheries declined to discuss whether it 

has seen changes in lucrative species such as 

oysters, shrimp, or blue crabs. 

In the meantime, BP is mounting a pub-

licity campaign declaring the Gulf is largely 

back to normal. Citing studies that found 

much of the oil has decomposed and few 

signs of a drop in wildlife numbers, in mid-

March the company issued a lengthy report 

laying out its case. “[T]he most dire pre-

dictions made after the spill did not come 

to pass,” said Laura Folse, BP’s executive 

vice president for response and environ-

mental restoration, in a statement. “The 

Gulf is showing strong signs of environ-

mental recovery.”

Those claims have drawn swift responses 

from Gulf state and federal officials work-

ing on the damage assessment. “If you’re 

BP, you’re absolutely making the case that 

you’ve taken care of things, you’ve gotten 

things cleaned up, and you’re very much 

going to say things have come back, things 

look good,” says Kyle Graham, executive 

director of Louisiana’s Coastal Protection 

and Restoration Authority in Baton Rouge. 

“We’re going to take probably a slower, 

more methodical approach to truly assess-

ing what that injury looks like.”

Amid the sniping, locals are sometimes 

left to draw their own conclusions about 

what exactly the oil spill did to the bay and 

whether it will recover. 

Pete Vujnovich recently sat in the 

cramped cabin of his oyster boat, the Miss 

Eva, in a marina near the little town of Port 

Sulphur, chain-smoking Marlboro 100’s and 

pondering the state of the Barataria Bay 

oyster fishery. As a third-generation oyster-

man, he’s come to understand the fickleness 

of his crop. Salinity, water temperature, and 

parasites all influence how many oysters 

he hauls off the mounds of rock and oyster 

shells dumped on the bottom of the bay to 

form artificial reefs. “We’ve had peaks and 

valleys of production,” he says. But recent 

years have seen “one of the lowest lows.” 

After the spill, he bought rock and shell 

for replenishing some of his reefs with 

money from a compensation fund set up 

by BP. Those areas seem to be doing well. 

But older reefs are much less fertile than 

they were before, he says. Overall, he es-

timates his haul is still 20% below what it 

was before the spill. “That’s the million-

dollar question. Was it the oil?” he asks. 

Scientists don’t have an answer for him. 

In 2012 and 2013, researchers put cages 

of oysters in the bay, some in places with 

oil, others in places that had dodged the 

spill, to see how mature oysters fared. 

They didn’t find a difference. There were 

more intriguing findings when they put 

out blank ceramic and concrete tiles and 

watched how many baby oysters settled 

on them. In 2013, fewer settled on the 

oil-zone tiles. Those that did colonize the 

tiles grew more slowly in spots where, in 

addition to oil, they faced a second stressor: 

low water salinity. That suggests the spill 

might have compounded the effects of 

stressful conditions.

It’s possible the spill will never yield 

some secrets. At Bay Jimmy, Hooper-Bui 

picks up a black, Frisbee-sized chunk of 

what looks like asphalt mixed with rubber. 

This slab of fossilized spill, several cen-

timeters thick, is one of the most visible 

mementos of that long-stanched gusher 

of crude at the bottom of the Gulf . The 

ground along the marsh’s edge here is 

paved with the stuff. 

Yet marsh grass is growing through it. 

And as Hooper-Bui flips over the chunk 

of dried tar, she reveals two small brown 

crabs clinging to the underside. It’s impos-

sible to see what’s going on in the crabs’ 

tiny bodies—whether their cells bear dam-

age caused by the oil that they call home, 

or whether they have found some way to 

survive, even thrive, in such intimacy with 

the Deepwater Horizon’s legacy. ■

Warren Cornwall is a freelance writer in 

Bellingham, Washington.

Linda Hooper-Bui looks for 

signs of life on Cat Island in 

Barataria Bay. 
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T
he scene of one of the nation’s most 

dramatic environmental disasters 

is serene now. Waist-tall marsh 

grasses shiver in the wind, the 

tan and green carpet stretching to 

a hazy blue horizon. The quiet is 

broken only by small waves clap-

ping a rhythm on the metal hull of 

a skiff, beached at the edge of the 

latte-colored Gulf of Mexico. At first glance, 

it’s hard to see anything amiss.

But Linda Hooper-Bui kneels 

in a patch of grass, pulls up a clod 

of jet-black earth, and holds it to 

her nose. “Ooh, smell that, baby,” 

exclaims the entomologist. A sniff 

delivers a swift kick reminiscent 

of motor oil.

Nearly 5 years after BP’s Deepwater Hori-

zon oil rig exploded on 20 April 2010, kill-

ing 11 workers and unleashing an 87-day 

undersea geyser of oil that spewed at least 

518 million liters, the disaster’s legacy is 

still evident here—if you dig. Barataria Bay, 

a pocket of islands, inlets, and bayous, en-

dured some of the heaviest oiling, creating 

scenes of devastation replayed endlessly 

on screens around the globe. And the bay 

quickly became a magnet for researchers 

like Hooper-Bui, who are seeking to under-

stand the spill’s impacts.

Today, the scientists are finding both 

damage and remarkable resilience. The oil 

has clearly left its mark on the ecosystem, 

affecting organisms small and large, from 

soil microbes to bottlenose dolphins. But 

nature has bounced back in surprising ways. 

Shrimp scavenge the sea floor. Brown peli-

cans wheel overhead. Barataria Bay hasn’t 

gone to hell after Deepwater. But 

it’s not the Garden of Eden, either.

The story, however, isn’t over. 

After 5 years, researchers remain 

uncertain about whether this 

biological tapestry, frayed by oil, 

might still unravel in unexpected 

ways. And the concerns aren’t just ecologi-

cal: What the scientists learn could affect 

billions of dollars in environmental fines 

and the livelihoods of thousands of Gulf 

Coast families. 

IN LATE MAY 2010, the oil barged into 

Barataria Bay like a drunken brawler, pour-

ing through narrow gaps in nearby barrier 

islands, then lurching back and forth with 

the tides, currents, and winds. It left some 

areas untouched. Others, like the shoreline 

By Warren Cornwall, in Barataria Bay, Louisiana

FEATURES

Five years on, the world’s largest 
accidental marine spill has left 

subtle scars on the Gulf of Mexico

THE OIL

DEEPWATER HORIZON

AFTER

Cleanup crews burn off 

oil from the Deepwater 

spill in June 2010.
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To hear a podcast 
with author Warren 
Cornwall, see http://
scim.ag/pod_6230.
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of Bay Jimmy, were coated 

in muck ranging in consis-

tency from peanut butter 

to mousse. Many of the di-

saster’s most heart-rending 

images came from that 

area—pelicans staring out 

through a coating of brown 

goo, a dolphin surfacing in 

an oil slick, the carcass of an 

oil-bathed turtle. In the end, 

675 kilometers of Louisiana 

marsh were oiled.

Scientists were soon on 

the scene, making the most 

of what amounted to the 

largest uncontrolled experi-

ment of their lives. Hooper-

Bui, for example, left her lab 

at Louisiana State University (LSU), Baton 

Rouge, to set up study plots in oiled and 

unoiled marsh, hoping to chart the fate of 

ants (her specialty) and other insects. The 

underlying question: What happens when 

you take a coastal marsh ecosystem and 

dunk it in oil?

Now she is back at the marsh to offer 

some answers—and to discuss some mys-

teries that are still stumping scientists. 

Take the case of the shrunken ant heads. 

Hooper-Bui chooses a patch of dry grass 

and starts examining the stalks. Decked 

out in waders, a camouflage jacket, and a 

bright pink hood, she’s a diminutive dy-

namo, peppering her scientific patter with 

exclamations and jokes. (At one point, she 

holds up an abandoned foam float used 

to mark crab traps: “What’s 

this?” she asks. “A Bui with 

a buoy!”) 

Eventually, a colleague 

hands her what she is seek-

ing: a stem with a single, 

tiny black and red ant scur-

rying along the outside. 

Hooper-Bui gently peels 

open the hollow stalk to 

reveal a swarm of acrobat 

ants, named for the way 

they point their abdomens 

in the air when pestered. 

The ants, which typically 

prey on other insects, live 

in the dry stems, in colonies 

1 to 2 meters across.

In the years after the 

spill, the ants essentially disappeared from 

Hooper-Bui’s oiled study sites. New colo-

nies got started each spring but vanished 

by the end of summer. Measurements of 

the ants’ bodies yielded a clue: Those in the 

oiled areas had smaller heads, a sure sign 

of malnourishment.

Hooper-Bui has documented a decline 

of other insects on oiled sites, and ex-

A chunk of the solidified oil from 

the Deepwater spill now provides 

shelter to small crabs.
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periments with caged katydids left in the 

marsh suggest the insects are killed by 

substances released by buried oil. In sum-

mer during low tides, the heat can crack 

the old oil caked on the marsh surface and 

let relatively fresh oil ooze up. The fumes 

might be killing insects that the ants like 

to eat, or keeping the ants from leaving 

their grass stems to look for food, some-

thing Hooper-Bui has observed in lab tests. 

“They’d rather starve to death when there’s 

oil present,” she says.

So, as the ants swarm onto her hand in 

early 2015, Hooper-Bui is thrilled. “This 

is the first time we’ve seen the ants start 

to come back and stay [in an oiled area]. 

… It’s very exciting.” The finding fits with 

signs of an uptick Hooper-Bui started see-

ing last year. In places hit by the spill, ant 

colonies had climbed back to 10% of nor-

mal, and other insect numbers were higher, 

too. “We’re cautiously saying that there 

might be recovery,” she says.

THE INSECTS ARE AMONG the clearest 

examples that the spill is still an ecological 

force. But there are others. At the marsh’s 

edge, clumps of marsh grass hang in midair 

over the water, their pale roots suspended 

where the soil below has washed away.

Marsh erosion was one of the biggest 

threats to the bay even before the spill. 

Channels dug by the oil industry have 

chopped up the marsh, exposing more of 

it to erosion and killing vegetation by alter-

ing water flow patterns. Flood control proj-

ects along the Mississippi River starve the 

bay of fresh sediment from upstream. But 

soon after the spill, scientists watched ero-

sion go into overdrive. It doubled in some 

areas, one study found, because oil killed 

the vegetation that held marsh muck in 

place. Over the next year and a half, as veg-

etation grew back on the remaining dirt, 

erosion rates subsided.

However, the oil may continue to boost 

erosion by weakening plant roots or by al-

tering bacteria populations deep in the soil, 

according to a separate study. Oil acts like 

a fertilizer, fueling a boom in carbon-eating 

microbes that feast on the petroleum. Those 

same bacteria can eat away at the layer 

of rich organic matter that helps bind the 

marsh together, says Eugene Turner, a col-

league of Hooper-Bui’s at LSU and a lead-

ing expert on the decline of Louisiana’s 

10

9

12

11

A web of impacts
Louisiana’s Barataria Bay was one of 
the places hardest hit by the Deepwater 
Horizon spill. Five years later, research-
ers are still studying its impact. Among 
their findings so far:

1. Oil-eating bacteria increased; may have 
helped accelerate marsh erosion

2. Acrobat ants (Crematogaster pilosa) 
disappeared from oiled sites; may be 
recovering along with other insects

3. There are fewer snails (Littoraria irrorata) 
in oiled sites; some signs of recovery

4. Where oil killed plant roots, erosion 
increased; mixed evidence of recovery

5. Seaside sparrows (Ammodramus 

maritimus) build fewer nests and hatch 
fewer chicks in oiled areas; no clear 
population impact

6. Blue crabs (Callinectes sapidus) have 
shown no signs of population decline; 
studies continue

7. Microflora and fauna, including algae 
and invertebrates, have mostly recovered; 
some populations remain low

8. Shrimp populations initially increased 
in oiled estuaries; not clear why

9. Larval oysters (Crassostrea virginica) 
may be more likely to survive and grow 
faster in unoiled areas

10. Oil may have killed thousands of brown 
pelicans (Pelecanus occidenatlis) Gulf-wide; 
no clear lasting impact

11. Bottlenose dolphins (Tursiops trunca-

tus) are less healthy than Florida dolphins 
not affected by the spill

12. Gulf killifish (Fundulus grandis) show 
genetic evidence of exposure to toxic 
chemicals; no obvious population change
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wetlands. Turner found that

erosion in some oiled areas 

started accelerating several 

years after the spill and that 

it appears tied to the weak-

ening of this deep layer. He 

estimates the spill has led 

to the loss of up to 5 square 

kilometers of coastal wet-

lands in Louisiana.

Witnessed firsthand, the 

pace of erosion in Barataria 

Bay—whatever the cause—

is startling. Five years ago, 

researchers placed plastic 

poles along the marsh’s 

shoreline, to mark places 

hit by oil. Today, the poles 

stand 20 meters offshore, 

surrounded by water.

PAST THE POLES, out in the open water, 

live some of the oil’s more photogenic vic-

tims: Barataria Bay’s bottlenose dolphins. 

Roughly 1800 of the mammals live in the 

bay, feasting on fish and shrimp. In 2011, a 

checkup of 29 dolphins found serious prob-

lems associated with oil toxicity: nearly a 

third had moderate to severe lung disease, 

many suffered from suppressed hormone 

levels, and a quarter were severely under-

weight. Overall, it was a much worse report 

card than for similar dolphins in Florida, 

untouched by the spill.

New research suggests a link between 

the oil and a rash of dolphin deaths. An 

unusual cluster of at least 128 strandings 

occurred in the bay between August 2010 

and the end of 2011. It’s part of a Gulf-wide 

pattern that started shortly before the spill 

and continues today, adding up to more 

than 1250 deaths. Some of the strandings 

happened prior to the spill, researchers 

say. But a February study in PLOS ONE by 

government and private scientists identi-

fied a surge of strandings exactly where the 

spill hit hardest, in Barataria and coastal 

areas of Mississippi and Alabama.

“The cumulative evidence to date sup-

ports that the Deepwater Horizon oil 

spill is a causal factor for  poor dolphin 

health and  increased mortality,” says Lori 

Schwacke of the National Oceanic and 

Atmospheric Administration in Charles-

ton, South Carolina, who is helping lead 

that agency’s investigation 

of how the spill affected 

dolphins.

The blowout also left 

a big, but largely unseen, 

stain on the bottom of the 

Gulf. Oil sank to the sea 

floor over more than 3200 

square kilometers—an area 

roughly the size of Rhode 

Island—according to one 

study. Near the wellhead, 

scientists found patches 

of coral apparently killed 

or damaged by the oil. As 

much as 17 kilometers from 

the center of the spill, the 

pollution seems to have up-

ended the structure of sea-

floor communities of small 

creatures such as worms, 

tiny crustaceans, snails, and clams, reduc-

ing their diversity.

OTHER PARTS of Barataria Bay’s eco-

system have proved startlingly resilient. 

Brown pelicans were a poster child of the 

oil spill’s horrors, for instance, but there’s 

no sign the population as a whole has 

fallen. Shrimp numbers in the bay actually 

rose the year after the spill. Researchers 

don’t know if that was because state offi-

cials barred fishing for a time, or because 

the oil somehow caused shrimp to grow 

more slowly and linger in shallow water, 

boosting the counts. The bay’s seaside spar-

rows, which nest in grasses, had fewer and 

less productive nests in oiled areas, accord-

Thousands of brown pelicans may have died after the oil hit (above), but populations along 

the Gulf Coast appear to be healthy today (top).
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By Warren Cornwall

I
n the early weeks of the 2010 

Deepwater Horizon oil spill, as the 

ruptured wellhead spewed plumes of 

oil, desperate engineers took a gamble 

on a tactic they had never tried before. 

They rigged a hose to inject a toxic disper-

sant, normally used to break up surface 

oil slicks, into the hot, gas-rich petroleum 

jetting from the sea floor 1500 meters 

below the Gulf of Mexico’s surface. They 

hoped the dispersant, which chemically 

acts like a soap, would break up much of 

the oil into a fine undersea mist, prevent-

ing it from bubbling up to the surface and 

smothering shorelines.

Today, many observers consider the 

move a remarkable success and say that 

it helped blunt the spill’s impacts on 

coastal ecosystems (see main story, 

p. 22). As a result, U.S. and international 

agencies are starting to write the use of 

deep-sea dispersant into plans for han-

dling future spills. The 

oil industry is designing 

special dispersant hard-

ware for wellheads.

But a few scientists 

question whether 

pumping 2.9 million 

liters of the chemicals 

into the deep sea really 

did much good (and 

whether it may actually 

have harmed sea life). If 

a similar spill occurred 

today, “I would definitely 

say not to use the [deep-

sea] dispersant,” says 

Claire Paris, an oceanog-

rapher at the University 

of Miami in Florida and 

one of the research-

ers raising concerns. 

In February, she co-

authored a paper online 

in Chemical Engineering 

Science that concluded 

the dispersant reduced 

the amount of floating 

oil by just 1% to 3%. 

The debate centers 

on a seemingly simple 

question: How big were 

the droplets of oil that 

billowed, like ash clouds 

from a volcano, from the 

busted wellhead? If they were relatively 

large—more than 100 to 300 microns, 

depending on who you ask—they would 

have been buoyant, and the dispersant 

could have helped stop their swift rise 

by breaking them up. Smaller droplets, 

however, can become suspended in the 

water like fog and may never surface, 

meaning dispersant may not make 

much difference.

Paris and her research partner, chemi-

cal engineer Zachary Aman, used one of 

the world’s toughest blenders to try to 

solve the puzzle. The mixer, housed at 

Aman’s lab at the University of Western 

Australia, Crawley, is the size of a cham-

pagne glass, made of industrial sapphire 

strong enough to contain pressures 

120 times greater than that found at 

Earth’s surface—roughly the same as 

1200 meters beneath the ocean surface. 

After oil impregnated with natural gas 

is mixed with salt water, stainless steel 

blades spin at up to 2000 revolutions per 

minute, generating turbulence that shreds 

the oil into drops. A high-speed camera 

captures the action. 

In blender experiments, the researchers 

found that the pressure and turbulence 

at the Deepwater wellhead would have 

created droplets so small—80 microns in 

diameter on average—that many wouldn’t 

reach the surface. That suggests “you may 

not get a huge benefit from the disper-

sant,” Aman says. 

Skeptics argue that Aman is com-

mitting a crucial error by likening the 

forces created by a spinning blender to 

the turbulence created at a gushing pipe, 

which acts more like the nozzle of a fire 

hose. Aman’s findings also run counter 

to other studies that find bigger droplets, 

critics note. “We think they definitely 

made a mistake, and this is a hot-button 

policy question,” says Scott Socolofsky, 

an engineer at Texas A&M University, 

College Station.

Labs around the world are now trying 

to find a more definitive 

answer. In the United 

States, Canada, and 

Germany, groups 

are preparing to run tests 

that better approximate 

deep-sea drilling condi-

tions. Aman himself is 

fine-tuning computer 

models that he believes 

will create a more realis-

tic picture of the forces at 

play near the wellhead.

But given the dif-

ficulty of mimicking 

the conditions at an 

undersea blowout, it’s 

not clear that “if we 

have this conversation 

in 2 years that we’re 

going to be any better 

off,” says Steve Lehmann, 

a senior science adviser 

at the National Oceanic 

and Atmospheric 

Administration in 

Lowell, Massachusetts, 

who deals with spill 

response. And that, he 

says, “is a concern” for 

officials who will have to 

decide whether deep-sea 

dispersant should be 

de rigueur. ■ 

Critics question plans to spray dispersant in future deep spills

Researchers use this high-pressure chamber to study how oil behaves under 

conditions like those at the Deepwater wellhead. 
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ing to one study. Yet that doesn’t appear to 

have translated into a drop in overall num-

bers in the region. In short, there’s no sign 

the spill pushed the bay off some kind of 

ecological cliff.

Perhaps most puzzling is the state of the 

fish, which show clear signs of toxic expo-

sure yet appear to be flourishing. In hard-

hit waters, common minnows called Gulf 

killifish carried genetic markers associated 

with growth abnormalities, stress, gill dam-

age, and heightened immune response for 

up to a year after the spill. Scientists have 

found no evidence, however, that these ap-

parent physiological changes have caused 

fish numbers to drop in Louisiana’s estu-

aries. They’re left with unanswered ques-

tions. Has there really been no change? 

Is any change so subtle it hasn’t been de-

tected yet? Or is it too soon to know? 

To Ed Overton, an LSU chemist who has 

spent years tracking the chemical changes 

in the Deepwater oil that washed ashore, the 

overall message is upbeat—even though he’s 

found toxic chemicals in the oil that could 

persist in the bay for years. “I think the big 

story is, it’s remarkable how Mother Nature 

can cure herself,” he says. “It’s really hard to 

find permanent impacts. Now folks down in 

the deep water might say ‘Oh we had some 

impacts down there.’ But those impacts were 

confined to a pretty small area.”

Others aren’t so sanguine. 

Some point to the cautionary tale of the 

herring in Alaska’s Prince William Sound. 

In 1993, 4 years after the Exxon Valdez 

ran aground in the sound and dumped 

42 million liters of oil into the frigid waters, 

the herring population there crashed. It took 

another decade before several scientists con-

cluded the fish’s decline had actually started 

in 1989 and was likely tied to the spill.

The take-home message may be that “dif-

ferent components of the ecosystem have 

very different responses to oiling,” says ecolo-

gist Brian Silliman of Duke University’s Ma-

rine Lab in Beaufort, North Carolina, who 

specializes in saltwater marshes and studied 

erosion in Barataria Bay. “Some people say 

it’s resilient and back to normal. But that’s 

just one component of the ecosystem. When 

is it all back to normal?”

THAT ISN’T JUST a scientific question. At 

stake are billions of dollars, with reper-

cussions in courtrooms, corporate board-

rooms, and local businesses that rely on 

the Gulf.

Eventually—perhaps by 2016—BP and 

the other companies blamed for the spill 

are likely to be handed a very big bill for the 

environmental damage. They’ve already 

paid huge economic damage settlements 

and criminal and civil fines, with more to 

billion so far
with billions 

more to come

ENVIRONMENTAL

RESTORATION

$4.4+ billion

$2.554 billion 
in criminal fnes to the National 

Fish and Wildlife Foundation for 

environmental restoration in Gulf 

watershed

$750 million 
in Clean Water Act civil fnes for 

restoration in fve Gulf states; 

additional $8 billion possible
 

$100 million 
in migratory bird fnes to the 

North American Wetlands 

Conservation Fund for 

protection of habitat

$1 billion 
to address natural resource 

damage; more possible 

RESEARCH

$1+ billion

$500 million 
BP donation to create 10-year 

Gulf of Mexico Research Initiative, 

to study spill impacts and 

mitigation techniques

$500 million 
in criminal fnes to National 

Academies to create 30-year 

Gulf Research Program on 

understanding and reducing 

health and environmental risks 

from Gulf energy development

$40 million 
in Clean Water Act civil fnes 

to establish federal and state 

Gulf research centers; up to 

$550 million more possible

Other funds for natural resource 

damage assessment studies

A gusher of money for research and restoration
The 2010 Deepwater Horizon disaster produced more than a plume of oil. It has also created a 
gusher of money from the responsible parties, BP and Transocean. The cash includes dona-
tions, economic damage payments to Gulf residents and businesses, and civil and criminal 
penalties. Ultimately, a substantial fraction will go to environmental restoration and research in 
the five Gulf Coast states affected by the spill. The full sum isn’t clear, because BP is still liable 
for up to $13.7 billion in pollution fines in a case before a federal judge and potentially billions 
more to repair environmental damage that is being assessed. 
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come (see sidebar, p. 27). But another po-

tentially huge bill is still being tallied by 

federal and state agencies. It involves com-

pleting what is known as the Natural Re-

source Damage Assessment (NRDA), and 

NRDA’s final price tag will hinge on what 

scientists say the spill did to the environ-

ment and how long the damage lasted. (BP 

has already made a voluntary down pay-

ment of $1 billion for its NRDA bill.)

It’s possible government scientists have 

already arrived at some answers that they 

aren’t making public. Some research is be-

ing kept secret for now, because the NRDA 

findings could wind up in court. For exam-

ple, the Louisiana Department of Wildlife 

and Fisheries declined to discuss whether it 

has seen changes in lucrative species such as 

oysters, shrimp, or blue crabs. 

In the meantime, BP is mounting a pub-

licity campaign declaring the Gulf is largely 

back to normal. Citing studies that found 

much of the oil has decomposed and few 

signs of a drop in wildlife numbers, in mid-

March the company issued a lengthy report 

laying out its case. “[T]he most dire pre-

dictions made after the spill did not come 

to pass,” said Laura Folse, BP’s executive 

vice president for response and environ-

mental restoration, in a statement. “The 

Gulf is showing strong signs of environ-

mental recovery.”

Those claims have drawn swift responses 

from Gulf state and federal officials work-

ing on the damage assessment. “If you’re 

BP, you’re absolutely making the case that 

you’ve taken care of things, you’ve gotten 

things cleaned up, and you’re very much 

going to say things have come back, things 

look good,” says Kyle Graham, executive 

director of Louisiana’s Coastal Protection 

and Restoration Authority in Baton Rouge. 

“We’re going to take probably a slower, 

more methodical approach to truly assess-

ing what that injury looks like.”

Amid the sniping, locals are sometimes 

left to draw their own conclusions about 

what exactly the oil spill did to the bay and 

whether it will recover. 

Pete Vujnovich recently sat in the 

cramped cabin of his oyster boat, the Miss 

Eva, in a marina near the little town of Port 

Sulphur, chain-smoking Marlboro 100’s and 

pondering the state of the Barataria Bay 

oyster fishery. As a third-generation oyster-

man, he’s come to understand the fickleness 

of his crop. Salinity, water temperature, and 

parasites all influence how many oysters 

he hauls off the mounds of rock and oyster 

shells dumped on the bottom of the bay to 

form artificial reefs. “We’ve had peaks and 

valleys of production,” he says. But recent 

years have seen “one of the lowest lows.” 

After the spill, he bought rock and shell 

for replenishing some of his reefs with 

money from a compensation fund set up 

by BP. Those areas seem to be doing well. 

But older reefs are much less fertile than 

they were before, he says. Overall, he es-

timates his haul is still 20% below what it 

was before the spill. “That’s the million-

dollar question. Was it the oil?” he asks. 

Scientists don’t have an answer for him. 

In 2012 and 2013, researchers put cages 

of oysters in the bay, some in places with 

oil, others in places that had dodged the 

spill, to see how mature oysters fared. 

They didn’t find a difference. There were 

more intriguing findings when they put 

out blank ceramic and concrete tiles and 

watched how many baby oysters settled 

on them. In 2013, fewer settled on the 

oil-zone tiles. Those that did colonize the 

tiles grew more slowly in spots where, in 

addition to oil, they faced a second stressor: 

low water salinity. That suggests the spill 

might have compounded the effects of 

stressful conditions.

It’s possible the spill will never yield 

some secrets. At Bay Jimmy, Hooper-Bui 

picks up a black, Frisbee-sized chunk of 

what looks like asphalt mixed with rubber. 

This slab of fossilized spill, several cen-

timeters thick, is one of the most visible 

mementos of that long-stanched gusher 

of crude at the bottom of the Gulf . The 

ground along the marsh’s edge here is 

paved with the stuff. 

Yet marsh grass is growing through it. 

And as Hooper-Bui flips over the chunk 

of dried tar, she reveals two small brown 

crabs clinging to the underside. It’s impos-

sible to see what’s going on in the crabs’ 

tiny bodies—whether their cells bear dam-

age caused by the oil that they call home, 

or whether they have found some way to 

survive, even thrive, in such intimacy with 

the Deepwater Horizon’s legacy. ■

Warren Cornwall is a freelance writer in 

Bellingham, Washington.

Linda Hooper-Bui looks for 

signs of life on Cat Island in 

Barataria Bay. 
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NextGen’s tools 
for the future
In January, we asked young scientists 

to name and describe a currently nonex-

istent invention that would make them 

more effective scientists. We heard from 

hundreds of scientists from dozens of 

countries. They described inventions that 

streamlined bench work, organization, com-

munication, literature review, article writing, 

and idea generation. A sample of their 

responses can 

be found below. 

To allow for as many voices as possible, in 

some cases we have printed excerpts of 

longer submissions (indicated by ellipses) 

and lightly copyedited original text for clar-

ity. To read the complete versions, as well as 

many more, go to http://scim.ag/NG14R. 

Follow Science’s NextGen VOICES survey 

on Twitter with the hashtag #NextGenSci.

NEXTGEN VOICES

Edited by Jennifer Sills

INSIGHTS
LETTERS

TEMPORARY 

HUMAN COPIER

Be in multiple 

places!

HAVE AN experi-

ment and meeting 

scheduled at the 

same time? Tired of not being able to 

be in multiple places at once? Fear no 

more! With the Temporary Human 

Copier (THC), you will be able to be in 

multiple places at once. The patented 

THC will allow you to copy yourself, 

memories and all! No need to worry 

about THC taking over your life; it will 

self-destruct into a puff of smoke after 

a predetermined amount of time. Act 

now and we will include a wireless 

memory device that records every-

thing your copy sees and hears!…

Matthew Kruger

School of Biological Sciences, Washington State 
University Vancouver, Vancouver, WA 98686, 
USA. E-mail: Matthew.kruger@email.wsu.edu
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Fighting friction losses p. 40
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COGNILYST

Increase your lab 

efficiency!

COGNILYST LOOKS like a 

slick pair of lab goggles 

but goes far beyond 

protecting your eyes. 

Cognilyst tracks your every lab movement 

and annotates your environment through a 

holographic display. Cognilyst learns your 

protocols, detects manual errors, and cor-

relates protocol variations with your results. 

Cognilyst generates simplified labeling 

schemes and remembers where you store 

your samples. Multiple Cognilysts can work 

together, allowing exceptional tracking of 

reagent and supply use within labs and 

unprecedented ease of collaboration between 

labs. Cognilyst also tracks your focus through 

EEG, recommends rest, and provides electri-

cal stimulation to enhance attention for 

those extended experiments. 

Brendan J. Hussey

Department of Cell and Systems Biology, University 
of Toronto Mississauga, Mississauga, ON, L5L 1C6, 

Canada. E-mail: bjohnhussey@gmail.com

THE CALIBOT

Calibrate your 

instruments in seconds!

HAVING TROUBLE repeat-

ing an experiment from a 

paper or patent? Not sure 

you are using exactly the 

same instrument condition? Let CALIBOT 

help you. Simply select the publication you 

are following on CALIBOT. Then connect 

CALIBOT to the controller of your instru-

ment. With a database containing instrument 

conditions from research labs all over the 

world, CALIBOT will calibrate your instru-

ment to exactly the same conditions as the 

one used in the publication. Temperature 

distribution, mass flow, circuit signal delay, 

and many other parameters: CALIBOT covers 

them all.…  

Wei Wang

Fujian Institute of Research on the Structure of 
Matter, Chinese Academy of Sciences, Fuzhou, Fujian, 

350108, China. E-mail: wangwei@f irsm.ac.cn

DISSECT-O-MATIC

Dissect biological 

samples automatically!

INTRODUCING THE 

Dissect-O-Matic!  Tired 

of endless hours with 

eyes scrunched and back 

hunched over a dissection microscope? 
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Then this is the device for you! The 

newly designed Dissect-O-Matic is a 

fully automated system to dissect, block, 

stain, and mount biological samples 

for microscopy imaging. Simply select 

from menu options to specify species, 

tissue type, and staining method, and the 

Dissect-O-Matic will take it from there! 

This ergonomic instrument may even be 

interfaced to your microscope to fully   

automate the next stage of specimen 

imaging for a truly streamlined, carefree 

research experience! 

Masha G. Savelieff

Life Sciences Institute, University of Michigan, 
Ann Arbor, MI 48109, USA. 

E-mail: savelief@umich.edu

CELL SUBMARINE

Look inside a 

living cell!

…BRING YOUR favorite 

cell a little closer 

with the first Cell 

Submarine. Aliquot 

one Cell Submarine into your cell culture 

dish. The Cell Submarine, equipped with 

a florescent-detecting camera, will begin 

beaming back images from inside the 

cell. This nanoscale sub can navigate 

through channels to seek out your favorite 

cell components. Cell Submarine can be 

directed using your phone as a remote.

Blair Roszell

Institute for Environmental Medicine, University of 
Pennsylvania, Philadelphia, PA 19104, USA. 

E-mail: blair.roszell@gmail.com

GROW ALREADY

Grow trees 100 times 

faster!

DOES PROGRESSING 

through your Ph.D. in 

ecology literally feel like 

watching trees grow? 

Are you envious of cellular biologists who 

grow their organisms in petri dishes in 

mere weeks? Measuring the response 

of long-lived organisms to treatment 

manipulations can take decades. Eliminate 

the long wait time by using our specially 

formulated Grow Already tea, guaranteed 

to grow trees up to 100 times faster! Use 

Grow Already to obtain experimental 

results quicker and graduate in an accept-

able amount of time! 

Mailea R. Miller-Pierce

School of Biological Sciences, Washington State 
University, Vancouver, Vancouver, WA 98686, 
USA. E-mail: m.miller-pierce@email.wsu.edu

MISAT

Preserve 

archaeological sites 

and samples!

ANCIENT GENETIC mate-

rial is incredibly fragile. 

In an archaeological 

context, biological tissues are bombarded 

by exogenous DNA, and ultimately, human 

contamination. The Minimally-invasive 

Sample Acquisition Tool (MiSAT) com-

bines core-drilling technology with a 

higher-resolution successor to modern 

ground-penetrating radar. Once you’ve 

identified a burial, MiSAT deploys a probe 

to extract a sample with almost surgi-

cal precision—all while preserving the 

stratigraphy of the site and limiting human 

contact before entering the lab.

Vincent M. Battista

Department of Molecular, Cellular, and 
Developmental Biology, Yale University, New Haven, 

CT 06520, USA. E-mail:vincent.battista@yale.edu

AUTOSYRINX DARTS

Collect blood 

from free-ranging 

animals!

FIELD WORKERS: Do 

you find yourself day-

dreaming about serum 

samples from your free-ranging study 

subjects? With the AutoSyrinx, your day-

dream just became a reality!  Our patented 

rounds flip the function of dart guns on its 

head: Instead of putting a dart’s contents 

into the animal’s bloodstream, this device 

fills its lightweight barrel with a sample of 

the animal’s blood!  After extraction, which 

takes place nearly instantaneously, the dart 

ejects itself; the lightweight body of the 

round barely perturbs the animal being 

sampled.

Morgan E. Chaney

Department of Anthropology, Kent State University, 
Kent, OH 44242, USA. E-mail:mchaney1@kent.edu

FALSE POSITIVE 

DETECTOR

Detect spurious results!

SCIENTISTS traditionally 

accept a 5% chance that 

a statistically significant 

result is actually a false 

positive. That means 1 out of 20 findings 

is deceptively spurious, luring scientists 

down twisted paths lined with failures to 

replicate, wasted money, and lost time. 

Why take that 5% chance when the False 
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Positive Detector can make it 0%? Simply 

scan your data with the False Positive 

Detector, which reports back, “True 

result: Submit for publication” or “False 

positive: Back to the drawing board.” For 

an extra $100 per month, access the 

False Positive File Drawer of unpublished 

null results, which will save you even 

more time!

Rosa Li

Department of Psychology and Neuroscience, 
Center for Cognitive Neuroscience, Duke 

University, Durham, NC 27708, USA. 
E-mail: rosa.li@duke.edu

CHEMBIO-

IMPACTOMICS

Predict the 

biological impact 

of molecules!

MOST DRUG candidates 

fail in the approval 

process due to safety and/or efficacy 

issues. Chembioimpactomics offers you 

an experimentally and computationally 

verified database/platform for an econom-

ically productive, effective, and safe drug 

discovery program. Upload any designed 

structure/s into our platform and get a list 

of proteins and/or other macromolecules 

the designed molecule/s and resulting 

metabolites could inhibit or activate in 

the human system and/or in pathogenic 

organisms. The platform is derived from 

intensive experimental data involving 

macromolecules, drugs, synthetic librar-

ies, natural products, and metabolites. It 

correlates molecular structures to their 

complete biological impact.

Idrees Mohammed

Department of Chemistry, New York University 
Abu Dhabi, Saadiyat Island, Abu Dhabi, United 
Arab Emirates. E-mail: dr.idreesmohammed@

yahoo.com

PERFECTALIZER

Make physics 

equations valid!

ARE YOU TIRED of the 

equations of kinematics, 

thermodynamics, and 

statics being invalid? 

…The Perfectalizer…creates a perfect 

enviroment! All your ropes are mass-

less, all your absorbers are perfect, all 

your emitters are perfect, all your pivots 

are frictionless, and you do not have to 

worry about air resistance! …“Perfect” is a 

subjective claim….The Perfectalizer has a 

very distinct look. Imagine God’s face with 

Darwin’s beard, wrapped in a controversy 

and smothered with hard plastic.

Noel I. Robles

Yuma, AZ 85364, USA. E-mail: 
noelrobles177@gmail.com

TIME MACHINE

Improve your career 

prospects!

THIS PERSONAL, one-

of-a-kind instrument 

allows you to instantly 

optimize experimental 

conditions and to perform experiments that 

always work the first time. As a result, your 

peers will be impressed by your ability to 

consistently generate and prove paradigm-

shifting research hypotheses. This product 

also allows you to predict grant review panel 

and journal editor criticisms, preventing you 

from worrying about funding or struggling to 

publish. Limit of one Nobel Prize per user.

Michael G. Kemp

Department of Biochemistry and Biophysics, 
University of North Carolina, Chapel Hill, NC 27599, 

USA. E-mail: michael_kemp@med.unc.edu

EPIPHANY GENERATOR

Connect apparently 

unrelated concepts!

WHO’D HAVE thought 

that a light beam plus a 

falling elevator would lead 

to General Relativity? Or 

that magnetism plus a size-changing flask 

would lead to the Bose-Einstein condensate? 

Or that radar plus a metal container would 

lead to the microwave oven? The Epiphany 

Generator application throws concept words 

or pictures together, two at a time, on your 

screen! You make the connection. Doesn’t 

make sense? Move on. Something new? 

Bingo! To survive academically, you must 

be creative and nonlinear. The Epiphany 

Generator can help.

Hemachander Subramanian

Integrated Mathematical Oncology Department, 
Mof  tt Cancer Center, Tampa, FL 33612, USA. E-mail: 

hemachander@gmail.com

THE RISK METER

Measure a project’s 

ethical repercussions!

WHEN CONDUCTING 

research, it is imperative 

that you remain cognizant 

of the potential ethical 

dilemmas that may arise as a consequence 

of your discoveries. With this simple device, 

you can instantaneously gauge the risk level 

of unethical developments stemming from 

your work. Simply input your concept, and 

the Risk Meter assigns a numerical “risk 

number” to your current project! Armed 

with this knowledge, you can proceed 

forward with a more complete understand-

ing of the potential of your research. The 

machine also serves as a gentle reminder 

for the ethics and obligations associated 

with scientific investigation.

Henry Zhou

Vagelos Scholars Program in the Molecular Life 
Sciences, University of Pennsylvania, Philadelphia, 

PA 19104, USA. E-mail: henryz@sas.upenn.edu

THE TOWER 

OF BABEL

Remove knowledge 

barriers!

INTERDISCIPLINARY 

research has led to some 

of the most exciting 

innovations in the human history, such 

as quantum computing and 3D bioprint-

ing, but is often hindered by jargon, 

background knowledge requirements, and 

experts’ inability to appreciate advances in 

other fields. The Tower of Babel software 

leverages artificial intelligence and big 

data analytics to mine research articles, 

patents, and textbooks in all fields; answer 

your queries pertaining to other domains 

in plain language; actively point out newly 

developed technologies potentially relevant 

to your studies; and update its databases 

automatically. This software will facilitate 

interdisciplinary research by removing the 

knowledge barriers across disciplines.  

Kun-Hsing Yu

Biomedical Informatics Training Program, Stanford 
University, Stanford, CA 94305, USA. 

E-mail: khyu@stanford.edu

TRANSLATE IT! 

SCIENCE EDITION

Translate research for 

any audience!

HAVE YOU EVER faced 

blank stares at the 

dinner table when 

grandma asks you about your work? 

Have you spent countless hours on a 

presentation or grant application to target a 

multidisciplinary audience but still felt like 

they did not get it? Have you wished you 

had prepared your elevator speech when you 

ran into an unexpected investor? Then the 

Translate It! SCIENCE Edition software is 

Published by AAAS
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right for you! This software translates Word 

and PowerPoint files to accessible language 

with the click of a button, and its mobile 

application helps you share your research 

with all when you are on the go. 

Karina R. Vega-Villa

Wenatchee Valley College, Wenatchee, WA 98801, 
USA. E-mail: vegavilla1@gmail.com

SLEEP PAPER READER  
Read journal articles 

while sleeping!

OVERWHELMED BY 

papers? Having trouble 

keeping up with latest 

research? Are experi-

ments taking too much time away from 

reading? No worries, Sleep Paper Reader 

(SPR) comes to the rescue! Simply wear the 

device while you sleep, and wake up with 

the latest publications all stuffed in your 

brain. You can even comment and share 

with friends in your dreams!…

Isaac T. S. Li

Center for the Physics of Living Cells, Department of 
Physics, University of Illinois at Urbana-Champaign, 

Urbana, IL 61801, USA. E-mail: isaac.li@gmail.com

QKNOWLEDGE
Keep up with 

current literature!

WE FIRMLY believe that 

scientists should 

spend less time 

diving into junk and 

more doing experiments…QKnowledge 

is an AI system that can parse publica-

tions, solve inconsistencies between them, 

and present them in a single easy-to-read 

document. Just power it on, connect it to the 

Internet and a printer, use your natural voice 

to tell it what you are looking for, and print 

the generated document.

Miguel Piñeiro Feick

Department of Neuroscience and Centro 
Interdisciplinario de Neurociencia de Valparaíso, 

Universidad de Valparaíso, Valparaíso, Chile. 
E-mail: miguel.pineiro@cinv.cl

WRI!ROBOT
Write your paper 

in hours!

…WRI-ROBOT will process 

your raw data results 

into figures and tables 

according to your vision 

through a simple interactive process. 

Wri-Robot will then use your key ideas, 

conclusions, and suggested references to 

generate a manuscript free of plagiarism 

and of original writing quality. Imagine 

your paper being ready for submission 

within hours of collecting the last experi-

mental results. With the Wri-Robot, you 

will be a much more productive scientist, 

always ready to start the next project.

Islam M. Mosa

Department of Chemistry, University of Connecticut, 
Storrs, CT 06269, USA and Department of Chemistry, 

Faculty of Science, Tanta University, Tanta, Egypt. 
E-mail: islam.mosa@uconn.edu

TURINGMAIL
Intelligently respond 

to every e-mail!

FED UP with 

beginning every e-mail 

reply with an apology 

for your slow response? 

Let TuringMail free you from this burden 

of guilt. TuringMail is the first automated, 

intelligent e-mail response service, fooling 

colleagues or students into believing you’re 

an attentive collaborator or tutor. Every com-

mitment TuringMail makes on your behalf 

will be carefully calibrated to ensure the 

most favorable cost/benefit ratio according 

to your diary and specified career priorities. 

To ensure TuringMail’s deceptive ability, in 

addition to a monthly fee, users must answer 

one e-mail per week as a contribution to 

TuringMail’s central knowledge base.  

Rory Bingham

School of Geographical Sciences, 
University of Bristol, Bristol, BS8 1SS, UK. 

E-mail: rory.bingham@bristol.ac.uk

PEER!REVIEWER FILTER 
CRÈME
Filter out bad peer 

reviewers!

WORKED HARD FOR over 

a year on a paper? Feel 

like your reviewers are 

missing the point? Then purchase the new 

peer-reviewer filter crème today! Simply 

apply to your manuscript, rub in, and watch 

as your publication number goes up!...

Dan Hewitt

Lancaster Environment Centre, Lancaster 
University, Bangor, LL57 1AH, UK. 

E-mail: vulpesvulpes@live.co.uk

HOPE GENERATOR
Find hope when 

you have none!

DID YOU LOSE your way 

in your research? Haven’t 

got any publishable 

results? This product is for 

you. The pocket size device generates hope to 

continue your meaningless research by creat-

ing artificial hope for you. By affecting your 

emotional state on a daily basis, it encour-
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G
enome engineering technology offers 

unparalleled potential for modifying 

human and nonhuman genomes. In 

humans, it holds the promise of cur-

ing genetic disease, while in other 

organisms it provides methods to 

reshape the biosphere for the benefit of the 

environment and human societies. However, 

with such enormous opportunities come un-

known risks to human health 

and well-being. In January, a 

group of interested stakehold-

ers met in Napa, California ( 1), to discuss the 

scientific, medical, legal, and ethical impli-

cations of these new prospects for genome 

biology. The goal was to initiate an informed 

discussion of the uses of genome engineer-

ing technology, and to identify those areas 

where action is essential to prepare for fu-

ture developments. The meeting identified 

immediate steps to take toward ensuring 

that the application of genome engineering 

technology is performed safely and ethically.

The promise of so-called “precision 

medicine” is propelled in part by syner-

gies between two powerful technologies: 

DNA sequencing and genome engineering. 

Advances in DNA sequencing capabilities 

and genome-wide association studies have 

provided critical information about the ge-

netic changes that influence the develop-

ment of disease. In the past, without the 

means to make specific and efficient modi-

fications to a genome, the ability to act on 

this information was limited. However, this 

limitation has been upended by the rapid 

development and widespread adoption of a 

simple, inexpensive, and remarkably effec-

tive genome engineering method known as 

clustered regularly interspaced short palin-

dromic repeats (CRISPR)–Cas9 ( 2). Build-

ing on predecessor platforms, a rapidly 

expanding family of CRISPR-Cas9–derived 

technologies is revolutionizing the fields of 

genetics and molecular biology as research-

ers employ these methods to change DNA 

sequences—by introducing or correcting 

genetic mutations—in a wide variety of cells 

and organisms.

CURRENT APPLICATIONS. The simplicity 

of the CRISPR-Cas9 system allows any re-

searcher with knowledge of molecular bi-

ology to modify genomes, making feasible 

experiments that were previously difficult 

or impossible to conduct. For example, the 

CRISPR-Cas9 system enables introduc-

tion of DNA sequence changes that cor-

rect genetic defects in whole animals, such 

as replacing a mutated gene underlying 

liver-based metabolic disease in a mouse 

model ( 3). The technique also allows DNA 

sequence changes in pluripotent embryonic 

stem cells ( 4) that can then be cultured to 

produce specific tissues, such as cardiomyo-

cytes or neurons ( 5). Such studies are lay-

ing the groundwork for refined approaches 

that could eventually treat human disease. 

CRISPR-Cas9 technology can also be used 

to replicate precisely the genetic basis for 

human diseases in model organisms, lead-

ing to unprecedented insights into previ-

ously enigmatic disorders.

In addition to facilitating changes in dif-

ferentiated somatic cells of animals and 

plants, CRISPR-Cas9 technology, as well 

as other genome engineering methods, can 

be used to change the DNA in the nuclei of 

reproductive cells that transmit informa-

tion from one generation to the next (an 
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organism’s “germ line”). Thus, it is now pos-

sible to carry out genome modification in 

fertilized animal eggs or embryos, thereby 

altering the genetic makeup of every dif-

ferentiated cell in an organism and so en-

suring that the changes will be passed on 

to the organism’s progeny. Humans are no 

exception—changes to the human germ line 

could be made using this simple and widely 

available technology.

MOVING FORWARD. Given these rapid 

developments, it would be wise to begin a 

discussion that bridges the research com-

munity, relevant industries, medical cen-

ters, regulatory bodies, and the public to 

explore responsible uses of this technology. 

To initiate this conversation, developers 

and users of the CRISPR-Cas9 technology, 

and experts in genetics, law, and bioeth-

ics, discussed the implications and rapid 

expansion of the genome engineering field 

( 1). This group, all from the United States, 

and which included some of the leaders 

in the original 1970s discussions about re-

combinant DNA research at Asilomar and 

elsewhere, focused on the issue of human 

germline engineering, as the methods have 

already been demonstrated in mice ( 6) and 

monkeys ( 7). The Napa discussion did not 

address mitochondrial transfer ( 8,  9), a 

technique that does not use CRISPR-Cas9. 

Although characterized by some as another 

form of “germline” engineering, mitochon-

drial transfer raises different issues and has 

already been approved by the Human Fer-

tilisation and Embryology Authority and by 

Parliament in the United Kingdom ( 10) and 

is being considered by the Institute of Medi-

cine and the Food and Drug Administration 

in the United States ( 11). At the Napa meet-

ing, “genome modification” and “germline 

engineering” referred to changes in the 

DNA of the nucleus of a germ cell.

The possibility of human germline engi-

neering has long been a source of excite-

ment and unease among the general public, 

especially in light of concerns about initiat-

ing a “slippery slope” from disease-curing 

applications toward uses with less compel-

ling or even troubling implications. Assum-

ing the safety and efficacy of the technology 

can be ensured, a key point of discussion 

is whether the treatment or cure of severe 

diseases in humans would be a responsible 

use of genome engineering, and if so, under 

what circumstances. For example, would 

it be appropriate to use the technology to 

change a disease-causing genetic mutation 

to a sequence more typical among healthy 

people? Even this seemingly straightforward 

scenario raises serious concerns, including 

the potential for unintended consequences 

of heritable germline modifications, be-

cause there are limits to our knowledge of 

human genetics, gene-environment interac-

tions, and the pathways of disease (includ-

ing the interplay between one disease and 

other conditions or diseases in the same 

patient). In the United States, such human 

research currently would require an Inves-

tigational New Drug exemption from the 

Food and Drug Administration, but value 

judgments about the balance between ac-

tions in the present and consequences in 

the future need deeper consideration of the 

ethical implications of human germline ge-

nome editing than the Investigational New 

Drug process provides.

RECOMMENDATIONS. To better inform fu-

ture public conversations recommended by 

the Napa meeting, research is needed to un-

derstand and manage risks arising from the 

use of the CRISPR-Cas9 technology. Consid-

erations include the possibility of off-target 

alterations, as well as on-target events that 

have unintended consequences. It is critical 

to implement appropriate and standardized 

benchmarking methods to determine the 

frequency of off-target effects and to assess 

the physiology of cells and tissues that have 

undergone genome editing. At present, the 

potential safety and efficacy issues arising 

from the use of this technology must be 

thoroughly investigated and understood be-

fore any attempts at human engineering are 

sanctioned, if ever, for clinical testing. As 

with any therapeutic strategy, higher risks 

can be tolerated when the reward of success 

is high, but such risks also demand higher 

confidence in their likely efficacy. And, for 

countries whose regulatory agencies focus 

on safety and efficacy but not on broader 

social and ethical concerns, another venue 

is needed to facilitate public conversation.

Given the speed with which the genome 

engineering field is evolving, the Napa 

meeting concluded that there is an urgent 

need for open discussion of the merits and 

risks of human genome modification by a 

broad cohort of scientists, clinicians, social 

scientists, the general public, and relevant 

public entities and interest groups.

In the near term, we recommend that 

steps be taken to:

1) Strongly discourage, even in those 

countries with lax jurisdictions where 

it might be permitted, any attempts at 

germline genome modification for clinical 

application in humans, while societal, envi-

ronmental, and ethical implications of such 

activity are discussed among scientific and 

governmental organizations. (In countries 

with a highly developed bioscience capacity, 

germline genome modification in humans 

is currently illegal or tightly regulated.) This 

will enable pathways to responsible uses of 

this technology, if any, to be identified.

2) Create forums in which experts from 

the scientific and bioethics communities can 

provide information and education about 

this new era of human biology, the issues ac-

companying the risks and rewards of using 

such powerful technology for a wide variety 

of applications including the potential to 

treat or cure human genetic disease, and the 

attendant ethical, social, and legal implica-

tions of genome modification.

3) Encourage and support transparent 

research to evaluate the efficacy and speci-

ficity of CRISPR-Cas9 genome engineer-

ing technology in human and nonhuman 

model systems relevant to its potential ap-

plications for germline gene therapy. Such 

research is essential to inform deliberations 

about what clinical applications, if any, 

might in the future be deemed permissible.

4) Convene a globally representative 

group of developers and users of genome 

“…we…discourage… germline 
genome modification 
for clinical application 
in humans, while…
implications of such activity 
are discussed…”
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these episodes because most of these gen-

era had survived some 50 previous glacial-

interglacial cycles. Hunting and burning by 

recently arrived humans is the most plau-

sible explanation of these dramatic and un-

precedented collapses.

With the beginning of the Holocene 

around 11,600 years ago, an even more pro-

found human alteration of Earth’s surface 

had begun: the Neolithic agricultural revolu-

tion (see the figure). Subsequent millennia 

saw global-scale changes that include do-

mestication of the world’s crops after 11,000 

years ago and livestock after 9000 years ago, 

followed by the spread of agriculture across 

all of Earth’s arable lands ( 5), clearance of 

forested regions with resulting carbon diox-

ide emissions after 7000 years ago ( 6), and 

the spread of methane-emitting rice agricul-

ture and livestock after 5000 years ago (7 ). 

Reversals of a natural downward trend in 

atmospheric carbon dioxide after 7000 years 

ago and methane after 5000 years ago have 

both been attributed to gas emissions from 

farming ( 8). Other early changes include the 

transformation of Earth’s natural biome veg-

etation to “anthromes” modified by human 

activities, with increasing habitat fragmen-

tation ( 9); disturbance and erosion of soils 

by human activity ( 10,  11); the onset of the 

Bronze Age 5000 years ago and of the Iron 

Age 3000 years ago; and the appearance of 

urban areas in Mesopotamia by 5000 years 

ago. Although these changes began slowly 

and at different times in different regions, 

Defining the epoch we live in
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Is a formally designated “Anthropocene” a good idea?
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“Does it really make sense 
to define the start of a 
human-dominated era 
millennia after most forests 
in arable regions had been 
cut for agriculture…?”

          H
uman alterations of Earth’s environ-

ments are pervasive. Visible changes 

include the built environment, con-

version of forests and grasslands to 

agriculture, algal blooms, smog, and 

the siltation of dams and estuar-

ies. Less obvious transformations include 

increases in ozone, carbon dioxide (CO
2
), 

and methane (CH
4
) in the atmosphere, and 

ocean acidification. Motivated by the per-

vasiveness of these alterations, Crutzen and 

Stoermer argued in 2000 that we live in the 

“Anthropocene,” a time in which humans 

have replaced nature as the dominant envi-

ronmental force on Earth ( 1). Many of these 

wide-ranging changes first emerged during 

the past 200 years and accelerated rapidly 

in the 20th century ( 2). Yet, a focus on the 

most recent changes risks overlooking per-

vasive human transformations of Earth’s 

surface for thousands of years, with pro-

found effects on the atmosphere, climate, 

and biodiversity.

Crutzen and Stoermer originally favored 

placing the start of the Anthropocene in 

the late 1700s because of the industrial rev-

olution initiated by James Watt’s invention 

of the steam engine at that time. However, 

this choice lacked a key requirement for 

formal stratigraphic designation: a “golden 

spike” marker that is widely detectable 

in geologic records. Recently, a working 

group of the subcommission of Quaternary 

Stratigraphy of the Geological Society of 

London released a preliminary recommen-

dation to mark the start of the Anthropo-

cene on 16 July 1945, when the first atomic 

bomb test took place in Alamogordo, New 

Mexico ( 3). The working group chose that 

time because the isotopic by-products of 

bomb testing provide a distinctive marker 

horizon in ice cores, ocean and lake sedi-

ments, and soils.

This “stratigraphically optimal” choice 

[as it was called in ( 3)] faces intense scru-

tiny from scientists studying the long his-

tory of large and profound human effects 

on this planet (see the figure). For example, 

about 65% of the genera of large mammals 

became extinct between 50,000 and 12,500 

years ago, with the two most abrupt extinc-

tion episodes in Australia and the Americas 

( 4). Climate cannot be the major factor in 

engineering technology and experts in ge-

netics, law, and bioethics, as well as mem-

bers of the scientific community, the public, 

and relevant government agencies and in-

terest groups, to further consider these im-

portant issues, and where appropriate, 

recommend policies.

CONCLUSIONS. At the dawn of the recom-

binant DNA era, the most important lesson 

learned was that public trust in science ul-

timately begins with and requires ongoing 

transparency and open discussion. That les-

son is amplified today with the emergence 

of CRISPR-Cas9 technology and the im-

minent prospects for genome engineering. 

Initiating these fascinating and challenging 

discussions now will optimize the decisions 

society will make at the advent of a new era 

in biology and genetics.          ■
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these episodes because most of these gen-

era had survived some 50 previous glacial-

interglacial cycles. Hunting and burning by 

recently arrived humans is the most plau-

sible explanation of these dramatic and un-

precedented collapses.

With the beginning of the Holocene 

around 11,600 years ago, an even more pro-

found human alteration of Earth’s surface 

had begun: the Neolithic agricultural revolu-

tion (see the figure). Subsequent millennia 

saw global-scale changes that include do-

mestication of the world’s crops after 11,000 

years ago and livestock after 9000 years ago, 

followed by the spread of agriculture across 

all of Earth’s arable lands ( 5), clearance of 

forested regions with resulting carbon diox-

ide emissions after 7000 years ago ( 6), and 

the spread of methane-emitting rice agricul-

ture and livestock after 5000 years ago (7 ). 

Reversals of a natural downward trend in 

atmospheric carbon dioxide after 7000 years 

ago and methane after 5000 years ago have 

both been attributed to gas emissions from 

farming ( 8). Other early changes include the 

transformation of Earth’s natural biome veg-

etation to “anthromes” modified by human 

activities, with increasing habitat fragmen-

tation ( 9); disturbance and erosion of soils 

by human activity ( 10,  11); the onset of the 

Bronze Age 5000 years ago and of the Iron 

Age 3000 years ago; and the appearance of 

urban areas in Mesopotamia by 5000 years 
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ronmental force on Earth ( 1). Many of these 
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in the 20th century ( 2). Yet, a focus on the 

most recent changes risks overlooking per-

vasive human transformations of Earth’s 

surface for thousands of years, with pro-

found effects on the atmosphere, climate, 

and biodiversity.

Crutzen and Stoermer originally favored 
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the late 1700s because of the industrial rev-

olution initiated by James Watt’s invention 
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dation to mark the start of the Anthropo-

cene on 16 July 1945, when the first atomic 

bomb test took place in Alamogordo, New 

Mexico ( 3). The working group chose that 

time because the isotopic by-products of 

bomb testing provide a distinctive marker 

horizon in ice cores, ocean and lake sedi-

ments, and soils.

This “stratigraphically optimal” choice 

[as it was called in ( 3)] faces intense scru-

tiny from scientists studying the long his-

tory of large and profound human effects 

on this planet (see the figure). For example, 

about 65% of the genera of large mammals 

became extinct between 50,000 and 12,500 

years ago, with the two most abrupt extinc-

tion episodes in Australia and the Americas 

( 4). Climate cannot be the major factor in 

engineering technology and experts in ge-

netics, law, and bioethics, as well as mem-

bers of the scientific community, the public, 

and relevant government agencies and in-

terest groups, to further consider these im-

portant issues, and where appropriate, 

recommend policies.

CONCLUSIONS. At the dawn of the recom-

binant DNA era, the most important lesson 

learned was that public trust in science ul-

timately begins with and requires ongoing 

transparency and open discussion. That les-

son is amplified today with the emergence 

of CRISPR-Cas9 technology and the im-

minent prospects for genome engineering. 

Initiating these fascinating and challenging 

discussions now will optimize the decisions 

society will make at the advent of a new era 
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all reached globally significant levels mil-

lennia before the industrial era ( 12). But the 

timing of these changes varied from region 

to region, leaving no single “golden spike” to 

mark their onset.

Large-scale alterations of Earth’s surface 

continued into the industrial era. Following 

the introduction of mechanized agriculture, 

most prairie and steppe grasslands had been 

plowed and planted with crops by 1900. 

Burning of fossil fuels pushed CO
2
 values 

rapidly higher, and emissions from irrigated 

rice, livestock, coal mining, and landfills 

boosted methane levels. Two world wars in-

troduced many new environmental upheav-

als, including exponential increases of lead 

and sulfate loadings in the atmosphere. 

Contrary to this increasing trend of exploi-

tation of planet Earth, however, high north-

ern latitude areas of Canada, the eastern 

United States, northern Europe, and Russia 

reversed millennia-long deforestation trends 

and began to reforest during the 1800s and 

1900s as new agricultural technologies in-

creased land-use efficiency.

Selecting 1945 as the start of the “An-

thropocene” would implicitly omit these 

extensive agricultural and early-industrial 

alterations. Does it really make sense to 

define the start of a human-dominated 

era millennia after most forests in arable 

regions had been cut for agriculture, most 

rice paddies had been irrigated, and CO
2
 

and CH
4
 concentrations had been rising 

because of agricultural and industrial emis-

sions? And does it make sense to choose a 

time almost a century after most of Earth’s 

prairie and steppe grasslands had been 

plowed and planted? Together, forest cut-

ting and grassland conversion are by far 

the two largest spatial transformations of 

Earth’s surface in human history. From this 

viewpoint, the “stratigraphically optimal” 

choice of 1945 as the start of the Anthropo-

cene does not qualify as “environmentally 

optimal.”

Despite differing views, the term “Anthro-

pocene” is clearly here to stay. One way for-

ward would be to use the term informally 

(with a small “a”). This approach would al-

low for modifiers appropriate to the specific 

interval under discussion, such as early agri-

cultural or industrial. In this way, we could 

avoid the confinement imposed by a single 

formal designation, yet acknowledge the 

long and rich history of humanity’s environ-

mental transformations of this planet, both 

for better and for worse.          ■
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What’s in a name? The industrial era has been a time of greatly accelerated environmental changes ( 1,  2), but it was preceded by large and important transformations, including 

massive large-mammal extinctions in the Americas and major changes associated with the spread of agriculture, including the spread of domesticated crops and livestock ( 5), land 

clearance, forest cutting, habitat transformations ( 6,  9), irrigated rice paddies ( 7), soil erosion ( 10,  11), and anthropogenic emissions of CO
2
 and CH

4
 to the atmosphere ( 8). These 

anthropogenic changes would not be included if the “Anthropocene” is defined by the first atomic bomb test in 1945 ( 3). Future changes, e.g., in species extinctions and ocean 

acidification, are projected to be much larger than those already seen, but are difficult to predict.
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Fuel energy
100%

Heat loss
(exhaust and cooling)

62%

Mechanical power
38%

Friction losses in
engine and transmission

16.5%

Energy to move the car
(rolling resistance, brakes, air drag)

21.5%

• 170 liters of fuel per car per year

• 104 billion liters of fuel worldwide per year

          L
ubrication has been practiced since the 

early days of human civilization ( 1); for 

example, heavy objects were moved 

more easily on wooden or stone floors 

by spreading water onto the surface. In 

the early 20th century, the advent of 

the internal combustion engine and its long 

periods of operation posed several lubrica-

tion challenges. Modern lubrication and an-

tiwear schemes use base oils supplemented 

by chemical additives ( 2). Much of the devel-

opment, however, has been empirical in na-

ture, leaving the molecular mechanisms that 

eventually lead to the desired reduction in 

friction and wear only rudimentarily under-

stood ( 3). On page 102 of this issue, Gosvami 

et al. ( 4) present a rare exception in visual-

izing the formation of an antiwear film on 

the molecular scale and quantifying how its 

growth and stability depended on important 

parameters such as applied temperature 

and pressure.

Oils and additives used to lubricate ma-

chinery may have many different purposes 

( 2,  5). Reducing the friction between the 

moving parts directly results in energy 

Tracking antiwear film formation

Passenger car energy consumption. Almost one-sixth of the energy provided by automotive fuel goes to overcoming friction losses. A reduction of as little as 1% in friction inside 

the car’s engine block as a result of improved lubrication technology would result in 1 billion liters of fuel (gasoline or diesel) saved annually worldwide. The methodology of Gosvami 

et al. enables fundamental studies of lubricating films created during machine operation.

Atomic force microscopy visualizes the formation of a lubricating film
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By Udo D. Schwarz savings and lower operating costs. More 

indirectly, the introduction of molecular 

species can suppress deterioration of the 

moving surfaces and involved parts, ei-

ther by preventing chemical reactions and 

transformations at surfaces or by prevent-

ing mechanical alterations that are usually 

referred to as wear. One of the most suc-

cessful strategies to prevent degradation 

of the moving parts, such as pistons and 

cylinders in automotive engines, comprises 

the formation of so-called “tribochemical 

films,” where layers up to several hundred 

nanometers thick form from molecular 

precursors under operating conditions that 

protect the surfaces they cover from wear 

and degradation.

The study by Gosvami et al. focuses on 

zinc dialkyldithiophosphates (ZDDPs) as a 

prototypical tribofilm former. ZDDPs are 

arguably the most successful class of lubri-

cant additives ever invented ( 6). They have 

been in continuous use since the late 1930s 

and are still being used in practically all 

engine oils. This persistence is particularly 

striking because additive companies have 

long been looking for alternatives; modern 

oil formulations and environmental regula-

tions limit the content of phosphorus ( 7). 

ZDDPs work not only astonishingly well 

under diverse operating conditions but 

are also very reasonably priced. A similarly 

cost-effective antiwear compound with 

comparable performance has been impos-

sible to identify.

This lack of success in finding a replace-

ment for ZDDPs is, however, not a result of 

insufficient research. Ever since their in-

troduction as additives, ZDDPs have been 

the focus of an extraordinary number of 

research papers ( 8,  9). It is known that 

ZDDPs form layered patches on the surfaces 

they cover and that they also act as corro-

sion inhibitors and antioxidants. Even so, it 

remains unclear how the film functions to 

provide such robust protection for such a 

large number of applications.

Gosvami et al. studied tribofilms formed 

from ZDDP-containing lubricant base stock 

at elevated temperatures (80° to 140°C) with 

atomic force microscopy to visualize phe-

nomena and mechanisms at the nanome-

ter level. Nucleation, growth, and thickness 

saturation of patchy tribofilms was observed 

and quantified versus sliding time. The 

growth rate increased exponentially with ei-

ther temperature or compressive stress (ap-

plied through gradually increasing the load 

on the scanning tip), which is consistent 

with a thermally activated, stress-assisted 

reaction rate model. The films grew regard-

less of the presence of iron on either the tip 

or substrate, which indicates that iron does 

not play an essential role in film formation. 

Published by AAAS
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This finding is particularly important for car 

manufacturers attempting to replace cur-

rent steel engine block materials (as is still 

the case for heavy-duty engines) with lighter 

alloys that contain considerable amounts of 

aluminum or magnesium.

It was previously known that the ZDDP 

tribofilm is not only self-limiting in thick-

ness but also features a gradient in compo-

sition, structure, and mechanical properties 

that becomes stronger and stiffer nearer the 

substrate ( 6). The formation of this complex 

structure can now be elegantly explained 

with the observed contact-pressure depen-

dence of tribofilm formation. The tribofilm 

has a lower modulus than the substrate, 

so the contact stress at constant load de-

creases as the tribofilm thickens, which in 

turn reduces the amount of stress-induced 

cross-linking and other reactions that pro-

duce the tribofilm. Weaker, more compliant 

structures form that lead to a gradually fur-

ther reduction in contact pressure, which 

ultimately terminates any further growth.

Considering the large numbers of internal 

combustion engines in service, even small 

improvements in engine efficiency, emission 

levels, and durability have a major effect on 

the world fuel economy and the environ-

ment, with a potential to save tens of bil-

lions of liters of fuel annually (see the figure) 

( 10). The innovative in situ approach demon-

strated by Gosvami et al. has the potential to 

transform lubrication science if researchers 

can successfully apply it to the multitude of 

molecular-level tribochemical phenomena 

that still lack detailed understanding. Given 

a nanometer-scale understanding of the 

chemistry of lubricants and how additives 

affect the interactions between lubricants 

and rubbing surfaces, new lubricants could 

be designed that will be longer-lasting, en-

vironmentally friendly, and compatible with 

catalytic converters and lightweight nonfer-

rous engine block materials alike.        ■  
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          A
ll molecular machines have imper-

fections, and the biological ones are 

no exception. One type of flaw is a 

quantitative one: Although all the 

cells within an organ are genetically 

identical, the concentrations of many 

of their proteins can be “noisy”—that is, vary 

and fluctuate between all the cells. Biologists 

decompose such noise into two sources: an 

intrinsic one, which results from the sto-

chastic nature of the biochemistry operating 

within cells, and an extrinsic one that mani-

fests global differences between cells, such 

as the number of protein production facili-

ties (e.g., ribosomes) ( 1). A major question is 

whether organisms have evolved means to 

control noise, especially when imprecisions 

are detrimental. On page 128 in this issue, 

Schmiedel et al. ( 2) report combining math-

ematical modeling and a synthetic gene 

approach to establish a complex role for 

microRNAs (miRNAs) in controlling cellular 

protein content.

Since their discovery, miRNAs have been 

considered important regulators of ba-

sic cellular and organismal biology. These 

small noncoding RNAs base pair with com-

plementary sequences in messenger RNAs 

(mRNAs), thereby degrading their mRNA 

targets or preventing their translation into 

proteins. Yet, the observation that the quan-

titative effect of miRNAs on their targets is 

often minor remains a mystery. It has thus  

been suggested that miRNAs provide noise 

filtration functions, limiting variability in 

protein expression across a population of 

cells ( 3,  4). But how can one reveal the po-

tential noise-reducing effect of miRNAs on 

genes? A mere inspection of genes within 

their natural complex genomic context 

might not suffice because this context con-

sists of numerous variables and it is impos-

sible to dissect the effects of each of them. 

Schmiedel et al. avoid these obstacles by 

analyzing a reporter gene that is syntheti-

cally connected to gene parts that convey 

regulation by miRNA. In particular, the au-

thors constructed a fluorescence reporter 

that allows measuring of gene expression 

noise, while varying miRNA regulatory 

input. In this approach, miRNAs bind to 

targeted mRNAs through dedicated re-

gions—the 3′-untranslated regions (UTRs) 

of the mRNAs. Sequences that contain dif-

ferent 3′UTRs, each with one or more bind-

ing sites (of varying binding strengths) for 

different miRNAs, were synthesized. These 

sequences were each fused to the fluores-

cent reporter gene. Each construct was 

then expressed in cultured mammalian 

cells (including constructs with no binding 

site for miRNAs).

Comparing single-cell fluorescence re-

vealed an important difference between 

reporters that have or that do not have 

miRNA binding sites. In cells that hap-

pened to express the reporter at a low level, 

noisiness of its expression dropped if the 

reporter had a miRNA binding site. By con-

trast, in cells that expressed the reporter at 

a high level, the presence of a miRNA bind-

ing site was associated with elevated noisi-

ness of its expression (see the figure). This 

result was recapitulated by a mathematical 

model that implements basic principles of 

gene expression, with clear predictions: 

Reduction in intrinsic noise should be pro-

portional to miRNA-mediated repression, 

and extrinsic noise will be “inherited” from 

noise in the miRNAs (there is variability in 

the expression of miRNAs as well). To test 

the intrinsic noise prediction, Schmiedel et 

al. created another reporter, subject to the 

same miRNA regulation. Because mRNAs 

encoding both reporters “see” the same 

miRNAs, differences between their noise 

must be ascribed to the intrinsic compo-

MicroRNAs silence the 
noisy genome
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Evolution may have selected for a dampening service for 
genes whose noise may have otherwise been too high
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nent. For each reporter, the authors synthe-

sized a version encoding a 3′UTR with or 

without binding sites for miRNA. The result 

was clear: miRNA reduced intrinsic noise, 

even when the reporter was expressed at a 

high level. This suggests that the original 

observation—that there is increased noise 

of a gene’s expression when its expression 

level is high—must have been due to extrin-

sic noise.

Indeed, as for the extrinsic noise, Schmie-

del et al. suspected that modifying the noise 

level of the miRNAs themselves would affect 

the reporter’s noise too. For that, the authors 

examined what happens if the miRNA is 

produced from two gene copies, rather than 

from one. This situation could reduce noise 

in the miRNA because fluctuations in the ex-

pression of one copy are counteracted by the 

other. They found that miRNAs encoded by 

more than one gene copy in the genome pre-

sented less noise. Further, mRNAs of natural 

genes are often targeted by more than one 

type of miRNA. Schmiedel et al. determined 

that such combinatorial effects reduce the 

amount of the extrinsic noise because it 

decreases the total amount of miRNA-pool 

noise. This finding was found to hold also for 

native genes’ 3′UTR.

A key question in any such synthetic ap-

proach is, how applicable are the conclusions 

to natural genes? Examining expression for 

the entire mouse genome, Schmiedel et al. 

reveal that some 90% of the genes fall within 

the range of expression that would subject 

them to such a miRNA-based noise dampen-

ing mechanism.

Which genes should be the prime sub-

jects of such a noise dampening mecha-

nism? Single-cell transcriptomics ( 5,  6) 

should allow noise measurement for each 

gene and miRNA. With such data, it will 

be possible to examine the connection be-

tween the extent of miRNA regulation of 

a gene and its noise. Means to manipulate 

miRNA levels ( 7) should allow examination 

of the effect of changes in miRNA expres-

sion on the noisiness in their targets. One 

can then ask which genes are endowed 

with noise filtration and whether there are 

genes that are deliberately noisy. Schmiedel 

et al. ascribed intrinsic noise reduction to 

enhanced transcription that presumably 

compensates for the mRNA degradation 

(which maintains a given expression level). 

Recent reports on the “circular” nature of 

gene expression—namely, that mRNA deg-

radation feeds back to elevate transcription 

( 8)—may thus provide an intriguing poten-

tial mechanism that explains the intrinsic 

noise reduction effect. And the story need 

not end with miRNAs. A most profound 

revolution in genomics is the realization 

that there are many additional types of 

RNA. For instance, “antisense” RNAs may 

also act in noise filtration, especially when 

coregulated with their corresponding sense 

transcript ( 9). Perhaps some long noncod-

ing RNAs ( 10), too, contribute to fine tuning 

of gene expression programs.        ■   
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          S
cience can delight us with new and 

surprising findings. Sometimes, how-

ever, a study delights us by confirm-

ing something we already believed 

but could not yet prove. This is the 

kind of pleasure occasioned by Stahl 

and Feigenson’s report on page 91 of this is-

sue ( 1). In a series of elegant experiments, 

the authors show that, controlling for over-

all attention, 11-month-old infants are more 

likely to learn a new sound associated with 

an object if the object previously violated 

the infants’ expectations (e.g., by appear-

ing to pass through walls or roll over gaps 

without falling) than if the object behaved 

as expected. Moreover, infants not only se-

lectively explore objects that violate their 

expectations but also explore in ways spe-

cific to the violation. Thus, they bang ob-

jects that violate expectations of solidity 

and drop objects that violate expectations 

of support (see the figure).

Perhaps the most surprising thing about 

these observations is that they had not been 

made sooner. For decades, researchers have 

known that infants look longer at events 

that violate their expectations than at events 

consistent with their prior beliefs ( 2). The 

presumption was that such selective atten-

tion must support learning, but it was diffi-

cult to show this in a way that did not follow 

trivially from the fact that infants look for a 

long time at unexpected events. The current 

study solves that problem by matching in-

fants’ initial exposure to the events and then 

asking whether infants who observe theory-

violating evidence are more likely to learn 

an unrelated property of the objects.

Researchers have also long assumed 

that children’s exploratory play must sup-

port learning ( 3– 5). Again, however, it has 

been difficult to demonstrate this in a way 

that does not follow trivially from the fact 

that the longer children explore an object, 

Infants 
explore the 
unexpected
Infants are more likely to 
explore objects that behave 
in unexpected ways, such as 
passing through walls

PSYCHOLOGY

By Laura Schulz 

mRNA expressed 
at low level

mRNA expressed 
at high level

miRNA

Genetically identical cells

Noise-canceling RNA. The amounts of mRNA 

corresponding to two genes are shown in two identical 

cells. One gene is expressed at a low level, and there is 

variation (noise) of this expression between the cells. 

In the presence of a regulatory miRNA, the mRNA that 

is expressed at a lower level fluctuates less, whereas 

the mRNA that is present in greater amounts becomes 

more noisy.
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the more of its properties they are likely to 

discover. In the past decade, research has 

begun to bridge the gap between formal 

models of learning ( 6) and children’s play. 

This research has, for instance, shown that 

preschoolers engage in selective explora-

tion both when evidence violates their prior 

beliefs (i.e., when evidence is surprising) 

( 7) and when evidence fails to distinguish 

equally probable possibilities (i.e., when evi-

dence is confounded) ( 8).

Moreover, children spontaneously ex-

plore in ways that tend to support informa-

tion gain. They are sensitive to the degree 

to which exploration reduces uncertainty 

( 9) and will isolate causal variables and test 

them one at a time in response to both sur-

prising ( 10) and confounded ( 11) evidence. 

However, such studies have focused on pre-

schoolers or older children. It is both grati-

fying and astonishing to find not only that 

infants less than a year old selectively ex-

plore objects that violate their prior beliefs 

but also that they do so in ways directly rel-

evant to the violation they observe.

Stahl and Feigenson frame their study 

with respect to “core knowledge,” the idea 

that cognitive representations of objects 

and agents are present at birth in humans 

and other species. Constraints imposed by 

these innate representations could support 

infants’ ability to learn rapidly from sparse 

data. However, when the authors suggest 

that violations of core knowledge might 

signal “a special opportunity for learning” 

one has to wonder how typical of learn-

ing these opportunities really are. Core 

knowledge is hypothesized to be an innate 

component of human cognition precisely 

because it represents aspects of the envi-

ronment that are stable across evolutionary 

time scales. It is thus not likely to be vio-

lated (outside of developmental laborato-

ries). If infants were to rely on violations of 

core knowledge as a “wedge into the hard 

problems of knowing when and what to 

learn,” they would learn very little. It seems 

far more likely, as the authors acknowledge 

in their conclusion, that violations of any 

expectations—whether innate or recently 

acquired—provide special opportunities 

for learning.

One might also wonder how much of 

a violation of expectation is a good thing. 

Infants do not always prefer information 

that is more surprising or more complex: 

They appear to like things that they think 

they can learn. Thus, for instance, infants 

prefer to attend to patterns of linguistic in-

put that are predictable enough to permit 

learning ( 12) and to sequences of stimuli 

that are neither too predictable nor too un-

predictable ( 13). Quantitative models may 

help to explore the ways in which the pre-

dictability of events affects infants’ learning. 

Bringing together the methods and results 

of the present study with those of other 

recent exciting experimental results and 

computational models of infant’s attention 

( 14) could pave the way toward a more com-

prehensive theory of how infants learn and 

explore.          ■ 
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   M
assive stars are the enig-

matic big beasts of the 

stellar jungle. Although 

rare, they make up for 

this through their pro-

digious output of hard 

radiation and kinetic energy 

from winds, and their explosive 

demise as supernovae. The lat-

ter disperse heavy elements such 

as iron throughout interstellar 

space ready for incorporation in 

the next generations of stars and 

planets, and of course, ourselves. 

When present in large numbers 

in a galaxy, their combined ef-

fect can disrupt the interstel-

lar material to such an extent as 

to change the very nature of the 

galaxy itself. These energetic out-

flows are present even during the 

birth of massive stars. Indeed, this 

is one of the main reasons why 

understanding their formation 

from the gravitational collapse 

of interstellar clouds is so chal-

lenging. However, new sensitive, 

high-resolution facilities are being 

brought to bear on the problem. 

On page 114 of this issue Carrasco-

González et al. ( 1) present radio 

observations using the upgraded 

Jansky Very Large Array (JVLA). 

Rapid changes in the distribution of the 

ionized gas flowing out at high speed from 

a massive young star could provide new 

insights into the birth pangs of these astro-

physical objects.

Overcoming the strong outward radia-

tion pressure of these stars, which can be up 

to a million times more luminous than our 

Sun, is key to building up the stellar mass. 

In recent years, the role of accretion via a 

rotating disk has come to the fore as a way 

to transport large amounts of material past 

the intense radiation field onto the growing 

star ( 2). As with most astrophysical accre-

tion disks, jets and/or bipolar outflows are 

expected to be driven outwards along the 

rotation axis. These can then punch holes in 

the surrounding in-falling cloud, releasing 

some of the radiation pressure like a safety 

valve ( 3,  4). What drives and collimates these 

outflows is one of the big unsolved problems 

in star formation, particularly for high-mass 

protostars. Two classes of mechanisms pres-

ent themselves: magnetic and radiative. 

Magneto-hydrodynamic mechanisms, often 

invoking a magnetic field generated by the 

star itself, have long been thought to be re-

sponsible for the highly collimated magne-

tized jets seen in low-mass protostars ( 5). 

This mechanism is potentially problematic 

for massive stars because once they are 

settled into their hydrogen-burning main-

sequence phase, they do not have strong 

magnetic fields. Their high surface tempera-

tures prevent convection currents occurring 

in their envelopes that can generate strong 

magnetic fields via a dynamo effect in stars 

like the Sun. Radiation pressure could drive 

the outflows, but a collimating mechanism 

must then be found. Hydrody-

namic collimation by the rotation-

ally flattened circumstellar matter 

has been invoked for this (see the 

figure). Simulations and observa-

tions have shown that radiation 

pressure acting on an accretion 

disk actually generates a wind in 

the disk plane rather than perpen-

dicular to it ( 6).

Carrasco-González et al. claim 

to have seen a transition from 

an initially isotropic outflow to a 

more collimated jet via changes 

in the morphology seen in radio 

continuum images taken 18 years 

apart. The change in the shape of 

the radio free-free emission from 

ionized gas is backed up by simi-

lar changes in the distribution of 

spots of water maser emission. 

They model the changes by as-

suming an initially isotropic wind 

that would most naturally be ex-

plained by a radiatively driven 

wind from the central star. This 

is then collimated hydrodynami-

cally by a toroidal surrounding 

medium. Massive stars are known 

to have such radiatively driven 

winds once on the main se-

quence, but these have speeds of 

thousands of kilometers per sec-

ond, and their density is too low 

to explain the outflows seen dur-

ing the formation stage. Where jet speeds 

have been directly measured for massive 

protostars, they are found to be several 

hundreds of kilometers per second ( 7), simi-

lar to those seen in the low-mass, magneti-

cally driven jets. These speeds are similar to 

those required in Carrasco-González et al.’s 

model. A jet arising from a different mas-

sive protostar has also been seen to exhibit 

synchrotron emission, which also implies a 

magnetic origin ( 8).

So there appear to be some contradictions 

here, with the outflow properties being more 

consistent with moderately fast, highly col-

limated, magnetically driven jets, whereas 

the star is expected to be nonmagnetic and 

dominated by radiation pressure. However, 

theoretical studies have shown that if pro-

tostars with masses in the range of 5 to 20 

solar masses accrete at high rates, then the 

protostar swells up and is much cooler ( 9). 

By M. G. Hoare
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to collimated outflows from massive protostars: magnetic and radiative.
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Such an object would be convective and gen-

erate strong magnetic fields that could then 

drive and collimate protostellar jets. This 

also naturally explains why these luminous, 

but cool, protostellar objects do not ionize 

the wider surroundings. Such a scenario has 

been shown to match the observed distribu-

tion and lifetimes of massive protostars seen 

in the Milky Way ( 10).

The object discussed by Carrasco-

González et al. is currently only about 300 

times the total luminosity of the Sun ( 11), 

which corresponds to about 6 solar masses. 

This puts it currently in the mass range 

where it could be swollen, magnetic, and 

capable of driving a collimated jet. The ob-

servations of Carrasco-González et al. do not 

actually rule out the possibility that the flow 

was always collimated, because the first ep-

och observations show an unresolved point 

source. If so, then we may just be seeing a 

new blob emerge down the jet similar to the 

behavior that is common in other types of 

astrophysical jets, such as those arising from 

black hole sources.

The remaining questions will soon be ad-

dressed by other new high-resolution facili-

ties. Higher-resolution radio studies of the 

ionized gas will come from the e-MERLIN 

array in the United Kingdom, while the Ata-

cama Large Millimeter Array (ALMA) array 

in Chile will provide the corresponding view 

of the surrounding molecular material to 

determine if a confining torus is present, as 

well as the accretion disk. ALMA will also 

probe the kinematics, but we will have to 

wait for the mid-frequency element of the 

Square Kilometre Array in South Africa to 

probe the motions of the ionized gas itself. 

The advance of numerical simulation should 

also enable self-consistent three-dimen-

sional simulations of the disk-jet system 

that include the effects of both radiation 

and magnetic fields. Hence, the coming few 

years promise to unmask the inner workings 

of the formation of these objects that play 

such a central role in astrophysics.        ■ 
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          I
mmunotherapy of cancer, based on 

natural killer (NK) cells, is an emerging 

field ( 1). Activation of these innate lym-

phocytes depends on signals emanating 

from receptors that recognize trans-

formed cells. The extent and spectrum 

of receptor engagement by cognate ligands 

that tumors bear determines the outcome 

of NK cell responses, including direct cellu-

lar killing (through the release of cytolytic 

granules) and communication with other 

immune cells (through secreted cytokines). 

One potent activating NK cell receptor in-

volved in the destruction of ligand-express-

ing transformed cells is natural-killer group 

2, member D (NKG2D). Recently, however, 

an immunosuppressive role was attributed 

to persistently engaged NKG2D. On page 

136 of this issue, Deng et al. ( 2) report that, 

contrary to expectations, release of a partic-

ular NKG2D ligand by tumor cells results in 

NK cell activation and enhanced tumor re-

jection in a mouse model. This remarkable 

result may open new treatment options for 

cancer patients.

NK cells of the innate immune system 

recognize danger by detecting stressed, 

transformed, or virus-infected cells through 

the receptor NKG2D. In 1999, NKG2D was 

described as expressed by almost all human 

cytotoxic lymphocytes, detecting cell stress–

inducible molecules [called major histocom-

patibility complex (MHC) class I–related 

chain molecules (MICA/B)] on tumor cells. 

Upon binding to a ligand, NKG2D triggers 

an intracellular signaling pathway involving 

phosphatidylinositol 3-kinase ( 3,  4). Eight 

ligands for NKG2D have been identified in 

human, each bearing an MHC class I–like 

ectodomain that binds to NKG2D. The num-

ber of functional NKG2D ligands in mouse 

strains varies ( 5). Initial studies revealed 

NK cell–dependent rejection of tumor cells 

ectopically expressing retinoic acid early in-

ducible-1 (RAE-1), a mouse NKG2D ligand 

( 6,  7). These findings were extended using 

NKG2D-deficient mice that exhibited an 

impaired control of certain spontaneous tu-

mors ( 8).

The concept of NKG2D as an activat-

ing receptor was challenged recently by re-

sults showing that its chronic exposure to 

surface-attached NKG2D ligands leads to 

MULT1plying cancer immunity

By Alexander Steinle 1  

and Adelheid Cerwenka 2   

A soluble ligand of an innate immunoreceptor arms natural 
killers for tumor attack
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Affinity matters. Acute exposure of NKG2D receptors to ligands expressed by tumor cells leads to tumor cell death 

(left). Chronic exposure of RAE-1 on myeloid cells in the tumor microenvironment impairs NK cell antitumor activity 

(middle). sMULT1 binds with high affinity to NKG2D and blocks the desensitizing interaction with RAE-1. This restores 

tumoricidal activity of NK cells (right).
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down-regulation of NKG2D ( 9) and to an NK 

cell desensitization in response not only to 

NKG2D ligands but also to other molecules 

that activate NK cells (global desensitiza-

tion) ( 10). Furthermore, human tumor cells 

excrete soluble NKG2D ligand by means of 

proteolytic shedding, alternative splicing, 

or exosomal release, thereby reducing the 

NKG2D ligand surface density on tumor cells 

( 5,  11). NKG2D ligand excretion has also been 

proposed to reduce NKG2D surface expres-

sion (by causing receptor internalization) 

and to reduce NK cell function (by perpetu-

ally binding to NKG2D, thereby desensitizing 

NK cells) ( 1,  12), consistent with an immuno-

suppressive role of excreted NKG2D ligands.

Murine ULBP-like transcript 1 (MULT1) is 

a transmembrane protein expressed by tu-

mor cells, and is a mouse ligand for NKG2D 

( 13). Deng et al. show that soluble MULT1 

(sMULT1) released from tumor cells binds 

with high affinity to NKG2D and prevents 

the immunosuppressive chronic interac-

tion of NKG2D with another ligand, RAE-1, 

which is expressed by macrophages in the 

tumor microenvironment. By blocking RAE-

1-NKG2D interaction sMULT1 reconstitutes 

NK cell responsiveness to other activating 

molecules and promotes tumor destruction. 

Deng et al. monitored the growth of differ-

ent tumor cell lines engineered to release 

sMULT1. Intriguingly, in vivo growth of these 

sMULT1-releasing tumor cells (in mice) was 

not accelerated but was instead delayed and 

paralleled by a higher reactivity of NK cells. 

Similar effects were observed in mice inocu-

lated with tumor cells that could be induced 

to release sMULT1 or in mice injected intra-

tumorally with sMULT1. Moreover, in mice 

with tumors that secreted sMULT1, expres-

sion of NKG2D did not decrease, but rather 

increased. Because monovalent sMULT1 did 

not affect the responsiveness of purified 

NK cells in vitro, the authors hypothesized 

that other cells contribute in vivo to this 

phenomenon. Myeloid cells (such as mac-

rophages) in the tumor microenvironment 

express RAE-1 ( 14), and in tumor-bearing 

RAE-1–deficient or NKG2D-deficient mice, 

higher NK cell activity was observed by 

Deng et al. Thus, sMULT1 enhances tumor 

rejection by counteracting NK desensitiza-

tion in the tumor microenvironment, and 

restoring NKG2D expression and NK cell 

activity (see the figure).

A fascinating and unresolved puzzle is 

why such an array of ligands evolved to bind 

to NKG2D. It was previously proposed that 

the needs for distinct cellular responses to 

different types of stress stimuli, for differ-

ential tissue expression, and for different 

cellular compartmentalization led to the 

evolution of several highly diverse NKG2D 

ligands. It was also proposed that the diver-

sity of NKG2D ligands was shaped through 

the selective pressure of viruses and tumors, 

as a safeguarding mechanism to counteract 

viral or tumoral immune escape strategies 

( 5). Deng et al. provide an additional mecha-

nism with important implications for tumor 

immunity: Various NKG2D ligands bind 

NKG2D with different affinities. Specifically, 

sMULT1, a high-affinity NKG2D ligand, may 

compete with lower-affinity ligands in the 

tumor microenvironment, such as RAE-1, for 

NKG2D occupancy. sMULT1 may abate de-

sensitization caused by chronic exposure to 

RAE-1. By blocking the immunosuppressive 

NKG2D-RAE-1 interaction, sMULT1 may 

prevent NK cell silencing and, rather, pro-

mote NK cell antitumor activity.

For successful translation of these find-

ings into the clinic, it will be important to 

identify the nature of the NKG2D ligand and 

the nature of the cells expressing this ligand 

in human tumor beds, as well as molecular 

mechanisms causing global NK desensitiza-

tion. In addition, situations where NKG2D 

is vital for tumor destruction need to be 

defined, as in the case of tumors that ex-

press high amounts of NKG2D ligand, which 

would mark them as direct targets for an 

NK cell attack. Here, alternatives to a direct 

interception of the desensitizing interac-

tion between NKG2D and its ligands need 

to be developed to preserve tumoricidal NK 

activity. For example, signaling pathways 

downstream of NKG2D involved in NK de-

sensitization could be defined and devel-

oped as targets for cancer therapy  .        ■ 
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           M
any epidemic-prone infectious dis-

eases present challenges that the 

current West African Ebola out-

break brings into sharp relief. Spe-

cifically, the urgency to evaluate 

vaccines, initially limited vaccine 

supplies, and large and unpredictable spa-

tial and temporal fluctuations in incidence 

have presented huge logistical, ethical, and 

statistical challenges to trial design.

In the Ebola outbreak, long and intense 

discussion led to broad agreement on the 

need to evaluate the efficacy of Ebola vac-

cines through an individually randomized 

controlled trial (iRCT) ( 1), with cluster-

randomized designs providing 

supplemental information. 

However, by the time an iRCT 

began in Liberia, the ability to estimate vac-

cine efficacy was threatened by the other-

wise welcome declining incidence of Ebola 

virus infection ( 2). Other trials, planned to 

provide evidence on vaccines’ direct and 

indirect (herd immunity) effects, might 

not be able to include enough Ebola cases 

to provide statistically robust efficacy esti-

mates ( 2,  3).

Similar challenges may arise when evalu-

ating vaccines for diseases such as menin-

gococcal meningitis, cholera, Middle East 

Respiratory Syndrome and other corona-

virus infections, vector-borne viral dis-

eases such as dengue and chikungunya, 

and novel influenza strains. Resource-poor 

populations continue to be at particularly 

high risk for such infections ( 4). We sug-

gest three principles, all well-established 

in the clinical trials literature and applied 

to varying degrees in the Ebola vaccine tri-

als, that will be of general use in designing 

vaccine trials during emergencies [Trials 

of therapies for infected persons arguably 

Ebola and 
beyond
Recent experiences in 
confronting the Ebola 
epidemic suggest principles 
for vaccine efficacy trials in 
challenging environments
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involve a different set of logistical and ethi-

cal challenges ( 5)]. Each principle is mainly 

responding to a challenge identified in the 

Ebola context: block randomization with 

matching is a response to heterogeneity of 

incidence; stepped rollout is a response to 

urgency; and adaptive design is a response 

to uncertainty.

PRINCIPLE I: BLOCK RANDOMIZATION 

WITHIN SMALL CENTERS, WITH ANAL-

YSIS MATCHED BY CENTER. For Ebola 

and other diseases, participants in differ-

ent districts might experience a surge in 

cases and hence in infection risk at differ-

ent times after randomization, depending 

on the local dynamics of the epidemic. Inci-

dence is thus likely to be considerably more 

similar between intervention and control 

participants within a center than in the 

population as a whole.

To deal with very different incidence 

across sites, we suggest that randomization 

of participants to investigational vaccine or 

control should take place separately within 

each center (block randomization) and that 

vaccine efficacy estimates should be ob-

tained for each center and combined statis-

tically to obtain an overall efficacy estimate. 

A center would be a relatively small group 

of persons projected to have relatively ho-

mogeneous exposure to Ebola infection over 

the following months. In practice, centers 

could be composed of the frontline work-

ers at a single Ebola treatment unit, burial 

teams in a single district, or geographic sub-

groups of the general population. Matching 

the analysis by center therefore compares 

individuals whose risks are more similar to 

one another and may thereby improve sta-

tistical efficiency ( 6).

Using block randomization of participants 

within small centers would also maintain 

balance (and limit loss of sample size) even 

if at the analysis phase, it becomes neces-

sary to exclude centers in which data are 

expected to be unreliable—for example, due 

to expected failure of vaccine delivery or the 

cold chain or other overwhelming logistical 

challenges. Previously, such an approach 

was successfully used to evaluate approaches 

to national health insurance in Mexico and 

ensure that a trial design was “politically 

robust” ( 7,  8). If analysis provided evidence 

of interference by local politicians with the 

randomization scheme, matched pairs of dis-

tricts could be removed.

PRINCIPLE II: STEPPED ROLLOUT. Indi-

vidual centers may become ready to com-

mence a trial at different times because of 

factors that include vaccine availability, 

timing of identification of centers and par-

ticipants in areas of continuing incidence, 

establishment of a reliable cold chain for 

vaccine delivery, setting up of information 

systems, and contracting available trained 

personnel for vaccine administration and 

follow-up. A standard iRCT (see  Fig. 1A) 

would await readiness of all centers before 

commencing. Instead, stepped rollout ini-

tiates the trial promptly in each center as 

soon as that center is ready (see  Fig. 1B). 

Stepped rollout has been used for logistical 

( 9) or political ( 7,  8) purposes. A key advan-

tage of this approach is shortening the lag 

between starting a trial and accruing suffi-

cient person-time ( Fig. 1B). Shortening the 

lag may be particularly important when in-

cidence in an area surges over several weeks 

due to intense transmission.

PRINCIPLE III: ADAPTIVE DESIGN. Vac-

cine trials require participants who are ex-

pected to be at high risk of infection weeks 

to months later (after an immune response 

has been generated). Thus, identification of 

trial sites relies on predictions of future inci-

dence, which are exceedingly difficult.

The third principle states that centers 

can be added adaptively, which counters 

the unpredictability of incidence by al-

lowing flexibility in sample size. Adaptive 

designs can increase statistical power by 

continuing to observe participants already 

in the trial and/or by adding centers or par-

ticipants according to prespecified rules 

( 10). For example, in the Ebola outbreak, 

an early estimate of the sample size for the 

Liberia trial was about 27,000 persons fol-

lowed for 3 to 4 months ( 11– 13). However, 

because of spatiotemporal variations in in-

cidence, the follow-up time was extended to 

10 to 12 months before the trial began ( 14).

The design of adaptive trials requires the 

specification of rules by which decisions to 

add new centers, to continue follow-up in 

existing centers, or to end the trial for suc-

cess or futility will be made at various stages 

( 10). This approach also permits adaptive ad-

justments to shifting conditions in later cen-

ters (e.g., availability of vaccine or the need 

for additional trial arms), based on lessons 

learned in earlier centers ( 15).

BROADER APPLICATIONS AND A RE-

SEARCH AGENDA. Each design principle 

has been employed in other settings to re-

solve particular challenges of trial design. 

We believe this combination might find 

broad application in many such settings and 

contributes to a larger effort to define com-

mon principles and practices for such set-

tings. For example, an Ebola vaccine trial in 

Guinea has just begun ( 16) with “ring vacci-

nation”—vaccinating “rings” of contacts and 

geographic neighbors of confirmed cases, 

a strategy previously used for smallpox 

eradication. To evaluate vaccine effective-

ness, rings will be randomized such that all 

individuals in certain rings will be offered 

experimental Ebola vaccine immediately 

upon identification of a case of infection, 

whereas individuals in other rings will be 

offered vaccine only after some delay. The 

differential incidence of disease between 

rings with immediate versus delayed vac-

cination will be a measure of vaccine effec-

tiveness. Enrolling new rings as Ebola cases 

are detected is a form of stepped rollout 

that, by focusing the trial in areas of known 

Administering an Ebola vaccine in Guinea.
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transmission, is particularly well suited to 

circumstances of spotty and declining inci-

dence. The design is adaptive as well, add-

ing rings until there is sufficient statistical 

evidence to stop the trial, because at that 

point there is either enough evidence to 

declare the vaccine efficacious (success) or 

no reasonable likelihood of garnering such 

evidence by continuing the trial (futility). In 

addition, to improve comparability of the 

risk between vaccinated and not-yet-vacci-

nated people, immediate-vaccination rings 

can be matched for analysis with delayed 

rings that are similar in certain ways (e.g., 

geographically proximate rings).

Limited infrastructure, unpredictable 

variation in incidence, and a public health 

imperative to provide vaccine as quickly as 

possible are common in vaccine efficacy tri-

als, even outside public health emergencies. 

Conduct of vaccine trials in outbreak settings 

and in populations most likely to benefit 

from vaccination is fraught with difficulties 

but reveals essential information about vac-

cine performance. Trial designs that are ap-

propriately adapted to the most challenging 

settings are sorely needed, not only to im-

prove the external validity of trial results but 

also to ensure that vaccine quickly reaches 

those most in need.

Outside the Ebola context, feasibility of 

particular designs will depend not only on 

the epidemiology of the relevant disease 

(time and spatial scale of transmission, ease 

of diagnosis, etc.) but also on the character-

istics of the vaccines being tried (including 

number of doses required, timing of immu-

nogenicity, and potential for post-exposure 

effectiveness). Ethical considerations of 

speeding the availability of possibly effica-

cious vaccines to large numbers of people 

will need to be balanced against the need 

for evaluation of vaccine efficacy so that 

resources can be concentrated on effective 

interventions. But discussions of ethical, lo-

gistical, and statistical considerations in trial 

design take time, and rapid implementation 

of studies is important for timely and reli-

able results before the epidemic wanes. The 

more such discussions can take place outside 

emergencies and establish general principles 

to inform vaccine trial designs in future out-

breaks, the more effective the responses to 

such outbreaks will be.        ■
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T
he discovery of the tumor suppres-

sor protein known as p53, and the 

process of unearthing its functions, 

came about as a result of the efforts 

of thousands of scientists around the 

globe. The story of this endeavor is 

full of exciting breakthroughs, as well as 

disappointing setbacks, and is sure to be 

compelling to those who are taking their 

first steps toward a career in cancer science 

or for those who are simply fascinated by 

the mysteries of biology.

In p53: The Gene That Cracked the Cancer 

Code, science writer Sue Armstrong takes a 

fresh look at this complicated tale. The book 

is well researched and features interviews 

with key scientists. The result is a brilliant 

narrative that captures the essence of the 

scientific challenges faced by researchers in 

this pursuit and the progress that has been 

made in our understanding of p53. 

Armstrong begins in the late 1970s, when 

scientists in laboratories around the world 

were studying the ability of a virus named 

SV40 to induce tumor growth. During the 

laborious purification of the large T anti-

gen—a protein product transcribed during 

SV40 infection that researchers believed 

was critical to transforming normal cells 

into cancerous ones—they noticed an un-

known contaminant. The contaminant was 

also present in excessive amounts in SV40-

transformed cells. It turned out to be a pre-

viously unknown protein, which was given 

the unassuming name p53. 

Next, Armstrong skillfully describes the 

efforts that led to the transformation of p53 

from an artifact into a high-profile “guard-

ian of the human genome” (1). This part 

of the narrative is marked by unexpected 

results. Researchers initially believed that 

TP53 (the gene that codes for p53) was an 

oncogene involved in the malignant trans-

formation of cells, which caused the devel-

opment of various types of solid tumors. Its 

true role as a tumor suppressor that safe-

guards cellular DNA from damage and gov-

erns DNA repair and stress response was 

recognized in the late 1980s. 

The book also addresses other cellular 

processes that are affected by p53 signal-

ing, including senescence and immune 

response, and touches upon Li-Fraumeni 

syndrome, a rare hereditary disorder linked 

to p53 germline mutations, which is charac-

terized by higher incidences of several types 

of cancer. An especially captivating part of 

this book is the parallel discussion of sev-

eral recent fundamental discoveries in biol-

ogy, including the sequencing of the human 

genome, the discovery of long noncoding 

RNAs (lncRNAs), and progress made in 

other oncogenic pathways. The narrative 

concludes with a discussion of the various 

therapeutic approaches inspired by discov-

eries in the p53 field and ends with a mes-

sage of hope for future cures. 

Although presented in the background, 

the dedication, talent, and personal sacrifices 

of generations of brilliant cancer researchers 

come across in this book. The daily struggles 

and challenges posed by failed experiments 

and controversial results are not forgotten in 

the narrative and are woven throughout the 

stories of enthusiasm and excitement. For 

those who have had personal brushes with 

cancer, this book will provide a reassuring 

picture of the progress of cancer research. 

However, its balanced portrayal of the chal-

lenges and setbacks that are common in 

oncology research should temper any pre-

mature enthusiasm. 

More than any textbook, article, or lecture 

could, this book offers a sip of contagious 

enthusiasm and a conviction that scientists 

will eventually “crack the cancer code.”
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In A Sea in Flames, ecologist Carl Safina 

captures the chaos and confusion that sur-

rounded the 2010 explosion aboard the drill 

rig Deepwater Horizon in clear, vivid prose. 

Drawing on first-hand observations, inter-

views, and extensive research, he recounts 

the events that led up to the explosion, 

skewers the petroleum industry and the gov-

ernment officials charged with overseeing 

the response to the resulting oil spill, and 

conveys the anguish and fr ustration felt by 

scientists and coastal fishermen who feared 

the worst for the Gulf’s marine ecosystem.

10.1126/science.aab1026

A Sea in Flames 

The Deepwater Horizon 

Oil Blowout

Carl Safi na
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IN BRIEF

Lloyd J. Old (left) led one of the research 

groups that identified p53 in the late 1970s.

Five years later, 

questions remain about 

the ecological impact of the 

Deepwater Horizon oil spill.
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F
ollowing the exhibition of her instal-

lation Cold Dark Matter: An Exploded 

View in 1991, Cornelia Parker became a 

key figure in a new sort of cross-disci-

plinary collaboration between science 

and art. These collaborations combine 

the sense of wonder and excitement expe-

rienced by scientists when new materials 

emerge with an artist’s interpretations of the 

possibilities these new materials create. 

Cold Dark Matter—which forms the nu-

cleus of Parker’s latest retrospective—was 

formed by blowing up a garden shed. The 

resulting fragments have been sorted and 

choreographed into a new formation that 

has an extraordinary presence. The title of 

the piece evokes the Big Bang, and 

the shadows cast by the fragments 

seem to reference the vast, insen-

sible mass of dark matter thought 

to permeate the universe. Closer 

observation reveals the mundane, 

everyday objects that have been 

caught up in this choreography: a shredded 

hot water bottle, a still folded deck chair, 

gardening tools. Torn from their usual usage, 

they seem to flock with new energy. 

This emphasis on material transformation 

is taken further in subsequent pieces.  Some 

are playful—for example, Measuring Niagara 

with a Teaspoon (2007) stretches this dainty 

object into a wire the height of Niagara Falls, 

while Composition with Horns (Double Flat) 

(2005) consists of 16 crushed instruments 

suspended inches above the floor.  

However, there is no doubting Parker’s 

preoccupation with objects that highlight 

the linkages between the state and violence 

and suffering. A filmed interview with Noam 

Chomsky (2007) on the  banalization of vio-

lence and cruelty, for example, is followed 

up by a series of needlework samplers (2015) 

produced by inmates of Her Majesty’s Pris-

ons, each of which are inscribed with dic-

tionary definitions of war and peace, life and 

death, and so on. A specially commissioned 

installation, War Room (2015), uses the per-

forated reams of red paper from which war 

memorial poppies are cut to swathe an entire 

gallery wing. There is no sentimentality here 

but rather a reference to the manner in which 

remembrance has become an unreflective, 

readily industrialized habit. 

The performance that opened 

the exhibition was a collaboration 

between Parker and Konstantin 

Novoselov, who won the Nobel 

Prize for Physics in 2010 for his co-

discovery of graphene. Novoselov 

extracted graphite from pencil 

traces on a drawing by the Romantic painter 

and poet William Blake and used these to 

produce a sample of graphene. The graphene 

was used to create a field-effect transistor that 

formed the basis of a humidity-sensitive sen-

sor. When Novoselov breathed on the sensor 

(Breath of a Physicist, 2015), a firework dis-

play, choreographed by Parker, was initiated 

(Blakean Abstract, 2015). The emphasis here 

is on a constant material transformation that 

defies our efforts to fix the nature and mean-

ing of objects. What such a bravura spectacle 

also celebrates is the potential not only for a 

meeting of minds but also for a more visceral 

mingling of bodies at work.

10.1126/science. aab0533
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F 
or cancer treatment, 2011 marked the beginning of a 

new era. Fifteen years after Science published a pa-

per showing that antibodies blocking an inhibitory 

receptor on the T cell surface unleash these T cells 

to kill tumors in mice, the U.S. Food and Drug Ad-

ministration approved such an antibody for use in 

treating melanoma. The idea of harnessing immune 

cells to fight cancer isn’t new, but only recently have 

scien tists amassed enough clinical data to demon-

strate what a game-changer cancer immunotherapy can be.

The underlying basis of cancer immunotherapy is to ac-

tivate a patient’s own T cells so that they can kill their tu-

mors. Reports of amazing recoveries abound, where patients 

remain cancer-free many years after receiving the therapy.

Given this success, what is the best pathway forward? Cur-

rently, only a fraction of patients respond to immunotherapy, 

and immunotherapy only works in a subset of cancers. Un-

derstanding why is essential. This will require a multifaceted 

approach that involves de signing innovative clinical trials to 

access important patient samples and determining which 

cancer therapies can be combined to give the best efficacy. 

Basic science is also criti cal: Unraveling the complex inter-

play of cells in the tumor microenvironment, understanding 

how tumor mutational load influences therapeutic efficacy, 

and dissecting how our resident microbes shape the devel-

opment and treatment of cancer will also provide important 

insights that will forge the way toward improving existing 

therapies and develop ing new ones. This field is no stranger 

to obstacles, so the future looks very promising indeed.

REALIZING THE 

PROMISE
by Kristen L. Mueller
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The future of immune
checkpoint therapy
Padmanee Sharma1,2* and James P. Allison1*

Immune checkpoint therapy, which targets regulatory pathways in T cells to enhance
antitumor immune responses, has led to important clinical advances and provided a new
weapon against cancer. This therapy has elicited durable clinical responses and, in a
fraction of patients, long-term remissions where patients exhibit no clinical signs of cancer
for many years. The way forward for this class of novel agents lies in our ability to
understand human immune responses in the tumor microenvironment. This will provide
valuable information regarding the dynamic nature of the immune response and regulation
of additional pathways that will need to be targeted through combination therapies to
provide survival benefit for greater numbers of patients.

T
he field of immune check-
point therapy has joined the
ranks of surgery, radiation,
chemotherapy, and targeted
therapy as a pillar of cancer

therapy. Three new immune check-
point agents have now been ap-
proved by the U.S. Food and Drug
Administration (FDA) for the treat-
ment of melanoma, and there is a
high expectation that these agents,
and others in this class, will also
be approved over the next several
years for treatment of patients with
lung cancer, kidney cancer, bladder
cancer, prostate cancer, lymphoma,
and many other tumor types. The
antibody against CTLA-4 ipilimu-
mab was approved in 2011, and
two antibodies against PD-1 (pem-
brolizumab and nivolumab) were
approved in 2014. These drugs rep-
resent a radical and disruptive change
in cancer therapy in two ways. First,
they do not target the tumor cell,
but target molecules involved in
regulation of T cells, the soldiers
of the immune system. And, perhaps in a more
radical shift, the goal of the therapy is not to
activate the immune system to attack particular
targets on tumor cells, but rather to remove in-
hibitory pathways that block effective antitumor
T cell responses. Immune checkpoint therapy,
with anti-CTLA-4 having longer follow-up than
other agents, leads to durable clinical responses
that can last a decade and more, but only in a
fraction of patients. There are ongoing studies
to identify predictive biomarkers with which to
select patients for treatment with a particular
agent, but the complexity of the immune response
has made this difficult.

In the past two decades, remarkable advances
in basic science have led to new strategies for
the treatment of cancer, which are justifiably
generating optimism that it may soon be pos-
sible to cure a subset of patients with some types
of cancer. We now have detailed knowledge
of the molecular basis of cancer to allow a more
“personalized” treatment based on genomic se-
quencing of an individual’s cancer cells to identify
specific mutations in genes. These mutations
can then be targeted with compounds to block
the downstream pathways that drive cancer
development and progression. Therefore, each
specific mutation serves as the predictive bio-
marker for selecting patients for treatment with
a given agent. For example, patients with mela-
noma whose tumors harbor the BRAFV600E
mutation, which enables constitutive activa-
tion of the BRAF signaling pathway, would be
selected to receive treatment with an agent

that inhibits BRAF (1, 2). These targeted ther-
apies have led to promising clinical responses,
albeit generally of short duration, in patients
whose tumors express the appropriate target
biomarker.
The clinical success of genomically targeted

agents laid the foundation for other cancer ther-
apies, including the prerequisite to identify pre-
dictive biomarkers for selection of patients for
treatment. Eventually, as the field of cancer im-
munotherapy found clinical success with agents
based on a greater understanding of how to
unleash T cell responses by targeting immune
checkpoints, it became clear that the frame-
work used for identification of predictive bio-
markers for genomically targeted agents would
present a challenge. As opposed to mutated genes
in tumors that permanently mark a tumor, the
immune response is dynamic and changes rap-
idly. Therefore, the issue facing the field of can-

cer immunotherapy may not be the
identification of a single biomarker
to select a subset of patients for treat-
ment. Instead, we must assess the
effectiveness of an evolving immune
response, define the immune re-
sponse that contributes to clinical
benefit, and then, hopefully, drive
every patient’s immune response
in that direction through combi-
nation therapies.

Tumor microenvironment:
Cancer cells and host
immune responses

Tumors are composed of many cell
types, including the cell of origin
with genetic alterations and a myr-
iad of other cells, such as fibroblasts,
endothelial cells, and eventually, per-
haps, a variety of immune cells. Ini-
tially the immune infiltrates may be
scarce, but eventually may contain
natural killer (NK) cells and mac-
rophages with lytic capacity and,
perhaps most importantly, T cells.
T cells attack tumor cells that ex-

press tumor-specific antigens in the form of com-
plexes of tumor-derived peptides bound to major
histocompatibility complex (MHC) molecules on
the cell. The tumor antigens can be derived from
oncogenic viruses, differentiation antigens, epige-
netically regulated molecules such as cancer testes
antigens, or neoantigens derived from mutations
associated with the process of carcinogenesis (3).
T cells survey the microenvironment and become
activated when tumor antigens are recognized.
They then proliferate and differentiate, ultimate-
ly leading to the T cell’s ability to attack and de-
stroy cells that express relevant antigens. However,
regulation of T cell responses is an extremely
complex process consisting of both stimulatory
and inhibitory cell intrinsic signaling pathways,
which limit T cell responses against cancer and
prevent eradication of tumors.
Recognition of antigen-MHC complexes by

the T cell antigen receptor is not sufficient for
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Fig. 1. Activation of T cells requires two signals. T cell activation occurs
only after interaction between Tcell receptor (TCR) and antigen in the context of
MHC (signal 1) plus CD28 costimulation (signal 2).
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activation of naïve T cells—additional costim-
ulatory signals (4, 5) are required that are
provided by the engagement of CD28 on the T
cell surface with B7 molecules (CD80 and CD86)
on the antigen-presenting cell (APC) (Fig. 1).
Expression of B7 molecules is limited to subsets
of hematopoietic cells, especially dendritic cells,
which have specialized processes for efficient
antigen presentation. With the exception of cer-
tain lymphomas, cancer cells do not express B7
molecules, and hence are largely invisible to the
immune system. This can be overcome by an in-
flammatory response, such as the killing of tu-
mor cells, which permits APCs, such as dendritic
cells, to take up antigen and present antigen
bound to MHC along with B7 molecules for ef-
fective activation of T cells.
After encountering tumor antigen in the con-

text of B7 costimulation, initially in tumor-draining
lymph nodes, tumor-specific T cells may acquire
effector function and traffic to the tumor site to
mount an attack on the tumor. Infiltration of
T cells into the tumor microenvironment is a
critical hurdle that must be overcome for an ef-
fective antitumor immune response to occur.
However, once T cells are in the tumor micro-
environment, the success of the assault is deter-
mined by their ability to overcome additional
barriers and counter-defenses they encounter
from the tumor cells, stroma, regulatory T cells,
myeloid-derived suppressor cells, inhibitory cyto-
kines, and other cells in the complex tumor mi-
croenvironment that act to mitigate antitumor
immune responses.
In the 1980s, tumor antigens from human

melanomas were found to elicit T cell responses
(6), which drove efforts to use vaccination strat-
egies to mobilize the immune system to attack
cancer. The vaccines generally consisted of some
form of the antigen (for example, peptide or DNA
vaccines), as well as additional components
to enhance responses (for example, cytokines).

While there were anecdotal successes, in hun-
dreds of trials there was scant evidence of re-
producible clinical responses (7). This failure
to induce effective immune responses by attempt-
ing to turn T cell response “on” with antigenic
vaccines led many to become skeptical of the
potential of immunotherapy as a strategy for
cancer treatment.

Regulation of T cell responses

Further insights into the fundamental mecha-
nisms that regulate early aspects of T cell ac-
tivation may provide one of many possible
explanations for the limited effectiveness of
these early vaccine trials. By the mid-1990s, it
was becoming clear that T cell activation was
even more complex, and in addition to initiat-
ing proliferation and functional differentia-
tion, T cell activation also induced an inhibitory
pathway that could eventually attenuate and
terminate T cell responses. Expression of ctla-4,
a gene with very high homology to CD28, is ini-
tiated by T cell activation, and, like CD28, CTLA-4
binds B7 molecules, albeit with much higher
affinity. Although CTLA-4 was first thought to
be another costimulatory molecule (8), two lab-
oratories independently showed that it opposed
CD28 costimulation and down-regulated T cell
responses (9, 10). Thus, activation of T cells re-
sults in induction of expression of CTLA-4, which
accumulates in the T cell at the T cell–APC inter-
face, reaching a level where it eventually blocks
costimulation and abrogates an activated T cell
response (Fig. 2).
Based on knowledge of the function of CTLA-4,

we proposed that blocking its interaction with
the B7 molecules might allow T cell responses
to persist sufficiently to achieve tumor eradica-
tion. We hypothesized that this could be achieved
by releasing the endogenous immune responses,
perhaps even without specific knowledge of
the antigenic targets of those responses or even

the type of cancer. We also proposed that com-
bination treatment with an antibody against
CTLA-4 and agents that directly killed tumor cells
to release antigens for presentation by APCs to
T cells would improve antitumor responses. Our
hypotheses were tested in many different ex-
periments in mice (11–15), with data generated
to support the concept, leading to the develop-
ment of ipilimumab, an antibody against hu-
man CTLA-4 for clinical testing. Ipilimumab led
to considerable improvement in overall survival
for patients with metastatic melanoma (16, 17),
which led to FDA approval in 2011.
The preclinical successes of anti-CTLA-4 in

achieving tumor rejection in animal models and
the ultimate clinical success opened a new field
of immune checkpoint therapy (18, 19). It is now
known that there are many additional immune
checkpoints. Programmed cell death–1 (PD-1)
was shown in 2000 to be another immune check-
point that limits the responses of activated T
cells (20). PD-1, like CTLA-4, has two ligands,
PD-L1 and PD-L2, which are expressed on many
cell types. The function of PD-1 is completely
distinct from CTLA-4 in that PD-1 does not inter-
fere with costimulation, but interferes with sig-
naling mediated by the T cell antigen receptor
(4). Also, one of its ligands, PD-L1 (B7-H1), can be
expressed on many cell types (Fig. 2), including T
cells, epithelial cells, endothelial cells, and tumor
cells after exposure to the cytokine interferon-g
(IFN-g), produced by activated T cells (21). This
has led to the notion that rather than function-
ing early in T cell activation, the PD-1/PD-L1 path-
way acts to protect cells from T cell attack.

Immune checkpoint therapy in the clinic

Ipilimumab, a fully human antibody to human
CTLA-4, entered clinical trials in the late 1990s and
early 2000s. As predicted, tumor regression was
observed in patients with a variety of tumor types.
Phase I/II trials showed clinical responses in
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patients with melanoma (22), renal cell carcinoma
(23), prostate cancer (24), urothelial carcinoma
(25), and ovarian cancer (26). Two phase III clin-
ical trials with anti-CTLA-4 (ipilimumab) were
conducted in patients with advanced melanoma
and demonstrated improved overall survival for
patients treated with ipilimumab (16, 17). Impor-
tantly, durable responses were observed in about
20% of patients living for more than 4 years, in-
cluding a recent analysis indicating survival of
10 years or more for a subset of patients (27).
Antibodies targeting the PD-1/PD-L1 axis have

also shown clinical responses in multiple tu-
mor types. Anti-PD-L1 antibodies led to tumor
regression in patients with melanoma, renal
cell carcinoma, non–small cell lung cancer (28),
and bladder cancer (29). Phase I clinical trials
with anti-PD-1 (nivolumab) demonstrated sim-
ilar clinical responses (30). Recently, a large
phase I clinical trial with the anti-PD-1 antibody
MK-3475 was shown to lead to response rates of
~37 to 38% in patients with advanced melanoma
(31), with a subsequent study reporting an over-
all response rate of 26% in patients who had
progressive disease after prior ipilimumab treat-
ment (32), which led to FDA approval of MK-
3475 (pembroluzimab) in September 2014. A
phase III trial of a different anti-PD-1 antibody
(nivolumab) also showed clinical benefit in pa-
tients with metastatic melanoma. In this trial,
the objective response rate was 40% and over-
all survival rate was 72.9% for patients treated
with nivolumab as compared to an objective
response rate of 13.9% and overall survival rate
of 42.1% for patients treated with dacrabazine
chemotherapy (33). Nivolumab received FDA
approval in December 2014 as a treatment for
patients with metastatic melanoma. In addi-
tion, nivolumab was FDA-approved in March
2015 for patients with previously treated ad-
vanced or metastatic non–small cell lung cancer
based on a phase III clinical trial, which reported
an improvement in overall survival for patients
treated with nivolumab as compared to patients
treated with docetaxel chemotherapy.
That CTLA-4 and PD-1 regulate distinct in-

hibitory pathways and have nonoverlapping
mechanisms of action suggested that concurrent
combination therapy with both might be more
efficacious than either alone. This was indeed
shown to be the case in preclinical studies in
murine models (34). In 2013, a phase I clinical
trial with anti-CTLA-4 (ipilimumab) in combi-
nation with anti-PD-1 (nivolumab) demonstrated
tumor regression in ~50% of treated patients
with advanced melanoma, most with tumor re-
gression of 80% or more (35). There are ongoing
clinical trials with anti-CTLA-4 plus anti-PD-1,
or anti-PD-L1, in other tumor types, with pre-
liminary data indicating promising results, which
highlight this novel combination as an effective
immunotherapy strategy for cancer patients.

Tissue-based immune monitoring:
Anti-CTLA-4 therapy

Properly designed presurgical or tissue-based
trials, where treatment is administered before

surgical resection of tumors, can provide val-
uable insight into the cellular and molecular
mechanisms of immune checkpoint therapy
by providing sufficient tissues to conduct a bat-
tery of analyses. Data gathered from analysis of
tumor tissue can then guide rational searches
for relevant markers in the blood. We designed
the first presurgical clinical trial with anti-CTLA-4
(ipilimumab), which was administered to 12
patients with localized bladder cancer prior to
radical cystectomy (36). The endpoints of this
study were safety and access to samples for im-
mune monitoring. We did not view this trial
as a neoadjuvant study, which administers ther-
apy prior to surgery for clinical benefit, but as a
presurgical study to provide mechanistic insights
regarding the impact of anti-CTLA-4 therapy
on the tumor microenvironment. Unexpectedly,

the trial enabled us to detect a clinical signal
for anti-CTLA-4 as a therapeutic agent for pa-
tients with bladder cancer since three patients
had no residual tumors identified within the
cystectomy samples. This trial was also success-
ful in establishing the safety of anti-CTLA-4 in
the presurgical setting, which would be impor-
tant for future trials, and obtaining patients’
matched tumor and blood samples for immune
monitoring. This work laid the foundation for
using presurgical trials as an important tool to
evaluate human immune responses in the tumor
microenvironment, which should be included
in the current paradigm of phase I, II, and III
clinical trials.
The collection of fresh tumor samples at the

time of surgery can provide sufficient tissue for
genetic, phenotypic, and functional studies, as
well as material for immunohistochemical (IHC)
analyses, which can provide extensive insight
into the biologic impact of the immunotherapy
agent on the tumor microenvironment. For ex-
ample, high-quality mRNA can be obtained for
gene expression studies comparing posttreatment
tumor tissues to pretreatment tumor tissues or
untreated samples obtained from a stage-matched
control group of patients. These types of studies
allow unbiased analyses of the samples to iden-
tify novel genes and pathways that are affected
by therapy. In our ipilimumab trial, gene array
data revealed that most of the differences be-
tween treated and untreated samples could be
attributed to pathways involved in T cell signal-
ing, which is not surprising given the large in-
creases in T cell infiltrates in tumor tissues after

CTLA-4 blockade (25, 26). The most pronounced
difference was an increase in T cells that ex-
press inducible costimulator (ICOS), a T cell
surface molecule that is a closely related mem-
ber of the extended CD28/CTLA-4 family. We
confirmed our gene expression studies by flow
cytometry. ICOS+ T cells were increased in tumor
tissues from patients treated with ipilimumab
(36). The increase in the frequency of ICOS+ T
cells in tumor infiltrates was accompanied by
similar increases in the blood. These data, cou-
pled with other studies, showed that an increase
in the frequency of ICOS+ CD4 T cells served as
a pharmacodynamic biomarker of anti-CTLA-4
treatment (37).
To test our hypothesis that ICOS+ CD4 T cells

might play a role in the therapeutic effect of
CTLA-4 blockade, we conducted studies in mice.
In wild-type C57BL/6 mice, anti-CTLA-4 treat-
ment resulted in tumor rejection in 80 to 90%
of mice, but in gene-targeted mice that were
deficient for either ICOS or its ligand, the ef-
ficacy was less than 50% (38). The loss of ef-
ficacy of CTLA-4 blockade in the absence of an
intact ICOS pathway indicates the critical im-
portance of ICOS to the therapeutic effects of
treatment with anti-CTLA-4 antibodies. The im-
portant role played by ICOS in the effectiveness
of CLTA-4 blockade suggested that providing
an agonistic stimulus for the ICOS pathway
during anti-CTLA-4 therapy might increase its
effectiveness. To test this notion, we conducted
studies in mice to provide an agonistic signal
through ICOS in combination with CTLA-4 block-
ade. We found that combination therapy resulted
in an increase in efficacy that was about four
to five times as large as that of control treatments
(39). Thus, ICOS is a stimulatory checkpoint that
provides a novel target for combination immu-
notherapy strategies. Antibodies for ICOS are
being developed for clinical testing, which are
expected to start within the next year.
Whereas some presurgical and tissue-based

trials are focused on evaluating human immune
responses in the tumor microenvironment, other
studies have focused on evaluating components
of the cancer cells that may contribute to clin-
ical benefit with anti-CTLA-4. Genetic analyses
of melanoma tumors revealed that higher num-
bers of mutations, termed “mutational load,”
and creation of new antigens that can be recog-
nized by T cells as a result of these mutations,
termed “neoantigens,” correlated with clinical
responses to anti-CTLA-4 therapy (3, 40). These
studies provide a strong rationale to integrate
genetic analyses of the tumor with immune pro-
filing of the tumor microenvironment for a more
comprehensive evaluation of mechanisms that
contribute to clinical responses with anti-CTLA-4
therapy.

Tissue-based immune monitoring:
Anti-PD-1/PD-L1 therapy

Given that immune checkpoint therapy only
benefits a fraction of patients, there are ongoing
efforts to identify predictive biomarkers that
could be used to select patients for treatment.
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Because the PD-1 ligand PD-L1 (and sometimes
PD-L2) can be expressed on tumor cells and im-
mune cells in the tumor microenvironment,
there have been efforts to use expression of PD-
L1 as a criterion for selecting patients for treat-
ments with antibodies targeting the PD-1/PD-L1
pathway.
The initial phase I trial with anti-PD-1 therapy

(nivolumab) reported that PD-L1 expression
on tumor cells, measured on pretreatment ar-
chival samples by immunohistochemical (IHC)
methods, may potentially serve as a predictive
marker to indicate which patients would bene-
fit from treatment (30). Patients with PD-L1–
positive tumors (≥5% staining for PD-L1 on tumor
cells) had an objective response rate of 36% (9
of 25 patients) whereas patients with PD-L1–

negative tumors did not show any objective
clinical responses (0 of 17 patients). However,
in subsequent trials, some patients whose tu-
mors were deemed to be PD-L1–negative had
clinical responses to anti-PD-1 and anti-PD-L1
treatments with either tumor regression or sta-
bilization of disease. For example, on a phase I
trial with anti-PD-1 (nivolumab), patients with
PD-L1–positive tumors had an objective response
rate of 44% (7 of 16) and patients with PD-L1–
negative tumors had an objective response rate
of 17% (3 of 18) (41). Although PD-L1 expression
in tumor tissues does correlate with higher re-
sponse rates, it is not predictive for clinical ben-
efit. Furthermore, current data indicate that the
differences in response rates do not translate to
differences in survival benefit. For patients with

metastatic melanoma who received treatment
with nivolumab on a phase III trial, the me-
dian overall survival had not been reached for
either PD-L1 subgroup, and both subgroups
had improved overall survival as compared to
patients who received dacarbazine chemother-
apy (33).
In a phase I study of anti-PD-L1 (MPDL3280A),

patients with bladder cancer were considered
to have PD-L1–positive tumors if their pretreat-
ment archival tumor samples contained ≥5%
PD-L1–positive tumor-infiltrating immune cells
(29). Twenty-one patients with PD-L1–positive
tumors were enrolled onto the trial prior to en-
rollment of patients with PD-L1–negative tumor
samples. Data were reported after a minimum
of 6 weeks of follow-up. An objective response
rate of 43.3% (13 out of 30 patients) and stable
disease rate of 26.7% (8 of 30) was reported for
patients with PD-L1-positive tumors, which was
compared to an objective response rate of 11.4%
(4 of 35 patients) and stable disease rate of 37.1%
(13 of 35) for patients with PD-L1–negative tu-
mors. Because the patients with PD-L1–positive
tumors received treatment for a longer period
of time as compared to patients with PD-L1–
negative tumors, it is unclear if the difference
in response rates in this study was due to PD-L1
expression or time on treatment. However, for
patients with metastatic bladder cancer whose
disease had progressed after first-line chemother-
apy and in a setting where there are no approved
second-line treatments, an objective response rate
of 11% and stable disease rate of 37.1% are clin-
ically relevant.
Similarly, in another phase I study of anti-

PD-L1 (MPDL3280A) in multiple tumor types,
objective response rates were reported as 46%
in the cohort of patients whose tumors had the
highest PD-L1-expression, 17% in the cohort of
patients whose tumors had moderate expres-
sion of PD-L1, 21% in the cohort of patients whose
tumors had minimal PD-L1 expression, and 13%
in the cohort of patients whose tumors had no
detectable level of PD-L1 expression (42). Thus,
this trial also showed that patients whose tu-
mors were deemed as PD-L1–negative can have
objective responses. Interestingly, the cohort of
patients whose tumors were categorized as mod-
erate expression of PD-L1, which correlates with
PD-L1-positive status, had objective responses
(17%) and median progression-free survival
(18 weeks) that were similar to the objective re-
sponses (21%) and median progression-free sur-
vival (17 weeks) of the cohort of patients whose
tumors had minimal expression of PD-L1, which
correlates with PD-L1–negative status. Additional
studies will be needed to determine whether PD-
L1 expression in the tumor microenvironment
affects survival outcomes for patients treated
with anti-PD-L1.
On the basis of data reported thus far, it seems

fair to conclude that expression of PD-L1 in tu-
mor tissues should not be used as a predictive
biomarker for selection or exclusion of patients
for treatment with either anti-PD-1 or anti-
PD-L1 antibodies. In a study of primary and
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metastatic melanoma samples, many taken
from the same patient, it was shown that PD-
L1 expression was discordant between primary
tumors and metastases and between intra-
patient metastases. In addition, patients whose
tumor tissues were positive for both PD-L1 ex-
pression and infiltration of T cells were found
to have improved overall disease-specific survival
as compared to patients who had only one of
the two features or lacked both features (43).
Similarly, in a study with anti-PD-1 (pembrolizu-
mab), it was reported that while expression of
PD-L1 in pretreatment tumor tissues correlated
with clinical outcomes, the preexisting density
of CD8 T cells in the invasive margin of the tu-
mor was more predictive of clinical response to
anti-PD-1 (44). These data suggest that PD-L1
expression in the tumor is most compelling when
it is observed in the context of an active T cell
response, and that the ongoing T cell response
itself, not PD-L1 expression, is the key factor.
Taken together, these data indicate the com-

plexity of determining the PD-L1 status of a
patient’s tumor by examination of a single pre-
treatment tumor sample (Fig. 2). It also raises
questions as to whether clinical decisions re-
garding treatment of patients who have failed
conventional therapies and for whom no other
treatments are available should be based on static
assessment of PD-L1 expression in pretreatment
tumor samples.
However, in some settings, expression of PD-L1

in tumors is constitutive and is neither associated
with T cell infiltration nor induced by IFN-g. In
these settings, assessment of PD-L1 expression
in tumor tissues may be very useful in guiding
treatment. In Hodgkin’s lymphoma, Reed-Sternberg
cells are known to harbor amplification of chro-
mosome 9p24.1, which encodes PD-L1 and PD-L2
and leads to their constitutive expression. Anti-
PD-1 (nivolumab) was shown to elicit an objective
response rate of 87% in a cohort of 20 patients
with Hodgkin’s lymphoma (45). Therefore, in the
setting of Hodgkin’s lymphoma, and possibly
other malignancies that harbor amplification
of chromosome 9p24 or up-regulate PD-L1 or
PD-L2 in response to an oncogenic signal, the
expression of these ligands may indeed serve as
a predictive biomarker.
In addition to evaluation of PD-L1 expression,

tumor tissues can also be studied to identify pat-
terns of expression of multiple immunologic com-
ponents, including other checkpoints and their
ligands. T cells that coexpress PD-1 together with
other inhibitory molecules such as LAG-3 or
Tim-3 may be even more profoundly hypores-
ponsive than those expressing PD-1 alone and
indicate the need for the blockade of multiple
checkpoints (46, 47). Given the complexity of
regulation of T cell responses by multiple sig-
naling pathways, both negative and positive, it
will be necessary to determine the patterns of
expression of the receptors, as well as the lig-
ands on T cells, tumor cells, myeloid cells, and
other components of the tumor microenviron-
ment, for development of combination strat-
egies with greater clinical benefit.

Additional biomarkers that play a role in
antitumor responses elicited by anti-PD-1 ther-
apy and anti-PD-L1 therapies may also be iden-
tified through genetic analyses of tumor cells.
Similar to previous reports with anti-CTLA-4
therapy, higher numbers of mutations, includ-
ing mutations in DNA repair pathways, with
subsequent increase in numbers of neoantigens,
was found to correlate with clinical responses in
patients with non–small cell lung cancer who re-
ceived treatment with anti-PD-1 (pembrolizumab)
(48). These data highlight the complex interplay
between cancer cells and the immune system,
which will need further elucidation, to guide
rational development of combination therapies.

Combination therapy to increase
clinical benefit

Given the dynamic nature of immune responses
to tumors and the complexity of regulation of
expression of multiple immune checkpoints and
their ligands, it may be difficult to rely on any
single immunologic biomarker to select patients
for treatment. It may be necessary to evaluate
multiple components within the tumor micro-
environment, which may enable us to distinguish
between an immunogenic (hot) tumor micro-
environment (Fig. 3A) that is comprised of in-
filtrating T cells, cytokines such as granzyme B,
memory T cell markers such as CD45RO and
PD-L1 expression versus a non-immunogenic
(cold) tumor microenvironment that lacks these
components (Fig. 3B). Patients whose tumors

are immunogenic would be treated with im-
mune checkpoint therapy to elicit durable
clinical benefit but, patients whose tumors are
non-immunogenic would receive combination
therapies designed to create an immunogenic
tumor microenvironment that would respond
to treatment with subsequent durable clinical
benefit (Fig. 3).
Substantial data already exist to indicate that

certain combination therapies may overcome the
limitations of anti-CTLA-4 and anti-PD-1/PD-L1
monotherapies. For example, anti-CTLA-4 seems
to drive T cells into tumors, resulting in an in-
crease in the number of T cells and a concomi-
tant increase in IFN-g. This, in turn, can induce
expression of PD-L1 in the tumor microenvi-

ronment, with subsequent inhibition of anti-
tumor T cell responses, but also increase the
chance of benefit from anti-PD-1 and anti-PD-
L1 therapies. Therefore, combination treatment
with anti-CTLA-4 plus anti-PD-1 or anti-PD-L1
should enable the creation of an immunogenic
tumor microenvironment with subsequent clin-
ical benefit for patients regardless of whether
their pretreatment tumor tissues have infiltrat-
ing T cells or express PD-L1. Data from a recent
phase I clinical trial with anti-CTLA-4 (ipilimu-
mab) plus anti-PD-1 (nivolumab) demonstrated
that patients with metastatic melanoma had
similar response rates in the setting of concur-
rent therapy regardless of PD-L1 expression in
pretreatment tumor tissues (35). For patients
with PD-L1–positive tumors, the objective re-
sponse rate was 46% (6 of 13 patients), which
was similar to the objective response rate of
41% (9 of 22 patients) for those patients with
PD-L1–negative tumors. Similar data were re-
ported for a combination study with anti-PD-1
(nivolumab) plus anti-CTLA-4 (ipilimumab) in
patients with metastatic renal cell carcinoma
(mRCC) (49).
Conventional cancer therapies (Table 1) may

also lead to tumor cell death and release of
antigens to initiate activation of T cells, which
may then migrate into tumor tissues. Therefore,
combination studies with these conventional
agents and immune checkpoint therapies should
create an “immunogenic” tumor microenviron-
ment with subsequent clinical benefit for patients.

There are multiple ongoing trials with radia-
tion therapy in combination with anti-CTLA-4
or anti-PD-1/PD-L1 antibodies, which will pro-
vide valuable information regarding schedule,
safety, and efficacy of these combinations for
future studies (50, 51). In addition, combination
treatment with anti-PD-1 (nivolumab) plus pazo-
panib or sunitib in patients with mRCC resulted
in promising clinical responses, with response
rates that were similar across all patients re-
gardless of PD-L1 expression in pretreatment
tumor tissues (52).
Other combination strategies, such as vaccines

plus anti-CTLA-4 (ipilimumab), are also being
developed and have shown promising results
in patients with pancreatic cancer, which has

60 3 APRIL 2015 • VOL 348 ISSUE 6230 sciencemag.org SCIENCE

Table 1. Potential agents for combination therapy. List of some conventional cancer therapies,
inhibitory immune signals and stimulatory immune signals that can be considered for combi-
nation strategies to improve antitumor responses and durable clinical benefit.

CONVENTIONAL THERAPIES INHIBITORY IMMUNE SIGNALS STIMULATORY IMMUNE SIGNALS

Chemotherapy CTLA-4 ICOS

Radiation PD-1/PD-L1 OX40

Surgery LAG-3 41BB

Genomically targeted TIM-3 Vaccines

Anti-angiogenic VISTA Cytokines

Hormonal BTLA Oncolytic virus
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......................................................................................................................................................................................................................

......................................................................................................................................................................................................................

......................................................................................................................................................................................................................
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been consistently viewed as a nonimmunogenic
tumor type (53). Combination treatments are
also being developed to enable blockade of multi-
ple inhibitory pathways, such as LAG-3 (54, 55),
TIM-3 (56, 57), VISTA (58, 59), and BTLA (60, 61),
or blockade of an inhibitory pathway while pro-
viding an agonistic signal through a stimulatory
pathway, such as ICOS (39), OX40 (62), 41BB (63),
vaccines (24, 53), cytokines (64), and oncolytic
virus (65). The development of these combina-
tions and others are critical for driving antitumor
immune responses in many cancer patients, even
those who are deemed to have nonimmunogenic
or PD-L1–negative tumors.

Discussion

Because of the very nature of immune check-
point therapy, the development of pharmacody-
namic, predictive, or prognostic biomarkers faces
unique challenges. Agents that block immune
checkpoints unleash dynamic and complex im-
mune responses. Anti-CTLA-4 antibody overcomes
a block in essential costimulatory signals that
are required for activation of both naïve T cells
and resting clones, whereas PD-1/PD-L1 block-
ade seems to remove a barrier to the function of
T cells later in the response and in the tumor
tissue. Therefore, there is a fundamental differ-
ence in the predictive value of preexisting tumor
inflammation for PD-1/PD-L1 and CTLA-4 block-
ade. The existence of a T cell infiltrate and select
biomarkers, such as expression of PD-L1, which
indicate a “hot” tumor microenvironment, does
correlate with clinical benefit for patients treated
with anti-PD-1 or anti-PD-L1. However, in the
setting of a “cold” tumor microenvironment, it
seems that anti-CTLA-4 therapy can drive T cells
into the tumor and induce expression of PD-L1,
thus creating a tumor microenvironment that
may be responsive to anti-PD-1 or anti-PD-L1
therapy, which provides a strong rationale for
combination therapy.
There are many ongoing efforts to identify

predictive biomarkers of immune checkpoint
therapy. It may be that germline differences in
immune genes and pathways or host micro-
biome may affect host immune responses and
clinical outcomes in the setting of immune check-
point therapy. Also, the nature of the tumor itself
can also affect the outcome of immune check-
point therapy. Tumor types differ considerably
in their mutational load, which may affect the
number of neoantigens that can serve as targets
of antitumor T cell responses (66). Patients with
tumors at the high end of the mutational spec-
trum may be more likely to respond to immune
checkpoint therapy. For example, anti-PD-1 ther-
apy was thought to be ineffective against colon
cancer, but it appears that colon cancer with
microsatellite instability, and consequently a
higher overall mutational load, may be respon-
sive to treatment with anti-PD-1 (67). However,
this concept may not hold true for all tumor types,
because patients with kidney cancer, which has
relatively low numbers of mutations, have had
notable clinical responses to immune checkpoint
therapy (28, 30).

There are multiple immunologic pathways,
both positive and negative, with new check-
points and ligands that emerge as an immune
response develops. Because of the constant evo-
lution of an immune response, it is unlikely that
a single immunologic biomarker can be iden-
tified at baseline that can predict responses to
any agent. It will probably be necessary to de-
velop panels of markers based on patterns of
expression of relevant markers, and use these to
guide development of combination therapies
that will increase the response rate. These com-
binations will not be limited to agents that tar-
get immune checkpoints, because it is apparent
that small molecules that target signaling path-
ways involved in cancer can affect antitumor
immune responses (68). This can occur at the
level of the T cells by enhancing activation sig-
nals, but also at the level of the tumor by induc-
ing tumor antigen expression and presentation,
thus making the tumors more susceptible to T
cell killing. The goal then should be to use panels
of markers to guide development of combination
therapies, and then examine tumor tissues for
changes in markers elicited by the combina-
tions to guide decisions about additional treat-
ment to further increase efficacy, and, hopefully,
durable clinical responses.
Immune checkpoint therapies and combina-

tion strategies with immunotherapy have pro-
vided cancer patients with novel treatments that
have the potential to elicit durable control of
disease and even cures. The specificity, adapt-
ability, and memory response that are inherent
to the immune system give us the opportunity
to measure multiple components, not just a
single biomarker, that can be targeted over time
to provide curative treatments for many patients.
The ability of an activated immune response to
generate a diverse T cell repertoire that adapts
to heterogeneous and genetically unstable tu-
mors and the persistence of memory T cells with
specificity for tumor antigens, which provide ef-
ficient recall responses against recurrent dis-
ease, make it absolutely essential to expand our
efforts to find rational combinations to unleash
antitumor immune responses for the benefit of
cancer patients. Properly done, it seems likely
that cures for many types of cancer will soon
become reality.
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REVIEWS

Adoptive cell transfer as personalized
immunotherapy for human cancer
Steven A. Rosenberg* and Nicholas P. Restifo*

Adoptive cell therapy (ACT) is a highly personalized cancer therapy that involves
administration to the cancer-bearing host of immune cells with direct anticancer activity.
ACTusing naturally occurring tumor-reactive lymphocytes has mediated durable, complete
regressions in patients with melanoma, probably by targeting somatic mutations
exclusive to each cancer. These results have expanded the reach of ACT to the treatment
of common epithelial cancers. In addition, the ability to genetically engineer lymphocytes
to express conventional T cell receptors or chimeric antigen receptors has further
extended the successful application of ACT for cancer treatment.

A
doptive cell therapy (ACT) has multiple
advantages compared with other forms of
cancer immunotherapy that rely on the
active in vivo development of sufficient
numbers of antitumor T cells with the func-

tions necessary to mediate cancer regression. For
use in ACT, large numbers of antitumor lympho-
cytes (up to 1011) can be readily grown in vitro
and selected for high-avidity recognition of the
tumor, as well as for the effector functions required
to mediate cancer regression. In vitro activation
allows such cells to be released from the inhibito-
ry factors that exist in vivo. Perhaps most impor-
tantly, ACT enables the manipulation of the host
before cell transfer to provide a favorable micro-
environment that better supports antitumor im-
munity. ACT is a “living” treatment because the
administered cells can proliferate in vivo and
maintain their antitumor effector functions.
A major factor limiting the successful use of

ACT in humans is the identification of cells that
can target antigens selectively expressed on the
cancer and not on essential normal tissues. ACT
has used either natural host cells that exhibit
antitumor reactivity or host cells that have been
genetically engineered with antitumor T cell re-
ceptors (TCRs) or chimeric antigen receptors (CARs).
With the use of these approaches, ACT has me-
diated dramatic regressions in a variety of cancer
histologies, including melanoma, cervical cancer,
lymphoma, leukemia, bile duct cancer, and neuro-
blastoma. This Review will discuss the current state
of ACT for the treatment of human cancer, as
well as the principles of effective treatment that
point toward improvements in this approach.

A brief history of ACT

Very little was known about the function of T
lymphocytes until the 1960s, when it was shown
that lymphocytes were the mediators of allo-
graft rejection in experimental animals. Attempts
to use T cells to treat transplanted murine tu-
mors were limited by the inability to expand and

manipulate T cells in culture. Thus, ACT used
transfer of syngeneic lymphocytes from rodents
heavily immunized against the tumor, and modest
growth inhibition of small established tumors
was observed (1, 2). In early preclinical studies,
the importance of host inhibitory factors was sug-
gested by findings that lymphodepletion using
either chemotherapy or radiation before cell trans-
fer enhanced the ability of transferred lymphocytes
to treat established tumors (3, 4).
The ability to use ACT was facilitated by the

description of T cell growth factor [interleukin-2
(IL-2)] in 1976, which provided a means to grow
T lymphocytes ex vivo, often without loss of ef-
fector functions (5). The direct administration of
high doses of IL-2 could inhibit tumor growth in

mice (6), and studies in 1982 demonstrated that
the intravenous injection of immune lymphocytes
expanded in IL-2 could effectively treat bulky
subcutaneous FBL3 lymphomas (7). In addition,
administration of IL-2 after cell transfer could
enhance the therapeutic potential of these adop-
tively transferred lymphocytes (8). The demonstra-
tion in 1985 that IL-2 administration could result
in complete durable tumor regressions in some
patients with metastatic melanoma (9) provided
a stimulus to identify the specific T cells and their
cognate antigens involved in this cancer immuno-
therapy. Lymphocytes infiltrating into the stroma
of growing, transplantable tumors were shown to
represent a concentrated source of lymphocytes ca-
pable of recognizing tumor in vitro, and studies in
murine tumor models demonstrated that the adop-
tive transfer of these syngeneic tumor-infiltrating
lymphocytes (TILs) expanded in IL-2 could mediate
regression of established lung and liver tumors
(10). In vitro studies in 1986 showed that human
TILs obtained from resected melanomas contained
cells capable of specific recognition of autologous
tumors (11), and these studies led in 1988 to the
first demonstration that ACT using autologous
TILs could mediate objective regression of can-
cer in patients with metastatic melanoma (12).
Populations of TILs that grow from tumors

are generally mixtures of CD8+ and CD4+ T cells
with few if any major contaminating cells in
mature cultures. The ability of pure populations
of T lymphocytes to mediate cancer regression
in patients provided the first direct evidence that
T cells played a vital role in human cancer immu-
notherapy. However, responses were often of short
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Fig. 1. General schema for using the adoptive cell transfer of naturally occurring autologous TILs.The
resected melanoma specimen is digested into a single-cell suspension or divided into multiple tumor fragments
that are individually grown in IL-2. Lymphocytes overgrow, destroy tumors within 2 to 3 weeks, and generate
pure cultures of lymphocytes that can be tested for reactivity in coculture assays. Individual cultures are then
rapidly expanded in the presence of excess irradiated feeder lymphocytes, OKT3, and IL-2. By approximately
5 to 6 weeks after resecting the tumor, up to 1011 lymphocytes can be obtained for infusion into patients.
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duration, and the transferred cells could rarely
be found in the circulation just days after admin-
istration. A critical improvement in the applica-
tion of ACT to the treatment of human cancer was
reported in 2002, when it was shown that lympho-
depletion using a nonmyeloablative chemotherapy
regimen administered immediately before TIL
transfer could lead to increased cancer regression,
as well as the persistent oligoclonal repopulation
of the host with the transferred antitumor lympho-
cytes (13). In some patients, the administered anti-
tumor cells represented up to 80% of the CD8+ T
cells in the circulation months after the infusion.
Lymphocyte cultures can be grown from many

tumor histologies; however, melanoma appeared
to be the only cancer that reproducibly gave rise
to TIL cultures capable of specific antitumor rec-
ognition. The stimulus to more widely apply ACT
to treat multiple human cancers led to studies
of the genetic engineering of lymphocytes to
express antitumor receptors. Following mouse
models (14), it was shown for the first time in
humans in 2006 that administration of normal
circulating lymphocytes transduced with a retro-
virus encoding a TCR that recognized the MART-1
melanoma-melanocyte antigen could mediate
tumor regression (15). Administration of lympho-
cytes genetically engineered to express a chimeric
antigen receptor (CAR) against the B cell anti-
gen CD19 was shown in 2010 to mediate regres-
sion of an advanced B cell lymphoma (16). These
findings of the use of either naturally occurring
or genetically engineered antitumor T cells set
the stage for the extended development of ACT
for the treatment of human cancer.

ACTusing TILs is an effective
immunotherapy for patients
with metastatic melanoma

Adoptive cell therapy using autologous TILs is
the most effective approach to induce complete
durable regressions in patients with metastatic
melanoma (Table 1). The general approach for
growing and administering human TILs is shown
in Fig. 1. The resected melanoma specimen is
digested into a single-cell suspension or divided
into multiple tumor fragments that are individ-
ually grown in IL-2. Lymphocytes overgrow, de-
stroy tumors within 2 to 3 weeks, and give rise to
pure cultures of lymphocytes that can be tested
for reactivity against tumors, if available, in co-
culture assays. Individual cultures are then rapid-
ly expanded in the presence of excess irradiated
feeder lymphocytes, an antibody targeting the
epsilon subunit within the human CD3 complex of
the TCR, and IL-2. By ~5 to 6 weeks after resect-
ing the tumor, up to 1011 lymphocytes can be ob-
tained for infusion into patients. A substantial
increase in cell persistence and the incidence and
duration of clinical responses was seen when pa-
tients received a lymphodepleting preparative
regimen before the cell infusion (13). It might be
possible to optimize the intensity or duration of
the lymphodepletion that is employed, but the
most frequently used lymphodepleting preparative
regimen consists of 60 mg/kg cyclophosphamide
for 2 days and 25 mg/m2 fludarabine adminis-

tered for 5 days followed by cells and IL-2 given at
720,000 IU/kg to tolerance (Fig. 2). In a pilot study
in the Surgery Branch, National Cancer Institute
(NCI), objective cancer regressions by RECIST crite-
ria (Response Evaluation Criteria in Solid Tumors)
were seen in 21 of 43 patients (49%), including 5
patients (12%) who underwent complete cancer
regression (13). When 200 or 1200 centigray (cGy;
1 Gy = 100 rads) total-body irradiation (TBI) was
added to the preparative regimen in pilot trials
of 25 patients each, objective response (OR) rates

of 52 and 72% were seen, including 20 and 40%
complete regressions. However, there were no sta-
tistically significant differences in the OR rates
between preparative regimens (13, 17). Twenty of
the 93 patients (22%) in these trials had complete
regressions, and 19 (20%) have not experienced
recurrences at follow-up times of 5 to 10 years and
are probably cured. A prospective randomized
study comparing the chemotherapy preparative
regimen alone versus chemotherapy plus the ad-
dition of 1200 cGy TBI in 101 patients was re-
cently concluded at the NCI, National Institutes
of Health (NIH), and results are pending.
In the combined experience of the treatment

of 194 patients using TILs grown from individ-
ual melanoma fragments at the NCI (Bethesda,
Maryland), 107 patients (55%) have shown ORs.
Similar OR rates to TIL therapy have been re-
ported by multiple groups, including those from
the Moffitt Cancer Center (Tampa, Florida) (38%
OR rate) (18), the MD Anderson Cancer Center
(Houston, Texas) (48% OR rate) (19), and the Ella
Cancer Institute (Ramat Gan, Israel) (40% OR
rate) (20) (Table 1).
There is no relation between the bulk of disease

or the site of metastases and the likelihood of
achieving a complete cancer regression (17). Of the

34 complete responders thus far seen in the two
trials at the NCI, only one has recurred, and only
one patient with complete regression received more
than one treatment. The brain is not a sanctuary
site, and regression of brain metastases has been
observed (21). Prior treatment with targeted ther-
apy using the Braf inhibitor vemurafenib (Zelboraf)
does not appear to affect the likelihood of having
an OR to ACT treatment in patients with mela-
noma. ACT can also be effective after other immu-
notherapies have failed. Of the 194 patients treated

in the NCI trials, OR rates in patients who had no
prior therapy or who progressed through IL-2, anti-
body to cytotoxic T lymphocyte–associated pro-
tein 4 (anti–CTLA-4), anti-PD1, or Braf inhibitors
were 48, 63, 42, 50, and 43%, respectively.
Lymphodepletion appears to be an important

component of ACT, andmouse models have shown
that lymphodepletion given before cell transfer
can increase the effectiveness of treatment more
than 10-fold. In the clinic, the persistence of T cells
was once a rarity (22), but in trials conducted after
the initiation of lymphodepleting therapy, adop-
tively transferred T cells could comprise the major-
ity of the peripheral blood CD8+ cells 1 month after
transfer (13). The cellular basis of the effect of
lymphodepletion is complex and still not complete-
ly understood. In mouse models, myeloid-derived
suppressor cells and CD4+ FoxP3 regulatory T cells
can be found at high levels in tumors in vivo and
can depress immune responses in the mouse tu-
mor microenvironment (23). In accord with these
preclinical findings, preparative chemotherapy in
humans severely depletes lymphocytes and mye-
loid cells from the circulation at the time of cell
infusion, although the rate of reappearance of
FoxP3 inhibitory T cells after lymphodepletion
was inversely correlated with clinical response (24).
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Fig. 2. A substantial increase in cell persistence and the incidence and duration of clinical re-
sponses is observed when patients received a lymphodepleting preparative regimen before the
cell infusion. The most frequently used lymphodepleting preparative regimen consists of 60 mg/kg
cyclophosphamide given for 2 days and 25 mg/m2 fludarabine administered over 5 days, followed by
T cells and IL-2 administration.



Levels of homeostatic cytokines, which promote T
cell proliferation and survival, are dramatically
induced upon lymphodepletion (25) in mouse
models. In humans, lymphodepletion leads to the
appearance in the circulation of the T cell growth
factor IL-15, which serves to promote the expansion
of the transferred cells in the absence of competing
endogenous lymphocytes (26). Further, lympho-
depletion can enhance the translocation of com-
mensal microflora across mucosal barriers in the
mouse, and this can enhance the effect of ACT by
stimulating Toll-like receptors (27) to activate
antigen-presenting cells (APCs). These preclinical
results have highly affected clinical translation, and
it seems likely that immune ablation will be a part
of future cell-based treatments in patients with
cancer.
Adoptive cell therapy is a “living” treatment, and

administered lymphocytes can expand more than
1000-fold after administration. Studies in mouse
models, including those involving the injection of
human cells into immunodeficient animals, have
emphasized the importance of the differentiation
state of the infused cells (28, 29). The phenotypic
and functional status of less differentiated murine

cells is highly positively correlated with their abil-
ity to eliminate vascularized tumor in vivo. These
findings are in accordance with the high posi-
tive correlation between the persistence of the
transferred TILs in the circulation of patients at
1 month and with the induction of partial and com-
plete clinical responses (17). Further, one clinical
study showed a strong correlation between expres-
sion of the phenotypic marker CD27, which is as-
sociated with cells early in their differentiation
pathway, and clinical response (17). The presence of
longer telomeres as a correlate of clinical response
was seen in one study (17) but not in another (18).
The observation that melanoma TILs canmediate

durable, complete, and probably curative cancer
regression in patients with metastatic melanoma
has raised considerable interest in the possible use
of TILs for the treatment of multiple cancer types.
Although TILs can be grown in vitro from virtually
all tumors, only melanomas consistently give rise
to TILs with antitumor reactivity. In an attempt to
gain insight into the possible extension of ACT to
the treatment of other common cancers, extensive
studies of the antigens recognized by TILs have
been pursued.

Melanoma TILs recognize the
products of cancer mutations
Early studies identified two nonmutatedmelanoma-
melanocyte differentiation proteins, MART-1 and
gp100, that were often recognized by melanoma
TILs (30, 31). Melanocytes in the skin, eye, and
ear express the MART-1 and gp100 proteins, and
yet toxicity targeting these proteins was not
seen in the majority of patients treated with
TILs who underwent complete cancer regres-
sion. In contrast, when a high-affinity TCR against
MART-1 or gp100 was inserted into lymphocytes
used for ACT, profound eye and ear toxicity was
often seen in the absence of antitumor activi-
ty, which suggests that the reactivity against
melanoma-melanocyte antigens was not the
decisive target resulting in the in vivo antitumor
activity of melanoma TILs (32).
A study of exomic mutation rates in more than

3000 tumor-normal pairs revealed that the fre-
quency of nonsynonymous mutations varied more
than 1000-fold across different cancer types (33).
Pediatric cancers exhibited mutation frequen-
cies as low as 0.1/Mb, whereas melanomas and
lung cancers often exceeded 100 mutations/Mb.
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Table 1. Selected clinical trials of ACT for the treatment of human cancer. CLL, chronic lymphocytic leukemia; ALL, acute lymphocytic leukemia;
CR, complete response; HPC, human papillomavirus; allo-HSCT, allogeneic hematopoietic stem cell transplantation; DLBCL, diffuse large B cell
lymphoma; EBV, Epstein-Barr virus. Dashes indicate not applicable.

CELLS USED FOR ACT YEAR CANCER HISTOLOGY MOLECULAR TARGET PATIENTS NUMBER OF ORS COMMENTS

Tumor-inflitrating
lymphocytes*

1998 Melanoma (12) 20 55% Original use TIL ACT

1994 Melanoma (88) 86 34%

2002 Melanoma (13) 13 46% Lymphodepletion before cell transfer

2011 Melanoma (17) 93 56% 20% CR beyond 5 years

2012 Melanoma (19) 31 48%

2012 Melanoma (18) 13 38% Intention to treat: 26% OR rate

2013 Melanoma (20) 57 40% Intention to treat: 29% OR rate

2014 Cervical cancer (89) 9 33% Probably targeting HPV antigens

2014 Bile duct (44) Mutated ERB2 1 – Selected to target a somatic mutation

In vitro sensitization 2008 Melanoma (90) NY-ESO-1 9 33% Clones reactive against cancer-testes
antigens

2014 Leukemia (91) WT-1 11 – Many treated at high risk for relapse

Genetically engineered
with CARs

2010 Lymphoma (16) CD19 1 100% First use of anti-CD19 CAR

2011 CLL (68) CD19 3 100% Lentivirus used for transduction

2013 ALL (70) CD19 5 100% Four of five then underwent allo-HSCT

2014 ALL (92) CD19 30 90% CR in 90%

2014 Lymphoma (71) CD19 15 80% Four of seven CR in DLBCL

2014 ALL (93) CD19 16 88% Many moved to allo-HSCT

2014 ALL (94) CD19 21 67% Dose-escalation study

2011 Neuroblastoma (78) GD2 11 27% CR2 CARs into EBV-reactive cells

Genetically engineered
with TCRs

2011 Synovial sarcoma (81) NY-ESO-1 6 67% First report targeting nonmelanoma
solid tumor

2006 Melanoma (15, 32) MART-1 11 45%

*Molecular targets of TIL in melanoma appear to be exomic mutations expressed by the cancer (39, 40, 44)
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The suggestion that mutations might be tar-
gets of immune recognition of tumor cells has
been around for some time (34). The responsive-
ness of melanoma to a variety of immunother-
apy approaches such as ACT, IL-2, anti–CTLA-4,
and anti–PD-1 suggested that peptide epitopes
encoded by the large number of mutations in
melanoma might be the targets of TIL therapy
(35). Support for this hypothesis comes from re-
cent observations that anti–PD-1 can mediate
ORs not only in patients with melanoma but
also in patients with lung and bladder cancer,
the two tumor types closest to melanoma with
a high frequency of mutations (36). A patient
successfully treated with anti–CTLA-4 gener-
ated circulating T cells that recognized a dis-
tinct mutation in the melanoma (37). Another
study suggested that increased numbers of
exomic mutations in a cancer correlated with
better outcomes (38).
New approaches using whole-exomic sequenc-

ing of tumor-normal pairs in patients with
melanoma have consistently identified non-
synonymous cancer mutations recognized by
autologous TILs that mediated complete can-
cer regressions (39, 40). However, not all ex-
pressed mutations can be recognized by T cells.
Proteins incorporating the mutations must be
processed to short peptides of ~9 amino acids
for major histocompatibility complex (MHC)
class 1 and a bit longer for MHC class 2; these
peptides are then presented on the cell sur-
face. One approach to identify the immunogenic

mutations that we have taken is to identify
21– to 25–amino acid polypeptides, each one
containing a mutated amino acid flanked by
10 to 12 normal residues. Using peptide-MHC
binding algorithms, these polypeptides can then
be scanned to identify peptides with high bind-
ing to individual MHC molecules of the patient.
The top-predicted binding peptides are then
synthesized and tested for recognition by cocul-
ture with TILs that mediated cancer regression.
This method depends on the accuracy of peptide-
MHC binding algorithms, which are often in-
adequate for many of the less frequent MHC
molecules (39).
An alternate method eliminates the need for

predicted peptide binding to MHC and enables
the screening of all candidate peptides on all
MHC loci in a single test (40) (Fig. 3). As above,
minigenes, rather than polypeptides, are con-
structed that encode each mutated amino acid
flanked by 10 to 12 amino acids. Strings of 6 to
20 minigenes are then linked into tandem mini-
genes, and these DNA constructs are subsequent-
ly cloned into an expression plasmid and in vitro
transcribed to RNA, which is electroporated into
the patient’s autologous APCs. These APCs present
all mutated peptides capable of being processed
and binding to any of the patient’s class 1 or
class 2 MHC molecules. Culture of the patient’s
TILs with these APCs can identify the tandem
minigene as well as the individual minigene
responsible for tumor recognition. Using these
approaches, TILs from 21 patients with mela-

noma that responded to ACT identified 45 mu-
tations presented on a variety of class 1 and
class 2 MHC molecules. Thus far, every muta-
tion recognized by TILs was distinct (i.e., each
from a different expressed protein), with none
shared by another melanoma in the set studied.
These findings provide suggestive evidence that
melanoma TILs capable of mediating antitu-
mor responses were recognizing random so-
matic mutations in the cancer. In many cases,
multiple mutations were recognized by an in-
dividual TIL population. The concept that cancer
regressions after immunotherapy are the re-
sult of targeting mutations explains why patients
can experience tumor regression without auto-
immune sequelae. Conversely, the ineffective-
ness of the vast number of therapeutic cancer
vaccines that targeted nonmutated self-proteins
can also be explained (41, 42). Whereas strong
reactivity to self-antigens causes autoimmune
toxicity, vaccines against self-antigens trigger
the expansion of low-affinity TCRs against self-
proteins that escaped negative selection in the
thymus. This raises the possibility that vaccines
targeting mutated immunogenic epitopes may
be much more effective. The specific targeting
of individual mutated antigens in a patient’s can-
cer presents a daunting problem for widespread
therapeutic application of ACT but also presents
an opportunity to develop treatments for multiple
cancer types. Schumacher and Schreiber discuss
additional aspects for targeting mutated antigens
in this issue (43).
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Fig. 3. A “blueprint” for the treatment of patients with T cells recogniz-
ing tumor-specific mutations. The sequences of exomic DNA from tumor
cells and normal cells from the same patient are compared to identify tumor-
specific mutations. Knowledge of these mutations can then be used to
synthesize either minigenes or polypeptides encoding each mutated amino
acid flanked by 10 to 12 amino acids. These peptides or minigenes can be
expressed by a patient’s autologous APCs, where they are processed
and presented in the context of a patient’s MHC. Coculture of the patient’s

T cells with these APCs can be used to identify all mutations processed
and presented in the context of all of a patient’s MHC class I and class II
molecules. The identification of individual mutations responsible for tumor
recognition is possible because Tcells express activation markers, such as
41BB (CD8+ T cells) and OX40 (CD4+ T cells), when they recognize their
cognate target antigen. T cells expressing the activation marker can then
by purified using flow cytometry before their expansion and reinfusion into
the tumor-bearing patient.



TILs from common epithelial cancers
can also recognize cancer mutations
A recent report has shown that the mutated
antigens in a nonmelanoma epithelial cancer
can give rise to immune responses, despite the
low number of mutations in these cancers (44).
Exomic sequencing of a metastatic cholangio-
carcinoma in a patient who had progressed
through multiple chemotherapies revealed 26
nonsynonymous mutations. Tandem minigenes
that encoded each mutated amino acid and its
flanking sequences were constructed and elec-
troporated into the patient’s APCs. CD4 cells from
TIL cultures from this patient’s tumor recognized
the ERBB2IP mutation restricted by the MHC
class 2 antigen HLA-DQ O6. ERBB2IP is a tumor
suppressor that binds to ERBB2 and attenuates
downstream RAS/ERK signaling. Despite the lack
of an objective clinical response to the adminis-
tration of bulk autologous TILs in this patient,
administration of TILs that were selected to con-
tain more than 95% ERBB2IP mutation-reactive
TILs mediated a dramatic regression of liver and
lung metastases ongoing beyond 1 year. This re-
sult provides compelling evidence that mutation-
reactive T cells are capable of mediating in vivo
tumor regression in patients with this epithelial
cancer. Further, the findings suggest that this
treatment approach may be suitable for patients
with other common epithelial cancers that are
not normally considered to be immunogenic.

Mutations that are targeted may be driver
mutations essential for the malignant phenotype
of the cell, or alternatively, the TILs may contain
reactivity against multiple immunogenic passenger
mutations, which would decrease the likelihood
that the loss of any individual antigen would sub-
vert the clinical antitumor response. TIL popula-
tions can be highly polyclonal and thus are likely
to be capable of potentially recognizing multiple
antigens simultaneously. Given their curative po-
tential, it seems likely that TILs are able to recog-
nize antigens expressed by cancer stem cells.
Although some of the mutations are probably
driver mutations because they are found in ex-
pressed genes associated with known oncogenic
pathways (e.g., mutated b-catenin), many of the
targets of TILs may well be passenger mutations.

Genetic engineering of lymphocytes
for use in ACT

In an attempt to broaden the reach of ACT to
other cancers, techniques were developed to in-
troduce antitumor receptors into normal T cells
that could be used for therapy (Fig. 4). The spec-
ificity of T cells can be redirected by the inte-
gration of genes encoding either conventional
alpha-beta TCRs or CARs. CARs were pioneered
by Gross and colleagues in the late 1980s (45) and
can be constructed by linking the variable regions
of the antibody heavy and light chains to intracel-
lular signaling chains such as CD3-zeta, often in-

cluding costimulatory domains encoding CD28
(46) or CD137 to fully activate T cells (47, 48). CARs
can provide non-MHC–restricted recognition of
cell surface components and can be introduced
into T cells with high efficiency using viral vectors.
An important question confronting the use of

genetically engineered cells in the ACT of cancer
involves selection of the ideal human T cell sub-
population into which the gene should be intro-
duced, as well as the selection of appropriate
antigenic targets of the introduced TCRs or CARs.
Preclinical studies in mouse models strongly sug-
gest that improved antitumor responses are seen
when T cells in early stages of differentiation (such
as naïve or central memory cells) are transduced
(49), a result supported by studies in monkeys
showing improved in vivo persistence of infused
central memory compared with effector memory
cells (50). CD8+ T cells can be categorized into dis-
tinct memory subsets based on their differentia-
tion states. We and others have found that CD8+

T cells follow a progressive pathway of differenti-
ation from naïve T cells into central memory and
effector memory T cell populations [summarized
in (51)]. CD8+ T cells paradoxically lose antitumor
T cell functionality as they acquire the ability
to lyse target cells and to produce the cytokine
interferon-g, qualities thought to be important in
their antitumor efficacy (52). The differentiation
state of CD8+ T cells is inversely related to their
capacity to proliferate and persist (52–54). These
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Fig. 4. Gene-modification of peripheral blood lymphocytes. In an attempt
to broaden the reach of ACT to other cancers, techniques are being developed
to introduce antitumor receptors into normal T cells that could be used for
therapy. The top panel shows the insertion of a conventional TCR into a
patient’s T lymphocytes, followed by the expansion and infusion back into the
patient. The bottom panel shows the insertion of a CAR into a patient’s Tcell,
followed by the expansion of these cells and their re-infusion. TCRs and CARs
are fundamentally different in their structures and in the structures that they

recognize. TCRs are composed of one a chain and one b chain, and they
recognize antigens that have been processed and presented by one of the
patient’s own MHC molecules. CARs are artificial receptors that can be
constructed by linking the variable regions of the antibody heavy and light
chains to intracellular signaling chains (such as CD3-zeta, CD28, 41BB) alone
or in combination with other signaling moieties. CARs recognize antigens that
do not need to be MHC-restricted, but they must be presented on the tumor
cell surface.
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findings may be clinically relevant, and younger
T cells are statistically positively correlated with
clinical effectiveness in ACT trials (17). It seems
clear that, like many organ systems in the body,
CD8+ T cells can exist in a stem cell–like state,
capable of clonal repopulation. Human T memory
stem cells express a gene program that enables
them to proliferate extensively and can further
differentiate into other T cell populations (29).
Much of the existing work in cancer immu-

notherapy has focused on CD8+ T cells. However,
CD4+ T cells can also efficiently promote tumor
rejection. CD4+ T cells do not merely enhance
CD8+ T cell function, but they also play a more
direct role in tumor elimination. This notion has
been validated recently in humans (44). The roles
that CD4+ T cells play in the antitumor immune
response crucially depend on their polarization,
which is determined by their expression of key
transcription factors. CD4+ cells can destroy tu-
mor cells, and recent evidence suggests that adop-
tively transferred T helper 17 cells can promote
long-lived antitumor immunity (55).

Toxicity of ACTwhen targeting antigens
shared by tumors and normal tissue

The marked potency of T cells enables the recog-
nition of minute levels of antigen expressed on
normal cells. Thus, targeting normal, nonmutated
antigenic targets that are expressed on normal
tissues but overexpressed on tumors has led to
severe on-target, off-tumor toxicity in patients.
Suitable antigens to target are those presented
exclusively on the cancer or, alternatively, on nor-
mal cells that are not essential for survival.
The first successful application of ACT using

genetically engineered lymphocytes treated 17 pa-
tients with metastatic melanoma using autologous
T cells transduced with a weakly avid human TCR
recognizing the MART-1 melanoma-melanocyte
differentiation antigen (15). Two patients experi-
enced objective partial regressions of metastatic
melanoma, and in both patients the transferred
cells could be found in the peripheral blood 1 year
after cell infusion. This approach was expanded
to 36 patients with metastatic melanoma who
received high-avidity TCRs that recognized either
the MART-1 or gp100 melanoma-melanocyte anti-
gens (32). Although objective cancer regressions
were observed in 30 and 19% of patients who
received the MART-1 or gp100 TCR, respectively,
severe off-tumor, on-target toxicity was seen in
the skin, eyes, and ears of patients due to the ex-
pression of melanocytes in these organs. These
findings coincided with severe eye toxicity seen
in mice when targeting melanocyte antigens and
provided an early demonstration of the power
of T cell therapy (56). The treatment of patients
with renal cancer using T cells encoding a CAR
against carbonic anhydrase 9, which is overex-
pressed in renal cancer, led to severe liver tox-
icity due to expression of this antigen in biliary
duct epithelium (57). A high-affinity TCR against
the carcinoembryonic antigen was used to treat
patients with metastatic colorectal cancer that
expressed high levels of this antigen (58). All
three patients experienced life-threatening coli-

tis and colonic hemorrhage that precluded fur-
ther use of this TCR, even though one patient
exhibited a partial response of liver metastases.
Unexpected toxicities can also result when pre-
viously unknown cross-reactivities are seen that
target normal self-proteins expressed in vital
organs. MAGE-A3, a cancer-testes antigen to be
discussed in more detail below, is not known to
be expressed in any normal tissues. However,
targeting an HLA-A*0201–restricted peptide in
MAGE-A3 caused severe damage to gray matter
in the brain, resulting in two deaths because
this TCR recognized a different but related epi-
tope expressed by MAGE-A12, expressed at very
low levels in the brain (59). It should also be
noted that CARs are capable of toxicity against
self-antigens as well. Acute pulmonary toxicity
resulting in death was observed after infusion of
CAR T cells specific for ERBB2, which seemed
likely due to the recognition of low levels of this
antigen on pulmonary epithelium (60).
Several groups have attempted to affinity-

enhance TCRs by altering amino acids in the
antigen-combining sites of the TCR (61, 62). By
removing the protective effects of negative thy-
mic selection that eliminate high-affinity TCRs
against normal proteins, these modified TCRs
could potentially recognize new and unrelated
determinants. Two patients (one with multiple
myeloma and one with melanoma) were treated
with an HLA-A1–restricted MAGE-A3–specific
TCR whose affinity was enhanced by this site-
specific mutagenesis, and both experienced fatal
cardiogenic shock due to the recognition of an
HLA-A1–restricted peptide derived from an un-
related protein, titin, present in cardiac muscle
(63). Thus, methods aimed at enhancing the af-
finities of TCRs can be fraught with problems of
unexpected toxicities, which remain difficult to
predict. Of course, the same pitfalls of unexpected
toxicities may apply to the use of novel CARs.

Targeting antigens expressed on cancers
and nonessential human tissues

Cancers that express target molecules shared with
nonessential normal organs represent potential
targets for human cancer immunotherapy using
ACT. A prominent example of such an antigen is
the CD19 molecule expressed on more than 90% of
B cell malignancies and on B cells at all stages of
differentiation, excluding plasma cells. Following
preclinical work by many groups [summarized in
(64–67)], the first successful clinical application
of anti-CD19 CAR gene therapy in humans was
reported in 2010 (16). Administration of autologous
cells expressing the anti-CD19 CAR to a patient with
refractory lymphoma resulted in cancer regression
in a patient who remains progression-free after
two cycles of treatment ongoing 4 years after treat-
ment. Multiple groups have now shown the effec-
tiveness of ACT targeting CD19 in patients with
follicular lymphoma, large-cell lymphomas, chro-
nic lymphocytic leukemia, and acute lymphocytic
leukemia (68–72). On-target toxicity against CD19
results in B cell loss in the circulation and in the
bone marrow and can be overcome by the periodic
administration of immunoglobulin infusions. Sub-

stantial toxicity can be seen by the excessive release
of cytokines by CAR-expressing cells, and thus, care-
ful selection of the lymphodepleting preparative
regimen and the cell dose is required to safely apply
ACT targeting CD19, as well as many other anti-
gens now under experimental study (72).
Dramatic regressions of lymphomas and leuke-

mias with ACT have elicited considerable enthu-
siasm, although most reports contain fewer than
20 patients, and fewer than 200 patients have been
treated worldwide. The introduction of CARs into
lymphocytes has mainly used gammaretroviruses
and lentiviruses, although nonviral approaches such
as transposon-transposase systems (73) and CRISPR-
cas (CRISPR, clustered regularly interspaced palin-
dromic repeat) technology to introduce genes are
also being explored (74). The single-chain anti-
body governs recognition of the antigen to be
targeted, although the T cell is activated via the
CD3-zeta chain signaling domain. In addition to
the zeta chain, a variety of costimulatory molecules
have been employed in retroviral constructs such
as CD27, CD28, CD134, CD137, or ICOS that can
profoundly influence the function of the CAR
[reviewed in (64–66)]. Optimization of these co-
stimulatory domains is a subject of active study.
The results of CAR therapy for B cell malig-
nancies might be confounded by the sensitivity
of lymphomas and leukemias to the preparative
chemotherapy regimen. Thus, delineation between
the effects of the preparative therapy and those
of the CAR T cells needs to be considered.
Multiple other B cell antigens are being studied

as targets, including CD22, CD23, ROR-1, and the
immunoglobulin light-chain idiotype expressed by
the individual cancer (65). CARs targeting either
CD33 or CD123 have been studied as a therapy for
patients with acute myeloid leukemia, though the
expression of these molecules on normal precur-
sors can lead to prolonged myeloablation (75).
BCMA is a tumor necrosis factor receptor family
protein expressed on mature B cells and plasma
cells and can be targeted on multiple myeloma (65).
The Reed-Sternberg cell expresses CD30, and this
target is being explored as a treatment for pa-
tients with refractory Hodgkin lymphoma (75–77).
Although CARs are being successfully applied

to the treatment of hematologic malignancies, the
lack of shared antigens on the surface of solid tu-
mors that are not also expressed on essential nor-
mal tissues has severely limited the application of
CARs to the treatment of solid tumors. Thyroglo-
bulin is a potential target for some patients with
thyroid cancers because thyroglobulin is present
only in the thyroid gland and not on solid tissues.
Neuroblastomas express GD2, which has been
targeted by CARs (78). Mesothelin has also been
forwarded as a potential target, although it is
also expressed on normal tissues, including cells
in the pericardium and pleural and pertitoneal
linings (79). A search is ongoing for other tissue-
specific surface antigens expressed on tissues that
are not essential for survival.
Cancer-testis antigens are a family of intracel-

lular proteins that are expressed during fetal de-
velopment but have highly restricted expression
in adult normal tissues (80). There are more than
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100 different members of this family of molecules
whose expression is epigenetically up-regulated
from 10 to 80% of cancer types using highly sen-
sitive techniques. However, initial enthusiasm for
targeting cancer-testes antigens has been tempered
by the lack of high levels of protein expression
of these antigens. Approximately 10% of common
cancers appear to express enough protein to be
suitable targets for antitumor T cells. There are
low levels of some cancer-testes antigens expressed
on normal tissues, and this can lead to untoward
toxicities. The NYESO-1 cancer-testes antigen has
been targeted via a human TCR transduced into
autologous cells (81). ORs were seen in 5 of 11 pa-
tients with metastatic melanoma and 4 of 6 pa-
tients with highly refractory synovial cell sarcoma.

Looking to the future of ACT for
the treatment of cancer

The continued development of ACT, as well as
other immunologic approaches to the treatment
of cancer, depends on the identification of suit-
able targets for immunologic attack. Although
CARs have been successful in the treatment of
hematologic malignancies and are likely to soon
join the mainstream of oncologic treatment, the
ability to treat common epithelial solid cancers,
which account for ~90% of all cancer fatalities,
is severely limited by the lack of suitable targets
exclusive to cancer. Extensive searches for mono-
clonal antibodies that can recognize distinct de-
terminants on the surface of solid cancers but
not normal tissues have been in progress for more
than 30 years, but few suitable determinants have
been found. The EGFRvIII mutation on ~40% of
high-grade glioblastomas is a rare example of a
shared-surface mutation, and attempts to target
this molecule using CARs are in progress (82).
Shared mutations in intracellular proteins in-
volved in oncogenesis—such as Braf in mela-
nomas and Kras in pancreatic and other solid
cancers—would be ideal ACT targets using con-
ventional alpha-beta TCRs, though immunogenic
epitopes have not yet been identified in these
molecules. Driver and random somatic mutations
occurring in many solid cancers may represent
excellent targets for the treatment of solid tumors.
Opportunities to improve ACT involve the iden-

tification and development of specific antitumor
T cells with the functional properties optimal
for tumor destruction (83). One approach under
active evaluation is the growth of cells under con-
ditions that enable in vitro proliferation while
limiting differentiation, such as the use of IL-21
or inhibitors that target the kinase AKT (84, 85).
Improved specific lymphodepleting preparative
regimens and better design of the transducing
vectors, including the incorporation of optimal
costimulatory molecules, are likely to improve
clinical results. Introduction of genes encoding
other molecules such as the cytokine IL-12, which
can profoundly alter the tumor microenviron-
ment to favor antitumor immunity, has shown
substantial promise in animal models (86). En-
hanced methods for regulating the expression of
these highly potent cytokine genes would be an
important part of incorporating them into clinical

treatment. The incorporation of “suicide” genes
that can enable destruction of the transferred cells
could add an extra level of safety when explor-
ing genetic changes in lymphocytes (87).
Adoptive cell therapy is a more complex ap-

proach to the delivery of cancer treatment than
many other types of immunotherapy and has
often been criticized as impractical and too costly
for widespread application. The need to develop
highly personalized treatments for each patient
does not fit into the paradigm of major pharma-
ceutical companies that depend on “off-the-shelf ”
reagents that can be widely distributed. How-
ever, curative immunotherapies for patients with
common epithelial cancers will probably dictate
the need for more personalized approaches. Sev-
eral new biotechnology companies have arisen to
meet the need to expand a patient’s lymphocytes,
and detailed genetic analysis of individual tumors
is already commonplace at large academically af-
filiated medical centers. Although multiple com-
mercial models have been proposed, widespread
application of ACT will probably depend on the
development of centralized facilities for produc-
ing tumor-reactive TILs or genetically modified
lymphocytes that can then be delivered to the
treating institution. The effectiveness of treatment
will need to trump convenience of administration
in the application of new effective approaches to
cancer immunotherapy.
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REVIEWS

Neoantigens in
cancer immunotherapy
Ton N. Schumacher1* and Robert D. Schreiber2*

The clinical relevance of Tcells in the control of a diverse set of human cancers is now beyond
doubt. However, the nature of the antigens that allow the immune system to distinguish cancer
cells from noncancer cells has long remained obscure. Recent technological innovations have
made it possible to dissect the immune response to patient-specific neoantigens that arise as a
consequence of tumor-specific mutations, and emerging data suggest that recognition of such
neoantigens is a major factor in the activity of clinical immunotherapies.These observations
indicate that neoantigen load may form a biomarker in cancer immunotherapy and provide an
incentive for the development of novel therapeutic approaches that selectively enhance Tcell
reactivity against this class of antigens.

I
mmunotherapies that boost the ability of en-
dogenous T cells to destroy cancer cells have
demonstrated therapeutic efficacy in a vari-
ety of human malignancies. Until recently,
evidence that the endogenous T cell com-

partment could help control tumor growth was
in large part restricted to preclinical mouse tu-
mor models and to human melanoma. Specif-
ically, mice lacking an intact immune system
were shown to be more susceptible to carcinogen-
induced and spontaneous cancers compared with
their immunocompetent counterparts (1). With
respect to human studies, the effects of the T cell
cytokine interleukin-2 in a small subset of mel-
anoma patients provided early clinical evidence
of the potential of immunotherapy in this dis-
ease. In 2010, the field was revitalized by a
landmark randomized clinical trial that dem-
onstrated that treatment with ipilimumab, an
antibody that targets the T cell checkpoint pro-
tein CTLA-4, improved overall survival of pa-
tients with metastatic melanoma (2). As a direct
test of the tumoricidal potential of the endoge-
nous T cell compartment, work by Rosenberg
and colleagues demonstrated that infusion of
autologous ex vivo expanded tumor-infiltrating
lymphocytes can induce objective clinical re-
sponses in metastatic melanoma (3), and at least
part of this clinical activity is due to cytotoxic
T cells (4). Importantly, recent studies demon-
strate that T cell–based immunotherapies are
also effective in a range of other human malig-
nancies. In particular, early-phase trials of anti-
bodies that interfere with the T cell checkpoint
molecule PD-1 have shown clinical activity in
tumor types as diverse as melanoma, lung can-
cer, bladder cancer, stomach cancer, renal cell
cancer, head and neck cancer, and Hodgkin’s
lymphoma (5). Based on the relationship between

pretherapy CD8+ T cell infiltrates and response
to PD-1 blockade in melanoma, cytotoxic T cell
activity also appears to play a central role in this
form of cancer immunotherapy (6).
An implicit conclusion from these clinical data

is that in a substantial fraction of patients, the
endogenous T cell compartment is able to rec-
ognize peptide epitopes that are displayed on
major histocompatibility complexes (MHCs) on
the surface of the malignant cells. On theoretical
grounds, such cancer rejection epitopes may be
derived from two classes of antigens. A first class
of potential cancer rejection antigens is formed
by nonmutated proteins towhich T cell tolerance
is incomplete—for instance, because of their re-
stricted tissue expression pattern. A second class
of potential cancer rejection antigens is formed
by peptides that are entirely absent from the
normal human genome, so-called neoantigens.
For the large group of human tumors without a
viral etiology, such neo-epitopes are solely created
by tumor-specific DNA alterations that result in
the formation of novel protein sequences. For
virus-associated tumors, such as cervical cancer
and a subset of head and neck cancers, epitopes
derived from viral open reading frames also con-
tribute to the pool of neoantigens.
As compared with nonmutated self-antigens,

neoantigens have been postulated to be of par-
ticular relevance to tumor control, as the quality
of the T cell pool that is available for these an-
tigens is not affected by central T cell tolerance
(7). Although a number of heroic studies pro-
vided early evidence for the immunogenicity of
mutation-derived neoantigens [reviewed in (8)],
technology to systemically analyze T cell reactivity
against these antigens only became available
recently. Here, we review our emerging under-
standing of the role of patient-specific neo-
antigens in current cancer immunotherapies
and the implications of these data for the de-
velopment of next-generation immunotherapies.

Exome-guided neoantigen
identification: Process considerations

A large fraction of the mutations in human
tumors is not shared between patients at
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Fig. 1. Cancer exome–based identification of
neoantigens.Tumor material is analyzed for non-
synonymous somatic mutations. When available,
RNA sequencing data are used to focus on mu-
tations in expressed genes. Peptide stretches
containing any of the identified nonsynonymous
mutations are generated in silico and are either
left unfiltered (16, 17), filtered through the use of
prediction algorithms [e.g., (10–13)], or used to
identify MHC-associated neoantigens in mass
spectrometry data (15, 20). Modeling of the ef-
fect of mutations on the resulting peptide-MHC
complex may be used as an additional filter (20).
Resulting epitope sets are used to identify phys-
iologically occurring neoantigen-specific T cell re-
sponses by MHC multimer-based screens (13, 22)
or functional assays [e.g., (11, 12)], within both
CD8+ [e.g., (11–13, 19, 39)] and CD4+ (16, 18) T
cell populations. Alternatively, T cell induction strat-
egies are used to validate predicted neoantigens
[e.g., (10, 20)].
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meaningful frequencies and may therefore be
considered patient-specific. Because of this, tech-
nologies to interrogate T cell reactivity against
putative mutation-derived neoantigens need to
be based on the genome of an individual tumor.
With the development of deep-sequencing tech-
nologies, it has become feasible to identify the
mutations present within the protein-encoding
part of the genome (the exome) of an individual
tumor with relative ease and thereby predict
potential neoantigens (9). Two studies in mouse
models provided the first direct evidence that
such a cancer exome–based approach can be used
to identify neoantigens that can be recognized
by T cells (10, 11). In brief, for all mutations that
resulted in the formation of novel protein se-
quence, potential MHC binding peptides were
predicted, and the resulting set of potential neo-
antigens was used to query T cell reactivity. Sub-
sequent studies have demonstrated that cancer
exome–based analyses can also be exploited in a
clinical setting, to dissect T cell reactivity in pa-
tients who are treated by either tumor-infiltrating
lymphocyte (TIL) cell therapy or checkpoint block-
ade (12, 13). Furthermore, following this early
work, the identification of neoantigens on the
basis of cancer exome data has been documented
in a variety of experimental model systems and
human malignancies (10–22).
The technological pipeline used to identify

neoantigens in these different studies has varied
substantially, and further optimization is likely pos-
sible (Fig. 1). Accepting the limitations of probing
themutational profile of a tumor in a single biopsy
(23), the genetic analysis of the tumor itself can be
considered a robust process. Specifically, based on
the analysis of neoantigens previously identified
by other means, the false-negative rate of cancer

exome sequencing is low—i.e., the vast majority of
neoantigens occur within exonic sequence for
which coverage is sufficient (24). At the same time,
it is apparent from unbiased screening efforts—in
which the entire collection of identified muta-
tions was used to query T cell reactivity—that the
vastmajority ofmutationswithin expressed genes
do not lead to the formation of neoantigens that
are recognized by autologous T cells (16, 17). Because
of this, a robust pipeline that can be used for the
filtering of cancer exome data is essential, in par-
ticular for tumors with high mutational loads.
How can such filtering be performed? With

the set of mutations within expressed genes as a
starting point, two additional requirements can
be formulated. First, a mutated protein needs to
be processed and then presented as a mutant
peptide by MHC molecules. Second, T cells need
to be present that can recognize this peptide-
MHC complex. In two recent preclinical studies,
presentation of a handful of predicted neoanti-
gens byMHCmolecules was experimentally dem-
onstrated by mass spectrometry (15, 20), and this
approach may form a valuable strategy to further
optimize MHC presentation algorithms. At the
same time, the sensitivity of mass spectrometry
is presently still limited, thereby likely resulting
in a substantial fraction of false negatives. For this
reason, but also because of logistical issues, imple-
mentation of this approach in a clinical setting is
unlikely tohappen soon.Lackingdirect evidence for
MHC presentation, as can be provided by mass
spectrometry, presentation of neoantigens byMHC
class Imoleculesmay be predicted using previously
established algorithms that analyze aspects such as
the likelihood of proteasomal processing, transport
into the endoplasmic reticulum, and affinity for
the relevant MHC class I alleles. In addition,

gene expression levels (or perhaps preferably
protein translation levels) may potentially also
be used to help predict epitope abundance (25).
Althoughmost neoantigen identification studies

have successfully used criteria for epitope predic-
tion that are similar to those previously estab-
lished for the identification of pathogen-derived
epitopes [e.g., (12, 13)], Srivastava and colleagues
have argued that neoantigens in a transplantable
mouse tumor model display very different prop-
erties from viral antigens and generally have a
very low affinity for MHC class I (14). Although
lacking a satisfactory explanation to reconcile
these findings, we do note that the vast majority
of human neoantigens that have been identified
in unbiased screens do display a high predicted
MHC binding affinity (24, 26). Likewise, minor
histocompatibility antigens, an antigen class that
is conceptually similar to neoantigens, are cor-
rectly identified by classical MHC binding algo-
rithms (27). Moreover, the mutations that were
identified in a recent preclinical study as forming
tumor-specific mutant antigens that could in-
duce therapeutic tumor rejection when used in
tumor vaccines (15) were not predicted to be sig-
nificant using the Srivastava approach. Another
potential filter step that has been suggested
examines whether the mutation is expected to
improve MHC binding, rather than solely alter the
T cell receptor (TCR)–exposed surface of the mu-
tant peptide. However, with examples of both
categories in both mouse models and human
data, the added value of such a filter may be
relatively modest (11, 15, 20, 26). For MHC class
I restricted neoantigens, conceivably the biggest
gain in prediction algorithms can be made with
respect to identification of the subset of MHC
bindingpeptides that can successfully be recognized
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Fig. 2. Estimate of the neoantigen repertoire in human cancer. Data depict the number of somatic mutations in individual tumors. Categories on the right
indicate current estimates of the likelihood of neoantigen formation in different tumor types. Adapted from (50). It is possible that the immune system in
melanoma patients picks up on only a fraction of the available neoantigen repertoire, in which case the current analysis will be an underestimate. A value of 10
somatic mutations per Mb of coding DNA corresponds to ~150 nonsynonymous mutations within expressed genes.
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by the TCR repertoire. With respect to this, the
nature of the central TCR-exposed residues of
MHC-bound peptides has been shown to be as-
sociated with peptide immunogenicity (28). By
the same token, alterations at these sites may
potentially be picked up by the immune system
more readily (20). However, a substantial further
experimental effort is required to evaluate to
what extent algorithms that predict immunoge-
nicity can facilitate the identification
of MHC class I–restricted neoanti-
gens. For MHC class II–restricted
neoantigens, it will be important to
obtain a better understanding not
only of peptide immunogenicity but
also of the basic factors that determine
the efficiency of epitope presentation.

Size and nature of the
neoantigen repertoire

Large-scale analyses of neoantigen-
specific T cell reactivity have now
been carried out for a substantial num-
ber of patients, mostly in melanoma
(12, 13, 16, 17). With the caveat of a
potential selection bias toward pa-
tients with a clinical benefit upon im-
munotherapeutic intervention, these
analyses provide a first estimate of
the frequency with which the immune
system recognizes the neoantigens
that are formed as a consequence of
mutations. The first and arguably most
important conclusion that can be
drawn from these analyses is that the
T cell–based immune system reacts to
both MHC class I–restricted (12, 13, 17)
and MHC class II–restricted neoan-
tigens (16) in a large fraction of mela-
noma patients. The second conclusion
that can be drawn from these analy-
ses is that only a very small fraction
of the nonsynonymous mutations in expressed
genes in these tumors leads to the formation of
a neoantigen for which CD4+ or CD8+ T cell re-
activity can be detected within tumor-infiltrating
lymphocytes.
What do these observations mean for the po-

tential formation of neoantigen repertoires in
other human malignancies? Most human melano-
mas have a mutational load above 10 somatic mu-
tations permegabase (Mb) of coding DNA, and this
is apparently sufficient to lead to the frequent for-
mation of neoantigens that can be seen by T cells.
Based on these data, formation of neoantigens that
can potentially be recognized by autologous T cells
is expected to also be common for other tumors
with amutational load above 10 somatic mutations
per Mb (corresponding to approximately 150 non-
synonymous mutations within expressed genes)
(Fig. 2). This group contains a sizable fraction of
high-prevalence tumor types such as lung cancer
and colorectal cancer. If formation of neoanti-
gens is a frequent event in tumors with muta-
tional loads above 10 somatic mutations per Mb,
many tumors with amutational load of 1 to 10 per
Mbmay still be expected to carry neoantigens that

can be recognized by T cells. However, as based on
the fact that even formelanomaswith amutational
load around 10 mutations per Mb, T cell reactivity
is not always observed (16), tumor types with a
mutational load below 1 mutation per Mb appear
less likely to commonly express neoantigens that
can be recognized by autologous T cells.
Although this analysis provides a useful first

sketch of the expected relevance of neoantigens

in different tumor types, three important factors
should be taken into account. First, by relying on
the presence of preexisting T cell reactivity as a
readout, the human studies carried out to date
will only detect neoantigens that were immuno-
genic during in vivo tumor outgrowth (either
spontaneously or boosted by therapy). It is con-
ceivable that not all tumor-expressed neoanti-
gens induce an autologous T cell response—for
instance, because they are not efficiently cross
presented. In addition, at least in preclinical mod-
els, there is evidence for immunodominance of
tumor antigens, where the immune system be-
comes so fixated on particular antigens that it
ignores other antigens that are both present and
detectable in the tumor (29). If only a fraction of
the available neoantigens would normally elicit
T cell reactivity, the analyses carried out to date
may underestimate the actual neoantigen reper-
toire. As a second consideration, it is important
to realize that the formation of neoantigens is a
probabilistic process in which each additional
mutation increases the odds that a relevant
neoantigen is created. Thus, in this “neoantigen
lottery,” there will be cases in which despite a

high mutational load, neoantigen-specific T cell
reactivity is lacking or, vice versa, in which a tu-
mor with only a handful ofmutations will express
anMHC class I– or class II–restricted neoantigen.
Third, although we here make a prediction with
regard to the frequency with which neoantigens
that can potentially be recognized by the TCR
repertoire are formed, it should be kept in mind
that the presence of a neoantigen does not equal

the induction of T cell reactivity.
Human tumors vary substantially
in the composition of their micro-
environment, and this is likely to
influence the ability of the T cell
pool to respond to mutated anti-
gens. Related to this, from a con-
ceptual point of view, therapeutic
manipulation of T cell reactivity
would seem particularly attractive
for tumor types that do express
large numbers of antigens but in
which the tumor microenvironment
hinders the activation of the T cells
that recognize them.
What are the characteristics of

mutation-derived neoantigens in
human cancer, both with respect
to the genes from which they are
derived and the frequency with
which they occur within the pa-
tient population? In an ideal world,
neoantigenswould be derived from
essential oncogenes and occur in
large patient groups, to both re-
duce the likelihood of escape and
facilitate clinical interventions that
enhance T cell reactivity against
them. Clearly, T cell responses do
sometimes occur againstMHC class
I–restricted (30) and MHC class II–
restricted neoantigens in validated
oncogenes that are shared between

subgroups of patients (31). At the same time, it
is apparent that, at least in melanoma, the bulk
of the neoantigen-specific T cell response is di-
rected toward mutated proteins that are essen-
tially unique to that tumor and that are unlikely
to play a key role in cellular transformation (Fig. 3,
top and bottom) (16). A direct implication of
this bias in neoantigen-specific T cell reactivity
toward patient-specific passenger mutations is
that the targeting of defined neoantigens will
likely require the development of personalized
immunotherapies.

Extrinsic influences on the tumor
antigenic landscape

The neoantigen repertoire expressed in a clinically
apparent cancer may have been substantially
influenced by the developing tumor’s interaction
with the immune system that occurs even before
it becomes clinically apparent. This is the process
of “cancer immunoediting” that has been well
documented in preclinical cancermodels (1, 32, 33).
In itsmost complex form, cancer immunoediting
may occur in three phases: elimination, in which
the innate and adaptive immune systems work
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together to recognize a developing tumor and
destroy it before it becomes clinically apparent;
equilibrium, in which residual occult tumor cells
not destroyed in the elimination phase are held
in a state of tumor dormancy as a consequence of
adaptive immune system activity and undergo
“editing”; and escape, inwhich edited tumor cells
are no longer recognized or controlled by immune
processes, begin to grow progressively, induce an
immunosuppressive tumormicroenvironment, and
then emerge as clinically apparent cancers. Recent
work has demonstrated that T cells play a major
role in shaping the immunogenicity of developing
cancers—i.e., “edit” tumor immunogenicity—and
exert this effect by at least two mechanisms. First,
Tcells canshape tumorantigenicity/immunogenicity
through an immunoselection process by destroy-
ing tumor cells that express strong tumor-specific
mutant antigens, leaving behind tumor cells that
either express weaker antigens (some of which
may still be mutant tumor antigens) or are in-
capable of expressing antigens (e.g., those that
have developed mutations in antigen process-
ing or presentation) (11). Second, chronic T cell
attack on a tumor has been shown to silence
expression of certain tumor-specific antigens
through epigenetic mechanisms in a preclinical
model (34). Strikingly, a recent study, based on
analysis of thousands of the Cancer Genome Atlas
solid tumor samples, showed that, in particular
in colorectal cancer, mutated peptides predicted
to bind to autologous MHC class I molecules are
less frequent than expected by chance, an ob-
servation that is consistent with immune-based
selection (35). By extension, the combination of
cell-extrinsic forces such as cancer immunoedit-
ing and the stochastic nature of epitopes arising
from tumor-specific mutations may help drive
the heterogeneousmutational—and by inference,
antigenic—landscapes that have been noted in
certain tumors (23). As such, the antigenic he-
terogeneity of tumorsmight explain some of the
differences in response that individual patients
display to checkpoint blockade therapy. Individ-
ualswho develop durable responses to checkpoint
blockade may be those whose tumors retain suf-
ficient antigenicity to render them sensitive to
the heightened immune function that accom-
panies cancer immunotherapy, despite not being
controlled by naturally occurring antitumor im-
mune responses.

Role of neoantigens in cancer
immunotherapy

On theoretical grounds, two factors should de-
termine the relative importance of neoantigens
and nonmutated self-antigens in the effects of
cancer immunotherapies such as checkpoint block-
ade and TIL therapy: first, the frequency with
which T cell responses against the two antigen
classes occur; second, the relative potency of T
cell responses specific for the two antigen classes.
Recent work in mouse models using transplant-
able carcinogen-induced cancers has demon-
strated that checkpoint blockade alters both the
quality of the neoantigen-specific intratumoral
T cell response (as reflected by common- and

treatment-specific changes in gene expression
in CD8+ TILs isolated from tumor-bearingmice
treated with antibodies to CTLA-4 and/or PD-1)
and the magnitude of this T cell response (seen
withCTLA-4or combinedCTLA-4/PD-1 blockade
but not with PD-1 blockade only) (15). Because
the neoantigens identified in this model serve
as cancer rejection antigens, these data provide
compelling evidence that checkpoint blockade
acts at least in part through neoantigen-specific
T cell reactivity in this setting. However, in the
case of humanmelanoma, where autochthonous
tumors may be in contact with the immune sys-
tem for years, the situation is more complicated.
As discussed above, T cell reactivity against neo-
antigens is common in melanoma. Furthermore,
a case report has shown that such reactivity can
be enhanced by anti–CTLA-4 treatment (13). How-
ever, T cell reactivity against nonmutated shared
antigens is also observed in the majority of mela-
noma patients, and broadening of this T cell re-
sponse has been documented following both TIL
therapy and anti–CTLA-4 treatment (36, 37). Thus,
although the murine data show that neoantigen-
specific T cell reactivity can be critical to the ef-
fects of checkpoint blockade, the human data are
presently only consistent with this possibility.
What other data are available with respect to

this issue? If recognition of neoantigens is an
important component of cancer immunotherapy,
one would expect tumor types with high numbers
of mutations to be characterized by strong T cell

responses and to be particularly sensitive to im-
munotherapy. Furthermore, also within a given
tumor type, response rate should correlate with
mutational load. Evidence for a role of neoanti-
gens in driving the strength of the intratumoral
T cell response is provided by the observation that
the presence of CD8+ T cells in cancer lesions, as
read out using RNA sequencing data, is higher in
tumors with a high mutational burden (38). Fur-
thermore, an extensive analysis by Hacohen and
colleagues has demonstrated that the level of tran-
scripts associated with cytolytic activity of natural
killer cells and T cells correlates with mutational
load in a large series of human tumors (35). With
respect to the effects of immunotherapy in tumors
with different mutational loads, in non–small cell
lung cancer patients treated with anti–PD-1, muta-
tional load shows a strong correlation with clinical
response (22). Likewise, in melanoma patients
treated with ipilimumab, an antibody to CTLA-4,
long-term benefit is also associated with a higher

mutational load, although the effect appears less
profound in this setting (39). A striking observa-
tion in the latter study has been that the pre-
dictedMHC binding neoantigens in patients with
a long-term clinical benefit were enriched for a
large series of tetrapeptide motifs that were not
found in tumors of patients with no or minimal
clinical benefit. An appealing interpretation of
these data is that the neoantigen-specific T cell
response is preferentially directed toward a sub-
set of mutant sequences, something that could
facilitate bioinformatic identification of neoanti-
gens for therapeutic targeting. However, analysis
of the sequence properties of human neoanti-
gens identified in other studies does not show
the profound bias toward these tetrapeptide
signatures that would be predicted if their role
were central in the tumor-specific T cell response
(40), and conceivably the identified tetrapeptide
motifs play a different role.
It will be valuable to extend the analysis of

genomic determinants of tumor cell sensitivity to
cancer immunotherapeutics to other malignan-
cies. However, because of the probabilistic nature
of neoantigen generation, mutational load will
by itself always remain an imperfect biomarker,
even in a situation in which neoantigen reac-
tivity is the sole tumor-specific T cell reactivity
that is relevant to tumor control. Furthermore,
the formation of tumor-specific antigens is
only one of a number of essential conditions
for a successful immune attack on cancer cells,
a concept that is well described by the cancer-
immunity cycle introduced by Chen andMellman
(41). As an example, genetic inactivation of the b2-
microglobulin subunit ofMHCclass Imolecules is
a relatively frequent event in some tumor types
(42). In addition, a recent analysis of genetic al-
terations that are present in tumors with high
immune activity provides evidence for a series of
other escape mechanisms (35). In such cases, in
which the cancer-immunity cycle is disrupted at
another site, the number of neoantigens produced
is unlikely to still be ofmuch relevance. Because of
this interdependence of different phases of the
cancer-immunity cycle, the combined use of assay
systems that report on these different phases ap-
pears warranted.
Arguably themost direct data on the relevance

of neoantigen-specific T cells in human tumor
control comes from a small number of clinical
studies that involve infusion of defined T cell
populations or infusion of TCR-transducedT cells.
Encouragingly, a recent case report demonstrated
regression of a metastatic cholangiocarcinoma by
infusion of a CD4+ T cell product that was highly
enriched for reactivity against an MHC class II–
restricted neoantigen (18). Combined with the
observation that, at least inmelanoma, CD4+T cell
recognition of neoantigens is a frequent event
(16), these data underscore the potential clinical
relevance of MHC class II–restricted neoantigens.
Comparison of the clinical effects of TIL therapy
with that of T cells modified with TCRs recogniz-
ing different shared antigens can also be con-
sidered informative. Infusion of T cells modified
with TCRs directed against the gp100 andMART-I

72 3 APRIL 2015 • VOL 348 ISSUE 6230 sciencemag.org SCIENCE

“The genetic damage that on
the one hand leads to
oncogenic outgrowth can
also be targeted by the
immune system to control
malignancies.”

CANCER IMMUNOLOGY AND IMMUNOTHERAPY 



melanocyte differentiation antigens, a prominent
class of self-antigens in melanoma, shows a rel-
atively modest clinical effect that is accompa-
nied by substantial on-target toxicity against
healthy melanocytes (43). Because this toxicity is
relatively infrequent in TIL therapy, these data
strongly suggest that T cell reactivity against the
melanocyte differentiation antigens is not a
major driver of the antitumor activity of this
therapy. At the same time, there is data showing
that T cell products directed against NY-eso-1,
one of the nonmutant self-antigens from the
family of cancer/germline antigens that show very
limited expression in healthy tissue, can display
substantial antitumor activity (44, 45). Thus, al-
though the available data support the notion that
T cell recognition of neoantigens contributes sub-
stantially to the effects of the currently used
immunotherapies, it would not be justified to
dismiss a potential contribution of T cell re-
sponses against a subset of nonmutant antigens.
A direct comparison of the antitumor activity of
neoantigen-specific and self-antigen–specific T
cells obtained from individual patients would be
useful to further address this issue.

Therapeutic use of the patient-specific
neoantigen repertoire

Based on the fact that, at least in tumors with
high mutational loads, the amount of DNA dam-
age is sufficient for the immune system to see
one ormultiple epitopes as foreign, it becomes of
interest to stimulate neoantigen-specific T cell
responses in cancer patients. Such stimulation
can obviously only be of value if the strength of
the neoantigen-specific T cell response is other-
wise a limiting factor in tumor control. Human
data on this important issue are lacking. However,
in mouse models, vaccination with defined neoan-
tigens has been shown to result in increased tumor
control (10, 14, 15,20), providing sufficient rationale
for the clinical development of neoantigen-directed
therapeutics. Because the majority of possible
neoantigens are specific to the individual being

treated (Fig. 3), such therapeutic approaches will
in most cases entail personalized immunothera-
pies that exploit either the antigen repertoire in
the tumor cells themselves or information on
that repertoire, as obtained by tumor sequencing
(Fig. 4). As a first approach, a combination of
checkpoint-blocking antibodies with therapeutic
interventions—such as tumor radiotherapy, onco-
lytic viruses, or autologous tumor cell vaccines—
that can increase neoantigen exposure to the T
cell–based immune system may be synergistic
(Fig. 4A). As a downside, as compared to molec-
ularly defined vaccines, the neoantigens released
by such strategies will be diluted by the large
amount of nonmutant peptides that are also
present. In addition, control over the maturation
signals received by antigen-presenting cells is rela-
tively limited. Nevertheless, because of the relative
ease of clinical development of some of these com-
bination therapies, extensive testing of such ther-
apies is warranted.
To allow a more defined targeting of the neo-

antigen repertoire in human tumors, two alter-
native approaches should be considered, in both
cases relying on sets of potential neoantigens as
identified by sequencing of tumor material (Fig. 4,
B andC). First, synthetic vaccinesmay be produced
that contain or encode a set of predicted neoan-
tigens. Although still a substantial departure from
the classical pharmaceutical model, clinical devel-
opment of such personalized vaccines is within
reach (46–48). Mouse model data support the
clinical translation of this approach, and the two
most pressing questions appear to be (i) whether
our ability to predict the most relevant neoan-
tigens is already sufficiently advanced and (ii)
how such vaccines may best be administered.
Second, the information obtained from tumor
sequencing may be used to create neoantigen-
specific T cell products in vitro. This may involve
either the expansion of neoantigen-specific T cell
populations that can already be detected within
tumor tissue or in blood or the de novo induction
of such cells.

Regardless of the strategy used to enhance
neoantigen-specific T cell reactivity, it will likely
prove important to target multiple neoantigens
simultaneously in order to prevent tumor escape
by editing of the mutated epitope concerned (1).
In addition, it may be prudent to avoid the
targeting of mutations in gene products that are
seen by the immune system in autoimmune
disease to avoid induction of or exacerbation of
cancer-associated autoimmune disease (49).

Concluding remarks

Based on data obtained over the past few years,
it is plausible that neoantigen-specific T cell
reactivity forms a major “active ingredient” of
successful cancer immunotherapies. In other
words, the genetic damage that on the one hand
leads to oncogenic outgrowth can also be targeted
by the immune system to control malignancies.
Based on this finding, it will be important to
engineer therapeutic interventions by which
neoantigen-specific T cell reactivity is selectively
enhanced. Because of the tumor-restricted expres-
sion of the antigens that are being targeted, these
personalized cancer immunotherapies offer the
promise of high specificity and safety. Conceiv-
ably, the boosting of neoantigen-specific T cell
reactivity that can be achieved with such person-
alized immunotherapies will further increase the
spectrum of human malignancies that respond to
cancer immunotherapy.
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REVIEWS

T cell exclusion, immune privilege,
and the tumor microenvironment
Johanna A. Joyce1* and Douglas T. Fearon2,3*

Effective immunotherapy promotes the killing of cancer cells by cytotoxic T cells. This
requires not only that cancer-specific Tcells be generated, but also that these Tcells physically
contact cancer cells. The coexistence in some patients of cancer cells and T cells that
recognize them indicates that tumors may exhibit the phenomenon of immune privilege, in which
immunogenic tissue is protected from immune attack. Here, we review the evidence that
stromal cells of the tumor microenvironment mediate this restriction by excluding T cells
from the vicinity of cancer cells. Overcoming this T cell checkpoint may thus enable
optimal immunotherapy.

T
he microenvironment of tumors contains
numerous cell types in addition to cancer
cells, which include bonemarrow–derived
inflammatory cells, lymphocytes, blood ves-
sels, fibroblastic cells, and the extracellular

matrix composed of collagen and proteoglycans
(1, 2). The importance of a stromal microenvi-
ronment, especially one that has characteristics of
a “wound” or regenerating tissue, has been rec-
ognized for at least a century (3), but its possible
role in blunting an immune attack of cancer cells
awaited the discovery of adaptive cellular im-
munity. In 1960, Klein and colleagues found that
whenmicedeveloped primarymethylcholanthrene-
induced sarcomas, they also developed an anti-
tumor immune response mediated by lymph
node cells to a secondary challenge comprising
cancer cells derived from the primary tumor
(4). The paradoxical and critical finding of the
study was that this anticancer immune response
did not control the growth of the primary tumor,
despite its ability to prevent the establishment
of a secondary tumor comprising cancer cells
derived from the primary tumor. In traditional
immunological terminology, the primary tumor
evaded immune control by establishing an
immune-privileged microenvironment that is
functionally analogous to that of certain normal
tissues, such as the eye (5).
Unambiguous evidence for the inability in

humans of a systemic immune response to elimi-
nate immunogenic cancer cells was provided by
Boon’s studies 30 years later of the antigens that
elicit specific CD8+ T cell responses inmelanoma
patients (6). Cloned CD8+ T cells from a mela-
noma patient were used to identify the antigen
expressed by that patient’s cancer: MAGE-A1. The
explicit demonstration of the coexistence of a pro-
gressingmelanomawithmelanoma-specific T cells
in this patient implicitly raised the question of

why the T cells did not control the growth of
the cancer. Immunoediting, or the elimination
of immunogenic cancer cells (7), could be ex-
cluded, which left the possibility of immune sup-
pression by the tumormicroenvironment (TME).
Despite this evidence that the presence of antigen-
specific CD8+ T cells alone may not be sufficient
for the control of cancer, a major pharmaceutical
company recently conducted phase III trials in
patients with non–small cell lung cancer (NSCLC)
of the clinical efficacy of vaccination with the
MAGE-A3 antigen (MAGRIT, NCT00480025). The
study did not meet its primary end point of ex-
tending disease-free survival andwas discontinued
in 2014. Moreover, Rosenberg and colleagues re-
ported evidence of disease recurrence in mela-
noma patients despite very high levels of vaccine-
induced circulating T cells and no evidence of
antigen loss by the cancer cells (8).
The discovery of melanoma-specific T cells in

patients led to another strategy to increase the
frequency of cancer-specific T cells in patients,
that of adoptively transferring large numbers
of in vitro expanded tumor-infiltrating lympho-
cytes (TILs). As discussed elsewhere in this issue
of Science (9), this approach has shown some
efficacy, which has been of major importance to
the field by serving as proof that the immune sys-
tem has the potential to control cancer (10). How-
ever, adoptive T cell therapy (ACT) with TILs has
not had the dramatic success of ACT with virus-
specific CD8+T cells to immunodeficient bonemar-
row transplant recipients with cytomegalovirus
infection (11) or Epstein-Barr virus–associated lym-
phoproliferative disorders (12). Differences in the
microenvironments of virally infected tissues and
cancers may account for these distinct outcomes,
with the latter being immune-suppressive. Another
important point of comparison is that the TME of
solid cancers is likely to be fundamentally different
to that of the leukemias, in which clinical trials of
ACT with T cells expressing chimeric antigen re-
ceptors, so-called CART cells, have demonstrable
efficacy (9). These findings raise the possibility
that increasing the frequency of cancer-specific
T cells, by whatever means, may bemore effective
if combined with an approach that alters the
immune-suppressive TME.
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The more recent strategy of enhancing the
function of effector T cells by targeting immuno-
regulatory membrane receptors has been suc-
cessful in subsets of patients with melanoma,
NSCLC, urothelial bladder cancer, and renal cell
cancer (13–18). The therapeutic effect of blocking
antibodies to the immune checkpoint regula-
tors cytotoxic T-lymphocyte–associated protein 4
(CTLA-4) and the programmed cell death protein
1 (PD-1)/PD-L1 receptor-ligand pair is covered in
detail elsewhere in this issue of Science (19), and
we briefly discuss them here because these ther-
apies relate to the TME. For example, in the mice,
anti-CTLA-4 therapy leads to clearance from the
tumor of Foxp3+ regulatory T cells (Treg cells)
(20), which may impair the functions of effector
T cells at that site (21). Cancer cells—as well as
infiltrating monocytic cells, including dendritic
cells (DCs) and macrophages—express PD-L1
(16, 17, 22, 23), which suppresses the prolifera-
tive and effector responses of T cells by engaging
the inhibitory PD-1 receptor on these cells. Never-
theless, it has become apparent that even if these
T cell checkpoint antagonists overcome some of
the immune-suppressive effects of the TME, there
may be other, more fundamental inhibitory reac-
tions in the TME to explain why most patients—
especially those withmicrosatellite stable colorec-
tal cancer (CRC), ovarian cancer, prostate cancer,
and pancreatic ductal adenocarcinoma (PDA)—
rarely exhibit objective responses to these thera-
pies (14, 15, 24).

A clue to the nature of this dominant immune
suppression mediated by the TME comes from
studies that have examined the spatial relation-
ship of CD8+ effector T cells to cancer cells in
three of the tumors that did not respond to anti-
PD-1/anti-PD-L1: CRC, ovarian cancer, and PDA
(Fig. 1). In 1998, the exclusion of CD8+ T cells
from the vicinity of cancer cells in CRCwas shown
to correlate with a poor long-term clinical out-
come (25), an observation that was confirmed
and extended by Galon and colleagues in 2006
(26). Exclusion of T cells from the vicinity of cancer
cells was also found in ovarian cancer (27, 28) and
PDA (29). Thus, the tumor immunology field pro-
vided evidence more than 10 years ago that the

TME can limit the capacity of T cells to accumu-
late among cancer cells. It is reasonable to conclude
that until this problem is circumvented, the full
potential of other approaches to T cell–mediated
tumor immunotherapy, such as augmenting the
numbers and function of cancer-specific T cells,
may not be realized.
Fortunately, studies over the past several years

have begun to explain how this form of immune
suppression is mediated. Preclinical studies in
mousemodels of cancer now implicate themajor
stromal cell types of the TME, cancer-associated
fibroblasts (CAFs) and myelomonocytic cells,
including several subsets of cells within the gen-
eral designation of myeloid-derived suppressor
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Fig. 1. Exclusion of T cells from human and mouse adenocarcinomas. (A to C) CD3+ T cells are identified by immunoperoxidase stains of [(A) and (B)]
human colorectal (82) and (C) human pancreatic ductal adenocarcinomas , demonstrating the presence of few [(A) and (C)] and many (B) intraductal Tcells.
(D and E) CD3+ Tcells and p53+ cancer cells are identified by use of immunofluorescent stains of pancreatic ductal adenocarcinomas taken from (D) untreated
mice and (E) mice that have been treated for 24 hours with the CXCR4 antagonist, AMD3100, demonstrating that Tcell exclusion can be regulated by CXCR4
signaling (29). Scale bars, 50 mm. Arrows indicate examples of CD3+ T cells, and arrowheads indicate examples of p53+ cancer cells.

Table 1. Myelomonocytic cells and CAFs control the accumulation of T cells.

TUMOR TARGET
CELL TYPE AFFECTED BY

THERAPEUTIC INTERVENTION
REFERENCE

B16 melanoma-
GM-CSF

CCR2 Monocytes (30)

PDA GM-CSF MDSCs (31)

PDA GM-CSF MDSCs (32)

Cervical, Breast CSF-1R Monocytes, TAMs (33, 36)

PDA CXCR4 Likely T cells (CXCL12 is produced by CAFs) (29)

PDA CSF-1R Monocytes, TAMs (34)

Prostate CSF-1R Monocytes, TAMs (35)

......................................................................................................................................................................................................................
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cells (MDSCs) and tumor-associatedmacrophages
(TAMs), as being responsible for restricting the
accumulation of T cells in the vicinity of cancer
cells (29–36) (Table 1). As would be predicted,
overcoming this restriction revealed the an-
titumor effects of a T cell checkpoint antago-
nist that had been ineffective when administered
as monotherapy. Moreover, as will be discussed,
the tumor vasculature also plays an active role
in restricting T cell entry into the TME. Fortu-
nately, for each immune suppressive element
of the TME there are therapeutic entities that

are potentially suitable for administration to
patients.

Control by the TME of the extravasation
of T cells from the circulatory system
into tumors

After the priming of cancer-specific T cells in the
lymph nodes that drain the tumor, these T cells
traffic via the circulatory system to the tumor.
Studies have shown that the TME may regulate
the accumulation of T cells in tumors at the ini-
tial step of their interaction with local blood ves-

sels. Given that many other immune cells that
compose the TME are nonetheless able to extra-
vasate from the circulation (1), there must be
means by which these distinct cell types are dif-
ferentially recruited into the tumor. One mech-
anism for cellular discrimination comes from the
release of chemokines that preferentially recruit
certain immune cell types over others. Another is
the capacity of the TME to posttranslationally al-
ter chemokines. For example, the production of
reactive nitrogen species by MDSCs within the
TME induces nitration of CCL2 (N-CCL2), which
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Fig. 2. Mechanisms of TME-driven immune suppression. A plethora of
noncancerous cells in the TME regulate the infiltration, accumulation, and
proliferation of T cells in tumors, with representative examples shown here.
(A) T cell recruitment can be blocked by nitration of the chemokine CCL2,
resulting in T cell trapping in the stroma. (B) The tumor vasculature plays a
complex role in preferential recruitment of other immune cells over T cells, in
part through endothelial cell (EC)–specific expression of FasL, ETBR, and
B7H3. (C) PD-L1 expression can be up-regulated in myelomonocytic cells, in

addition to tumor cells, and is driven in part by hypoxic conditions in the TME
and the production of cytokines, such as IFNb. (D) The aberrant production of
metabolites in the TME, such as the pathway regulated by IDO, can result in a
multitude of effects directly on T cell functions and indirectly via other cells
such as Treg cells. (E) B cells can regulate the phenotype of TAMs resulting in
suppression of CD8 cells. (F) Cancer-associated fibroblasts (CAFs) havemultiple
functions in the TME, in part through extracellular matrix (ECM)–mediated Tcell
trapping and CXCL12-regulated Tcell exclusion.
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results in the trapping ofT cells in the stroma that
surrounds tumor cells of human colon and pros-
tate cancers (Fig. 2A) (37). In contrast, N-CCL2
still attracts monocytes, potentially contributing
to the differential recruitment of these distinct
immune cell types in vivo. Inhibitors of CCL2
nitration enhanced the accumulation of TILs in
the corresponding animal models and resulted
in improved efficacy of ACT.
Even if the appropriate chemotactic signals

for the extravasation and recruitment to the
tumor of T cells are present, the vasculature

can override their effects and actively exclude
T cells (Fig. 2B), a function that may distinguish
between the effector T cells and other leukocyte
populations, such as Treg cells and myeloid cells.
Insights into the mechanism of how this might
occur have come from studies comparing T cell–
rich and T cell–poor tumors. These studies re-
vealed that the apoptosis inducer Fas ligand
(FasL) is expressed in the tumor vasculature of
multiple tumor types, including ovarian, colon,
prostate, breast, bladder, and renal cancer (38).
In tumors with high levels of endothelial FasL,

there are few CD8+ T cells but abundant Treg cells,
which may be protected against FasL-mediated
killing by their relatively high expression of the
apoptosis inhibitor, c-FLIP. Accordingly, in pre-
clinical models FasL inhibition resulted in a sub-
stantial increase in the influx of tumor-rejecting
T cells relative to Treg cells, which led to T cell–
dependent tumor suppression. FasL expression
itself is induced by the TME-derived immuno-
suppressive factors vascular endothelial growth
factor (VEGF), prostaglandin E2 (PGE2), and
interleukin-10 (IL-10), suggesting that multiple
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Fig. 3. Therapeutic strategies to overcome immune suppression in the
TME. A number of vascular-targeted therapies result in increased T cell infil-
tration and improved efficacy of different immunotherapies such as adoptive
cell therapy and anticancer vaccines. These include (A) ETBR inhibition, (B)
FasL inhibition, and (C) VEGF/VEGFR/TNFa inhibition. (D) Dendritic cells (DCs)
can have opposing functions in the TME, either supporting or suppressing tumor
development. CD103+ DCs have an immune stimulatory function, resulting in IL-12
secretion and T cell replication when the immune-suppressive cytokine receptor

IL-10R is inhibited. (E) IDO inhibition has multiple effects on TILs, including
augmenting Tcell expansion and preventing their differentiation into Treg cells.
(F) Various myelomonocytic cells suppress T cell numbers and/or functions;
this suppression can be relieved by inhibition of a number of cytokine signaling
pathways indicated here, resulting in depletion or reeducation of these cells in
the TME. Further information is provided in Table 1. (G) Inhibition of CXCL12/CXCR4
downstream of FAP+ CAFs in the TME leads to Tcell accumulation and increased
efficacy of anti-PD-L1 therapy.



networks of cellular interactions may converge
to establish immune tolerance. In ovarian can-
cer elevated VEGF levels, and expression of the
immune regulatory ligand B7H3 (CD276), or the
endothelin B receptor (ETBR) on tumor vessels
correlates with decreased T cell infiltration and
worse clinical outcome (27, 39, 40). Pharmaco-
logical inhibition of ETBR increased T cell ad-
hesion to endothelial cells in an intercellular
adhesion molecule-1 (ICAM-1)–dependent man-
ner, resulting in significantly enhanced TIL num-
bers inmice and a corresponding tumor response
to an otherwise ineffective anticancer vaccine
(Fig. 3A) (40). Similarly, FasL inhibition also
improves the efficacy of ACT (Fig. 3B) (38). The
improved efficacy of these distinct TME-directed
immunotherapies was not as a consequence of
a more effective systemic antitumor immune re-
sponse but could be attributed to increased ef-
fector T cell infiltration into tumors.
Attention has also been focused on anti-

angiogenic therapies as a potential means to
enhance the efficacy of immunotherapy (41).
Anti-angiogenic inhibitors targeting VEGF and
its receptor VEGFR2, which are approved for
clinical use in multiple cancers (42), induce vas-
cular normalization. This, in turn, increases TILs
and improves the efficacy of ACT and cancer
vaccines in preclinical models (Fig. 3C) (43, 44).
In relation to the next section of this Review,
VEGF impairs thematuration of DCs (45), so that
anti-VEGF therapy has an additional means by
which it could enhance intratumoral immune
responses. Further support for the importance of
vascular normalization has come from the find-
ing that deleting the regulator of G-protein sig-
naling, Rgs5 (46), reduced vessel leakiness and
hypoxia, enhanced T cell infiltration into mouse
pancreatic neuroendocrine tumors, andprolonged
animal survival. Therefore, from an immuno-
therapeutic perspective, vascular normalization
is likely to bemore efficacious than anti-angiogenic
therapies that result in vessel destruction, as ex-
emplified by the differential effects of delivering
thepro-inflammatory cytokines interferon-g (IFN-g)
versus tumor necrosis factor-a (TNF-a). Only
targeted delivery of the latter, which was reported
to normalize tumor blood vessels and increase
CD8+ T cell infiltration, enhanced vaccine and
ACT therapies (Fig. 3C) (47, 48).

TME-mediated regulation of the local
replication of Tcells within tumors

The extravasation of cancer-specific T cells into
the tumor is a necessary, but not sufficient, step
in the immune control of cancer. For effective
immune killing of cancer cells, these T cells must
also locally replicate to further increase their fre-
quency, avoid being killed themselves by hostile
elements of the TME, and overcome barriers that
restrict their distribution to the stroma and away
from cancer cells. The TME affects all three of
these intratumoral T cell responses.
Although the site of the self-renewing T cells

that are clonally expanding in response to cancer
cell–associated antigens is likely to be the draining
lymph nodes, the enrichment of cancer-specific ef-

fector T cells within the tumor relative to their
frequency in the periphery indicates that repli-
cation of effector T cells within the tumor also
occurs. Findings in preclinical models suggest
that the TME may be the major site of clonal
expansion of cancer-specific T cells (49, 50), and
that the CD8+ T cell replicative response at this
site is orchestratedby theCD103+, Baft3-dependent
DC, which can efficiently cross-present cancer cell
antigens (51, 52). The dependence of T cell–
mediated tumor regression on the intratumoral
presence of CD103+ DCs suggests that therapeutic
interventions that enhance their numbers or ca-
pacity for driving T cell replication in the TMEmay
contribute to tumor control. Among such strategies
are antibodies to the IL-10R, which in a mouse
model of mammary carcinoma neutralized the
effects of IL-10 produced by TAMs, relieved the
suppression of IL-12 production by intratumoral
DCs, and improved the CD8+ T cell–dependent
antitumor effects of chemotherapy (Fig. 3D) (53).
A similar outcome was achieved by neutralizing
CSF-1, which impaired the intratumoral accumu-
lation of TAMs (32, 33). Yet another strategy is
the administration of antibody-IFN-b complexes,
targeted against oncogenic receptors, such as
EGFR, that activate intratumoral DCs for cross-
presentation of antigen to CD8+T cells (54). Tumor
eradication resulted when PD-L1, which also was
induced by IFN-b acting on DCs, was neutralized,
demonstrating the recurring theme in the immune
system that activating stimuli prompt compensa-
tory inhibitory responses. DC function alsomay be
adversely affected by the hypoxic conditions char-
acteristic of the TME, which induces PD-L1 ex-
pression on DCs and other myelomonocytic cells
(Fig. 2C) as a result of HIF-1a binding directly to a
hypoxia-responsive element in the PD-L1 promoter
(55). Even the aerobic glycolysis of cancer cells may
antagonize local immune reactions via its increased
production of lactate, which induces the M2 po-
larization of TAMs (56). An M1 to M2 phenotypic
transition of intratumoral macrophages has also
been reported after the induction of cancer cell
apoptosis in human and mouse gastrointestinal
stromal tumors by the administration of the KIT
oncoprotein inhibitor, imatinib (57). It should be
noted that the designation of M1 and M2 polar-
ization states undoubtedly represent an over-
simplification of the complexity of macrophage
biology (58) and that at least six different TAM
subpopulations have been reported (59). There-
fore, descriptors of TAM phenotypes in the TME
are likely to be most informative in investigat-
ing and therapeutically targeting these cells.
In addition to altering T cell replication in-

directly via effects onmyeloid cells, the TMEmay
directly impair intratumoral T cell proliferation.
Indole 2,3-dioxygenase (IDO)—which can be
expressed by DCs, MDSCs, and cancer cells—
catabolizes tryptophan and generates kynurenine
(Fig. 2D). Both the deprivation of tryptophan and
the generation of its metabolic product inhibit
clonal expansion (60, 61). IDO also promotes the
conversion of naïve T cells to Treg cells and increases
IL-6 expression, which augments MDSC functions
(62). Accordingly, IDO1 genetic deficiency is asso-

ciated with reduced tumor burden and metastasis
and enhanced survival in mouse models of lung
and breast cancer (62). The therapeutic potential
of inhibiting IDO, in combination with the T cell
checkpoint antagonist anti-CTLA-4, has been dem-
onstrated in the B16 melanoma model and was
associated with increased accumulation of intra-
tumoral T cells (Fig. 3E) (63). Last, the capacity of
IDO to block the reprogramming of Treg cells to
helperlike cells by suppressing the loss of the
transcription factor Eos, and the corresponding
transcriptional program it regulates, exemplifies
another means by which this enzyme promotes
immune suppression within the TME (64).

Control by the TME of the viability of
Tcells within tumors

The TME can also limit the viability of T cells. Both
IDO and PD-L1 not only may impair the intratu-
moral proliferation of effector T cells but may also
induce apoptosis of these cells. Products ofmyelo-
monocytic cells that cause the apoptosis of T cells
include FasL, TNF-a, and TNF-related apoptosis
inducing ligand (TRAIL). In addition to these
known effectors of death, previously unidentified
pathways that control the viability of intratumoral
T cells may be discovered by innovative, unbiased
approaches. For example, an in vivo, pooled short
hairpin RNA screen identified Ppp2r2d as a key
regulator promoting T cell apoptosis and suppress-
ing T cell proliferation within the TME (65).
Interventions that target intratumoral TAMs

andMDSCs canalso lead to reduced tumor burdens
in preclinical models, in both T cell–dependent
and T cell–independent ways. For instance, inhib-
iting chemokine receptor type2 (CCR2) (30), colony-
stimulating factor-1 receptor (CSF-1R) (33, 34, 36),
and granulocyte macrophage colony-stimulating
factor (GM-CSF) (31, 32) in preclinical models of
melanoma, pancreatic, breast, and prostatic carci-
noma increased intratumoral T cells and controlled
tumor growth, especially when combined with
anti-CTLA-4 or anti-PD-1/PD-L1 (Table 1 and Fig.
3F). Although these studies did not determine
whether the increases in T cells were a conse-
quence of enhanced viability or replication, they
emphasize again how elements of the TME reg-
ulate the accumulation of effector T cells. Inhibi-
tion of CSF-1R in a preclinical model of proneural
glioblastomamultiforme and in patient-derived
glioma xenografts increased survival and caused
regression of established tumors in an apparent
T cell–independent manner that correlated with
the reprogramming of macrophages away from
an M2 phenotype (66). Similarly, an activator of
TAMs, an agonistic antibody to CD40, when ad-
ministered in combinationwith the chemothera-
peutic drug gemcitabine, suppressed the growth
of mouse PDA in a T cell–independent manner
(67), suggesting that macrophages alone, when
appropriately stimulated, may have potent anti-
cancer functions. B cells have also been shown to
regulate the phenotype of TAMs in the squamous
cell carcinoma TME (Fig. 2E) (68). Correspond-
ingly, B cell depletion reprogrammed TAMs, thus
relieving their suppression of CD8 cells and en-
hancing chemotherapy efficacy. Another example
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of how the antitumor effects of macrophages can
be used therapeutically is an autochthonousmouse
model of melanoma in which the melanoma-
killing capability of these cells was revealed by
depleting Treg cells and neutralizing IL-10 (69).
TAMs would also be the mediators of the anti-
tumor effects of antibodies (70) and genetically
engineered ligands (71) that interact with CD47
on cancer cells to prevent the CD47/signal regu-
latory protein–a (SIRPa) signaling system from
suppressing the phagocytosis of antibody-coated
cancer cells.

The TME regulates spatial distribution of
Tcells within tumors

Increased numbers of intratumoral, cancer-specific
T cells will be of little import if T cells are restricted
to the stroma and prevented from accumulating
in the vicinity of cancer cells. CAFs, whichmay be
identified by their expression of the membrane
protein fibroblast activation protein-a (FAP), have
been shown to have twomeans bywhich they can
mediate this restriction, the first of which is a
physical exclusion mediated by the extracellular
matrix that they produce (Fig. 2F). Live cell im-
aging of lung tumor tissue slices from patients
revealed active T cell motility in regions of loose
fibronectin and collagen,whereas T cellsmigrated
poorly in dense matrix areas surrounding tumor
nests (72). When either collagenase was added to
reduce matrix rigidity, or the chemokine CCL5
was experimentally produced by tumor cells, there
was increased T cell movement out of the stromal
regions and into contact with cancer cells.
The second means by which FAP+ CAFs ex-

clude T cells involves their biosynthesis of CXCL12
(Fig. 2F). Conditionally depleting these cells from
the stroma of an ectopic, transplanted tumor (73)
and of an autochthonous PDA (29) allowed pre-
existing cancer-specific T cells to rapidly con-
trol tumor growth and revealed the antitumor
effects of anti-PD-L1. However, depleting FAP+

stromal cells is not a reasonable therapeutic op-
tion unless the depletion can be limited to the
TME because these cells carry out essential func-
tions in several normal tissues (74). The recent
report of “reprogramming” these cells in the
TME by administration of a vitaminD analog (75)
may be one means of circumventing this prob-
lem. Another may be to block their immune
suppressive mechanism. In a preclinical mouse
model of PDA, FAP+ CAFs produce the chemo-
kine CXCL12, which is bound by the PDA cancer
cells, which had been previously reported for can-
cer cells in human PDA, CRC, and ovarian cancer
(76–78). Because FAP+ stromal cells also accumu-
late in nontransformed, inflammatory lesions,
this “coating” of cancer cells may reflect a means
by which “injured” epithelial cells protect them-
selves from adaptive immune attack. Admin-
istering an inhibitor of CXCR4, the receptor for
CXCL12, to the PDA-bearing mice caused the
rapid accumulation of T cells among cancer cells,
arrest of tumor growth, and tumor sensitivity to
anti-PD-L1 (Fig. 3G) (29). How the cancer cell–
bound CXCL12 excludes T cells has not yet been
shown, although the mechanism must involve

either T cells or myelomonocytic cells because
they, and not cancer cells or FAP+ CAFs, express
CXCR4 in this model.

Conceptual challenges and
therapeutic opportunities

Among the challenges that remain for under-
standing the immune suppressive roles of the
TME, three are foremost: comprehending the
mechanisms by which the TME excludes T cells,
determining whether the TME of primary and
metastatic tumor sites differ, and assessing the
potential clinical efficacy of interventions that
affect the TME. The preclinical studies in mice
that showed that inhibiting CCR2, CSF-1/CSF-1R,
GM-CSF, or CXCR4 improved immune control of
tumor growth also showed that these interven-
tions shared a capacity for increasing the frequency
of T cells among cancer cells (Fig. 3). Because
targeting CCR2 and CSF-1/CSF-1R diminishes the
accumulation of CCR2-expressing cell types, in-
cluding bone marrow–derived TAMs and DCs,
one must conclude that at least one function of
these cells is to suppress the accumulation of
intratumoral T cells. However, given that these
cells are distributed in both the stromal and
cancer cell regions of tumors, it is not readily
apparent how they can selectively exclude T cells
only from the vicinity of the cancer cells. On the
other hand, the distribution of intratumoral
CXCL12, which is associated with cancer cells,
does correlate, albeit inversely, with that of T cells,
so that the hypothesis that CXCL12 is involved
with T cell exclusion would be reasonable and is
supported by the antitumor outcome of inhibiting
CXCR4. Even here a mechanism that may account
for this effect of CXCR4, other than T cell “repul-
sion” (79), is not apparent. For the moment, then,
one may only suggest that because CSF1R- and
CCR2-dependent cells and CXCR4 signaling are
both required for the exclusion of T cells, they
are elements of a single pathway that mediates
this dominant immune suppressive process.
Regarding the TME of metastatic sites, most

preclinical and clinical analyses to date have been
restricted to primary tumors. It has been noted ear-
lier thatmice inwhichan immuneresponsehasbeen
inducedby growthof aprimarymethycholanthrene-
induced sarcoma prevent the establishment of a
secondary tumor by these sarcoma cells (4). In a
preclinical model of spontaneous melanoma, can-
cer cells were found to disseminate early but to
remain in a dormant state that was mediated, at
least in part, by CD8+ T cells (81). Consistent with
this report of immune-induced metastatic dor-
mancy is a study that foundmetastases in another
mouse model that grew rapidly in association
with the exclusion of CD8+ T cells (81). A chal-
lenge will be to determine whether the immune-
suppressive intensity of the TMEs of metastatic
lesionsmay vary, with dormantmetastases being
dominated by immune control and growing le-
sions exhibiting immune suppression.
With respect to clinically assessing the effects

of altering the TME for the purpose of increasing
the frequency of intratumoral effector T cells, the
academic oncologist already has several agents

available that are specific for the same targets in
humans that have regulated this process inmouse
cancers: IDO inhibitors, CSF-1R inhibitors, CCR2-
specific antibodies, and an inhibitor of CXCR4.
Examples of each are already in clinical trials in
human cancer patients, usually asmonotherapies.
There is an obvious rationale to combine those
agents that are found to augment the intratumo-
ral accumulation of effector T cells with thera-
pies that improve the response of T cells to TCR
ligation, such as antibodies to PD-1 and PD-L1, or
increase the overall frequency of cancer-specific
T cells, such as vaccines and ACT.
Last, recognition of the function of the TME

in excluding T cells prompts an interest in the
identity of the normal biological circumstance
that is responsible for the development of this
phenomenon. Tumor immunologists currently
consider mutated genes to be the major source
of antigens in cancer cells that T cells respond
to, but some cancers that have a lowmutational
burden may elicit cancer-specific CD8+ T cells,
as exemplified by the mouse model of PDA (29).
Is it possible that nontransformed epithelial cells
in regenerating tissues also express immunogenic
neoantigens, a circumstance that would select for
an immune suppressive microenvironment? The
frequent occurrence of the immune suppressive
elements of the TME, myelomonocytic cells, and
FAP+ stromal fibroblasts in regenerating tissues
is consistent with this conjecture and merits fur-
ther investigation.
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REVIEWS

Cancer and the microbiota
Wendy S. Garrett1,2,3,4

A host’s microbiota may increase, diminish, or have no effect at all on cancer
susceptibility. Assigning causal roles in cancer to specific microbes and microbiotas,
unraveling host-microbiota interactions with environmental factors in carcinogenesis,
and exploiting such knowledge for cancer diagnosis and treatment are areas of
intensive interest. This Review considers how microbes and the microbiota may
amplify or mitigate carcinogenesis, responsiveness to cancer therapeutics, and
cancer-associated complications.

T
he relationship between cancer and mi-
crobes is complex. Although cancer is gen-
erally considered to be a disease of host
genetics and environmental factors, mi-
croorganisms are implicated in ~20% of

human malignancies (1). Microbes present at
mucosal sites can become part of the tumor
microenvironment of aerodigestive tract ma-
lignancies, and intratumoral microbes can affect
cancer growth and spread in many ways (2–6).
In counterpoise, the gut microbiota also func-
tions in detoxification of dietary components,
reducing inflammation, and maintaining a bal-
ance in host cell growth and proliferation. The
possibility of microbe-based cancer therapeutics
has attracted interest for more than 100 years,
from Coley’s toxins (one of the earliest forms
of cancer bacteriotherapy) to the current era of
synthetic biology’s designer microbes and micro-
biota transplants. Thus, interrogation of the roles
of microbes and the microbiota in cancer re-
quires a holistic perspective.
The ways in which microbes and the micro-

biota contribute to carcinogenesis, whether by
enhancing or diminishing a host’s risk, fall into
three broad categories: (i) altering the balance
of host cell proliferation and death, (ii) guiding
immune system function, and (iii) influencing
metabolism of host-produced factors, ingested
foodstuffs, and pharmaceuticals (Fig. 1). Assign-
ing microbial communities, their members, and
aggregate biomolecular activities into these cat-
egories will require a substantial research com-
mitment. This Review discusses how microbes
and the microbiota may contribute to cancer
development and progression, responsiveness
to cancer therapeutics, and cancer-associated
complications.

Microbial contributions to carcinogenesis

Of the estimated 3.7 × 1030 microbes living on
Earth (7), only 10 are designated by the Inter-
national Agency for Cancer Research (IACR)

as carcinogenic to humans (1). Although most
of these carcinogenic microbes colonize large
percentages of the human population, only a
subset of affected individuals develop cancer,
because host and microbial genotypes influ-
ence cancer susceptibility.
Tumors arising at boundary surfaces, such as

the skin, oropharynx, and respiratory, digestive,
and urogenital tracts, harbor amicrobiota, which
complicates cancer-microbe causality. Enrich-
ment of a microbe at a tumor site does not con-
note that a microbe is directly associated, let
alone causal, in disease. Rather, microbes may
find a tumor’s oxygen tension or carbon sources
permissive and take advantage of an underused
nutritional niche. Decreased abundances of spe-
cific microbes may also place a host at enhanced
risk for cancer development at sites local or
distant from this microbial shift. Thus, rigorous
frameworks for interpreting tumor-associated
microbiota data are essential (2).

Oncomicrobes, shifting the balance of
when to die and when to grow

Bona fide oncomicrobes—microbes that trigger
transformation events in host cells—are rare.
Beyond the 10 IACR-designated microbes, there
are a handful of other microorganisms with ro-
bust but fewer aggregate data supporting their role
in human carcinogenesis. As many of these and
their carcinogenic mechanisms have been recent-
ly reviewed (2–6, 8), select activities representing
common pathways by which microbes influence
cancer will be highlighted.
Human oncoviruses can drive carcinogene-

sis by integrating oncogenes into host genomes.
Human papillomaviruses (HPV) express onco-
proteins such as E6 and E7. Data from recent
genomic analyses of HPV+ cervical cancers sug-
gest that viral integration also selectively triggers
amplification of host genes in pathways with es-
tablished roles in cancer (9).
Microbes also drive transformation by affect-

ing genomic stability, resistance to cell death,
and proliferative signaling. Many bacteria have
evolvedmechanisms to damage DNA, so as to kill
competitors and survive in the microbial world.
Unfortunately, these bacterial defensive factors
can lead to mutational events that contribute to
carcinogenesis (Fig. 2). Examples include coli-
bactin encoded by the pks locus [expressed by B2
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group Escherichia coli (10) as well as by other
Enterobacteriaceae (11)], Bacteroides fragilis
toxin (Bft) produced by enterotoxigenicB. fragilis,
and cytolethal distending toxin (CDT) produced
by several e- and g-proteobacteria. Colibactin has
emerged as a molecule of interest in colorectal
carcinogenesis, given the detection of pks+ E. coli
in human colorectal cancers and the ability of
colibactin-expressingE. coli to potentiate intestinal
tumorigenesis inmice (12, 13). Accumulating data
also support a role for enterotoxigenic B. fragilis
in both human and animal models of colon tu-
mors (14–17). Both colibactin and CDT can cause
double-stranded DNA damage in mammalian
cells (18). In contrast, Bft acts indirectly by elicit-
ing high levels of reactive oxygen species (ROS),
which in turn damage hostDNA (19). Chronically
high ROS levels can outpace a host’s DNA repair
mechanisms, leading to DNA damage andmuta-
tions (Fig. 2).
Beyond damaging DNA, several microbes

possess proteins that engage host pathways
involved in carcinogenesis. The Wnt/b-catenin
signaling pathway, which regulates cell stemness,
polarity, and growth (20), is one example and is
altered in many malignancies. Several cancer-
associated bacteria also can influence b-catenin
signaling (Fig. 2). Oncogenic type 1 strains of
Helicobacter pylori express a protein called CagA,
which is injected directly into the cytoplasm of
host cells and aberrantlymodulates b-catenin to
drive gastric cancer (8). CagA-mediated b-catenin
activation leads to up-regulation of genes in-
volved in cellular proliferation, survival, and mi-
gration, as well as angiogenesis—all processes
central to carcinogenesis.Fusobacteriumnucleatum
is a member of the oral microbiota and is associ-
ated with human colorectal adenomas and adeno-
carcinomas and amplified intestinal tumorigenesis
in mice (21–24). F. nucleatum expresses FadA, a
bacterial cell surface adhesion component that
binds host E-cadherin, leading to b-catenin acti-
vation (25). Enterotoxigenic B. fragilis, which
is enriched in somehumancolorectal cancers (14),
can stimulate E-cadherin cleavage via Btf, leading
to b-catenin activation (26). Salmonella typhi
strains that maintain chronic infections secrete
AvrA, which can activate epithelial b-catenin sig-
naling (27, 28), and are associated with hepato-
biliary cancers (29–31).

This phenomenon of activating b-catenin sig-
naling reflects an interesting convergence of evo-
lution, as several of these bacteria are normal
constituents of the human microbiota. Although
microbial engagement of b-catenin signaling may
reflect a drive to establish a niche in a new tissue
site, the presence of these cancer-potentiating
microbes and their access to E-cadherin in evolv-
ing tumors demonstrate that a loss of appropri-
ate boundaries and barrier maintenance between
host and microbe is a critical step in the develop-
ment of some tumors (Figs. 1 and 2).

The immune system, microbes,
microbiota, and cancer

Mucosal surface barriers permit host-microbial
symbiosis (32); they are susceptible to constant
environmental insult and must rapidly repair
to reestablishhomeostasis. Compromised resiliency
of the host or microbiota can place tissues on a
path to malignancy. Cancer and inflammatory
disorders can arise when barriers break down
and microbes and immune systems find them-
selves in geographies and assemblages for which
theyhavenot coevolved.Oncebarriers arebreached,
microbes can further influence immune responses
in evolving tumor microenvironments by elicit-
ing proinflammatory or immunosuppressive
programs (Fig. 2).

Proinflammatory responses can
be procarcinogenic

Both the chronic, high-grade inflammation of
inflammatory disorders (e.g., inflammatory bowel
disease) and the lower-grade smoldering in-
flammation of malignancies and obesity drive
a tumor-permissive milieu. Inflammatory factors
such as reactive oxygen and nitrogen species,
cytokines, and chemokines can contribute to
tumor growth and spread (Fig. 2). Data from
human tissues and animal models show that
tumors can up-regulate and activate many pat-
tern recognition receptors, including Toll-like
receptors (3, 8). Activation of these receptors
results in feedforward loops of activation of
NF-kΒ, a master regulator of cancer-associated
inflammation (33) (Fig. 2). Numerous cancer-
associated microbes appear to activate NF-kΒ
signaling within the tumor microenvironment
[e.g., the colon cancer–associated F. nucleatum
(23)]. The activation of NF-kΒ by F. nucleatum
may be the result of pattern recognition recep-
tor engagement (10, 34–37) or FadA engagement
of E-cadherin (25). Other pattern recognition
receptors, such as the nucleotide-binding oligo-
merization domain–like receptor (NLR) family
members NOD-2, NLRP3, NLRP6, and NLRP12,
may play a role in mediating colorectal cancer;
mice deficient in these NLRs display an enhanced
susceptibility to colitis-associated colorectal can-
cer (caCRC) (38–44).
Engagement of the immune system within

the tumor microenvironment is not restricted
to the innate immune system. Once barriers are
breached and the innate immune system is acti-
vated, subsequent adaptive immune responses
ensue, often with deleterious consequence for
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tumor progression. The interleukin-23 (IL-23)–
IL-17 axis (45), tumor necrosis factor–a (TNF-a)–
TNF receptor signaling (3, 5, 6, 46), IL-6–IL-6
family member signaling (46, 47), and STAT3
activation (48, 49)—an output of these cytokine-
mediated signaling pathways—all represent in-
nate and adaptive pathways contributing to tumor
progression and growth (Fig. 2).
The microbiota is responsive and adapts to

changes in its host, such as inflammation. Ad-
aptation to new selective pressures may result
in a microbiota at a tissue site that is not well
suited for barrier repair, immune homeostasis,
or maintenance of traditional host and microbe
boundaries. Mouse models of caCRC furnish
insight in this regard. One such model uses
azoxymethane, a genotoxin, and dextran sodi-
um sulfate, a colon barrier–disrupting agent.
Either agent alone results in colon tumors in
susceptible mouse strains; using them together
accelerates tumorigenesis. Although this model
does not recapitulate the molecular and envi-
ronmental events that lead to caCRC, it pro-
vides an opportunity to study the convergence
of an environmental genotoxin, barrier disrup-
tion, and severe chronic inflammation on cancer
development.
Microbiota transfer studies in caCRCmodels

support the idea that perturbations to a host
immune system, either by genetic deletion or
genotoxin coupled with inflammatory stimulus,
may select for microbiotas enriched for bacte-
rial clades adept at attaching to host surfaces,
invading host tissue, or triggering host inflam-
matory mediators (21, 22, 40, 50, 51). Fecal
microbiota fromNod2- orNlrp6-deficient mice
acquire features that enhance the susceptibil-
ity of wild-type mice to caCRC (40, 44). In mice,
the gut microbiota modulate colon tumorigen-
esis, independent of genetic deficiencies. When
germ-free mice were colonized with microbes
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from donors with or without caCRC, followed
by treatments that induced caCRC, those re-
cipients that received gut microbiomes from
caCRC-bearing mice developed more tumors
(51). Similar mouse experiments using fecal trans-
fers from humans with colon cancer suggest
that there are microbiome structures, both pro-
tective and risk-elevating, that influence tumor-
igenesis (52).
Inflammation also results in the generation

of respiratory electron acceptors such as nitrate,
ethanolamine, and tetrathionate, which some
bacterial clades can use for their own fitness
advantage (53–59). Several bacteria (e.g., E. coli
and Salmonella spp.) can use these electron
acceptors and also possess the key features that
reinforce the chronic inflammatory programs
that can enhance cancer growth and spread.
However, it remains to be determined whether

bacterial use of these electron acceptors enhances
cancer growth.

Immune-dampening responses can
be cancer-permissive

Microbes not only trigger and reinforce pro-
inflammatory immune circuits but also exploit
or elicit immunosuppressive responses. Amicrobe
may take advantage of preexisting immuno-
suppressionor elicit immune-dampening responses
to avoid destruction. Chronic systemic immuno-
suppression, as seenwith advancedHIV infection,
increases the risk for many cancers, especially
virally associated malignancies. Microbial-elicited
immunosuppression can also contribute to im-
paired antitumor immunity.Most current cancer-
directed immunotherapies are focused on rousing
immune responsiveness to tumors (60). The colon
cancer–associated bacterium F. nucleatum may

directly inhibit antitumor immunity by engaging
TIGIT, a receptorwith immunoglobulin and ITIM
domains expressed on some T cells and natural
killer cells, and blocking its ability to kill tumor
cells (61). Whethermicrobes contribute to immu-
notherapeutic resistance in other cancers remains
to be investigated.

Interrogating the role of microbes
and microbiotas in cancer with new
and old technologies

Microbiota studies in cancer remain at an early
stage. Information gathering and descriptive
studies are still necessary, and many critical
questions remain.What other mechanismsmight
microbes use to influence tumorigenesis? If sin-
gle microbes can compromise antitumor immu-
nity or enhance susceptibility to oncomicrobes,
are there configurations of the microbiota that
do this, too (or are protective)? Are there mi-
crobes or microbiotas that enhance responsive-
ness to immunotherapies or other therapeutic
interventions? To answer these questions, it is
important to identify the key next steps in un-
derstanding how the humanmicrobiota affects
tumor growth and spread.
Sequencing-based technologies are a boon to

both cancer biology and microbiology. Cancer
genomes and their functional analyses have led
to the implementation of precision medicine ap-
proaches to cancer care. Efforts to sequence in-
dividual microbes and human microbiomes are
providing insight into how they influence human
health and disease. Computational tools that iden-
tify microbial data within human sequencing
data sets are welcome new additions to the ar-
mamentarium of cancermicrobe hunters (62, 63).
Despite the affordable price of sequencing,

advances in culture techniques (64–66), and
high-throughput analysis pipelines, the path of
cancer microbiome discovery is fraught with
pitfalls. Cancers may develop over decades, and
different microbes and microbiotas may par-
ticipate at distinct stages of the neoplastic pro-
cess. For many malignancies, by the time a
cancer is detected, the window of opportunity
for identifying the inciting microbial agent(s)
may have passed, allowing these organisms to
remain elusive. However, the microbiota should
remain a focus of study in locally advanced and
metastatic cancer, as microbes may contribute
to an established cancer’s continued growth
and spread.
Beyond sequencing, microscopy and flow

cytometry–based approaches are useful tools to
detect and study tumor-associated microbio-
tas. Human colon tumors may harbor specific
consortia of bacteria that assemble themselves
into biofilms (17). These biofilms appear to be
specific to certain biogeographies within the
gastrointestinal tract and have members that
have been associated with colorectal adenomas
and adenocarcinomas in human and mouse
studies (e.g., enterotoxigenic B. fragilis and
F. nucleatum). Microbiological studies of the oral
cavity have shed light on microbial biofilms and
their roles in human health and disease (67, 68).
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Within biofilms, microbial cross-feeding and
co-metabolism occur (69). Consortia of tumor-
associated microbes have the potential to gener-
ate metabolites that require collective microbial
metabolism, and these co-metabolites may con-
tribute to or halt carcinogenesis. The role of
microbial metabolism in host physiology is an
exciting area, with several recent studies re-
examining the role of microbial metabolites in
cancer (4, 70).

Microbes, metabolism, and cancer

In 1956, Warburg put forth the hypothesis that
altered cellular metabolism is the root cause of
carcinogenesis (71), and cancer cell metabolism
is currently a promising therapeutic target (72).
Microbes participate in a range of host metabolic
activities.Microbialmetabolites or co-metabolites
(generated with contributions from both host
andmicrobe) can contribute to inflammatory tone
and can influence the balance of proliferation and
cell death in tissues (4). Consideration of the ef-
fects of a microbiota’s metabolism, and specif-
icallymicrobialmetabolites generatedwithin the
tumor microenvironment, on cancer growth and
spread adds another therapeutic and diagnostic
angle for targeting cancers through metabolic
alterations.

A meal fit/unfit for a tumor:
Fiber and fats

What defines a microbial oncometabolite (73),
and how are such metabolites generated? Both
the host and its microbes affect themetabolism
of dietary fiber, fats, ethanol, and phytoestro-
gens. As with microbes, metabolites can affect
immune cell function, barrier function, and cell
proliferation and death. Metabolites generated
from dietary fiber and fats that have an estab-
lished effect on cancer are considered below,
along with recent insights.
Intestinal fermentation of dietary fiber by

members of the colonic microbiota results in
the generation of several short-chain fatty acids
(SCFAs) including acetic, propionic, and butyric
acids. These SCFAs have a range of effects on
many cell types, including anti-inflammatory
effects on myeloid cells (74) and colonic regu-
latory T cells (75–77), with consequences for in-
tratumoral inflammation. SCFA’s effects may
be tuned by the receptors that they bind (e.g.,
Niacr1/Gpr109a, Gpr43, Gpr41, or Olfr78). Gpr109a
is a receptor for niacin and butyrate. It plays an
important role in mediating the effects of die-
tary fiber and the microbiota in the colon, where
it is expressed by both colonic epithelial cells
and intestinalmyeloid cells. Activation ofGpr109a
by butyrate results in anti-inflammatory host
responses inmyeloid cells that lead to regulatory
T cell generation, and loss of Gpr109a increases
susceptibility to caCRC (78).
SCFAs also affect host gene expression pat-

terns, cell proliferation, and cell death via both
receptor-mediated and receptor-independent
mechanisms. SCFAs and their activation of Gpr43
reduce the proliferation rate of leukemia cells
(79). In a study of ~70 human colon adenocarci-

nomas, GPR43 expression was reduced in cancer
versus healthy tissue; restoration of GPR43 in a
human colon cancer line increased apoptotic
cell death upon SCFA exposure (80).
SCFAs’ effects on host cellular processes vary

according to concentration and host genotype.
Two recent mouse studies, which arrived at dif-
ferent conclusions regarding the relationship of
dietary fiber, the microbiota, and butyrate to
colorectal tumorigenesis, reflect this heteroge-
neous response to SCFAs (Fig. 3). Dietary fiber
and butyrate-producing bacteria suppressed
tumors in mice that harbored strictly defined
microbial communities, received specialized diets,
and were treated with azoxymethane and dex-
tran sodium sulfate (81). This study’s data sup-
ported amodelwherein the glycolyticmetabolism
of cancer cells resulted in reduced metabolism
of butyrate and enhanced butyrate nuclear ac-
cumulation. High intranuclear butyrate levels
increased histone acetylation and led to increased
apoptosis and reduced cellular proliferation. In
a mouse model of intestinal tumorigenesis driv-
en by mutations in both the Apc gene and the
mismatch repair gene Msh2, the microbiota
and butyrate had tumor-promoting effects (82).
Butyrate’s principal effect in this model system
was to drive a hyperproliferative response in
Msh2-deficient epithelial cells. Cancer genetics
and butyrate concentrations were critical factors
in SCFAs’ disparate effects on tumorigenesis be-
tween these studies. These studies underscore

the challenges of translating microbiome, diet,
and cancer basic science data into consensus
guidelines for dietary interventions to reduce
cancer risk. Given that a single microbial me-
tabolite can mediate a range of effects in tumor
models, investigators will require additional ex-
perimental systems to unravel the effects of the
human-microbial meta-metabolome for health
and cancer susceptibility.
In contrast with the conflicting basic science

and epidemiological data surrounding dietary
fiber (83), there is consensus that high satu-
rated fat intake heightens cancer risk. Debate
surrounding a high-fat diet (HFD) focuses on
several mechanisms that may act alone or in
combination, involving obesity, the microbiome,
bile acids, and inflammation. There are a myr-
iad of studies exploring the interconnection
between obesity and malignancy (84–86). Obe-
sity is now regarded as an inflammatory state
(87), and we are learning more about the gut
microbiome’s contribution to obese and lean
states (88, 89). Data support the idea that in-
flammation, the microbiota, and obesity con-
stitute an inseparable trio that fuels cancer.
However, a recent study suggests otherwise. In a
mousemodel of duodenal hyperplasia, adenomas,
and invasive cancer driven by k-ras mutation,
HFD and microbial dysbiosis amplified tumor
growth and spread in the absence of obesity or
the development of a robust proinflammatory
response (90); mutated k-rasmodulated Paneth
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cell antimicrobial expression and HFD affected
intestinal mucin expression, thereby altering the
intestinal microbiota. The fecal microbiota of
HFD k-rasmutant mice was sufficient to trans-
mit the cancer-potentiating effects of the HFD
when transferred to antibiotic-treated k-rasmu-
tant mice.
Another mechanism by which HFD influences

cancer risk is via bile acids that are produced
to solubilize and digest the consumed fats—
specifically, the microbially generated secondary
bile acids. The role of secondary bile acids in
increased or decreased cancer risk has been
studied for decades (2). One recent study pro-
vided new insight into deoxycholic acid’s pro-
oncogenic mechanisms in liver cancer: HFD or
genetic susceptibility to obesity can increase de-
oxycholic acid–mediated activation of a mito-
genic and proinflammatory response program
in hepatic stellate cells, thereby potentiating
liver cancer in mice (91). These studies reinforce
the importance of gene-environment interac-
tions in carcinogenesis and underscore the need
to consider how dietary patterns influence the
genomes and genomic outputs of both host
and microbiome in mitigating or amplifying
cancer risk.

Drugs, bugs, and cancer

The gutmicrobiota function in drugmetabolism,
influencing toxicity and efficacy (92, 93). Because
chemotherapeutic agents have a narrow thera-
peutic window, there is interest in the micro-
biota’s modulation of chemotherapy toxicity and
efficacy (Fig. 4). Irinotecan is a topoisomerase-1
inhibitor that is used in combination with other
chemotherapies to treat several cancers. A com-
mon side effect is diarrhea. For some patients,
the severity of the diarrhea requires hospitaliza-
tion. Microbial-produced b-glucuronidases regu-
late levels of irinotecan’s bioactive form within
the intestinal lumen and thus influence irinote-
can’s toxicity (94). Oral bacterial b-glucuronidase
inhibitors blunt the dose-limiting toxicities of
irinotecan in mice and do not harm host cells or
kill bacteria, which suggests that microbial me-
tabolism is a plausible target in cancer care (95).
The gut microbiota also affect the efficacy of

chemotherapy. Oxaliplatin is a platinum-based
chemotherapyused to treat several gastrointestinal
malignancies. Together, the microbiota and im-
mune system contribute to oxaliplatin’s efficacy
(96). The gut microbiota prime myeloid cells for
high-level ROS production. The resultant intra-
tumoral oxidative stress augments oxaliplatin-
associated DNA damage, triggering cancer cell
death (96). Cyclophosphamide, an alkylating
agent used in hematologic malignancies and
solid tumors, can injure the small intestinal
epithelium. The ensuing barrier breach results in
gut microbiota–dependent, T helper (TH) cell–
mediated antitumor responses (97). Delineating
the roles of gut microbiota in response to che-
motherapy in model systems and undertaking
epidemiologic studies with microbiome analysis
in patients with and at risk for cancer will be
critical for realizing the microbiota as an adju-

vant therapy that enhances efficacy or attenuates
toxicity of chemotherapies.

The microbiota and immunotherapy:
Friend or foe?

The success of immunotherapy (in the form of
cytokine therapy, targeting immune checkpoint
blockade, and vaccine therapy) has been one of
the most exciting developments in cancer care
over the past decade (98). Given the intertwined
nature of the microbiota and the immune sys-
tem, it is plausible that the microbiota influence
a host’s responsiveness to immunotherapy. In
support of this idea, antibiotic-mediated disrup-
tion of the microbiota in mice bearing subcu-
taneous tumors impaired the effectiveness of CpG
oligonucleotide immunotherapy (Fig. 4) (96).
Observations that immunotherapies are show-
ing efficacy in melanoma and bladder, renal, and
lung cancer but not in cancer of the colon (which
is densely populated by bacteria) fuel interest in
how the microbiota contributes to immuno-
therapy’s efficacy. Furthermore, given the severe
colitis observed in some patients receiving im-
munotherapies (99) (e.g., antibodies to CTLA4
and PD-L1) and the role of gut microbes in colitis,
it is possible that the gut microbiota influences
this toxicity. As patient populations expand,
investigators will hopefully interrogate whether
there are microbiota that are predictive for coli-
tis and other toxicities. Examining the micro-
biota and its effects on immunotherapy efficacy
and toxicity in preclinical models and patients
is a critical next step.

Hematopoietic transplants,
complications, and the microbiota

Allogeneic hematopoietic stem cell transplant
(allo-HSCT), a mainstay in hematologic malig-
nancy treatment, is a challenge to both host
and microbiota. An individual’s microbiota is
confronted with a new host within its host as
well as chemotherapy, radiation, oral and gastro-
intestinal barrier breach, and broad-spectrum
antibiotics. Studies have begun to examine per-
turbations to the gut microbiota and clinical out-
comes during allo-HSCT (100).
Bacteremia, Clostridium difficile infection,

and graft-versus-host disease (GVHD) are com-
mon events in allo-HSCT patients. Bacteremias
with vancomycin-resistant Enterococcus (VRE)
are a grave concern. Two preclinical studies ex-
amining how antibiotics perturb the gut micro-
biota to enable VRE displacement of a healthy
microbiota (101) and how the anaerobic bacteria
Barnesiella spp. may confer resistance to VRE
(102) have provided mechanistic insight into
these bloodstream infections. These studies set
the stage for a clinical study showing that en-
terococcal gut microbiota domination was as-
sociated with a factor of 9 higher risk of VRE
bacteremia in allo-HSCT patients (103). Hospi-
talized patients and allo-HSCT patients both
confront toxigenic C. difficile infection. Using
mouse models, microbiome analysis, and allo-
HSCT patient populations, researchers identi-
fied amicrobe that can restore bile acid–mediated

resistance to C. difficile (104). The workflows of
this precision medicine–based study are appli-
cable to many diseases associated with altered
microbiotas.
Allo-HSCT patients can experience gastro-

intestinal, pulmonary, and skin complications
after transplant; some of these are idiopathic
clinical syndromes while others are GVHDman-
ifestations. Using shotgun DNA sequencing of
colon tissue and the PathSeq pipeline, investi-
gators found that Bradyrhizobium enterica was
enriched in affected colonic tissue from patients
with idiopathic colitis after receiving a cord blood
transplant (105), providing insight and a potential
treatment. Using samples frommice and humans
that had undergone allogeneic bone marrow
transplants, investigators characterized the gut
microbiota changes in active intestinal GVHD
(106). In mice, depletion of lactobacilli exacer-
bated GVHD-associated intestinal inflammation
and their reintroduction attenuated inflam-
mation (106). The challenge intrinsic to these
studies, and realized in (104), is to use our evolv-
ing knowledge of the microbiome and microbes
to identify bacteriotherapy for cancer and its
complications.

Back to the future:
Perspectives and directions for
cancer bacteriotherapy

The genesis of immunotherapy came from an
appreciation for the co-adaptation between host
and microbe. Exploiting this knowledge and
using bacteria to trigger the immune system to
attack and destroy cancers dates back to the
1850s, when several German physicians noticed
that some cancer patients with active infections
showed signs of tumor regression. This led Coley
to test bacterial extracts in patients with bone
cancers around 1900. Heat-killed cultures of
Streptococcus pyogenes and Serratia marcescens,
or Coley’s toxins, were one of earliest forms of
immunotherapy (60). Since this seminal work,
one bacterium has entered the mainstream of
cancer treatment. For the past three to four
decades, Bacillus Calmette-Guerin (BCG) has
been used to treat non–muscle-invasive bladder
cancer. The live bacteria, which are delivered di-
rectly into the bladder, elicit inflammation that
triggers an antitumor immune response (107).
Much still remains to be learned about the im-
mune response to BCG and antitumor immunity,
and why BCG loses efficacy once the cancer is
more invasive (108).
Over the past 30 years, several bacterial-based

approaches to cancer therapy have emerged.
Bacterial-based vaccines that express tumor an-
tigens have shown efficacy in preclinical studies,
and recombinant Listeria monocytogenes–based
vaccines showed tremendous promise in mice
(109). Interest remains in using bacteria as a
delivery vehicle for plant toxins, such as ricin
and saporin, or pseudomonal exotoxins that can
block protein synthesis and induce apoptosis
in cancer cells (110). Bacteria have evolved ele-
gant systems to communicate with each other,
to kill one another (111), and to deliver their
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effectors into host cells (112). The extension and
application of these secretion systems, which
have been honed bymillennia of evolution, seems
like a therapeutic slam dunk but has been chal-
lenging in practice. A recent study in dogs (113)
has breathed new life into the concept of bacterio-
therapy with Clostridium novyii, which emerged
as a promising concept in preclinical models al-
most 15 years ago (114); however, balancing tox-
icity with efficacy remains difficult.
Synthetic biology approaches to cancer care

hold enormous potential, especially those that
make use of bacteria. These efforts involve the
reengineering of bacterial cells for the delivery
of biomolecules under tunable networks and
on/off toggle switches triggered by host re-
sponses (115). The goals are simple: to target
cancers and minimize damage to healthy tissues
via genetic network designs informed by engi-
neering principles. Proof of concept that de-
signer microbes can invade cancer cells (116) to
target and perturb key cancer pathways has
been established (117). Evaluation in robust pre-
clinical models will be the next step. Application
and design for cancer care will need to focus on
maximizing anticancer responses while mini-
mizing toxicities and infectious complications.
Like synthetic biology, microbiome studies

have emerged as a promising area of investiga-
tion for cancer care over the past decade. The
microbiome may afford many answers to sev-
eral looming questions in cancer biology: What
are the critical gene-environmental interactions
in cancer susceptibility? Why do certain foods or
dietary patterns confer increased or decreased
risk in certain populations and individuals? Why
do chemotherapies, immunotherapies, and pre-
ventive agents fail or succeed for patients, irre-
spective of host germline or cancer genotype?
The microbiome seems to provide many poten-
tial answers in the forms of select clades, con-
sortia, metabolites, and enzymatic activities, but
it remains unclear whether and how these will
translate from preclinical models to humans.
One opportunity for the microbiota in the near
term is as a biomarker for diagnosis (118), prog-
nostication, or identifying those most at risk
for treatment-related complications. Although
there may be dissent about the best next steps,
there is consensus that therapeutic considera-
tion of cancer and the microbiota requires a
multidisciplinary approach andmore intensive
investigation.
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COGNITIVE DEVELOPMENT

Learning when 
and what to learn
Infants use “unexpectedness” 
as a cue for learning. Stahl and 
Feigenson studied how babies 
reacted when objects behaved 
in surprising ways (see the 
Perspective by Schulz). Babies 
who saw apparently solid and 
weighty objects moving through 
a wall or past the edge of a table 
without falling looked intently at 
them. When given the oppor-
tunity to explore these peculiar 
objects, they did so by bang-
ing them on the floor—as if to 
test their solidity—or dropping 
them—as if to test their weighti-
ness. — GJC

Science, this issue p. 91; 
see also p. 42

Edited by Stella Hurtley
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RESEARCH

RIBOSOME

The whole mitoribosome 
at high resolution
Mitochondria are thought to be 
the descendents of a prokary-
otic cell that took up residence 
in a protoeukaryotic cell. 
Mitochondria retain a few genes 
involved in oxidative phos-
phorylation. To translate these 
genes, mitochondria contain 
highly divergent mitochondrial 
ribosomes, or mitoribosomes. 
Amunts et al. determined the 
high-resolution structures of 
complete mammalian mitori-
bosomes using cryoelectron 
microscopy. Mitoribosomes 
include an unusual mRNA 
binding channel. The findings 
elucidate how aminoglycoside 
antibiotics can inadvertently 

inhibit mitoribosomes and how 
mutations in mitoribosomes can 
lead to disease. — GR

Science, this issue p. 95

MICROBIOLOGY

CRISPRing Candida 
for health’s sake
Candida albicans is a significant 
cause of mortality in immuno-
compromised individuals and 

a major health concern in 
hospital-acquired infections. 
The lack of facile molecular 
genetic tools has been a major 
obstacle for a better under-
standing of this pathogen. 
Vyas et al developed a CRISPR 
system that allows precise gene 
manipulation in Candida. Their 
approach could revolutionize 
our ability to manipulate the 
Candida genome for a better 
understanding of the biology of 

Enhanced thermoelectric 
performance of bulk 
bismuth telluride   
Kim et al., p. 109

STELLAR PHYSICS

Young stars grow up 
and narrow their focus

S
tars are thought to grow by 
gathering spirals of material 
from a disk. If this is the case, 
to balance angular momentum, 
gas should flow out rapidly along 

the disk’s rotation axis. Carrasco-
Gonzalez et al. now seem to have 
glimpsed the “before” and “after” 
stages of the onset of such an out-
flow, over the course of just 18 years 
(see the Perspective by Hoare). Radio 
monitoring of the massive protostar 
W75N(B)-VLA2 reveals a transition 
from a spherical wind to a collimated 
one, giving critical insight into what 
happens as a massive star forms. 
— MMM

Science, this issue p. 114; see also p. 44
Evolution of ionized 

wind during star formation

Pseudohyphae of Candida albicans, an opportunistic fungal pathogenIM
A

G
E

S
: (

T
O

P
 T

O
 B

O
T

T
O

M
) 

K
IM

 E
T

 A
L

.:
 W

O
L

FG
A

N
G

 S
T

E
F

F
E

N
/I

N
S

T
IT

U
T

O
 D

E
 A

S
T

R
O

N
O

M
ÍA

/U
N

A
M

; D
A

V
ID

 M
. P

H
IL

L
IP

S
/S

C
IE

N
C

E
 S

O
U

R
C

E

Published by AAAS

 o
n 

A
pr

il 
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 
 o

n 
A

pr
il 

3,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

A
pr

il 
3,

 2
01

5
w

w
w

.s
ci

en
ce

m
ag

.o
rg

D
ow

nl
oa

de
d 

fr
om

 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


sciencemag.org  SCIENCE88    3 APRIL 2015 • VOL 348 ISSUE 6230

RESEARCH   |   IN SCIENCE JOURNALS

this pathogen and the develop-

ment of targeted therapeutics. 

— ASH

Sci. Adv. 10.1126/

sciadv.1500248 (2015).

MOLECULAR PHYSICS

Making a molecular 
fossil lookalike
Atoms are generally compact 

objects. However, if one of the 

electrons orbiting the nucleus is 

given an extra boost of energy 

so that it’s barely still attached, 

you get a much larger Rydberg 

atom. Booth et al. created an 

even more exotic species: a giant 

molecule consisting of a regular 

cesium atom bound within a 

Rydberg atom of the same ele-

ment. The molecules are named 

“trilobites” because their elec-

tronic density visually resembles 

fossils of these extinct marine 

creatures. — JS

Science, this issue p. 99

PLANT BIOLOGY

Protecting against 
runaway defense systems
RNA interference defends 

cells against invading genetic 

elements, such as viruses 

or transgenes. But while the 

invasive RNAs are under attack, 

what protects the normal 

endogenous RNAs? Zhang et 

al. identified, in the small plant 

Arabidopsis, a surveillance sys-

tem to do just that: Preserve the 

normal transcriptome and keep 

the attack focused on invasive 

transcripts. — PJH

Science, this issue p. 120

TRIBOLOGY

Additive explanation 
for anti-wear
Additives in oil are vital for 

protecting engines from wear 

by forming films at sliding 

interfaces. Zinc dialkydithio-

phosphate (ZDDP) has been 

used for decades to reduce 

engine wear. Now there is a 

strong incentive for finding 

a replacement for ZDDP: Its 

breakdown products shorten 

Edited by Sacha Vignieri 

and Jesse Smith
IN OTHER JOURNALS

catalytic converter lifetime. 

Gosvami et al. examined 

exactly how ZDDP produces 

an anti-wear film under high 

stress or elevated tempera-

ture (see the Perspective by 

Schwarz). Understanding 

these mechanisms will help 

in the development of higher-

performance and more effective 

additives. — BG

Science, this issue p. 102; 

see also p. 40

VIROLOGY

Evolution in the Ebola 
virus outbreak 
Has rapid mutation produced 

alarming new virus character-

istics in the 2013–2015 Ebola 

virus outbreak in West Africa? 

Hoenen et al. sequenced iso-

lates obtained 9 months into 

the epidemic from cases in Mali. 

The nucleotide substitution rate 

was consistent with rates esti-

mated from past Central African 

outbreaks. In contrast, analysis 

of sequence data from early in 

the outbreak indicated rapid 

mutation. This more recent 

finding offers confidence that 

diagnostic methods, vaccines, 

and other treatment interven-

tions will remain effective. 

Nevertheless, vigilance must 

be maintained: A few mutations 

can radically change the bio-

logical properties of other RNA 

viruses. — CA

Science, this issue p. 117

CANCER IMMUNOLOGY

More mutations predict 
better efficacy
Despite the remarkable success 

of cancer immunotherapies, 

many patients do not respond 

to treatment. Rizvi et al. studied 

the tumors of patients with 

non–small-cell lung cancer 

undergoing immunotherapy. 

In two independent cohorts, 

treatment efficacy was associ-

ated with a higher number of 

mutations in the tumors. In one 

patient, a tumor-specific T cell 

response paralleled tumor 

regression. — KLM

Science, this issue p. 124

PRION TRANSMISSION

Prion-caused wasting

C
hronic wasting disease (CWD) is killing deer and elk 

in the United States and Canada. CWD is caused by 

an infectious protein, or prion, that is found in meat 

and blood from infected animals. But is there a risk to 

humans who eat these animals? Kurt et al. found that 

mice expressing human prion protein (PrP) resisted CWD, 

whereas mice expressing human PrP with four elk residue 

substitutions were susceptible. Only two elk residue substi-

tutions in human PrP were needed for efficient conversion of 

the protein to the prion conformation. The amyloid-forming 

propensity of the PrP was important in this conversion, 

which may explain why some species are highly susceptible 

to prions from other species. — SMH

J. Clin. Invest. 10.1172/JCI79408 (2015).

Unique prions cause chronic 

wasting disease in North 

American elk and deer
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WATER QUALITY

More contaminants 
entering waterways
Modern wastewater treatment 

processes still leave behind 

trace amounts of pharmaceu-

ticals, personal care products, 

and other potentially harm-

ful or toxic compounds. For 

example, over 10 metric tons 

of the antimicrobial compound 

triclosan are released from 

wastewater treatment plants 

into U.S. waterways each year. 

Hensley et al. detected trace 

contaminants in the effluent 

from four U.S. wastewater treat-

ment plants, including triclosan, 

chlorinated triclosan derivatives, 

and hydroxylated by-products 

of polybrominated diphenyl 

ethers (PBDEs)—recalcitrant 

compounds used as flame 

retardants. Chlorinated triclosan 

derivatives were present at the 

same low but appreciable levels 

as PBDE by-products, both of 

which produce toxic dioxins dur-

ing photodegradation. — NW

Environ. Sci. Water Res. Technol.

10.1039/c4ew00102h (2015).

COMPLEX SYSTEMS

Finding communities 
in interacting systems
Understanding the underlying 

behavior of complex interacting 

systems is a challenging problem 

affecting the social, life, and 

physical sciences. Representing 

components of a system as 

nodes and assigning weights 

to the interactions between 

components can provide a 

graphical picture of the interact-

ing system. Trying to map out 

real-life systems that are large, 

consist of multiple layers, and are 

dynamic can result in oversimpli-

fication, though. De Domenico et 

al. propose a method based on 

network flow analysis that can 

reveal clusters or communities of 

nodes that are closely connected 

within and across the various 

layers of a system. Identifying key 

communities in a complex inter-

acting system could be crucial in 

revealing the functional structure 

underlying the system. — ISO

Phys. Rev. X 5, 11027 (2015).

HISTORY OF SCIENCE

Industry influence 
and tooth decay
The most common chronic 

disease among children and 

adolescents in the United 

States is tooth decay. Without 

concerted efforts by the sugar 

industry, we might be a lot closer 

to eradication. Industry papers 

from 1959–1971 reveal a pattern 

of diverting the National Institute 

of Dental Research (NIDR) 

toward strategies to make sugar 

less harmful and away from 

reducing sweets. Kearne et al., 

who analyzed these papers, also 

found that 78% of an industry-

established statement by the 

International Sugar Research 

Foundation was directly incor-

porated into the text of the NIDR 

request for research proposals 

for the National Caries Program 

in 1971. — BJ

PLOS Med. 10.1371/journal.
pmed.1001798 (2015).

PLANT SCIENCE

Fish oil from plants
Human heart health benefits 

from a diet rich in the polyun-

saturated fatty acids found 

in oily fish such as salmon 

and anchovies. Unfortunately, 

marine fisheries are increasingly 

fragile, and farm-raised salmon 

require expensive supplements 

to generate the desirable fatty 

acids. Ruiz-Lopez et al. engi-

neered the oilseed crop plant 

Camelina into a source of the key 

fatty acids by plucking enzymes 

from sources as diverse as 

phytoplankton, microalgae, and 

oomycetes. Camelina expressing 

the transgenes made as much 

as a quarter of their seed lipids 

into replacements for fish oil, 

surpassing salmon, pound for 

pound, as a source of the right 

fatty acids. — PJH

Plant Biotechnol. J. 10.1111/
pbi.12328 (2015).

GEOMORPHOLOGY

Shaping landscapes 
with large floods
Extreme flood events can wreak 

havoc on landscapes by carv-

ing out features such as large 

canyons. Baynes et al. consider 

the multimillennial impact of 

extreme flood events on the 

erosion rate of a canyon in 

Iceland. By dating the canyon 

surfaces with cosmic rays, they 

find that three extreme flood 

events dominated background 

erosion processes over the 

past 9000 years. This is due 

to a transition from an erosion 

regime driven by abrasion to one 

in which basalt lava columns 

were toppled during the large 

floods. High-impact, short lived 

events clearly play an overriding 

role in this locality and may be 

an underappreciated force for 

landscape evolution. — BG

Proc. Natl. Acad. Sci. U.S.A. 10.1073/
pnas.1415443112 (2015).

PSYCHOLOGY

Upending our 
physical theories
 Learning involves defining and 

classification, especially when 

the entities in question might be 

actual objects, such as a glass 

of milk or a dove, but could also 

have an innate property, such 

as animacy. Griffiths uses the 

scenario of a magician trans-

forming one type of object into 

another to elicit judgments 

about which transformations are 

more interesting. He finds that 

the direction of transformation 

affects these judgments, with 

greater interest expressed in 

those that move from less ani-

macy to more; that is, changing 

a glass of milk into a dove rather 

than vice versa. This asymmetry 

may be due to a need to adjust 

our prior ideas. — GJC

Cognition 136, 43 (2015).

Widely grown Camelina sativa can be 

engineered to produce fish oil

A large canyon in Iceland formed 

by an extreme flooding event

Published by AAAS
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 FRUSTRATED MAGNETISM

Probing the nature 
of an exotic magnet
To minimize their energy, materi-

als with magnetic interactions 

tend to become ordered at low 

temperatures. However, if the 

magnetism is frustrated (for 

example, if the geometry of 

the crystal lattice gets in the 

way of minimizing the energy), 

the material may not reach an 

ordered state even at very low 

temperatures. Hirschberger et 

al. studied the excitations of 

such a system—the pyrochlore 

compound Tb
2
Ti

2
O

7
—using ther-

mal transport measurements. 

Thermal conductivity at very low 

temperatures resembled that of 

a disordered metal; a puzzling 

finding in an electrically insulat-

ing transparent material. — JS

Science, this issue p. 106

THERMOELECTRICS

Squeezing out efficient 
thermoelectrics
Thermoelectric materials hold 

the promise of converting 

waste heat into electricity. The 

challenge is to develop high-

efficiency materials that are not 

too expensive. Kim et al. suggest 

a pathway for developing inex-

pensive thermoelectrics. They 

show a dramatic improvement 

of efficiency in bismuth telluride 

samples by quickly squeezing 

out excess liquid during compac-

tion. This method introduces 

grain boundary dislocations in a 

way that avoids degrading elec-

trical conductivity, which makes 

a better thermoelectric material. 

With the potential for scale-up 

and application to cheaper 

materials, this discovery pres-

ents an attractive path forward 

for thermoelectrics. — BG

Science, this issue p. 109

Edited by Stella Hurtley
ALSO IN SCIENCE  JOURNALS

GENE EXPRESSION 

Expression variability 
under miRNA control 
MicroRNAs (miRNAs) repress 

gene expression by inhibit-

ing translation and increasing 

mRNA degradation. Schmiedel 

et al. used single-cell reporter 

experiments and mathematical 

modeling to show that miRNAs 

can reduce not just expression 

but the expression variabil-

ity of target genes (see the 

Perspective by Hoffman and 

Pilpel). Combinatorial targeting 

principles ensured reduced 

variability for most miRNA 

gene targets. Thus, miRNAs 

may provide safeguards for the 

precision of gene expression 

during development or cellular 

homeostasis. — BAP

Science, this issue p. 128; 

see also p. 41

ANTITUMOR IMMUNITY

Natural born killers 
for tumors
Cancer immunotherapies 

work by activating cytotoxic 

lymphocytes, usually CD8+ T 

cells, to kill tumors. But adding 

new approaches to the arsenal 

might boost these therapies. 

Deng et al. now report that 

natural killer (NK) cells, 

another type of lymphocyte, 

can also kill tumors (see the 

Perspective by Steinle and 

Cerwenka). Mouse tumors 

secrete a protein called MULT1 

that binds to a protein called 

NKG2D on the surface of NK 

cells. This activates NK cells 

and signals them to kill the 

tumor cells. Treating tumor-

bearing mice with soluble 

MULT1 caused their NK cells to 

reject the tumors. — KLM

Science, this issue p. 136; 

see also p. 45

GEOLOGY

Should we define the start 
of the Anthropocene?
Human activities influence envi-

ronmental processes on Earth’s 

surface to such an extent that 

scientist have coined the term 

“Anthropocene” to describe 

the time we live in. But when 

did the Anthropocene start? In 

a Perspective, Ruddiman et al. 

argue against trying to define a 

specific start date based on a 

“golden spike” in the geological 

record, such as traces from the 

first atomic tests in 1945. Giving 

this epoch such a recent start 

risks neglecting earlier human 

impacts, such as the megafauna 

extinctions tens of thousands 

of years ago and the impacts of 

early agriculture. — JFU

Science, this issue p. 38

EPIGENETICS

Inheritance of a covalent 
histone modification 
Genomic DNA is the repository 

of all genetic information and 

is packaged into chromatin. 

Chromatin is also a repository 

of regulatory information in the 

form of covalent marks added 

to the histones that package the 

DNA. These marks can deter-

mine tissue- and organ-specific 

gene expression patterns, 

which must be transmitted to 

daughter cells to maintain their 

identity. Ragunathan et al. and 

Audergon et al. show that in 

fission yeast, a chromatin mark, 

like genetic information, can 

be inherited across many cell 

generations. The mark can be 

inherited independently of DNA 

sequence, DNA methylation, or 

RNA interference. Thus, histone 

marks constitute true epigenetic 

information. — GR

Science, this issue p. 90; see also p. 132

CANCER

Turning the tables 
on an inhibitor
Loss-of-function mutations are 

commonly detected in the tumor 

suppressor PTEN in various 

cancers. PTEN is inhibited by 

PREX2, a protein that promotes 

cell migration. Mense et al. found 

that the inhibition was recipro-

cal: Independently from its 

activity as a lipid phosphatase, 

PTEN suppressed the activity 

of PREX2. Forms of PREX2 with 

cancer-associated mutations 

were not inhibited by PTEN, 

reduced the lipid phosphatase 

activity of PTEN, and enhanced 

cancer cell invasion. Analysis of 

human tumors revealed a corre-

lation between PREX2 mutation 

and high PTEN expression, 

suggesting that tumors select 

for PREX2 mutants that are not 

inhibited by PTEN. — WW

Sci. Signal. 8, ra32 (2015).

INFECTIOUS DISEASE

CMV boosts immune 
response in the young
Cytomegalovirus (CMV) has 

long been thought of as a 

sleeper agent—present in a 

latent form in most people but 

dangerous when activated in 

immunosuppressed individu-

als. Furman et al. looked more 

closely at the effects of CMV 

infection in young healthy 

people. In contrast to older 

people, in whom CMV infec-

tion decreased response to flu 

vaccine, CMV infection actually 

enhanced flu vaccine responses 

in young adults. This beneficial 

effect was also seen in mice. 

Thus, latent CMV infection may 

be beneficial to the host, which 

may explain the prevalence of 

CMV infection worldwide. — ACC

Sci. Transl. Med. 7, 281ra44 (2015).

Published by AAAS
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Epigenetic inheritance uncoupled
from sequence-specific recruitment
Kaushik Ragunathan, Gloria Jih, Danesh Moazed*

INTRODUCTION: Changes in histone post-
translational modifications are associated
with epigenetic states that define distinct pat-
terns of gene expression. Whereas sequence-
specific DNA binding proteins play essential
roles in establishing an epigenetic state, their
contributions to maintenance remain unclear.
Previous attempts to separate the inheritance
of epigenetic states from sequence-specific
establishment suggest that specific DNA se-
quences and DNA binding proteins are con-
tinuously required for epigenetic inheritance.
Moreover, in addition to DNA binding pro-
teins, the establishment and maintenance of
epigenetic states involves self-reinforcing in-
teractions between histone modifications and
RNA interference (RNAi) or DNA methylation.
Therefore, whether histone-based mechanisms
can transmit epigenetic memory indepen-
dently of specific DNA sequences remains
unknown.

RATIONALE: The fission yeast Schizosaccharo-
myces pombe contains chromosomal domains
that share many features with heterochroma-
tin in multicellular eukaryotes, such as meth-
ylation of histone H3 lysine 9 (H3K9), catalysis
by the human Suv39h homolog Clr4, asso-
ciation with HP1 proteins (Swi6 and Chp2),
and histone hypoacetylation. We developed
an inducible system for heterochromatin es-
tablishment in S. pombe by fusion of the Clr4
methyltransferase catalytic domain to the bac-
terial tetracycline repressor (TetR) protein. To
generate a reporter locus, we introduced 10
tetracycline operators upstream of the normal-
ly expressed ade6+ gene (10XtetO-ade6+). The
silencing of ade6+ results in the formation
of red or pink colonies upon growth on me-
dium with limiting adenine concentrations.
This system allowed us to determine whether
heterochromatin, once established, could be
maintained after tetracycline-mediated re-

lease of the TetR-Clr4 initiator (TetR-Clr4-I)
from DNA.

RESULTS: Cells containing the reporter
gene in combination with the expression
of TetR-Clr4-I formed pink colonies on low-
adenine medium lacking tetracycline, in-
dicating ade6+ silencing. The establishment
of heterochromatin resulted in high levels
of H3K9 methylation (H3K9me), which was

subsequently lost upon
tetracycline-induced re-
lease of TetR-Clr4-I within
~10 cell divisions, result-
ing in the appearance of
white colonies. Whereas
perturbations to path-

ways that altered the rate of histone exchange
or eliminating competition from endoge-
nous heterochromatic loci had subtle effects
on epigenetic inheritance of ade6+ silenc-
ing, deletion of the putative JmjC domain–
containing demethylase Epe1 resulted in
cells that retained ade6+ silencing for >50
generations after tetracycline-induced re-
lease of TetR-Clr4-I or deletion of the TetR
module. Furthermore, the chromodomain of
Clr4, which is involved in recognition of the
H3K9me mark, was indispensable for main-
tenance, suggesting that a direct “read-write”
mechanism mediated by Clr4 propagates
histone modifications and allows histones
to act as carriers of epigenetic information.
This mechanism allows epigenetic states
to be inherited during mitosis and meiosis
and is also critical for maintaining low levels
of H3K9me at native pericentromeric repeats.

CONCLUSION: Our findings indicate that
even in the absence of any coupling to other
positive-feedback loops, or in the absence
of sequence-dependent initiation signals,
H3K9me defines a silent state that can be
epigenetically inherited. Maintenance of
the OFF state is determined by the balance
between the rate of H3K9me by the Clr4
reader-writer module and the loss rate due to
demethylation by an Epe1-dependent mech-
anism, transcription-coupled nucleosome ex-
change, and dilution of histones during DNA
replication. The regulation of histone de-
methylation activity may play a broad role in
determining the reversibility of epigenetic
states.▪
RELATED ITEMS IN SCIENCE
P. N. C. B. Audergon et al., Restricted
epigenetic inheritance of H3K9 methylation.
Science 348, 132–135 (2015).
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H3K9 H3K9-me2/3
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Epe1,
histone turnover

+tet

ESTABLISHMENT MAINTENANCE?

H3K9me
H3K9me

Clr4

Clr4 TetR

TetR

clr4+, epe1+

clr4+, epe1∆

-tet +tet

red colony = silent, white colony = expressed

ade6+ ade6+

H3K9me defines a silent state that can be epigenetically inherited. A direct read-write
mechanism involving theClr4H3K9methyltransferase propagates histonemodifications and allows
histones to act as carriers of epigenetic information in the absence of any input from the DNA
sequence, DNA methylation, or RNAi. Epe1, a putative demethylase, and other transcription-
associated histone turnover pathways modulate the rate of decay of the epigenetic state.

ON OUR WEB SITE
◥

Read the full article
at http://dx.doi.
org/10.1126/
science.1258699
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Epigenetic inheritance uncoupled
from sequence-specific recruitment
Kaushik Ragunathan, Gloria Jih, Danesh Moazed*

Changes in histone posttranslational modifications are associated with epigenetic states
that define distinct patterns of gene expression. It remains unclear whether epigenetic
information can be transmitted through histone modifications independently of specific
DNA sequence, DNA methylation, or RNA interference. Here we show that, in the fission
yeast Schizosaccharomyces pombe, ectopically induced domains of histone H3 lysine
9 methylation (H3K9me), a conserved marker of heterochromatin, are inherited through
several mitotic and meiotic cell divisions after removal of the sequence-specific initiator.
The putative JmjC domain H3K9 demethylase, Epe1, and the chromodomain of the H3K9
methyltransferase, Clr4/Suv39h, play opposing roles in maintaining silent H3K9me
domains. These results demonstrate how a direct “read-write” mechanism involving
Clr4 propagates histone modifications and allows histones to act as carriers of
epigenetic information.

A
n individual cell can give rise to progeny
with distinct patterns of gene expression
and phenotypes without change in its DNA
sequence. In eukaryotic cells, a major mech-
anism that gives rise to such phenotypic

or epigenetic states involves changes in histone
posttranslational modifications and chromatin
structure (1, 2). The basic unit of chromatin is the
nucleosome, which is composed of 147 base pairs
(bp) of DNA wrapped twice around an octamer
composed of histones H2A, H2B, H3, and H4 (3).
The highly conserved basic N termini and, to a
lesser extent, the globular domains of histones
contain a variety of posttranslational modifica-
tions that affect nucleosome stability or provide
binding sites for effectors that activate or repress
transcription (4–8).
It has been established for nearly four decades

that parental histones are retained and randomly
distributed to newly synthesized daughter DNA
strands during DNA replication (9–12). It was
therefore logical to propose that combinations
of histone modifications, sometimes referred to
as a “histone code,” are responsible for epigenetic
memory of gene expression patterns (13, 14). How-
ever, previous attempts to separate sequence-
specific establishment from maintenance have
failed to provide unambiguous support for a pure-
ly histone-based inheritance mechanism in sys-
tems that display stable epigenetic expression
states (2, 15, 16). Most notably, silencers (i.e., DNA
sequences that mediate the establishment of
hypoacetylated domains of silent chromatin in
the budding yeast Saccharomyces cerevisiae) are
continuously required for maintenance of the si-
lent state (17, 18). Similarly, the Drosophila Polycomb

response element, which acts analogously to
the yeast silencer, is continuously required for
maintenance of domains of histone H3 lysine 27
(H3K27) methylation and reporter gene silencing
(19, 20). The question therefore remains as to
whether histones can act as carriers of epigenetic
information in the absence of any input from the
underlying DNA sequence.
The fission yeast Schizosaccharomyces pombe

contains extensive domains of heterochromatin
at its pericentromeric DNA repeats, subtelomeric
regions, and the silent mating type loci (21). These
domains share many features of heterochromatin
in multicellular eukaryotes, such as H3K9 meth-
ylation (H3K9me), which is catalyzed by the hu-
man Suv39h homolog Clr4; association with HP1
proteins (Swi6 and Chp2); and histone hypoacet-
ylation. Furthermore, S. pombe heterochromatin
displays epigenetic inheritance properties in which
cells containing a reporter gene inserted within
heterochromatin display variegating reporter gene
expression (22). The ON and OFF states of such
reporter genes can be stably transmitted in cis
through both mitotic and meiotic cell divisions
(23, 24). However, because these observations of
epigenetic inheritance were made at native se-
quences, contributions arising from sequence-
specific elements that stabilize heterochromatin
could not be ruled out (2). To determine whether
heterochromatin maintenance can be separated
from the sequences that initiate its establishment,
we developed a system for inducible heterochro-
matin establishment in S. pombe by fusion of
the Clr4 methyltransferase catalytic domain to
the bacterial tetracycline repressor (TetR) pro-
tein. This allowed us to establish an extended
heterochromatic domain and study its initiator-
independent maintenance either by tetracycline-
mediated release of TetR-Clr4 from DNA or after
deletion of the TetR module. Our results indicate

that domains of H3K9me can be inherited for >50
generations in the absence of sequence-specific
recruitment and define central roles for the pu-
tative demethylase, Epe1, in the erasure of H3K9me
and the chromodomain of the Clr4 methyltrans-
ferase in its maintenance.

Inducible establishment
of heterochromatin

Silent chromatin domains can be established by
ectopic recruitment of histone-modifying enzymes
to chromatin via fusion with heterologous DNA
binding proteins (25, 26). To create an inducible
system for heterochromatin formation, we fused
a Clr4 protein lacking its N-terminal chromodo-
main (required for binding to methylated histone
H3K9) while retaining its enzymatic methyltrans-
ferase activity to the bacterial TetR protein (de-
signated “TetR-Clr4-I” for TetR-Clr4 initiator)
(Fig. 1A). The TetR DNA binding domain facil-
itates protein targeting to a locus that harbors
its cognate DNA binding sequence, and this re-
cruitment activity is abrogated by the addition
of tetracycline (TetRoff system) (27). We gener-
ated cells in which TetR-Clr4-I replaced the wild-
type (WT) Clr4 (TetR-clr4-I) or in which WT Clr4
was intact and TetR-Clr4-I was inserted at an-
other locus (TetR-clr4-I, clr4+). Comparisons be-
tween strains with or without clr4+ allowed us
to evaluate the contribution of the Clr4 chromo-
domain to establishment and/or maintenance.
To generate a reporter locus, we replaced the eu-
chromatic ura4+ locus with an ade6+ gene con-
taining 10 tetracycline operators immediately
upstream of the promoter (10XtetO-ade6+) (Fig.
1A). ade6+ provides a convenient visual reporter,
as its silencing results in formation of red or pink
colonies upon growth on medium with limiting
adenine concentrations (22).
As shown in Fig. 1B, cells containing the

10XtetO-ade6+ reporter in combination with the
expression of the TetR-Clr4-I fusion protein, but
not those containing the fusion protein alone or
the reporter alone, formed pink colonies on low-
adenine medium lacking tetracycline (–tet). Con-
sistent with previous observations (26), silencing
did not require clr4+—suggesting that the chromo-
domain of Clr4 was not required for de novo
heterochromatin establishment (Fig. 1B)—but
depended on HP1 proteins (Swi6 and Chp2) and
histone deacetylases (Clr3 and Sir2), which act
downstream of H3K9me (fig. S1A). Colonies grown
in the absence of tetracycline were then plated
on medium containing tetracycline (+tet) to de-
termine whether the silent state could be main-
tained upon release of TetR-Clr4-I from DNA.
Tetracycline-dependent release of TetR-Clr4-I from
tetO sites resulted in the loss of silencing, as in-
dicated by the formation of white colonies (Fig.
1B, +tet). Chromatin immunoprecipitation (ChIP)
experiments verified that tetracycline addition
resulted in release of TetR-Clr4-I from the 10XtetO
sites, as the TetR ChIP signal in the presence of
tetracycline was near background levels sim-
ilar to that observed for cells lacking TetR-Clr4-I
(Fig. 1C). Furthermore, ChIP combined with high-
throughput sequencing (ChIP-seq) and ChIP
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quantitative polymerase chain reaction (qPCR)
experiments showed that a 40- to 50-kb domain
of H3K9 di- and trimethylation (H3K9me2 and
-me3) encompassing the 10XtetO-ade6+ region
was completely lost 24 hours (~10 cell divisions)
after the addition of tetracycline to the growth
medium (Fig. 1D and fig. S1, B to D). We obtained
similar results with cells that carried a WT copy
of clr4+ in addition to TetR-clr4-I (Fig. 1D and
fig. S1D, lower two rows). These results demonstrate
that a domain of H3K9me and the associated
silent state are reversed within 10 cell divisions
after release of the sequence-specific initiator
from DNA.

Inheritance uncoupled from
sequence-specific initiation

A minimal mechanistic requirement for inheri-
tance of a domain containing H3K9me marks
involves the recognition of preexisting H3K9
methylated histones coupled to the modifica-
tion of newly deposited histones. The loss of a
~45-kb domain of H3K9 dimethylation after
release of TetR-Clr4-I (Fig. 1D) may either be due
to nucleosome exchange processes associated
with transcription and chromatin remodeling or
erasure of the methyl mark by a demethylase.
Alternatively, the rapid decay of methylation in
this domain may be facilitated by competition
between the ectopic locus and native heterochro-
matic domains for a limiting pool of proteins that
play critical roles in maintenance.
To test these different scenarios, we constructed

TetR-clr4-I, 10XtetO-ade6+ cells (with or without
clr4+) that carried deletions for genes involved
in various chromatin-maintenance pathways
(28–30). The deletion of epe1+, which encodes a
putative histone H3K9 demethylase (30), did
not affect the establishment of silencing, as in-
dicated by the appearance of red colonies on
–tet medium for both TetR-clr4-I, epe1D cells and
TetR-clr4-I, clr4+, epe1D cells (Fig. 2A, left side).
In contrast to epe1+ cells, epe1D cells formed red,
white, and sectored colonies in the presence of
tetracycline, indicating that the silent state was
maintained after release of the initiator and that
this phenotype was observed only in the case
of cells that also contained a WT copy of clr4+

(Fig. 2A, right side; compare last two rows with
first two rows). ChIP experiments verified that
tetracycline addition promoted the release of
TetR-Clr4-I from tetO sites (Fig. 2B). Consistent
with the colony color–silencing assays, ChIP-seq
and ChIP-qPCR experiments also indicated that
the large domain of H3K9 di- and trimethyla-
tion surrounding the 10XtetO-ade6+ locus was lost
in TetR-clr4-I, epe1D cells but was maintained
in TetR-clr4-I, clr4+, epe1D cells (Fig. 2C and fig.
S2, A to C) 24 hours after the addition of tetra-
cycline. Within this domain, the expression of
several other transcription units was silenced
on –tet medium, and this silencing was main-
tained for several hours after tetracycline addi-
tion (fig. S3).
Maintenance of the silent state in epe1D cells

required the HP1 proteins (Swi6 and Chp2) and
the Clr3 and Sir2 histone deacetylases (Fig. 3A)

but not the Dicer ribonuclease (Dcr1) or the
Argonaute protein (Ago1) (Fig. 3, B and C). Thus,
maintenance requires the machinery that acts
downstream of H3K9me but occurs indepen-
dently of an RNA interference (RNAi)–based
mechanism. Consistent with the idea that Epe1
acts as a demethylase, the replacement of epe1+

with alleles containing active-site mutations (epe1-
K314A and epe1-H297A) (30, 31) displayed a main-
tenance phenotype similar to its deletion (epe1D)
(Fig. 3D). Furthermore, consistent with a require-
ment for the chromodomain of clr4+ in mainte-
nance (Fig. 2A), the replacement of clr4+ with a
clr4-ID allele (which lacks the chromodomain)

resulted in the formation of only white colonies
on +tet medium (Fig. 3E). Therefore, rather than
differences in clr4+ dosage, the appearance of red
or sectored colonies depends on the presence of
Clr4 with an intact chromodomain.
In an attempt to identify other features of

chromatin that could be important for mainte-
nance, we deleted two genes that are associated
with transcription: mst2+, which encodes a his-
tone acetyltransferase (32), and set1+, which en-
codes a histone H3K4 methyltransferase (33). In
both cases, we observed establishment that was
stronger than that of the wild type (–tet), as well
as weak maintenance (+tet) effects (fig. S4, A and
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ura4D::10XtetO-ade6+ locus.Tetracycline (tet) promotes the release of TetR-Clr4-I from tetO sites so that
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Clr4-I. In the presence of tetracycline, TetR-Clr4-I occupancy is close to background levels. Error bars
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the ChIP-seq data.
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D). Although there were no obvious effects on
colony color after 3 days of growth on tetracycline-
containing medium, we observed clear persist-
ence of H3K9me coupled with the release of
TerR-Clr4-I in mst2D cells 24 hours after the ad-
dition of tetracycline (fig. S4, B and C). We then
tested whether destabilizing endogenous het-
erochromatic regions could release factors that
affect maintenance by deleting poz1+, a DNA bind-
ing protein required for heterochromatin forma-
tion at telomeres (34), or dcr1+, which is required
for RNAi-dependent heterochromatin formation
at centromeres (35) (fig. S5). In these mutants,
effects on colony color were absent (dcr1D, fig.
S5A) or subtle (poz1D, fig. S5D), but we clearly
observed persistence of H3K9me 24 hours after
release of TetR-Clr4-I in both deletion backgrounds
(fig. S5, B, C, E, and F).
These results indicate that a domain of H3K9

methylation and its associated silent state can
be maintained through mitotic cell divisions in
the absence of sequence-specific initiation. The
decay rate of this epigenetic state is primarily in-
fluenced by the erasure of the methyl mark by
the putative demethylase Epe1 and, to a lesser ex-
tent, by pathways that promote transcription or
heterochromatin assembly at endogenous loci.
We note that the efficiency of maintenance does

not correlate with the strength of the initial si-
lenced state (establishment), indicating that per-
turbations to each pathway results in the release
or recruitment of subsets of proteins that make dif-
ferent contributions to the establishment and/or
maintenance of heterochromatin.
Because the different deletions essentially al-

tered the rate of decay of ectopic H3K9me, we
hypothesized that epigenetic maintenance at the
ectopic locus might also exist in WT cells over
the time scales of a few cell divisions. To observe
the decay of silent chromatin with higher time
resolution, we generated cells in which a green
fluorescent protein (GFP) reporter was silenced
by TetR-Clr4-I. Wemodified the endogenous ura4+

gene to encode a Ura4-GFP fusion protein. In ad-
dition, we inserted the same 10XtetO sites used
in the earlier experiments immediately upstream
of a 114-bp fragment of the ura4+ promoter (Fig.
4A). As determined by fluorescence-activated cell
sorting (FACS) analysis, 10XtetO-ura4-GFP was
silenced in a TetR-Clr4-I–dependent manner in
the presence or absence of clr4+. To assess decay
rates, we transferred cells that were grown in
medium lacking tetracycline (GFP OFF cells) to
medium containing tetracycline and harvested
samples at 0, 3, 6, 9, 12, 15, 23, 26, 32, 36, 39, 50,
60, 77, and 100 hours for FACS analysis. FACS data

for a subset of these time points are presented
in Fig. 4, B to E, and the results for all time points
are plotted in Fig. 4F. In general, upon tetra-
cycline addition, the pattern of silencing of the
10XtetO-ura4-GFP reporter in either epe1+ or epe1D
over ~2 days was consistent with the 10XtetO-
ade6+ silencing results (Fig. 4, B and C). With the
higher time resolution and sensitivity of detect-
ing phenotypic expression states, we found that
the OFF state persists in ~10% of the TetR-clr4-I,
clr4+, epe1+ cells for up to 40 hours (~20 cell divi-
sions) after transfer to tetracycline-containing
medium (Fig. 4, D and F), whereas cells contain-
ing TetR-clr4-I, clr4+, epe1D displayed the most
stable maintenance patterns with ~60% of the cells
maintaining the OFF state, even after 100 hours
of growth (~50 cell divisions) in tetracycline-
containing medium (Fig. 4E). These observa-
tions indicate that epigenetic maintenance was
not unique to epe1D cells and that its detection
was normally masked by the rapid erasure of
H3K9me marks by Epe1. Although the decay
rate for cells containing TetR-clr4-I, epe1+ was
rapid (<6 hours), the deletion of Epe1, even in
this background, resulted in a slower decay rate
(Fig. 4E). We observed the GFP OFF state in TetR-
clr4-I, epe1D cells lacking clr4+, 6 hours after trans-
fer to tetracycline medium with a complete shift
to the ON state occurring only at ~23 hours after
transfer (Fig. 4C). In these cells, upon elimina-
tion of Epe1, the decay rate is probably defined
primarily by the dilution of modified histones,
which may maintain epigenetic states for a few
generations in the absence of Clr4-mediated
reestablishment.
It may be argued that maintenance of H3K9me

and the silent state in the initiator-based experi-
ments might arise from low-affinity binding of
TetR-Clr4-I to DNA in the presence of tetracy-
cline (27). We sought to unequivocally rule out
any role for sequence-dependent initiation in the
inheritance we observed by using homologous
recombination to replace TetR-clr4-I with clr4-
ID, which harbors a deletion of the TetR DNA
binding domain (Fig. 5A). After transformation
to replace TetR-clr4-I with clr4-ID and plating on
selective low-adenine medium (Fig. 5A), we ob-
tained red, sectored, and white colonies, which
were tested and confirmed for the replacement
event by allele-specific PCR (fig. S6). The isola-
tion of red clr4-ID, epe1D cells confirmed that the
silent state could be maintained in the complete
absence of sequence-dependent Clr4 recruitment
to DNA. Furthermore, the plating of red clr4-ID,
epe1D cells on low-adenine medium produced red,
sectored, and white colonies (Fig. 5B), whereas
plating of white clr4-ID, epe1D isolates produced
only white colonies (Fig. 5C). In the absence of
the initiator and no other means of reestablish-
ment, the loss of the silent state was an irreversible
event (Fig. 5C). Consistent with the deletion of
the TetR domain, ChIP experiments showed a
complete loss of the TetR occupancy signal at
the 10XtetO-ade6+ locus (Fig. 5D). On the other
hand, we detected high levels of H3K9 dimethyl-
ation at the 10XtetO-ade6+ locus in red but not
white isolates (Fig. 5E). We conclude that, once
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assembled, silent chromatin and histone H3K9me
at the 10XtetO-ade6+ locus can be maintained in
the complete absence of the sequence-specific
recruitment. To determine whether the initiator-
independent silent state could also be inherited
through meiosis, we crossed red haploid cells of
opposite mating type, which lacked the TetR DNA
binding domain (clr4-ID, clr4+, epe1D), to obtain
diploid cells (Fig. 6A). These diploid cells were
then sporulated, and after tetrad dissection, the
resulting haploid progeny were plated on low-
adenine medium. As shown in Fig. 6B, the result-
ing haploid cells formed mostly red or sectored
colonies, indicating that the silent state was also
inherited through meiotic cell divisions.

Inheritance of H3K9me at
native heterochromatin

We next determined the extent to which epige-
netic maintenance mechanisms akin to what is
observed for the ectopic locus might also operate
at native S. pombe pericentromeric repeats. Al-
though RNAi is required for silencing of reporter
genes that are inserted within pericentromeric
repeat regions, deletion of RNAi components does
not entirely eliminate H3K9me and silencing
(36, 37) (Fig. 7A). Residual H3K9me in RNAi de-
letions might arise from either epigenetic mainte-
nance mechanisms or weak RNAi-independent
establishment signals within centromeres (38).
To test for the presence of RNAi-independent sig-
nals that may operate at pericentromeric repeats,
we determined whether H3K9me could be es-
tablished de novo at the repeats in cells with de-
letions of RNAi factors dcr1+ or ago1+. To perform
this experiment, we reintroduced clr4+ into clr4D,
clr4D ago1D, or clr4D dcr1D cells (Fig. 7B) and used
ChIP-seq and ChIP-qPCR to quantify H3K9 di-
methylation levels. As shown in Fig. 7C, the re-
introduction of clr4+ into clr4D cells fully restored
H3K9 dimethylation at the pericentromeric dg
and dh repeats of chromosome 1. In contrast, clr4+

reintroduction into clr4D ago1D or clr4D dcr1D
double-mutant cells failed to promote any H3K9
dimethylation (Fig. 7, C and D). These results
show that RNAi is the primary mechanism for
sequence-specific establishment of pericentro-
meric H3K9me domains and suggest that the
H3K9me observed at these repeats after deletion
of RNAi components results from epigenetic
maintenance.
Our ectopic heterochromatin experiments es-

tablished a role for the chromodomain of Clr4
in epigenetic inheritance of H3K9me (Figs. 2 to
5). Consistent with the hypothesis that RNAi-
independent H3K9me at pericentromeric re-
peats is maintained by epigenetic mechanisms,
residual H3K9me at the centromeric dg repeats
was abolished in ago1D clr4-W31G double-mutant
cells (Fig. 7E). Clr4-W31G contains a mutation in
the chromodomain that attenuates binding to
H3K9me (39). The complete loss of H3K9me in
ago1D clr4-W31G double mutant cells therefore
suggests that the residual H3K9me marks are
maintained by a mechanism that involves direct
chromodomain-dependent recruitment of Clr4
to preexisting marks. In further support of this

hypothesis, the introduction of an additional
copy of WT clr4+, but not the clr4-W31G mutant,
into ago1D cells boosted the residual H3K9me
levels approximately threefold (Fig. 5F). Togeth-
er, these results support a direct “read-write”
mechanism in which Clr4 binds to preexisting
H3K9-methylated nucleosomes and catalyzes the
methylation of H3K9 on newly deposited nucleo-
somes to maintain heterochromatin independent-
ly of the initial signals that induced methylation.
It is noteworthy that, in RNAi mutant cells, dele-
tions of epe1+, mst2+, and poz1+ boost H3K9me
levels and restore silencing to varying degrees
at the pericentromeric repeats (28–30). Fur-
thermore, consistent with its role in H3K9me
inheritance, the chromodomain of Clr4 is also
required for the RNAi-independent spreading
of H3K9me at the mating type locus (40). Our
results suggest that the epigenetic maintenance
of H3K9me, rather than alternative establish-

ment pathways, is primarily responsible for
RNAi-independent silencing in these deletion
backgrounds.

Discussion

Our findings on mitotic and meiotic inheritance
of H3K9me and silent chromatin in the absence
of sequence-specific recruitment—and without
requirement for a small RNA (sRNA) positive-
feedback loop associated with RNAi, or other
known modification systems such as DNA CpG
methylation—strongly suggest that histones modi-
fied by H3K9me can act as carriers of epigenetic
information. This conclusion is supported by (i)
our demonstration that deletion of the fission
yeast putative histone H3K9 demethylase, epe1+,
stabilizes the epigenetic OFF state and allows
its transmission through >50 cell divisions and
(ii) the requirement for the Clr4 methyltrans-
ferase chromodomain, a domain that recognizes
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di- and trimethylated H3K9, suggesting a direct
read-write mechanism for this mode of epige-
netic inheritance.
Several recent studies have described the trans-

generational inheritance of environmentally in-
duced changes in gene expression from parent to
offspring (41). The mechanism of this transgene-
rational inheritance has not been fully defined
but appears to occur via both sRNA-dependent
and -independent pathways. In Caenorhabditis
elegans, plants, fission yeast, and possibly other
systems, the transmission of histone modifica-
tion patterns is often coupled to sRNA generation
and/or CpG DNA methylation (42–44). The latter
pathways can form positive-feedback loops that
help maintain histone modification patterns (2, 45).
This coupling of positive-feedback loops would
increase the rate of reestablishment of silent do-
mains and thus counteract the erasure activity
of enzymes such as Epe1 or mechanisms that in-
crease the rate of histone turnover.
A previous study used a small-molecule dimer-

ization strategy to show that ectopically induced
domains of H3K9me at the Oct4 locus in murine
fibroblasts can be maintained after the removal of
the small-molecule inducer by a mechanism that
is reinforced by CpG DNA methylation (46). How-
ever, unlike the experiments presented here, the
use of the Oct4 locus, which is normally packaged
into heterochromatin in fibroblasts (46), precludes
any conclusions about sequence-independent in-
heritance, as contributions from locus-specific se-
quence elements that normally silence Oct4 in
differentiated cells cannot be ruled out. It there-
fore remains to be determined whether H3K9me
can be inherited independently of specific DNA

sequences or modulation of H3K9 demethyl-
ase activity in mammalian cells. Also, in fission
yeast, a previous study reported that ectopic
heterochromatin-dependent silencing of an ade6+

allele induced by a centromeric DNA fragment
is maintained in an RNAi-dependent manner
after excision of the centromeric DNA fragment
(47), suggesting that a sRNA amplification loop
may somehow be established at the ade6+ locus,
which helps to maintain the silent state. How-
ever, these findings contradict other studies, which
have demonstrated that silencing of ura4+ alleles
by the generation of sRNA from a hairpin could
not be maintained in the absence of the inducing
hairpin (48, 49). Our findings indicate that even in
the absence of coupling to other positive-feedback
loops, or in the absence of sequence-dependent
initiation signals, H3K9me defines a silent state
that can be epigenetically inherited (fig. S7). Main-
tenance of the OFF state is probably determined by
the balance between the rate of H3K9me by the
Clr4 reader-writer module and the loss rate due to
demethylation by an Epe1-dependent mechanism,
transcription-coupled nucleosome exchange, and
dilution of histones during DNA replication.
Although demethylase activity for the S. pombe

Epe1 protein has not yet been demonstrated
in vitro, key residues required for demethylase
activity in other Jumonji domain proteins are
conserved in Epe1 and required for its in vivo
effects on silencing (30, 50) and its effect on
initiator-independent inheritance of heterochro-
matin (this study, Fig. 4C). In addition, a recent
study showed that the activity of human PHF2,
another member of the Jumonji domain protein
family, is regulated by phosphorylation (51),

raising the possibility that a posttranslational
modification or cofactor may be required for
reconstitution of Epe1 demethylase activity.
Regulation of histone demethylation activity may
play a broad role in determining the reversibil-
ity of epigenetic states. Although it is unknown
whether Epe1 activity or levels regulate epige-
netic transitions in S. pombe, regulation of his-
tone demethylase activity has been implicated in
control of developmental transitions in multicel-
lular eukaryotes. In mouse embryonic stem cells,
the pluripotency transcription factor Oct4 acti-
vates the expression of Jumonji domain Jmjd1a
and Jmjd2c H3K9 demethylases, and this activa-
tion appears to be important for stem cell self-
renewal (52). An attractive possibility is that as
epigenetic states become established during tran-
sition from pluripotency to the differentiated state,
reduction in the expression of H3K9 demethyl-
ases helps to stabilize the differentiated state (52).
In another example, down-regulation of the amine
oxidase family histone demethylase LSD1 during
activation of individual olfactory receptor (OR)
genes in the mammalian nose has been suggested
to create an epigenetic “trap” that prevents the
activation of additional OR genes (53). More gen-
erally, H3K9 demethylases may act as surveillance
enzymes that prevent the formation of spurious
H3K9 methylated domains, which may lead to
epigenetic mutations and gene inactivation.

Materials and methods

Plasmids
Plasmids containing 10XtetO binding sites up-
stream of ade6+ and ura4-GFP reporter genes
were constructed by first synthesizing a plasmid
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Fig. 4. Kinetics of decay of the silent state after
release of TetR-Clr4-I using a GFP reporter gene
reveals epigenetic maintenance in epe1+ cells.
(A) Schematic diagram of the 10XtetO-ura4-GFP
locus. (B to E) FACS analysis of GFP expression
in the indicated strains at 0, 6, 23, and 100 hours
after tetracycline addition shows the time evolu-
tion of the distribution of GFP-OFF cells. a.u., ar-
bitrary units. (F) Data for time points between
0 and 100 hours after addition of tetracycline
were plotted to display the fraction of GFP-OFF
cells as a function of time. Dose-response curve
fitting was used as a guide.
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containing 10 tetO sites flanked by 200-bp
homology sequences to facilitate reporter in-
sertion at the ura4 locus. The reporter genes were
cloned downstream of the tetO binding sites
using PacI and AscI restriction sites that were
incorporated during the initial synthesis of the
plasmid. The ade6+ reporter construct consists of
the full-length WT ade6+ gene with endogenous
upstream promoter and downstream terminator
sequences. The ura4-GFP reporter consists of the
full-length ura4+ gene fused at the C terminus
with a monomeric yeast codon–optimized GFP
using Gibson assembly (54). This construct was
subsequently cloned downstream of the 10 tetO
sites and appended with a 114-bp ura4 promoter
element and the corresponding endogenous ura4
downstream terminator sequence. The plasmid
containing TetR-clr4-I was constructed by modify-
ing a pFA6a-natMX6-Pnmt1 plasmid. The promoter
elements in the original plasmid were replaced
with the endogenous clr4+ promoter (using BglII
and PacI restriction sites). The TetR construct con-
sists of an N-terminal SV40 nuclear localization
sequence followed immediately by a 2X-FLAG
tag. The clr4+ chromodomain deletion construct
consists of a clr4 allele lacking amino acids 7 to
59. The synthesis of the TetR-clr4-I fusion with the
upstream endogenous clr4 promoter elements
was achieved by Gibson assembly. The deletion
of the TetR DNA binding element was achieved
after modifying a pFA6a-hphMX6-Pnmt1 plasmid
by insertion of the endogenous clr4+ promoter
and a clr4 allele lacking the chromodomain.

Strains

A strain containing the 10 tetO sites was first
made by insertion of the reporter gene at the
ura4+ locus. The subsequent introduction of the
TetR-Clr4-I fusion protein was achieved with the use
of a PCR-based gene-targeting approach (55).
Strains with the designation TetR-Clr4-I are those
in which the endogenous copy of clr4 is replaced
with the TetR-Clr4-I fusion, making it the only
source of Clr4 expression in the cells. In strains
where the WT copy of clr4+ is intact (i.e., TetR-
clr4-I,clr4+), the fusion protein is inserted at the
trp1+ locus. The deletions of the various RNAi and
chromatin components were achieved either by
PCR-based gene-targeting approaches or by a
cross followed by random spore analysis and
PCR-based screening to select for colonies that
harbored the reporter gene, the TetR fusion pro-
tein, and the appropriate deletion. Strains con-
taining deletions of the TetR DNA binding domain
(clr4-ID) were constructed by both PCR-based tar-
geting approaches and crosses followed by ran-
dom spore analysis. The resulting colonies were
tested using allele specific primers. To isolate red
colonies that harbor a deletion of the TetR DNA
binding domain, sectored colonies, which tested
positive for the deletion in the allele-specific PCR
screen, were replated to isolate single red colonies
on plates containing limiting adenine. All strains
used in this study are listed in table S1.
Crosses were performed between red isolates

of haploid cells of opposite mating type that
harbored a deletion of the TetR DNA binding
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Fig. 5. Silencing and H3K9me are maintained after deletion of the
TetR DNA binding domain. (A) Diagram showing the experimental
scheme for conversion of TetR-clr4-I to clr4-ID, which lacks recruitment
activity because it can no longer bind to tetO sites. The isolation of sec-
tored and red clr4-ID cells demonstrates maintenance in the complete
absence of the TetR DNA binding domain (B), whereas white clr4-ID
colonies indicate irreversible loss of silencing (C). (D) ChIP-qPCR ex-
periments show that FLAG-tagged TetR-Clr4 signal could be detected
at tetO sites in clr4-ID cells. (E) ChIP-qPCR experiments show elevated
levels of H3K9me in silent clr4-ID cells (red isolates) but background
levels of methylation in ade6+-expressing (white) clr4-ID cells. Error
bars in (D) and (E) represent SD.

Fig. 6. Inheritance of initiator-
independent silencing through meiotic
cell divisions. (A) Scheme for mating of
silent (red) ade6+ haploid cells of the
indicated genotypes in which the TetR-
Clr4-I was deleted. After sporulation of
the resulting diploid cells, tetrads were
dissected, and the haploid meiotic prog-
eny were plated on low-adenine medium
(B). Results of four tetrad dissections are
presented and show inheritance and
variegation of the silent state.
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module. The resulting diploid, which lacks any
sequence-specific establishment factors, was then
allowed to sporulate. After tetrad dissection, spores
were plated on low-adenine medium and allowed
to grow at 32°C for 3 days.

Chromatin immunoprecipitation
Cells were grown to a density of 2.5 × 107 cells/ml at
32°C in yeast extract supplemented with adenine
(YEA) or YEA containing tetracycline (2.5 mg/ml).
Cells were cross-linked with 1% formaldehyde for

30 min at room temperature before quenching
with 125 mM glycine for 5 min. The subsequent
steps for sample processing were performed as
previously described (56). Immunoprecipitation
was performed using the following antibodies:
2.5 ml a-H3K9me2 (ab1220, Abcam) for quanti-
fying H3K9me2 levels, 2 mg a-H3K9me3 (57) for
quantifying H3K9me3 levels, and 2.5 ml a-FLAG
(M2, Sigma) for quantifying TetR-Clr4-I occupan-
cy at the ectopic locus before and after addition
of tetracycline. DNA purified from the ChIP ex-
periments was analyzed by quantitative PCR using
an Applied Biosystems 7900HT Fast Real-Time
PCR system. See table S2 for primer sequences.
ChIP-seq libraries were constructed, sequenced
using an Illumina HiSeq platform, and processed
as described previously (49).

Silencing assays

Strains containing the ade6+ reporter construct
were grown overnight, after which fivefold dilu-
tions of each culture were spotted on plates con-
taining only yeast extract and glucose without
any additional adenine supplements with (+tet)
or without (–tet) tetracycline (2.5 mg/ml). Each
silencing assay also included centromeric silenc-
ing reporter strains that are unresponsive to tetra-
cycline (otr1R:ade6+ and ura4::10XtetO- ade6+) as
controls to ensure that the addition of tetracycline
does not induce any changes in reporter gene
expression.

FACS analysis

Cells containing TetR-clr4-I and 10XtetO- ura4-
GFP reporter were maintained in log phase (~2.5 ×
107 cells/ml) through the course of sample prep-
aration at various time points after addition of
tetracycline (2.5mg/ml). Approximately 2.5 × 107

cells were harvested and fixed by addition of 70%
ethanol for 20 min. The cells were then washed
twice with 1X tris-buffered saline (TBS) (200 mM
Tris pH 7.5, 150 mM NaCl) and resuspended
in 1 ml of 1X TBS in a FACS tube (BD Falcon).
GFP fluorescence was then measured using a
FACScalibur instrument (Becton Dickinson), and
excitation was achieved by using an argon laser
emission of 488 nm. Data collection was performed
using Cellquest software (Becton Dickinson), and
a primary gate based on physical parameters
(forward and side light scatter) was set to ex-
clude dead cells or debris. Typically, 20,000 cells
were analyzed for each sample and time point.
The resulting GFP fluorescence profiles were fit
using Gaussian curves (Origin 8.0), assuming a
model in which cells exhibit two expression states:
either GFP-ON or GFP-OFF. The fraction of cells
in each state was calculated by measuring the
area under the curve for each Gaussian fit.
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Observing the unexpected
enhances infants’ learning
and exploration
Aimee E. Stahl* and Lisa Feigenson

Given the overwhelming quantity of information available from the environment,
how do young learners know what to learn about and what to ignore? We found that
11-month-old infants (N = 110) used violations of prior expectations as special
opportunities for learning. The infants were shown events that violated expectations
about object behavior or events that were nearly identical but did not violate
expectations. The sight of an object that violated expectations enhanced learning
and promoted information-seeking behaviors; specifically, infants learned more
effectively about objects that committed violations, explored those objects more,
and engaged in hypothesis-testing behaviors that reflected the particular kind of
violation seen. Thus, early in life, expectancy violations offer a wedge into the
problem of what to learn.

H
umans are capable of remarkable achieve-
ments, from learning a language to design-
ing skyscrapers and mastering calculus.
These achievements would be impossi-
ble without learning. Yet, as many the-

orists have noted, the problems of when learning
should occur, and what should be learned at all,
are highly underdetermined (1, 2). In an environ-
ment that is dynamic and complex, how can a
learner know which aspects of the world to at-
tend to and learn from, and which to ignore?
Without a filter for determining when and what
to learn, or a teacher to provide guidance (3), in-
formation overload can, in practice, make learn-
ing impossible.
At the same time, some aspects of the world

appear to be represented even prior to learn-
ing. These cognitive primitives, sometimes col-
lectively called “core knowledge,” can be observed
in newborn creatures (4, 5) and emerge across
diverse rearing conditions (6) and cultures (7).
But far from obviating the need for learning,
core knowledge may be a foundational under-
standing from which learning begins. One way
this could be so is if core knowledge offers a
wedge into the hard problems of knowing when
and what to learn. If a learner has a basic rep-
ertoire of core expectations about the world,
then detecting a violation of these expectations—
a conflict between what was predicted and what
is observed—might signal a special opportunity
for learning.
A clue that core knowledge may in fact guide

early learning comes from infants’ behavior

in tests of preverbal cognition. Across hun-
dreds of studies, infants respond when basic
expectations are violated, including expecta-
tions generated by core knowledge (8). For ex-
ample, infants look longer when a ball appears
to pass through a wall than when it is stopped
by the wall, suggesting a core understanding of
object solidity (9), and they look longer when
an object hidden in one location is revealed in
a different location, suggesting a core under-
standing of object continuity (10). Seeing sur-
prising events like these can trigger increases
in infants’ looking, as well as alterations in
facial expression (11), pupil dilation (12), and
changes in cerebral blood flow or brain electri-
cal activity (13, 14). These various responses
have been taken to indicate the detection of a
discrepancy between what was expected and
what is observed, and have been documented
across many knowledge domains. Infants de-
tect violations when, for example, a hidden ob-
ject vanishes (15), when 5 + 5 = 5 (16), and when
a social entity approaches someone mean rath-
er than someone nice (17). Responses to such
surprising physical, numerical, and social events
have been invaluable in efforts to character-
ize the roots of human cognition. Yet it re-
mains unknown what purpose these surprise
responses serve and what the cognitive conse-
quences of experiencing an expectancy viola-
tion might be.
Here we tested the hypothesis that, early in

life, violations of core expectations signal a spe-
cial opportunity for learning. First we asked
whether infants more effectively learn new in-
formation about objects that violate expectations
than about objects that accord with expectations
(experiments 1 to 3). Then we asked whether in-

fants preferentially seek information from objects
that violated expectations, and whether their ex-
ploratory actions test plausible explanations for
an observed violation (experiment 4).

Infants’ learning about objects that
violated expectations

In experiments 1 to 3, we showed infants an
event whose outcome either was expected be-
cause it accorded with core knowledge of object
behavior or was surprising because it violated
core knowledge, using events modeled on those
in many previous studies. Then we taught infants
something new about the object that had par-
ticipated in the event, and finally we measured
how well they learned this new information.
Three aspects of our design were crucial. First,

we ensured that events that violated core knowl-
edge differed minimally from events that ac-
corded with core knowledge, by perceptually
matching the events in all respects except for
their outcomes. Second, we ensured that any
observed learning enhancement was caused by
experiencing a violation of core expectations,
rather than by longer perceptual exposure to
objects that violated expectations, by match-
ing the duration of infants’ looking across out-
come types. Third, we ensured that infants were
learning something genuinely new by teach-
ing them information that could not have been
known beforehand and that could not have
been acquired just by seeing the objects them-
selves (i.e., we taught infants an object’s hidden
property).
In experiment 1, 11-month-old infants saw

an event that either accorded with or violated
object solidity or spatiotemporal continuity,
two core physical principles to which young
infants have consistently shown sensitivity
(18–20) (N = 40; movies S1 to S4). In the so-
lidity event (Fig. 1A), infants saw an object (a
toy car for half the infants; a ball for the other
half) roll down a ramp and pass behind a
screen. A solid wall, partially visible above the
screen, clearly blocked the object’s path. In-
fants then saw the screen removed to reveal
either that the object had been stopped by the
wall, thereby according with expectations about
solidity (Knowledge-Consistent outcome, n = 10),
or that the object appeared to have passed
through the wall, thereby violating expecta-
tions about solidity (Knowledge-Violation out-
come, n = 10). In the spatiotemporal continuity
event (Fig. 1B), a separate group of infants saw
two screens placed on an empty stage. The ex-
perimenter hid an object (a ball for half the
infants; a block for the other half) behind the
left screen, then lifted both screens to reveal
either that the object was still behind the left
screen, thereby according with expectations
about continuity (Knowledge-Consistent out-
come, n = 10), or that the object was now behind
the right screen, thereby violating expectations
about continuity (Knowledge-Violation outcome,
n = 10).
Unlike previous studies designed to measure

differences in infants’ looking to expected versus
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violation events, here we gave all infants the
same limited visual exposure to the Knowledge-
Consistent and Knowledge-Violation outcomes;
all infants had just 10 s to encode the event out-
come. A univariate analysis of variance (ANOVA),
with looking time to the event outcome as the de-
pendent variable and event type (Solidity or Con-
tinuity) and outcome type (Knowledge-Consistent
or Knowledge-Violation) as fixed factors, showed
no main effect of outcome type [F(1,36) = 0.002,
P = 0.96] (18) (table S1), which was as predicted
given the short encoding window in our de-
sign. Thus, any subsequent differences in learn-
ing cannot be attributed to longer perceptual
exposure to the object in the Knowledge-Violation
events.
Immediately after this 10-s exposure to the

outcome of the Knowledge-Consistent or the
Knowledge-Violation event, we taught all in-
fants new information about the object in the
event. The experimenter demonstrated that the
object had a hidden auditory property (e.g., it
squeaked) by moving it up and down while the
sound played synchronously from a hidden
central location for 12 s. Our dependent mea-
sure was infants’ learning of this object-sound
mapping. In the test trial, infants saw the tar-
get object from the preceding event and a new
distractor object resting silently on the stage
(baseline; 5 s). For half the infants, the ball was
the target and either the car or the block was
the distractor; this was reversed for the other
half. Then the experimenter moved both ob-
jects up and down simultaneously while the
previously taught sound (e.g., squeaking) played
from a hidden central location (mapping test;
10 s). For each infant we calculated a learning
score by determining the proportion of time
that infants looked at the target object (relative
to the new distractor object) during the base-
line, then subtracting this value from the pro-
portion of time they looked at the target object
during the mapping test, when the taught
sound played (table S1). If infants had success-
fully learned the object-sound mapping, they
should increase the proportion of time they
looked at the target object when the sound played;

such auditory-visual “matching” is the pattern
typically observed in studies of infants’mapping
abilities (21).
We found that infants’ learning of the object-

sound mapping depended on whether they had
just seen a Knowledge-Consistent or a Knowledge-
Violation event. A univariate ANOVA, with learn-
ing score as the dependent variable and event
type (Solidity or Continuity) and outcome type
(Knowledge-Consistent or Knowledge-Violation)
as fixed factors, yielded only a significant main
effect of outcome type [F(1,36) = 10.691, P = 0.002,
partial h2 = 0.229]. Infants’ learning scores were
significantly greater after Knowledge-Violation
events than after Knowledge-Consistent events
(Fig. 2A). We then compared infants’ learning
scores to chance (zero). Infants showed no evi-
dence of learning after events consistent with
object solidity [t(9) = –1.088, P = 0.31] or con-
tinuity [t(9) = 1.62, P = 0.14] but showed sig-
nificant learning after violations to object solidity
[t(9) = 3.092, P = 0.01] and spatiotemporal con-
tinuity [t(9) = 3.715, P = 0.005] (18) (Fig. 2A and
table S1).
In experiment 2, we asked whether this pat-

tern reflected actual learning or simply indicated
greater attention to objects that had violated
expectations. As in experiment 1, infants saw
an object violate the core principle of solidity
(n = 10) or continuity (n = 10) and were then
taught that the object had a hidden auditory
property (e.g., it squeaked). However, during
the mapping test, we played an entirely novel
sound (e.g., rattling). This time, infants did not
increase their proportion of looking to the tar-
get object when the novel sound played after
violations of either solidity [t(9) = 1.453, P =
0.18] or continuity [t(9) = 0.036, P = 0.97] (table
S1). A univariate ANOVA, with learning score
as the dependent variable and event type (So-
lidity or Continuity) and sound type (taught
sound from the Knowledge-Violation condition
of experiment 1 or novel sound from experiment
2) as fixed factors, yielded only a significant main
effect of sound type. Infants’ learning scores
were significantly greater when the taught sound
played in the mapping test (experiment 1) than

when the novel sound played (experiment 2)
[F(1,36) = 5.349, P = 0.03, partial h2 = 0.129]
(18). This confirms that infants’ performance
in experiment 1 reflected successful learning
of an object property, rather than heightened
visual preference for an object that had violated
expectations.
In experiment 3, we asked whether viola-

tions of expectation enhance learning specif-
ically about objects that violated expectations,
rather than about anything that might follow
a violation. We showed infants (n = 10) the
continuity violation from experiment 1, with an
object (i.e., ball) hidden behind the left screen
but revealed behind the right. After the object
was revealed in the surprising location, the
experimenter reached in with a new object (i.e.,
a block) and demonstrated that it had a hid-
den auditory property (e.g., it squeaked). We
then measured infants’ learning about this
new object. As in experiment 1, we calculated
learning scores by determining the proportion
of time that infants looked at this new object
(relative to a distractor object) during the si-
lent baseline, then subtracting this value from
the proportion of time they looked at it dur-
ing the mapping test, when the taught sound
played. We found that infants did not map
the sound to the new object in the mapping
test; their learning scores did not differ from
chance [t(9) = 0.074, P = 0.94] (table S1). An
independent-samples t test confirmed that
this pattern differed significantly from that
of experiment 1, in which infants were taught
about the very object that had violated con-
tinuity [t(18) = 2.126, P = 0.048] (18). Hence,
violations of expectation enhanced learning
only for the object involved in the violation
event, not for unrelated objects. Further, in-
fants’ failure to learn about the new object
shows that the enhanced learning in experi-
ment 1 was not due to general arousal or nov-
elty. When taught about an object that was
completely perceptually novel (because it had
never been seen before) but did not violate
any expectations, infants showed no evidence
of learning.
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Fig. 1. Knowledge-Consistent and Knowledge-Violation outcomes in experiments 1 to 4. (A) Solidity events (movies S1 and S2). (B) Continuity events
(movies S3 and S4). (C) Support events (movies S5 and S6).
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Infants’ exploration and hypothesis
testing after violations of expectation
Our finding that violations shaped infants’
learning in a targeted way, enhancing learn-
ing only about objects relevant to the observed
violation, raises a further question about the
nature of the new information learned. In ex-
periments 1 to 3, the new information taught

to infants was arbitrary, in the sense that it did
not clearly causally relate to the surprising vio-
lations (because the sound made by an object
does not offer a direct explanation for its be-
havior). Besides enhancing learning for such
arbitrary mappings [like those acquired by
nonhuman animals (22)], do violations of ex-
pectation privilege the learning of particular

kinds of information that are relevant to the
nature of the surprising event? When an ob-
servation conflicts with prior knowledge, an
effective learning strategy would be to seek
evidence that could explain the discrepancy be-
tween what was predicted and what is observed.
Older children engage in this kind of hypothesis
testing, performing targeted actions to support
or rule out possible explanations for an event
(23, 24). But it is unknown whether preverbal
infants actively test hypotheses about events,
especially events involving violations of core
knowledge.
In experiment 4, we first asked whether in-

fants (N = 40) preferentially seek information
from an object that violated expectations over
an object that did not. Infants saw an event
that either accorded with or violated the prin-
ciples of object solidity or (extending our in-
quiry to another principle) object support (18)
(movies S5 and S6). The solidity events were
identical to those in experiment 1 (Knowledge-
Consistent outcome, n = 10; Knowledge-Violation
outcome, n = 10) (Fig. 1A). In the support event
(Fig. 1C), infants saw an object (e.g., car) either
pushed along a surface while remaining com-
pletely supported, thereby according with expec-
tations about support (Knowledge-Consistent
outcome, n = 10), or pushed over the surface
edge without falling, thereby violating expect-
ations about support (Knowledge-Violation out-
come, n = 10) (25). As before, we limited infants’
visual exposure to the event outcomes; a uni-
variate ANOVA, with looking time to the event
outcome as the dependent variable and event
type (Solidity or Support) and outcome type
(Knowledge-Consistent or Knowledge-Violation)
as fixed factors, showed no main effect of
outcome type [F(1,36) = 0.794, P = 0.379] (18)
(table S2).
After infants saw the outcome of the solid-

ity or support event, we gave them two objects
to freely explore for 60 s: the target object
from the preceding event (e.g., car) and a new
distractor object (e.g., ball; for half the infants
the car was the target and the ball was the
distractor, and for the other half this was re-
versed). We calculated infants’ exploration pre-
ference scores by subtracting the amount of
time they explored the new distractor object
from the amount of time they explored the tar-
get object (table S2). We predicted that infants
who had seen a Knowledge-Consistent event
would show no preference, whereas infants who
had seen a Knowledge-Violation event would
prefer to explore the object that had just vio-
lated their expectations. A univariate ANOVA,
with infants’ exploration preference score as
the dependent variable and event type (Solid-
ity or Support) and outcome type (Knowledge-
Consistent or Knowledge-Violation) as fixed
factors, yielded a significant main effect of out-
come type [F(1,36) = 5.933, P = 0.02, partial h2 =
0.14]: Infants who had seen the Knowledge-
Violation event explored the target object more
than infants who had seen the Knowledge-
Consistent event. We then compared infants’
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Fig. 2. Results from experiments 1 and 4. (A) Infants’ learning after Knowledge-Consistent and
Knowledge-Violation events in experiment 1. Bars represent average learning scores (proportion of
looking at target object during mapping test minus proportion of looking at target object during
baseline). (B) Infants’ exploration after Knowledge-Consistent and Knowledge-Violation events in
experiment 4. Bars represent looking at and/or touching the target object minus looking at and/or
touching the new distractor object. (C) Infants’ exploratory behaviors on the target object after
Knowledge-Consistent and Knowledge-Violation events in experiment 4. Bars represent infants’
z-scored object-banging behaviors minus z-scored object-dropping behaviors. All error bars rep-
resent SEM.

RESEARCH | RESEARCH ARTICLES



exploration preference scores to chance (zero).
Collapsed across the solidity and support events,
infants who had seen a Knowledge-Consistent
event explored the target and distractor objects
equally [t(19) = –1.128, P = 0.27], whereas in-
fants who had seen a Knowledge-Violation event
preferred to explore the target object [t(19) =
2.395, P = 0.027] (18) (Fig. 2B and table S2).
Infants who saw a violation event showed

enhanced interest in the violation object, pre-
ferring to explore it over a new object. Because
details of infants’ exploratory behaviors might
reveal an even richer interplay between knowl-
edge and exploration, we next asked whether
infants explored the target object qualitatively
differently depending on which violation they
had seen. We analyzed two common exploratory
behaviors, each relevant to one of the presented
events: banging an object (relevant to testing
object solidity) and dropping an object onto
the table or floor (relevant to testing object sup-
port). Because dropping an object takes longer
than banging an object, we converted the fre-
quency of these behaviors into z scores to en-
able direct comparison (table S2). To calculate
infants’ tendency to bang versus drop objects,
we subtracted each infant’s z-scored dropping
frequency from their z-scored banging fre-
quency. A univariate ANOVA, with action tenden-
cy score on the target object as the dependent
variable and event type (Solidity or Support)
and outcome type (Knowledge-Consistent or
Knowledge-Violation) as fixed factors, yielded
a significant interaction between event type
and outcome type [F(1,36) = 9.43, P = 0.004,
partial h2 = 0.208] (Fig. 2C). An independent-
samples t test revealed that infants who had
seen an object appear to pass through a wall
(Knowledge-Violation solidity event) banged
that object more than they dropped it, relative to
infants who had seen the same object stopped by
the wall (Knowledge-Consistent solidity event)
[t(18) = 2.378, P = 0.029]. By contrast, infants
who had seen an object appear to hover in mid-
air (Knowledge-Violation support event) did
the reverse: They dropped the object more than
they banged it, relative to infants who had seen
the same object fully supported (Knowledge-
Consistent support event) [t(18) = –2.045, P =
0.056] (18) (Fig. 2C and table S2). This double
dissociation in infants’ behavior—wherein in-
fants who saw a solidity violation tended to ac-
tively bang the target object, whereas infants who
saw a support violation tended to drop it—shows
that infants tailored their exploratory actions to
the type of violation seen.
The infants’ banging and dropping of the

new distractor object that had not participated
in the solidity or support event did not differ
across event types or outcomes. A univariate
ANOVA, with action tendency score on the dis-
tractor object as the dependent variable and
event type (Solidity or Support) and outcome
type (Knowledge-Consistent or Knowledge-
Violation) as fixed factors, yielded no significant
interaction [F(1,36) = 0.062, P = 0.80]. Critical-
ly, a repeated-measures ANOVA that examined

action tendency scores across object type (tar-
get or distractor), event type (Solidity or Sup-
port), and outcome type (Knowledge-Consistent
or Knowledge-Violation) yielded a significant
interaction among these three factors [F(1,36) =
4.95, P = 0.032, partial h2 = 0.12] (18); infants
performed differential actions only after Knowl-
edge-Violation events and only on the objects
that had committed the violation. This dissoci-
ation in infants’ actions on just the target object
reveals two senses in which infants’ behaviors
were highly directed: They focused on the entity
that had violated expectations, and they were
relevant to the nature of the observed violation.
Thus, infants’ behaviors are not merely reflexive
responses to the novelty of surprising outcomes
but instead reflect deeper attempts to learn
about aspects of the world that failed to accord
with expectations.

Conclusions

Our findings show that infants’ learning is
changed when their expectations are violated.
Much as scientists faced with unexpected pat-
terns of data are propelled to think harder, run
further experiments, or change their methods of
inquiry, untutored preverbal minds are sensitive
to conflict between the predicted and the ob-
served, and use this conflict as a scaffold for
new learning.
In our experiments, we tested learning after

violations of expectations drawn from core knowl-
edge of object behavior—knowledge that is avail-
able from early in life, is universal across human
cultures, and is present in other species. The
existence of these foundational expectations has
been used to argue for the presence of rich innate
knowledge in infants; given our finding that vio-
lations of these expectations lead to enhanced
learning, early knowledge and early learning
aremutually reinforcing. In addition, expectancy
violations involving other types of knowledge
are also likely to be important in learning. Chil-
dren form new expectations by tracking expe-
rienced contingencies (26), by receiving others’
testimony (27), and by using abstract knowl-
edge to form probabilistic predictions about
events they have never observed (28). Some of
these sophisticated behaviors have been inter-
preted in terms of Bayesian inferences that gen-
erate knowledge by weighing new evidence
against prior beliefs (29, 30). Our findings accord
well with such a framework and suggest ave-
nues to explore how violations detected in dif-
ferent domains of prior knowledge, or using
different kinds of new evidence, shape explo-
ration and learning throughout the life span
and across species.
Together, our experiments reveal that when

infants see an object defy their expectations,
they learn about that object better, explore that
object more, and test relevant hypotheses for
that object’s behavior. Seen through this lens,
the decades of findings that infants look longer
at surprising events suggest not only that in-
fants are equipped with core knowledge about
fundamental aspects of the world but also

that this knowledge is harnessed to empower
new learning even in infancy. Thus, core knowl-
edge is not an alternative to learning but is
instead a key ingredient in driving learning
forward.
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RIBOSOME

The structure of the human
mitochondrial ribosome
Alexey Amunts,* Alan Brown,* Jaan Toots, Sjors H. W. Scheres, V. Ramakrishnan†

The highly divergent ribosomes of human mitochondria (mitoribosomes) synthesize
13 essential proteins of oxidative phosphorylation complexes. We have determined
the structure of the intact mitoribosome to 3.5 angstrom resolution by means of
single-particle electron cryogenic microscopy. It reveals 80 extensively interconnected
proteins, 36 of which are specific to mitochondria, and three ribosomal RNA molecules.
The head domain of the small subunit, particularly the messenger (mRNA) channel,
is highly remodeled. Many intersubunit bridges are specific to the mitoribosome,
which adopts conformations involving ratcheting or rolling of the small subunit that
are distinct from those seen in bacteria or eukaryotes. An intrinsic guanosine
triphosphatase mediates a contact between the head and central protuberance. The
structure provides a reference for analysis of mutations that cause severe pathologies
and for future drug design.

M
itoribosomes have substantially diverged
from bacterial ribosomes, with which they
share a common ancestor. They have a
reversal in their protein-to-RNA ratio,
as a result of a contraction of ribosomal

RNA (rRNA) and acquisition of many additional
proteins, which facilitate specific requirements
of protein synthesis in mitochondria, such as
synthesis of hydrophobic proteins and their co-
translational delivery to the membrane (1–3).
The atomic structure of the mitoribosomal large
subunit (mt-LSU) is known (1–3). However, ob-
taining a similar high-resolution structure of the
entire mitoribosome has been hindered by the
conformational variability of the small subunit
(mt-SSU). The mt-SSU binds messenger (mRNA),
is involved in accurate initiation and decoding,
and undergoes large-scale conformational changes
during the elongation cycle (4). Here, we report

the structure of the intact human mitoribosome
at 3.5 Å resolution by means of electron cryogenic
microscopy (cryo-EM), revealing an atomic model
for the mt-SSU, the unusual dynamics of the
mitoribosome, and the molecular details of
mitochondria-specific bridges between the two
subunits.

Structure determination

To overcome the conformational flexibility of
the mt-SSU, we collected 7528 micrographs from
a total of four data sets, including the data set
used to solve the structure of the human mt-LSU
(2). Each data set was initially processed inde-
pendently, with two-dimensional (2D) and 3D
classification used to remove particles that aligned
poorly or corresponded to “free” mt-LSU. The
resultant 884,122 particles were classified further,
revealing three distinct subpopulations, each re-
solved to better than 5 Å resolution, in which
the mt-SSU adopts different orientational states
(fig. S1).
To improve the quality of the maps further

to permit accurate model building, we applied

masks during refinement. Rather than use all
particles, we combined the data sets that ex-
tended to 4.0 Å or better with additional views
of the mitoribosome extracted from the remain-
ing data sets, giving a total of 449,823 par-
ticles (fig. S2A). As the mitoribosome displays
preferential orientation on the EM grid, the
inclusion of a wider variety of views improved
the angular sampling of the reconstructions
(fig. S2B) and resulted in a higher overall reso-
lution than that obtained by using all data.
Refinement with masks applied over the mt-
LSU, mt-SSU, and the head domain improved
the resolution to 3.3, 3.5, and 3.9 Å, respectively
(Fig. 1 and figs. S2 and S3). Although local reso-
lution varies within the maps, even at the pe-
riphery the density is sufficient for de novo
model building (Fig. 1).

Overall structure

The model of the human mitoribosome contains
three rRNA molecules (16S mt-LSU rRNA, 12S
mt-SSU rRNA, and mt-tRNAVal) and 80 proteins,
of which 36 are specific to mitochondria. Addi-
tionally, most proteins with homologs in bacteria
have substantial extensions. The increased pro-
tein mass results in a ribosome with a distinct
morphology (Fig. 2A), a more extensive protein-
protein network of more than 200 contacts (fig.
S5), and an rRNA core better shielded from re-
active oxygen species.
For the mt-SSU, we are able to locate all re-

ported constituent proteins (30, with 14 specific
to mitochondria), with the exception of MRPS36,
confirming the recent observation that it is not
a mitoribosomal protein (table S2) (5). Addition-
ally, mS30 is shown to be present as a single
copy in the mt-LSU and renamed to mL65 (3),
and two further homologs of bS18 to that ob-
served in the mt-LSU are identified (fig. S6). For
the mt-LSU, we located two additional proteins,
bL31m and mL54, which were previously iden-
tified in the porcine mt-LSU (3) and further im-
proved the model at the central protuberance
and subunit interface (6).
The mt-SSU lacks homologs of uS4, uS8, uS13,

uS19, and bS20. With the exception of uS4,
these proteins have not been substituted by
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Fig. 1. Map quality. (A) Maps generated by using masked refinement colored by means of local resolution. The outline of the mask applied to the
head is shown as a dashed line. Colored circles pinpoint the location on the mt-SSU of the density examples shown in (B) to (D). (B) Density for
mS27 at the bottom of the mt-SSU. (C) Well-resolved density for mS38 in the core of the mt-SSU. (D) Density for mS29, including the bound GDP at
the head.
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mitochondria-specific elements (Fig. 2B). In
bacteria, uS13 and uS19 from the head form
bridges with the central protuberance and in-
teract with the anticodon stem loop of tRNAs
in the pretranslocation state (7). Alternative
bridges have been formed by mitochondria-
specific elements, whereas contacts with tRNA
are lost. The mt-SSU is elongated as a result of
mitochondria-specific proteins at both extrem-
ities (mS29 at the head and mS27 at the bot-
tom). mS26 forms a distinctive 170 Å helix that
wraps around the body.
The mt-rRNA is about half the size of the

bacterial one (Fig. S7). As observed for the mt-
LSU, deletion of mt-SSU rRNA segments oc-
curs at sites that can be bridged by short (two to
three nucleotides) sections of rRNA (2) (fig. S8).
The remaining rRNA adopts conformations con-
sistent with those in bacteria, except for h44.
This helix is a universal element of ribosomes
that forms several inter-subunit bridges as well
as part of the decoding center. In bacteria, the
lower part of the helix is rigid and anchored by
bS20, whereas the middle part forms major in-
tersubunit bridges (B2a, B3, B5, and B6a), and
the upper part is flexible, being involved in tRNA
translocation (8).
In the human mitoribosome, the conformation,

coordination, and flexibility of the lower part of
h44 have diverged extensively. In part, this may
be a response to the loss of constraints of main-
taining a bridge (B6) with mt-LSU rRNA H62,
which is absent. The decreased rigidity (as ob-
served through high B-factors) is due to loss of
stabilizing interactions with bS20 and base pair
rearrangements. In contrast, the movement of
the upper part of h44 is likely restricted by the
presence of mS38.

Conformational heterogeneity

Ribosomes are highly dynamic, with a ratchet-
like rotation of the SSU correlated with mRNA-
tRNA translocation. We compared the three
distinct subpopulations in our sample with the
classical, nonrotated bacterial ribosome (9) and
with each other (table S3). The majority of hu-
man mitoribosomes (class 1, 60%) adopt an ori-
entation that is different from the nonrotated
state in bacteria. The small subunits are related
by a 7.4° rotation around an axis that runs
through h44 and h3 (fig. S9A). Class 2 (22%)
closely resembles the fully ratcheted state ob-
served for the bacterial ribosome (Fig. 3A) (10).
It is related to class 1 by a 9.2° counterclockwise
rotation (as viewed from the solvent face of the
mt-SSU), with bridge B3 acting as a pivot, as
seen in bacteria (11). Class 3 (12%) is related
to class 1 by a rotation of 9.5° around the long
axis of the mt-SSU (Fig. 3B). This conforma-
tional mode is observed in eukaryotic, but not
bacterial, ribosomes during the elongation cy-
cle and termed “subunit rolling” (12). The re-
maining 6% of particles aligned poorly and
potentially represent a continuum of less well-
populated states.
In bacterial ribosomes alongside the ratchet-

like subunit rearrangement, the head domain

can swivel by a further 6° to 7° (13). We observed
only slight rotational movement of the head do-
main of the mt-SSU rRNA (1° to 2°), which may
result from additional protein elements con-
necting the head and body, particularly mS37
and uS5m. mS29, which forms mitochondria-
specific bridges with the central protuberance
of the mt-LSU, is displaced by up to 3.4 Å between
the three classes in a movement independent of
the rRNA head orientation (fig. S9B).

Intersubunit bridges

The two ribosomal subunits are connected by a
number of intersubunit bridges, although their
composition was unclear at lower resolution
(14, 15). The movement of the two subunits rel-
ative to one another, and rearrangement of the
bridges, is an intrinsic part of the mechanism of
the ribosome. In bacteria and eukaryotes, these

bridges consist mainly of conserved RNA-RNA
interactions (16). In contrast, the interface of the
mitoribosome has a far greater ratio of protein-
mediated contacts, with three protein-protein
and six protein-RNA bridges. The effect of the
extensively remodeled bridges is an mt-SSU that
can sample more conformational space than the
bacterial ribosome.
Intersubunit bridges B1, B1b/c, B4, B6, and

B8 that are found in bacterial and cytoplasmic
ribosomes are absent from human mitoribo-
somes (Fig. 4 and fig. S10). Based on class 1,
which forms the largest interface between sub-
units, we define seven additional mitochondria-
specific bridges (designated with the prefix
“m”) (Fig. 4, fig. S11, and table S4). The bridges
occur along the long axis of the mt-SSU from
the head to the lower body, although they are
primarily centered on the central region of the
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Fig. 2. Overview of
the human mitoribo-
some. (A) Proteins
conserved with
bacteria (blue), ex-
tensions of homolo-
gous proteins (yellow),
and mitochondria-
specific proteins (red).
rRNA is shown in gray.
(B) Location of pro-
teins in the human
mt-SSU.

Fig. 3. Dynamics of
intersubunit orienta-
tions. (A and B) Com-
parison of mt-SSU
orientations based on
common superposition
of the mt-LSU. Shifts
between equivalent
rRNA phosphorus
atoms and protein Ca
atoms in the different
states are color-coded
(0 to 20 Å). (A) Inter-
subunit rotation resem-
bling the ratchetlike
mechanism common to all ribosomes. (B) Rotation of the small subunit around its long axis. (C)
Schematic of mitoribosomal conformational changes.
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body. Bridges mB1a and mB1b at the head of
the mt-SSU are analogous to bacterial bridges
B1a and B1b because they mediate interactions
with the central protuberance of the LSU through
mitochondria-specific proteins. At the lower body,
mB6 is formed between the N-terminal exten-
sion of bL19m and mS27.
Of the mitochondria-specific bridges, mB4

buries the largest surface area and is formed by
an interaction between mS38 and mt-LSU rRNA
H71. At the interface, a helical element of mS38
runs parallel to the upper part of h44 before a
90° kink, with the N terminus protruding into
the mt-SSU rRNA (Fig. 5, A and B). Its location
and structure resemble those of eL41, a short basic
a-helix that forms a eukaryotic-specific bridge
(eB14) in the cytoplasmic ribosome (17), suggest-
ing that mS38 and eL41 are the products of con-
vergent evolution. Although the length of eL41
and the contacts it makes with the two sub-
units vary among species (18), mS38 is substan-

tially longer, and the helix that runs parallel to
the interface is specific to mitoribosomes be-
cause it fills a space generated by the absence
of mt-LSU rRNA H62.
With the exception of the pivot bridge B3 that

maintains nearly identical contacts in all observed
classes, the other bridges form dynamic commu-
nication pathways (table S5). The bridges at the
head and bottom of the mt-SSU are particularly
dynamic and are therefore poorly resolved. In
the ratcheted state, a new bridge (mB7) is formed
between uL2m and the phosphate backbone of
h23. The rolling movement preserves the upper
part of h44 and therefore its bridges with the
mt-LSU.

A GTPase mediates intersubunit bridges
with the central protuberance

In all domains of life, guanosine triphosphatase
(GTPase) factors act on the ribosome at every
stage of translation. However, mitoribosomes

are the only ribosomes that have acquired an
intrinsic GTPase activity through the guanosine
5´-triphosphate (GTP)–binding protein, mS29 (19).
In mice, mS29 deficiency is lethal in utero with
abnormal, shrunkenmitochondria (20). We located
mS29 to the mt-SSU head close to the subunit
interface (Fig. 5, D and E), with density for a bound
nucleoside diphosphate (fig. S12). mS29 is in-
volved in coordinating two mitochondria-specific
bridges (mB1a and mB1b) with elements of the
remodeled central protuberance (fig. S11 and
table S4). Structurally, mS29 is similar to P loop–
containing nucleoside triphosphate hydrolases
and possesses both Walker A and B motifs (res-
idues 128 to 135 and 249 to 263, respectively)
that are necessary for catalysis (21), suggesting
that mS29 is catalytically active. The structure
also reveals that a hydrogen bond between the
carbonyl group of GTP and the main chain amide
of Met100 (fig. S12B) is responsible for the spe-
cificity of the mitoribosome for guanosine over
adenosine (19).
The presence of guanosine diphosphate (GDP)

bound to mS29 at the subunit interface sug-
gests that GTPase activity is linked to subunit
association, which is compatible with the ob-
servation that although the mt-SSU readily
binds GTP, the intact mitoribosome does not
(19) because the g-phosphate would clash with
Thr313.

The mRNA channel

During translation, the mRNA occupies an RNA-
rich groove that encircles the neck of the SSU (22).
The human mitoribosome has substantial differ-
ences in both the entry and exit sites of this
channel compared with other ribosomes (Fig. 6).
In bacterial ribosomes, incoming mRNA passes
through a ring-shaped entrance formed by uS3,
uS4, and uS5 that is located between the head
and shoulder of the SSU. Basic residues from uS3
and uS4 confer helicase-like activity on the ribo-
some that unwinds secondary structure present
in the mRNA (23). In the human mitoribosome,
the entry site has been remodeled because of the
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Fig. 5. Mitochondria-specific features at the subunit interface. (A) h44,
mS38, and mS27 coordinate previously unidentified bridges with the mt-LSU. (B)
h44 has been extensively remodeled.The upper half is stabilized by mS38, whereas
the lower half has greater flexibility (the representation of the phosphate backbone
is colored and sized by B factor). (C) h44 in bacterial ribosomes. (D) mS29
mediates mitochondria-specific bridges between the central protuberance and
head. (E) In monosomes, mS29 is bound to GDP.

Fig. 4. Distribution of intersubunit bridges. View showing subunit interfaces. Residues that form
bridges are shown as spheres. Bridges invariant in all classes are shown in purple, and dynamic bridges
are in red. mB7 is specific to class 2 and shown in teal.
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absence of uS4 and deletion of the C-terminal
domain of uS3. The new entry site is dominated
by an extension to uS5m that partially compen-
sates for the lack of uS4 and interacts with uS3m
(Fig. 6A). As a result, the entrance has shifted,
and its diameter expanded from 9 to 15 Å (fig.
S13, A and B). The interior of the channel is
lined with basic (Arg189, Lys239, and Arg264) and
aromatic (Phe229) residues from uS5m, which
might be involved in direct interactions with
mRNA (fig. S13C).
Although the entrance has widened, the aver-

age diameter of the channel is still less than that
of an RNA duplex. Therefore, mRNAs must enter
as a single strand. In the proximity of the channel
entrance is a pentatricopeptide repeat (PPR) pro-
tein (mS39) bound to the solvent side of the
head (Fig. 6B). This is the largest protein of the
mt-SSU and comprises a helix-turn-helix array
stretching over 110 Å. Its knockdown results in
a substantial overall decrease in mitochondrial
protein synthesis (24). A conserved property of
PPR proteins is the ability to bind single-stranded
RNA (25), including the 5′ ends of mRNA (26).
In our structure, the RNA binding motifs closest
to the channel entrance are solvent-exposed and
remain unoccupied.
The exit from the channel between the head

and platform is important for bacterial trans-
lation initiation. In bacteria, the Shine-Dalgarno
sequence base pairs with the otherwise flexible
3′ end of SSU rRNA to specify the position of
the start codon (22). Human mt-mRNAs lack a
Shine-Delgarno sequence and are mostly lead-
erless (27); therefore, the 3′ end of rRNA is not
expected to be involved in initiation. Indeed, in
the mitoribosome this region is deleted, and the
3′ end of rRNA is stably associated with mS37.
This represents an example of convergent evo-
lution with the eukaryotic ribosome, which also
does not require a Shine-Dalgarno for initiation,
in which the function of locking the 3′ end of
rRNA is performed by eS26 (28).
At the channel exit, there is a protein with a

single oligonucleotide-binding (OB) fold that
is consistent with a low-resolution EM recon-
struction (EMD-5693) and biochemical data

(29) for a homolog of the N-terminal domain of
bS1 (fig. S14). Unlike bacterial bS1, bS1m is
tightly associated with the ribosome through
extensive interactions with uS2m and bS21m
(Fig. 6B). In bacteria, bS1 is composed of six
OB folds that work in a concerted manner to
unfold mRNAs for active translation (30). We
can exclude the possibility that bS1m forms a
platform for bS1-like assembly because it lacks
the essential solvent-exposed helix that forms
the interaction with the following OB domain
(fig. S14D) (31). However, the structural and po-
sitional conservation of bS1m with bS1 and a
large electropositive patch that faces the emerg-
ing mRNA suggest a role in binding RNA (fig.
S14, E and F).

Antibiotic sensitivity and effect
of ribosomal mutations

Aminoglycosides are potent antibiotics for com-
bating severe bacterial infections (32) and are
also used for treatment of genetic disorders
(33). Mutations in the mt-SSU rRNA gene, par-
ticularly A1555G and C1494T, have been re-
ported to predispose carriers to aminoglycoside
hypersensitivity linked to increased ototoxicity
and nephrotoxicity (34). The structure reveals
that these two mutations would reintroduce
base pairs to limit the increased flexibility of
the decoding center and resemble more close-
ly the aminoglycoside-binding site in bacterial
ribosomes (fig. S15A) (35). Because the clinical
use of aminoglycosides and oxazolidinones
(fig. S15B) is limited by toxicity owing to inhibi-
tion of mitoribosomes (34, 36), the structure
will aid the rational design of more selective
compounds. Similarly, the structure provides a
reference for the analysis of mitoribosomal mu-
tations that cause severe pathologies (table S6
and fig. S16).
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Fig. 6. Remodeling of the mRNA channel. (A) A wide entrance to the mRNA channel is formed by
uS3m and uS5m. (B) Overall path taken by mRNA in the human mitoribosome, with mS39 located near
the channel entrance. (C) mRNA emerges through an exit formed by bS1m, bS21m, and mS37.
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MOLECULAR PHYSICS

Production of trilobite Rydberg
molecule dimers with kilo-Debye
permanent electric dipole moments
D. Booth,1 S. T. Rittenhouse,2 J. Yang,1 H. R. Sadeghpour,3* J. P. Shaffer1

Permanent electric dipole moments are important for understanding symmetry
breaking in molecular physics, control of chemical reactions, and realization of strongly
correlated many-body quantum systems. However, large molecular permanent electric
dipole moments are challenging to realize experimentally. We report the observation
of ultralong-range Rydberg molecules with bond lengths of ~100 nanometers and
kilo-Debye permanent electric dipole moments that form when an ultracold ground-state
cesium (Cs) atom becomes bound within the electronic cloud of an extended Cs electronic
orbit. The electronic character of this hybrid class of “trilobite” molecules is dominated
by degenerate Rydberg manifolds, making them difficult to produce by conventional
photoassociation. We used detailed coupled-channel calculations to reproduce their
properties quantitatively. Our findings may lead to progress in ultracold chemistry and
strongly correlated many-body physics.

E
lectric dipole moments of molecules are
fundamentally important for the control of
chemical reactions (1, 2), precision spectros-
copy, realization of certain strongly correlated
many-body gases (3), quantum information

processing (4), and tests of fundamental sym-
metries (2). Permanent electric dipole moments
(PEDMs) in molecules are a manifestation of sym-
metry breaking. They form in quantum systems
by charge separation and mixing of opposite-
parity eigenstates. Homonuclear molecules are
therefore not expected to possess PEDMs (5).
Ultralong-range rubidium (Rb)Rydberg dimers

correlating to nS + 5S molecular asymptotes,
where n is the Rydberg atom’s principal quan-
tum number, possess sizable PEDMs (~1 Debye)
and a linear Stark map (6). Because of the smaller
noninteger component of the Cs S-state quantum
defect mS [mS(Cs) = 4.05, whereas mS(Rb) = 3.13], Cs
Rydberg molecules correlating to nS + 6S as-
ymptotes are predicted to have a PEDM as large
as ~15 Debye (6). The quantum defect is the
amount bywhich the principal quantumnumber
of an atomic state is shifted—that is, n* = n – ml. In
contrast to states with angular momentum quan-
tum numbers l ≤ 2 (7–13), which are most easily
addressed by laser excitation, the original theory
of ultralong-range Rydberg molecules (14) pre-
dicted that huge kilo-Debye PEDMs would form
in the excitation of a completely l-degenerate
Rydbergmanifold. Anultralong-rangeRydbergmol-
ecule that is a hybrid of the low and high l-type

molecules would possess a giant PEDM but still
be accessible via conventional two-photon laser
excitation. Because of their energy level structure
and ground-state electron scattering properties,
Cs atoms are an ideal system for observing such a
hybrid species.
We found that for Cs atoms, the peculiarly

small noninteger fraction of the S-state quantum
defect strongly admixes the (n – 4)l> 2degenerate
electronic manifold with spherically symmetric
nondegenerate nS states to form ultralong-range
Rydbergmoleculeswith kilo-DebyePEDMs,which
are spectroscopically accessible. The Rydberg
electron probability distributions for the observed
Cs(nS + 6S) 3S+ Rydberg molecules are predom-
inantly of the “trilobite” type (Fig. 1A). Here, the
label in parentheses denotes the separated atom
limit and the superscripts refer to the total elec-
tronic spin (triplet) and the homonuclear mol-
ecule reflection symmetry (+) through a plane
containing the internuclear axis. The fractional
mixing of states with high angular momentum
can be as large as 90%. This contrasts with the
0.01% admixture of hydrogenic state character
that occurs in Rb(nS) Rydberg molecules as
studied in (6). The large admixture of a nearly
degenerate electronicmanifold localizes the elec-
tron density on the Cs(6S) perturber (Fig. 1A).We
measured the PEDM by monitoring how the
molecular Rydberg lines broaden when subjected
to an external electric field of strength F≈ 30mV/cm
(Fig. 1C). Quantitative calculations of potential
energy curves (PECs) with complicated nonadia-
batic avoided crossings, vibrational energy levels,
andPEDMs corroborated the observations (Fig. 1B,
Fig. 2A, and Fig. 3A).
Excitation into Rydberg states in a quantum

gas has the potential for probing many-body ef-

fects with high precision and creating exotic
states of matter. A recent observation of Rydberg
electron orbital excitation to sizes comparable to
or exceeding the extent of a Bose-Einstein con-
densate heralds possibilities for charged impurity
research with extremely low mass ratios (15).
Because of Rydberg blockade (16), only one
Rydberg atom is excited in the condensate and
single-impurity studies can be conducted. The
formation of ultralong-range Rydberg mole-
cules can be likened to localization in solids (17):
Ultralong-range Rydberg molecules are formed
through multiple scattering of electrons from
perturbers, leading to the localization of the elec-
tronic wave packet. The Cs states produced in this
work are precursors to stateswhere the electron is
strongly localized at the position of several ground-
state atoms. Such stateswill have exotic properties;
they can involve dipolar and spin degrees of free-
dom, aswell as interactionsbetweenRydberg atoms
if more than one Rydberg atom is present.
The interaction between a Rydberg electron

and a ground-state perturber located within the
Rydberg atom can be described by a Fermi con-
tact interaction with energy-dependent scatter-
ing lengths (18, 19). For Cs, there is a large p-wave
spin-orbit splitting, manifested in the 3PJ electron-
cesium scattering phase shifts that must be con-
sidered. To calculate themolecular states for the Cs
dimer, we diagonalized the electronic Hamiltonian
that results from the electron-atom interaction
for a range of internuclear distance R, using a
large basis set of Rydberg electron orbital wave
functions (20). The calculation yielded a set of
Born-Oppenheimer (BO) PECs, U(R), and their
corresponding Rydberg electron wave functions,
Y(R;r). Examples of these PECs and electron
density distributions calculated from the Y(R;r)
are shown in Fig. 1, A and B. The resulting set of
coupled Schrödinger equations were solved di-
rectly to extract the vibrational states and the
full spectrum of Rydberg molecular states.
The depth of the BO PECs with respect to the

nS + 6S molecular asymptotes shows extreme
sensitivity to the value of the zero-energy s-wave
scattering length. This is because the depth of the
PECs with respect to the hydrogenic manifold
is approximately proportional to the scattering
length. Because the hydrogenic manifold lies
several GHz above the Cs Rydberg S state, a 1%
variation in the electron ground-state atom
s-wave scattering length results in a change of
~100 MHz in the PEC depth. We used this sen-
sitivity to adjust the value of the s-wave scat-
tering length so that the lowest vibrational level
in the outer well of the PEC correlating to 40S +
6S was in agreement with the experimentally ob-
served resonance peak. The s-wave scattering
length obtained was –21.3 T 0.1 a0, where a0 is
the Bohr radius. This value is 2% smaller than
the theoretically calculated value of –21.7a0
used in (9, 21). The error bars are set conserv-
atively to correspond to an energy level shift ap-
proximately equal to the spectral width of the
observed vibrational states.
The p-wave electron-perturber scattering creates

a set of narrow avoided crossings in the BO PECs,
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evident in Fig. 1B. These features correspond to
metastable p-wave Cs– states (22). The PEC cross-
ings can have a large impact on the overall be-
havior of the molecular PECs and the resulting
vibrational states, particularly for those states
lying nearby in energy. Far from the crossings,
the PECs are dominated by s-wave scattering.We
focus on states in the outermost PEC wells (Fig.
1B), where the p-wave scattering produces only a
small energy shift and the spin-orbit splitting
between the MJ = T1 and MJ = 0 bound-state
energies is smaller than the experimental spec-
tral resolution of 3 MHz.
The experiment was performed in a far-off

resonance trap (FORT). The crossed FORT was
loaded to a peak density of 5 × 1013 cm–3 at a
temperature of 40 mK. A two-photon excitation
was used to photoassociate the molecules (Fig.
2B). The molecules were ionized using the FORT
beams. The ions were detected with a micro-
channel plate detector. The molecular spectra
were acquired by counting Cs+ and Cs2

+ ions
arriving at the detector as a function of excitation
laser frequency. No Cs2

+ ions were detected.

Molecular spectra were acquired red-detuned
from the n = 37, 39, and 40S1/2 atomic states.
Three spectral absorption lines were selected for
Stark shift measurements: the excited vibrational
level at ~ –277 MHz, v = 4, in the PEC correlating
to the 37S + 6S limit, and the ground vibrational
levels, v = 0, in the PECs correlating to the 39S +
6S and 40S + 6S limits. These states are indi-
cated in Fig. 1B with arrows, and their ion yield
spectra are shown in Fig. 2A and Fig. 3A. For
the Stark shift measurements, external electric
field (Fa) scans were performed on the spectral
lines to determine their positions and widths.
Because the electric field plates can only apply
electric fields normal to the plates in our ap-
paratus, a constant horizontal background elec-
tric field of Fh ≈ 15 mV cm–1 was present for all
the measurements.
At electric fields of Fa ≈ 15 to 30 mV cm–1, the

Stark shift appeared as a broadening of the
spectral line that increases linearly as a function
of Fa (Fig. 1C) (20). The broadening increased
nonlinearly at very smallFa≈ 10mVcm–1 because
of the presence of Fh ≈ 15 mV cm–1. From the

broadenings shown in Fig. 1C, we determined
dipolemoments for themeasuredmolecular states.
For the –277 MHz vibrational peak near the 37S +
6S asymptote, the measured electric dipole mo-
ment was D = 2330 T 400 Debye, whereas we
obtained D = 2310 T 250 Debye and D = 1910 T
150 Debye for the v = 0 level in the outer wells
shown in Fig. 1B near the 39S + 6S and 40S + 6S
asymptotes, respectively. The observed PEDMs
are 100 to 1000 times those measured in pre-
vious experiments (6, 9), primarily because of
the greater degenerate admixture present in the
states observed here. Electron density distribu-
tions for each molecular state, |Y(Re;r)|

2, whose
PEDM was measured are shown in Fig. 1A. In
contrast to the Rb results (6), it was not nec-
essary to subtract the Cs nS-state contributions
from Y(R;r) to observe the “trilobite.”
The highly localized electron density shown in

Fig. 1A combined with the large internuclear
separation (~120 nm) yields an extremely large
PEDM, d ¼ 〈cvðRÞjdðRÞjcvðRÞ〉, where dðRÞ ¼
〈YðR; rÞjzjYðR; rÞ〉 is the R-dependent dipole
moment, and jcvðRÞ〉 is the vth vibrational wave
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Fig. 1. Trilobite states in Cs molecules. (A) The electron probability distri-
bution |Y(Re;r)|

2 (Eq. 1) for the molecular states red-detuned from Cs(n =
37S, 39S, and 40S) Rydberg lines, each marked in (B) with an arrow, in
cylindrical coordinates. The Rydberg ion is located near the center of each plot,
and the Rydberg electron is localized near the location of the ground-state
perturber. The distributions are shown at the equilibrium separations at Re =
102.4, 115.9, and 123.0 nm for the corresponding BO PECs, given in (B). (B) The
BO PECs (black, red, and blue curves) correlate asymptotically to the nS + 6S,

(n – 4)F + 6S, and (n – 4)G + 6S states, respectively. The dashed and solid
PECs haveMJ = 0 andMJ = T1 projection symmetry, respectively.The vibrational
wave functions in the outermost wells are indicated in black. The vibrationally
averaged PEDMs are listed on the right for each value of v. (C) Linewidths as a
function of Fa for the arrow-marked states in (B). The error bars for the PEDM
are determined as the background field and two-photon laser linewidth are
varied within the measurement error. The error bars on the linewidth data are
the statistical error of the linewidth fit.
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function. The R-dependent dipole moment d(R)
is almost entirely a consequence of the hybridization
by the high-l degenerate Rydberg manifold.Y(R;r)
can be written as

YðR; rÞ ¼ cSðRÞynSðrÞ þ cTðRÞyðn−4ÞTðR; rÞ
ð1Þ

where the y(n–4)T(R;r) trilobite state is a linear
combination of l> 2 states thatmaximally localizes
the Rydberg electron near the ground-state per-
turber. Here, cS(R) and cT(R) are the probability
amplitudes for finding the electron in an nS state

or a trilobite state, respectively. TheR-dependent
dipole moment is d(R) ≈ |cT(R)|

2dT(R), where
dT(R) º (n – 4)2R is the dipole moment of the
bare trilobite molecule. Far from the avoided
crossings, cS(R) is approximately proportional
to [E(n–4)l>2–EnS]/U(R), where Enl is the atomic
Rydberg energy. Therefore, the PEDM becomes
monotonically smaller with increasing v as the
higher-lying vibrational wave functions pro-
gressively maximize their probability ampli-
tude at the outer turning points. The calculated
PEDMs (Fig. 1B) are within 13% of the corre-

sponding experimental values (Fig. 1C). The
main source of error in the theoretical PEDMs
is the uncertainty in the position of the vibrational
state energy levels. For example, a shift in the bind-
ing energy of 40 MHz in v = 0 for Cs(37S + 6S) 3S
results in an80Debye change in thePEDM.Taking
this uncertainty into account, the experimental
and theoretical values agree to within one stan-
dard deviation.
Figure 2A shows a comparison between the

experimental spectrum and the PEC correlating
to the 37S + 6S dissociation limit, with Fh =
15mV cm–1. By applying the same functional form
employed for fitting the Stark shifts, we calcu-
lated the theoretical spectra shown in Fig. 3A.
There is sizable modulation in the peak strength
between even and odd v. The modulation of the
vibrational state amplitude is most clearly ob-
served for the molecular states correlating to the
37S + 6S asymptote, as well as near the minima
of each of the different PEC wells. The modula-
tion is a consequence of odd-parity cancellation
in the Franck-Condon factors, akin to the Cooper
minima in atomic ionization spectra (23). The
de Broglie wavelength of the Cs atoms is ldB(T =
40 mK) ≈ 35 nm, whereas the width of the po-
tential wells is w ≈ 5 nm. Over this span, the
ground-state wave function is effectively flat.
The observed lifetimes of each state are shown

in Fig. 3B. The lifetimes are shorter than the Cs(nS)
states. For example, the lifetime of the 40S state
limited by radiative and blackbody decay at
300 K is 37 ms (24). The shorter lifetimes are
indicative of mixing states, other than the nS
states, such as (n – 4)F Rydberg state, which
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Fig. 2. Energy levels. (A) Comparison between the
calculated vibrational levels in the outermost PEC

well superposed with the associated wave functions (left) and observed spectra (right) for states
correlating to the 37S + 6S limit. Even-parity (v = 0, 2,…) vibrational levels have stronger signals because
the de Broglie wavelength of the ground-state wave function, ldB ≈ 35 nm, is much longer than the width
of the outermost potential well. (B) Level diagram for the two-photon excitation scheme.

Fig. 3. Molecular spectra. (A) Comparison between calculated spectra (red) and experimental spectra (blue) for the states correlating to the 37S + 6S, 39S + 6S,
and 40S + 6S dissociation limits. The centroids of the vibrational levels are shown as sticks underneath the calculated spectra. Bound states corresponding to the
MJ = 0 andMJ = T1 projections are indicated with red and blue sticks, respectively. (B) Ion counts for the v = 4 level in the PEC correlating to the 37S + 6S limit,
and for the v = 0 level in PECs correlating to the 39S + 6S and 40S + 6S limits, as a function of the delay between excitation and ionization.The uncertainties
in the delay time are due to the width of the 5-ms laser pulses used. The vertical error bars are the statistical error in the ion counts.
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has a small, yet nonzero, quantum defect. The
corresponding lifetime of Cs(36F) is t36F ≈ 18 ms
(25). The fact that the decay of the molecular
state is different from the purely radiative decay
of the Cs(nS) Rydberg state, and closer to the
nearby (n – 4)F state, is another indication of the
degenerate mixing involved in the formation of
the hybrid trilobite molecules.
The class of ultralong-range molecule observed

here is an advantageous cross between a tradi-
tional “trilobite” molecule and a low-l ultralong-
range Rydberg molecule (7–12). The discovery
of the trilobite ultralong-range Rydberg mole-
cule could open opportunities in ultracold chem-
istry and strongly correlated many-body physics,
as these exotic states require engineered meso-
scopic localization and kilo-Debye permanent
electric dipole moments.
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TRIBOLOGY

Mechanisms of antiwear tribofilm
growth revealed in situ by
single-asperity sliding contacts
N. N. Gosvami,1 J. A. Bares,1* F. Mangolini,2 A. R. Konicek,3

D. G. Yablon,3† R. W. Carpick1‡

Zinc dialkyldithiophosphates (ZDDPs) form antiwear tribofilms at sliding interfaces and
are widely used as additives in automotive lubricants. The mechanisms governing the
tribofilm growth are not well understood, which limits the development of replacements
that offer better performance and are less likely to degrade automobile catalytic
converters over time. Using atomic force microscopy in ZDDP-containing lubricant base
stock at elevated temperatures, we monitored the growth and properties of the tribofilms
in situ in well-defined single-asperity sliding nanocontacts. Surface-based nucleation,
growth, and thickness saturation of patchy tribofilms were observed. The growth rate
increased exponentially with either applied compressive stress or temperature,
consistent with a thermally activated, stress-assisted reaction rate model. Although
some models rely on the presence of iron to catalyze tribofilm growth, the films grew
regardless of the presence of iron on either the tip or substrate, highlighting the
critical role of stress and thermal activation.

A
dditives are crucial components of lubri-
cants used in a wide range of tribological
applications, including vehicles, turbines,
and manufacturing equipment (1). Anti-
wear additives and friction modifiers can

extend many industrial and automotive applica-
tion lifetimes by orders of magnitude, resulting
in considerable energy andmaterial savings. One
of the most crucial modern antiwear additives is
zinc dialkyldithiophosphate (ZDDP), chemical
formula Zn[S2P(OR)2]2, where R is an alkyl or aryl
group (2, 3) (fig. S2). Extensivemacroscopic studies
have shown that ZDDP molecules decompose
at rubbing interfaces (4, 5) and form protective

surface-bonded tribofilms that reduce wear by
minimizing metal-to-metal contact of steel and
iron (3) and other material pairs (6, 7). ZDDP-
derived tribofilms consist of rough, patchy, pad-like
features that are composed of pyro- or orthophos-
phate glasses in the bulk, with an outer nanoscale
layer of zinc polyphosphates and a sulfur-rich
layer near the metal surface (3). However, the
tribochemical film growth pathways are not es-
tablished, and the factors that determine the film
morphology and thickness (generally 50 to 150
nm) are unknown (3). Furthermore, ZDDP’s effec-
tiveness as an antiwear additive for advanced
engine materials is not yet clear. For low-weight

materials such as Al- and Mg-based alloys, ZDDP
forms robust tribofilms primarily on load-bearing
inclusions but not on surrounding softer ma-
trices (6, 8). Although ZDDP tribofilms can be
formed between other nonferrous material pairs
[e.g., low-frictiondiamond-like carbon (DLC) films],
they are often less durable than those formed
when steel or iron is present, for reasons not yet
understood (9, 10). ZDDP often increases frictional
losses (3) and produces Zn-, P-, and S-containing
compounds in automobile engine exhaust, thus
reducing catalytic converter efficiency and life-
time (1, 3, 11, 12). However, despite decades of
research, no suitable substitute for ZDDP has
yet been found (12), and research efforts have
sought to identify the beneficial mechanisms un-
derlying the growth and antiwear properties of
ZDDP-derived tribofilms.
Various macroscopic methods have been de-

veloped to produce ZDDP tribofilms (13, 14), and
the resulting films have been studied by many ex
situ mechanical and chemical approaches (3, 15)
and atomistic simulations (8). It is widely as-
sumed that the tribofilm acts as a protective layer
that is continually replenished, reducing metal-
to-metal contact (3). Some studies indicate that
antiwear properties result from ZDDP’s ability to
reduce peroxides in the base stock, thereby pre-
venting corrosion (16, 17). One model explaining
ZDDP tribofilm formation on steel is based on
hard and soft acid-base (HSAB) reactions (18),
which require the exchange of Zn2+ and Fe3+

cations between the ZDDP and iron oxide wear
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particles, respectively, where the latter are di-
gested within the tribofilm (19). Direct experi-
mental evidence for this model is lacking (3), nor
does the model explain tribofilm formation on
nonferrous surfaces (6, 7). In contrast,Mosey et al.’s
first-principles atomistic simulations proposed
that tribofilm formation results from contact
pressure–induced cross-linking of zinc phosphate
molecules (8), which are a thermal or catalytic
decomposition product of ZDDP (11, 15).
There is no general consensus on the growth

mechanism, and no models conclusively explain
either the tribofilm patchiness or why the film
thickness is limited. All prior experiments have
been conducted for macroscopic, multi-asperity
contacts (specific asperity contact areas and pres-
sures thus being unknown) that are then analyzed
postmortemand ex situ, often after extracting the
sample from base stock, which may alter the
tribofilm (20). Althoughmacroscopic in situ studies
of zinc polyphosphates under static compression
(21, 22) have shown irreversible loss of crystal-
linity and little increase in polymerization with
increased pressure, these studies do not involve
dynamic sliding. In situ single-asperity sliding
studies have several advantages: Contact loads
and geometries can be controlled and quantified;
local tribofilm properties such as morphological
evolution with nanometer resolution, tribofilm
volume, friction, adhesion, and wear can bemea-
sured concurrently; and results can be compared
with atomistic simulations (8).
We conducted in situ single-asperity studieswith

an atomic force microscope (AFM). The AFM tip
was slid against an Fe-coated or uncoated Si
substrate at temperatures up to 140°C while
immersed in ZDDP-containing base stock (23)
to dynamically generate the tribofilm (fig. S3).
Low-load (10 to 20 nN) contact-mode imaging
revealed a soft, weakly bound thermal film, formed
without prior sliding, that was easily removed by
sliding with a load of 100 nN (fig. S4). This well-
known “thermal film” is formed from adsorbed
decomposition products of ZDDP (15, 24). Typi-
cal thermal film thicknesses of ~10 nm were ob-
tained after ~1 hour of heating the base stock
bath, but the thickness can vary with the age of
the oil and heating time (24). After removing the
thermal film with the tip, sliding was continued
within the same region with a higher normal
load to induce the growth of the tribofilm.
The morphological evolution of the tribo-

chemical products with increasing sliding cycles
(one sliding cycle = one 1 mm × 1 mm image) re-
vealed randomly located nucleation sites and
subsequent growth of the sliding-induced tribo-
film (Fig. 1). The tribofilm grew vertically and lat-
erally (only within the region scanned at higher
normal load) with further sliding, leading to a
rough surface (movie S1). The total film volume
increased linearly with sliding time during the
first ~1200 cycles (Fig. 1, inset), indicating a zero-
order reaction (23). The growth rate then increased
rapidly, fitting well to a power-law function cor-
responding to an nth-order reaction with n =
0.22 (fig. S7), which indicates a complex reaction
pathway. The observed growth of a patchy film
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Fig. 1. Morphology and volumetric growth of tribofilm. Tribofilm volume (mean T SD) versus sliding
cycles, with linear and power-law fits to the initial and subsequent growth regimes, respectively. Inset shows
a zoom-in of the initial growth period. Around the perimeter, clockwise from upper left: periodically acquired
2 mm × 2 mm AFM images of an iron oxide surface using a DLC-coated silicon AFM tip immersed in ZDDP-
containing base stock, acquired at a nonperturbative load of 20.0 T 0.1 nN. Below each image is the
number of previously acquired 1 mm × 1 mm scans (“sliding cycles”) at a load of 340 T 2 nN (4.2 T 0.5 GPa).
The images demonstrate progressive tribofilm growth where the higher load was applied.

Fig. 2.Tribofilm volu-
metric growth rate
dependence on con-
tact pressure.Tribofilm
growth rate is exponential
at low contact pressures
(data are means T SD).
Further growth is
inhibited above ~5 GPa
as the tip wears away
newly deposited material.
The 2 mm × 2 mm topo-
graphic contact-mode
AFM images shown
were acquired at a non-
perturbative load after
generating tribofilms in
the central 1.0 mm ×
0.5 mm regions at various
contact pressures.
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matches well with macroscopic results (25, 26).
Such macroscopic studies cannot make clear
whether the patchiness resulted from multiple
asperities applying a range of pressures at dif-
ferent contact points, or by othermeans. Because
the loads and contact geometry are well con-
trolled in our single-asperity experiments, the het-
erogeneity is apparently intrinsic to the growth
mechanism. This may indicate that nucleation is
sensitively dependent on surface heterogeneities
such as defects or roughness and/or that there
are instabilities in the growth (perhaps affected by
atomic-level stress variations within the single-
asperity contact) immediately after randomly oc-
curring nucleation events.
At these stresses (~4 GPa), the tribofilm growth

rate was low, and the volume rarely reached a
limiting value within the time frame of our ex-
periments (~10 hours), whereas growth typically
saturates within a few hours in macroscopic ex-
periments (27). This discrepancy may be due to
differences in sliding speeds (~80 mm/s for these
AFM experiments versus millimeters to meters
per second for macroscopic tests) or contact
areas (on the order of 10 to 100 nm2 in AFM
versus ~109 nm2 for macroscopic tests), both of
which reduce the area per unit time covered by
AFM. The far larger amount of fluid exchange
and the multi-asperity nature of the macro-
scopic contacts will also affect growth. Fortu-
nately, AFM experiments performed at higher
normal stresses (~6.5 GPa) enhanced the growth
rate, and films reached a limiting height after
prolonged sliding. We observed tribofilm wear
once it reached a thickness of ~30 to 40 nm,
preventing further growth (fig. S5). At this thick-
ness, there was no observable contrast in fric-
tion between the tribofilm and the surrounding
substrate. However, before the tribofilm growth
had saturated, a transient increase in friction
was observed (fig. S10). Further study is required
to determine whether this effect is due to changes
in tribofilm adhesion, modulus, roughness, or
interfacial shear strength. However, the increase
seen is consistent with macroscopic studies that
report transient increases in friction for ZDDP-
infused base stocks (28).
Within the subnanometer vertical resolution

limits of our instrument, the tribofilms formed
without any observable wear of the iron oxide
substrate. The proposed HSAB mechanism re-
quires substantial plastic deformation and wear
of the substrate (18). Considering the nanoscale
dimensions of the nucleation centers observed in
our experiments, the possibilities of cation ex-
change and digestion of atomic-scale debris via
molecular-level mechanical mixing cannot be ex-
cluded. However, such a mechanism does not ex-
plain observations of similar macroscopic ZDDP
tribofilms on other substrates such as DLC and
silicon (6, 7, 10, 29). We also observed formation
of tribofilms in AFM experiments using Si sub-
strates with no Fe present (fig. S6); the growth rate
and morphology of these films were indistinguish-
able from those we formed on Fe substrates.
Our results also provide direct evidence that

the tribofilm is not a product of sliding-induced

transformation of the adsorbed thermal film,
because growth occurred in regions where the
thermal film was completely removed (fig. S4).
Rather, these results indicate that tribofilm
growth is fed by molecular species from solu-
tion into the contact zone, where tribochemical
reactions occur.
Tribofilm growth rate and morphology were

investigated as a function of normal load, which
is directly related to the initial contact pressure
(contact pressure at a fixed load will decrease as
the compliant tribofilm’s thickness increases).
Multiple tribofilms were generated by sliding
the AFM probe for 2000 sliding cycles at 100°C
for a range of fixed loads (i.e., different initial
contact pressures) (Fig. 2). Tribofilm morphol-
ogies and volumes clearly reveal that growth is
strongly affected by contact pressure. Beyond
5.2 T 0.6 GPa, tribofilm deformation and pile-
up was observed and the growth rate was stabi-
lized, indicating concurrent tribofilm generation
and removal. This agrees with macroscopic ob-
servations and directly demonstrates the sac-
rificial property of ZDDP tribofilms beyond a
critical thickness and contact pressure at the
nanoscale (30).
The stress-dependent growth rate Ggrowth rate

(nm3/s) fits well to a stress-activated Arrhenius
model (Fig. 2):

Ggrowth rate ¼ G0 exp −
DGact

kBT

� �
ð1Þ

where the prefactor G0 depends on the effective
attempt frequency and the molar volume of the
growth species (23), DGact is the free activation
energy of the rate-limiting reaction in the growth
process, kB is Boltzmann’s constant, and T is
absolute temperature. The fit assumes that DGact

is influenced by stress according to

DGact ¼ DUact − sDVact ð2Þ

where DUact is the internal activation energy
(i.e., the energy barrier in the absence of stress),
s is the mean value of the stress component
affecting the activation barrier (assumed to be
the compressive contact pressure), and DVact is
the activation volume (31). The good fit sug-
gests that tribofilm formation is an activated
process (31). We find DUact = 0.8 T 0.2 eV and
DVact = 3.8 T 1.2 Å3, consistent with parame-
ters for single atomic bond breaking or forma-
tion processes. The stress dependence suggests
that the observed heterogeneous nucleation
(Fig. 1) could result from atomic-scale surface
roughness, which would lead to varying contact
areas and stresses for a given normal load; thus,
the energy barrier for the relevant tribochemical
reaction would be lower where the local stress
is higher.
Experiments performed as a function of tem-

perature provide further support for an activated
tribochemical reaction mechanism (Fig. 3). The
volumetric growth rate of tribofilms generated
by 5000 sliding cycles at ~4.4 GPa depended ex-
ponentially upon temperature. From fitting Eq. 1,
we obtain DGact = 0.62 T 0.10 eV. Using the initial
contact pressure determined from AFM force-
distance data and using DVact from data in Fig. 2,
we obtain DUact = 0.74 T 0.10 eV using Eq. 2, in
excellent agreement with the value obtained
from the stress-dependent data. This confirms
the applicability of reaction rate theory by using
independent stress- and temperature-dependent
measurements. Our results provide a robust basis
to support the idea that tribofilm growth occurs
via stress-activated and thermally activated tribo-
chemical reactions, in contrast to previous empir-
ical approaches (25). Our data do not provide any
direct support for the HSAB model (18), which
asserts that tribofilms can form even at contact
pressures as low as 1 MPa, where the entropy of
mixing, not stress and temperature, drives the
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Fig. 3.Tribofilm volu-
metric growth rate
dependence on tem-
perature.Growth rate
(mean T SD) versus
temperature data fitted
with an exponential
function (Eq. 1). The
2 mm × 2 mm topo-
graphic contact-mode
AFM images shown
were acquired at a
nonperturbative load
after generating tribo-
films in the central
1.0 mm × 0.5 mm
regions at 80°, 100°,
120°, and 140°C at an
initial contact pressure
of ~4.4 GPa.
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reaction (19). The data are consistent with mole-
cular dynamics simulations showing that tribofilm
formation can be driven by contact pressure (8).
However, we note that the simulation studies were
performed on simpler zinc phosphate systems
(with no sulfur), and effects of sliding were not in-
vestigated. Here, we used sliding experiments to
show directly the role of pressure and temper-
ature in forming tribofilms from ZDDP itself.
Ex situ chemical analysisusingenergy-dispersive

spectroscopy (EDS) and Auger electron spec-
troscopy (AES) identified the tribofilms’ elemen-
tal composition. Point spectroscopy and elemental
mapping by EDS (Fig. 4A) revealed clear sig-
natures of Zn, S, and P inside the tribofilm, as
expected from ZDDP-derived products (32). Much
smaller peaks corresponding to P, S, and Zn were
observed outside the tribofilm region; these are
attributable to the thin (~10 nm), weakly bound
thermal film (a large fraction of which is likely
dissolved during solvent rinsing before the EDS
measurements). Elemental maps (Fig. 4A) reveal
uniform distributions of P, S, and Zn inside the
tribofilm. The distribution of Fe was uniform
and indistinguishable between regions inside
and outside the tribofilm, further showing that

no measurable wear or displacement of Fe was
involved in tribofilm formation. AES, more surface-
sensitive than EDS, revealed Zn, S, and P in the
tribofilm region only (Fig. 4B). Far more Fe was
seen outside the tribofilm, indicating that little
or no Fe is mixed into the outermost regions of
the tribofilm.
The observed reduction of tribofilm robust-

ness with increased thickness is consistent with
reports that the modulus and hardness of mac-
roscopic ZDDP tribofilms decrease with thickness
(20). Furthermore, the contact pressure depen-
dence of tribofilm formation reported here (Fig. 2)
can explain the reported gradient in composition,
structure, and mechanical properties of ZDDP
tribofilms. Specifically, because the tribofilm has
a lower modulus than the substrate, the contact
stress at constant load decreases as the tribofilm
thickens. This in turn reduces the amount of stress-
induced polymerization and other reactions that
produce the tribofilm, resulting in a weaker, more
compliant, graded structure and a further re-
duction in contact pressure. This feedback-driven
self-limiting growth mechanism hinges on the
stress dependence of the thermally activated
growth that we have uncovered (Fig. 2).

Our results show that theZDDP tribofilmgrowth
rate increases exponentially with applied pressure
and temperature under single-asperity contact, in
very good agreement with stress-assisted reac-
tion rate theory; the kinetic parameters are con-
sistent with a covalent bond reaction pathway.
Repeated sliding at sufficiently high loads leads
to abundant tribochemical reactions and the as-
sociated nucleation and growth of robust tribofilms
with a pad-like structure similar to macroscopi-
cally generated films. The tribofilm is not a
product of theweakly adsorbed thermal film, but
instead is generated from molecular species fed
continuously into the contact zone.We confirmed
the sacrificial nature of the tribofilm beyond a
threshold thickness, indicating that layers grown
at lower applied pressures are weaker. The ob-
servations imply that ZDDP’s antiwear behavior
derives from mechanical protection provided by
the tribofilm, as opposed to corrosion inhibition.
We suggest that this in situ approach can be di-
rectly applied to understand further molecular-
level tribochemical phenomena and functionality,
such as the behavior of other important lubricant
additives (e.g., friction modifiers) or films formed
in vapor-phase lubrication (33).
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Fig. 4. Ex situ chemical characterization. (A) EDS point spectra (estimated sampling depth of ~1 mm) acquired for regions (a) inside and (b) outside
the tribofilm (i.e., for the portion of the substrate covered with the thermal film). (c) Secondary electron image of the 10 mm × 5.0 mm tribofilm.
Corresponding elemental maps are shown for (d) Fe, (e) Zn, (f) P, and (g) S. (B) (h) Optical and (i) secondary electron image of a 10 mm × 5.0 mm tribofilm
obtained by scanning AES. ( j) AES spectra for the tribofilm and the substrate (estimated sampling depth ~3 nm).
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FRUSTRATED MAGNETISM

Large thermal Hall conductivity of
neutral spin excitations in a
frustrated quantum magnet
Max Hirschberger,1 Jason W. Krizan,2 R. J. Cava,2 N. P. Ong1*

In frustrated quantum magnets, long-range magnetic order fails to develop despite a large
exchange coupling between the spins. In contrast to the magnons in conventional magnets,
their spin excitations are poorly understood. Here, we show that the thermal Hall
conductivity kxy provides a powerful probe of spin excitations in the “quantum spin ice”
pyrochlore Tb2Ti2O7. The thermal Hall response is large, even though the material is
transparent. The Hall response arises from spin excitations with specific characteristics
that distinguish them from magnons. At low temperature (<1 kelvin), the thermal
conductivity resembles that of a dirty metal. Using the Hall angle, we construct a phase
diagram showing how the excitations are suppressed by a magnetic field.

S
pin waves or magnons, the elementary ex-
citations in a magnet, can transport heat
when a thermal gradient −∇T is applied.
Becausemagnons are not charged, the ther-
mal current is expected to be symmetric

with respect to the sign-reversal of a magnetic
field H, resulting in a zero thermal Hall con-
ductivity kxy. However, recent findings based on
the Berry curvature have overturned this semi-
classical result. Following a prediction by Katsura,
Nagaosa, and Lee (1), Onose et al. recently ob-
served a weak kxy signal in the ferromagnetic in-
sulator Lu2V2O7 (2). Subsequently, it was pointed
out (3) that kxy should include a contribution
from the magnetization current (4–6).
In frustrated magnets, long-range magnetic

order fails to develop even at millikelvin tem-
peratures T because of strong quantum fluctua-
tions. The low-lying excitations are currently of
great interest (7–9). The pyrochlore Tb2Ti2O7 is
an insulator in which Tb and Ti define interpen-
etrating networks of tetrahedra (10). Each Tb3+

ionhas a large localmoment [9.4 bohrmagnetons
(mB)], but the lowest lying level is a crystal-field
induced spin-1/2 doublet. The spin-spin inter-
action is of the antiferromagnetic Ising-type,
with easy axis along the local (111) axis. Suscep-
tibility experiments report a Curie-Weiss tem-
perature q = –19 K (10, 11). However, long-range
order is not detected down to 50 mK (11, 12).
Neutron scattering observed diffuse scattering
in zero H, which condensed to a Bragg peak at
(002) when H = 2 T (13). Recently, neutron dif-
fraction at 50 mK and H = 0 has detected elastic
diffusive peaks at (1/2, 1/2, 1/2), with short cor-
relation length (x ∼ 8 Å) (14) and “pinch points”
(15), which is suggestive of incipient spin-ice order
subject to strong quantum fluctuations. Distinct
fromclassical spin-icepyrochlores (suchasDy2Ti2O7)
(16), the ground state of Tb2Ti2O7 and Yb2Ti2O7—

broadly termed “quantum spin ice” (7, 8, 17)—is
predicted to host the quantum spin liquid (at T =
0) and the thermal spin-liquid (when entropy dom-
inates at finite T), as well as a still unidentified
Coulomb ferromagnetic state (17–19). All three
states harbor exotic excitations.
In spite of the extensive experimental litera-

ture, nearly nothing is known about the trans-
port properties of the spin excitations. Here, we
show that kxy provides a powerful way to detect
the excitations and determine their properties.
We investigated two crystals, cut with the x-y

plane (largest face) normal to (110) in sample
1 and normal to (111) in sample 2. With H || z
and thermal current density Jq || x (Fig. 1), we
measured the longitudinal gradient −∂xT and
the transverse gradient −∂yT to obtain the ther-
mal resistivity tensorWij (defined by −∂iT =WijJqj)
and the thermal conductivity tensor kij = Wij

−1.
Throughout, we plot kij divided by T in order to
remove the entropy factor. The thermal Hall
angle is defined by tanqH = kxy/kxx =Wyx/Wxx. For
measurements of −∂yT, three types of thermom-
eterswereused: rutheniumoxide (T<15K), Cernox
(10≤ T ≤ 40 K), and chromel-constantan thermo-
couples (T ≥ 25 K). The magnetoresistances of
the thermometers were extensively calibrated.
At 1 K, we resolve 0.5 mK in the Hall signal for a
longitudinal dxT ∼ 100 mK. The fragility of the
crystals above 5 T and the unusually large
magneto-caloric effect in Tb2Ti2O7 below 5 K
posed challenges that required specially designed
mounts and measurement protocols (20).
The observed Hall response in Tb2Ti2O7 be-

comes quite large below 15 K. Seeing a large
thermal Hall signal in an orange, transparent
crystal is strongly counterintuitive (because trans-
parency implies the complete absence of charge
carriers, the usual source of aHall current). Hence,
we have performed several tests in order to verify
that it is intrinsic (20). The Hall signal (always
“holelike”) should be independently antisym-
metric inH and in Jq. To reverse Jq, we warmed
up the sample and reconfigured the Au wires. The
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Fig. 1. The thermal Hall effect in the pyrochlore
Tb2Ti2O7. (A) Hall angle ratio −∂yT/|∂xT| measured
at 15 K with thermal current density Jq flowing to
the right (green circles). (Inset) Current was applied
to heater H1, and the right edge was grounded to
the bath. When Jq points to the left, the Hall angle
ratio is inverted in sign (solid triangles) but un-
changed in magnitude (to 2%). When the power is
increased threefold (90 → 270 mW), −∂yT/|∂xT| is
nearly unchanged, confirming linear response (open
symbols). (B) Comparison between the thermal Hall
signal in sample 1 (solid circles, with applied heater
power 26 mW at 15 K) with the null signal in the
nonmagnetic analog Y2Ti2O7, with heater power 38×
larger (1 mW at 15 K) (open triangles). (Inset) Wave-
packet model proposed in (3) for kxy in a ferromag-
netic insulator. (C) Tdependence of k/T (≡ kxx/T at
H = 0) for samples 1 and 2 (solid symbols). In sam-
ple 2, kxx/Tat H = 8 T is also plotted as open circles.
(D) The low-T behavior of k/T. In sample 2, k/T be-
comes T- independent below 1 K, which is similar to
the case of a dirty metal.

Ω

Fig. 2. kxx/Tvs.H in
Tb2Ti2O7 at various tem-
peratures. (A) For sample
1, in the interval 5 to 21 K,
the thermal conductivity
initially decreases as H
increases but then goes
through a broad minimum,
before increasing steeply at
larger H. (B) For sample 2,
a new feature becomes
apparent in low H and
below 5K: At the step-field
Hs ≃ 2 T (red arrow), kxx
undergoes a step increase
(by a factor of 4.5
at 0.84 K).

Fig. 3.Thermal Hall con-
ductivity kxy/TversusH in
Tb2Ti2O7 for sample 2. (A)
From 140 to 50 K, kxy/T is
H-linear. Below 45 K, it
develops pronounced curva-
ture at large H, reaching its
largest value near 12 K. The
sign is always holelike. (B)
Below 15 K, the weak-field
slope [kxy/TB]0 is nearly T-
independent. Below 3 K, the
field profile shows additional
features that become prom-
inent as T → 0—namely, the
sharp peak near 1 Tand the
broad maximum at 6 T.
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data in Fig. 1A confirm that the Hall-angle ratio
−∂yT/|∂xT| at 15 K is indeed antisymmetric in
both H and Jq. The ratio remains virtually the
same when the applied heater power is increased
(open symbols in Fig. 1A), indicating a linear
response. In addition, we performed thermal
Hall measurements on the nonmagnetic analog
Y2Ti2O7 (Fig. 1B) and verified that it displays a
null result (unresolved from our background sig-
nal, which is 1700× weaker than in Tb2Ti2O7).
The T dependence of the thermal conductivity

k (≡ kxx in H = 0) (Fig. 1C) reveals an interesting
feature at very low T. Initially, as we cool below
150 K, k/T attains a broad peak at 40 K and then
decreases steeply, reflecting freezing out of the
phonons. Below 1K, k/T settles to a constant value
(Fig. 1D). The constancy in k/T—incompatible
with phonon or magnon conduction—is remi-
niscent of a dirty metal. Despite the complete
absence of itinerant electrons, the heat current
is conveyed by neutral excitations that seem to
behave like fermions.
In finite H, kxx displays a rich pattern of be-

havior (Fig. 2) [previous measurements of kxx
versusH are available in (21)]. Above ∼80 K, kxx/T
is nearly insensitive to H, which is consistent
with heat conduction dominated by phonons
(fig. S6). Below 80 K, a fairly largeH dependence
is observed (Fig. 2A). An 8-T field suppresses kxx
by 25 to 30% over a broad T interval 7 to 80 K. In

sample 2, withH || (111), the field profile is nearly
flat for 3 < T < 5K (Fig. 2B). Below 3K, the profile
is dominated by a step-increase (by a factor of
4.5 at 0.84 K) that onsets at the step-field Hs

(arrow). Hs (∼2 T from 0.84 to 2 K) agrees well
with the field H2 detected by susceptibility (22).
Inneutron scattering (13), the checkerboarddiffuse
scattering condenses to a sharp Bragg spot at (002)
at 2 T. As seen here, kxx undergoes a fourfold in-
crease partly from spin waves stiffened by H
and from phonon lifetime enhancement (12).
The thermal Hall conductivity (as kxy/T) in

sample 2 (the curves for sample 1 are similar) is
plotted in Fig. 3. The Hall signal is positive
(holelike) at all T. Above 35 K, kxy/T is H-linear
with a slope that decreases nominally as 1/T
(Fig. 3A). The thermal Hall response becomes
large and generally nonlinear in H below 15 K.
Cooling below 3K reveals several features (Fig. 3B).
Close to 1 T, kxy/T displays a shoulder that evolves
to a peak feature at 0.84 K. We discuss this
important peak in relation to the Hall angle
below. Above 1 T, kxy/T goes through a shallow
minimum followed by a broad maximum at 6 T.
A striking feature of the Hall curves in Fig. 3B

is that the initial (weak-field) slope [kxy/TB]0 is
nominallyT-independent below 10K (where [···]0≡
limB→0 ···, with B = m0H). To bring this out, we
show the full T dependence of [kxy/TB]0 in Fig.
4C for both samples. As T is lowered from 140 K,

the rapid increase of [kxy/TB]0 saturates abruptly
below 15 K to a constant, within our uncertain-
ties. The thermal Hall effect becomes large below
this crossover temperature. In contrast, the Hall
angle in weakH does not saturate (Fig. 4A). The
initial slope [tanqH/B]0 continues to increase as
T falls from 15 → 0.84 K, a behavior also rem-
iniscent of metals, in which [tanqH/B]0 ∼ l (the
mean free path). As mentioned, tanqH displays
a prominent peak at the “peak field” Hp(T)
(blue arrow). For H > Hp, the Hall response is
strongly suppressed (curves at 1 K and 0.84 K). We
plot Hp versus T as solid circles in Fig. 4B and
find that it nearly coincides with the low field-
scaleH1 (dashed curve) recently reported in (22).
Further information on the crossover field

comes from the Hall-angle slope tanqH/B. It is
useful to regard tanqH/B as a “susceptibility”
that measures the strength of the off-diagonal
(Hall) response. If we fixH and vary T, we obtain
the curves shown in Fig. 4D. At zero H, tanqH/B
rises monotonically as T → 0.84 K. At finite H,
however, each curve displays a distinct maxi-
mum that defines the field scaleHp′(T). Plotted
in Fig. 4B, the curves of Hp′ (open circles) and
Hp (solid circles) demarcate the region in which
the Hall susceptibility tanqH/B is largest (darkest
shading). The “phase diagram” highlights a cru-
cial feature of the Hall excitations and its host
quantum state. As noted (Fig. 4, A and D), the
Hall susceptibility tanqH/B peaks atHp then falls
steadily, reaching nearly zero at the step fieldHs.
To us, this suggests that the host state, subject
to strong quantum fluctuations, is readily sup-
pressed by a large H. At low T, it is confined to
the narrow wedge defined by the field Hp (and
Hp′). We discuss next why kxy cannot be caused
by phonons or magnons.
A weak phonon Hall effect was observed (23)

in the garnet Tb3Ga5O12. We already mentioned
that the constancy of k/T below 1 K in our sam-
ples (Fig. 1C) is incompatible with phonon con-
duction. Despite the small k, tanqH (at 1 T) is 90×
larger than in the garnet. More importantly, the
curve of tanqH versus H provides a sharp test.
In the phonon scenario, skew scattering from
local moments in the disordered state yields
a weak Hall signal at low H. As H increases,
alignment of the moments should lead to an
increasing tanqH, especially above Hs, where
the magnetization is ∼ 3 mB per Tb ion (22). In-
stead, the opposite is observed; tanqH rapidly falls
to nearly zero when the host quantum state is
suppressed above Hp. This strong contradiction
persuades us that phonons arenot the origin ofkxy.
The true ground state of Tb2Ti2O7 is still elu-

sive (9, 24). The incipient two-in, two-out corre-
lation measured at 70 mK (14) has a very short x
(∼ 8 Å). At our T (> 0.84 K), x should be even
shorter, so that the spin excitations responsible
for kxy cannot be conventional magnons. Indeed,
the constancy of [kxy/T]0 below 15 K in Fig. 3C
violates the power-law dependence (with a > 2)
predicted by the magnon model (3).
Instead, our results point to neutral excita-

tions subject to a Lorentz-like force FL = es v ×B,
with es an effective charge and v the drift velocity
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Fig. 4.TheHall angle and its temperature dependence. (A) Hall angle qH in weak H and low T (sample 2).
Below 3 K, tanqH shows a prominent peak at the peak field Hp(T) (arrow). The Hall response is strongly
suppressed when H > Hp (most evident at 0.84 K). (B) T-dependence of Hp [from (A), solid circles] and Hp′

[from (D), open circles] in sample 2 [H || (111)].The dashed curve is H1 from (22).The thick solid curve is Hs.
The region in which the Hall-angle slope tanqH/B is large is shown shaded (darkest hue represents largest
tanqH). (C) Initial slope [kxy/TB]0 is nearly T-independent below 15 K in samples 1 and 2. (D) tanqH/B versus
T in fixed H. At low T, qH/B reaches 9 × 10−3 rad/T.The positions of the broad maxima in tanqH/B define Hp′

(T) [open circles in (B)].
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driven by −∇T (Fig. 1A). As noted in (1), if the spin
excitations are fermionic, the Wiedemann-Franz
law requires k/T to be T-independent at low T.
Hence, the constancy of k/T seems consistent
with neutral fermionic excitations below 1 K,
where l is no longer T-dependent. The sign of kxy
implies es is positive, and a crude estimate gives
es = 70 to 540× the elemental charge e (20).
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THERMOELECTRICS

Dense dislocation arrays embedded in
grain boundaries for high-performance
bulk thermoelectrics
Sang Il Kim,1*† Kyu Hyoung Lee,2* Hyeon A Mun,3,4* Hyun Sik Kim,1,5

Sung Woo Hwang,1 Jong Wook Roh,1 Dae Jin Yang,1 Weon Ho Shin,1 Xiang Shu Li,1

Young Hee Lee,3,4 G. Jeffrey Snyder,3,5 Sung Wng Kim3,4†

The widespread use of thermoelectric technology is constrained by a relatively low conversion
efficiency of the bulk alloys, which is evaluated in terms of a dimensionless figure of merit
(zT).The zTof bulk alloys can be improved by reducing lattice thermal conductivity through
grain boundary and point-defect scattering, which target low- and high-frequency phonons.
Dense dislocation arrays formed at low-energy grain boundaries by liquid-phase compaction in
Bi0.5Sb1.5Te3 (bismuth antimony telluride) effectively scatter midfrequency phonons, leading to
a substantially lower lattice thermal conductivity. Full-spectrumphonon scatteringwithminimal
charge-carrier scattering dramatically improved the zT to 1.86 +− 0.15 at 320 kelvin (K). Further,
a thermoelectric cooler confirmed the performance with amaximum temperature difference of
81 K, which is much higher than current commercial Peltier cooling devices.

T
hermoelectric (TE) Peltier devices enable
solid-state cooling to replace cumbersome
vapor-compression cycle technologies as well
as electricity generation from a variety of
waste heat sources such as industries and

vehicles. Next-generation distributed cooling sys-
tems enabled by small Peltier devices promise
zonal and personal temperature control to provide
enhanced comfort with reduced overall energy use
(1).WidespreaduseofTEdevices requires improve-
ments in performance of TE materials but also

the realization of improved performance in actual
devices (1). The performance of TE materials is
evaluated with a dimensionless figure of merit
[zT = S2 × s ×T/(kele + klat)] dependent on the
Seebeck coefficient (S), electrical conductivity (s),
electronic (kele) and lattice (phonon, klat) thermal
conductivity, and absolute temperature (T). In-
troducing dislocation arrays at grain boundaries
has the potential to improve zT by decreasing
thermal conductivity, but dislocation arrays formed
by traditional sintering techniques also decrease
electrical conductivity. By modifying a traditional
liquid-phase sintering technique, we avoid this
pitfall and provide a different pathway for fab-
ricating bulk alloys with high zT.
Bismuth antimony telluride alloys are the most

widely used TE bulk material developed in the
1960s for Peltier coolingwith p-type composition
close to Bi0.5Sb1.5Te3 and peak zT of 1.1 near 300 K
(2). The Bi-Sb atomic disorder in Bi0.5Sb1.5Te3
scatters the heat-carrying phonons, reducing
klat that permits such high zT values. Matched

with Bi2Te3–based n-type alloys, devices are com-
mercially produced that provide amaximum tem-
perature drop (DTmax) of 64 to 72 Kwith 300K hot
side (Th) (3, 4). Recent measured improvements
in zT of Bi0.5Sb1.5Te3 bulk alloys have been reported
using strategies primarily based on nanometer-
scalemicrostructures to add boundary scattering
of phonons at the composite interface or grain
boundaries (5–8). However, improvements in the
performance (DTmax) of Peltier cooling devices
have not been realized since the development of
bismuth antimony telluride (4).
Heat-carrying phonons cover a broad spec-

trum of frequencies (w), and the lattice thermal
conductivity (klat) can be expressed as a sum of
contributions from different frequencies (4, 9):
klat ¼ ∫ksðwÞdw. The spectral lattice thermal con-
ductivity ks(w) can be expressed as arising from
the spectral heat capacity of phonons Cp(w), their
velocity v(w), and their scattering time t(w), such
that ks(w) = Cp(w) × v2(w) × t(w). Phonons in all
crystalline materials are scattered by other pho-
nons by Umklapp scattering, which generally
has a tU

−1 ∼ w2 dependence. Combining this with
the Debye approximation for heat-carrying pho-
nons [Cp(w) ∼ w2] gives ks(w) = constant. This
leaves a wide range of phonon frequencies where
all frequencies contribute to the thermal con-
ductivity (Fig. 1A).
The klat can be further reducedwith additional

scattering mechanisms. Traditional mechanisms
are only effective at the high- or low-frequency
ends (4). Point-defect scattering of phonons from
the Bi-Sb disorder in Bi0.5Sb1.5Te3 targets high-
frequency phonons with a scattering time de-
pending on frequency as tPD

−1 ∼ w4 (4), similar to
Rayleigh scattering. However, boundary scatter-
ing of phonons targets low-frequency phonons, as
it is frequency independent (tB

−1 ~ constant) (10).
Even the scattering of nanometer-sized particles
can be well described with these two models as
the small-size Rayleigh regime rapidly crosses over
to the boundary regime as the particle size in-
creases (11). A full-spectrum strategy targeting the
wide spectrumofphonons, includingmidfrequency
phonon scattering, is necessary for further reduc-
tion in klat. However, at the same time the high
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Fig. 1. Full-spectrum phonon scattering in high-performance bulk ther-
moelectrics. (A) The inclusion of dislocation scattering (DC + DS) is
effective across the full frequency spectrum. Boundary (B) and point defect
(PD) are effective only at low and high frequencies.The acoustic mode Debye
frequency is fa. (B) Lattice thermal conductivity (klat) for Bi0.5Sb1.5Te3 alloys
produced by melt-solidification (ingot), solid-phase compaction (BM and
S-MS), and liquid-phase compaction (Te-MS). The lowest klat of Te-MS can
be explained by the midfrequency phonon scattering due to dislocation arrays

embedded in grain boundaries (inset, fig. S15C) (17). (C) The figure of merit
(zT) as a function of temperature for Bi0.5Sb1.5Te3 alloys. The data points (red)
give the average (TSD) of all 30 Te-MS samples (inset, fig. S9F) (17), which shows
excellent reproducibility. (D) A Peltier cooling module (bottom) with 127 couples
made from p-type Bi0.5Sb1.5Te3 Te-MS pellet (top) and n-type 1 weight percent
(wt %) SbI3 doped Bi2Te2.7Se0.3 ingot. (E) The maximum coefficient of per-
formance (COPmax) measured on modules of (D) where the high performance is
confirmed with notably high ∆Tmax of 81 K with 300 K hot side (17).

Fig. 2. Comparison of thermoelectric properties of
Bi0.5Sb1.5Te3 between different fabrication meth-
ods. Introduction of dislocation arrays has a large
effect on thermal conductivity but a small effect on
electronic conductivity. (A) Temperature dependence
of electrical conductivity (s). Charge-carrier mobilities
of S-MS (190 cm2 V−1 s−1) are lower than for Te-MS
(280 cm2 V−1 s−1) materials (inset). (B) Temperature
dependence of Seebeck coefficient (S) and power
factor (sS2) (inset). Temperature dependences of
total (C) and lattice (D) thermal conductivity (ktot
and klat) for all samples. The error bars of Te-MS in
all panels are the standard deviations from the mea-
surements of 30 samples (fig. S9).
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carrier mobility (m) must be maintained because
themaximum zTof amaterial is determinedby the
ratio m/klat (quality factor) (4). Thus, any reduction
in klat by phonon scatteringmust not be compen-
sated by a similar reduction in m due to electron
scattering for there to be a net benefit (12).
Liquid-phase sintering produces low-energy,

semicoherent grain boundaries that one can ex-
pect to have a minimal effect on electron scat-
tering. The techniques to engineer and characterize
grain boundaries have been well established in
materials science due to their importance in
engineering the mechanical strength (13), mag-
netism (14), and other material properties (15).
Most importantly, the periodic dislocations that
can arise from such low-energy grain boundaries
add a new mechanism that targets the midfre-
quency phonons with both t −1 ∼ w and t −1 ∼ w3

dependence that is between those for point-
defect and boundary scattering (4, 9). To produce
the periodic dislocations at low-energy grain
boundaries in Bi0.5Sb1.5Te3 alloys, we applied a
simple liquid-phase compacting process. The
process differed from typical liquid-phase sin-
tering because it included applied pressure and
transient flow of the liquid phase during com-
paction. The process greatly reduced klat to

0.33 W m−1 K−1 at 320 K (Figs. 1B and 2D) and
resulted in an exceptionally high zT of 1.86 T 0.15
at 320 K for dozens of independently measured
Bi0.5Sb1.5Te3 samples (Fig. 1C) used to make a
Peltier cooling module with 127 couples (Fig.
1D). The module outperforms all known single-
stage Peltier cooling modules (4, 16), demon-
strating a DTmax of 81 K with Th of 300 K (Fig.
1E). We compare ingot, ball-milled (BM), and
stoichiometric melt-spun (S-MS) Bi0.5Sb1.5Te3
materials (Figs. 1 and 2) (17). The latter two types
of samples were fabricated by using spark plasma
sintering (SPS). Twodifferentmelt-spunmaterials
were synthesized, stoichiometric (S-MS) andwith
excess Te (Te-MS) (Fig. 3A, red arrow).
Melt-spun samples have plate-like microstruc-

ture of S-MS and Te-MS ribbons with platelets
several micrometers wide and several hundred
nanometers thick (Fig. 3B and fig. S1, B to D) (17).
The Te excess composition has an eutectic micro-
structure over the entire ribbon that forms be-
tween the Bi0.5Sb1.5Te3 platelets (Fig. 3B and fig.
S1, C and D) (17). The eutectic phase consists
mostly of elemental Te and a small amount of
Bi0.5Sb1.5Te3 nanoparticles. During the high tem-
perature (480°C) and pressure (70 MPa) process
of SPS, above themelting point of Te (450°C), the

excess Te in the eutectic phase was liquidified
and expelled to the outer surface of the graphite
die (Fig. 3C and fig. S3) (17).
The morphology of the grain boundary struc-

ture in the Te-MS material is remarkably dif-
ferent than the typical grain boundaries as found
in the S-MS material. Transmission electron mi-
croscopy (TEM) images (Fig. 4, B to J) reveal a
Moiré pattern (up to 50 nm wide) at the grain
boundaries between the Bi0.5Sb1.5Te3 grains in
the Te-MS material (Fig. 4B), compared to the few
nanometerwidth as observed in the S-MSmaterial
(Fig. 4A).Moiré patterns can be observedwhen the
grain boundary plane is oblique to the TEM zone
axis, so the two crystals overlap along the viewing
direction. The Moiré patterns indicate that the
grainsarehighly crystallinewith cleangrainbound-
aries in which the obscured dislocations exist. From
the elemental mapping (TEM-energy-dispersive
x-ray spectroscopy) in the Te-MSmaterial, we con-
firmedno presence of excess Te at the grain bound-
aries (fig. S19), suggesting that the abnormal
contrast is not due to a secondary phase.
The clean grain boundary structure observed

in Te-MS material requires the presence of peri-
odic arrays of dislocations that form at low-
energy grain boundaries. Figure 4C shows a
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Fig. 3. Generation of dislocation arrays at grain boundaries in Bi0.5Sb1.5Te3.
(A) Phase diagram of Bi0.5Sb1.5Te3–Te system showing an eutectic composition at
92.6 at % Te. Blue and red arrows indicate the nominal composition of melt-spun
stoichiometric Bi0.5Sb1.5Te3 (S-MS) and 25 wt % Te excess Bi0.5Sb1.5Te3 (Te-MS)
material. (B) The scanning electron microscope (SEM) image of melt-spun ribbon
of Te-MS material showing the Bi0.5Sb1.5Te3 platelets surrounded by the eutectic

phase of Bi0.5Sb1.5Te3–Te mixture, in which the Bi0.5Sb1.5Te3 particles (white spots)
have the size of 10 to 20 nm. The SEM image of melt-spun ribbons of S-MS is
shown in fig. S1B. (C) Schematic illustration showing the generation of dislocation
arrays during the liquid-phase compaction process.The Te liquid (red) between the
Bi0.5Sb1.5Te3 grains flows out during the compacting process and facilitates the
formation of dislocation arrays embedded in low-energy grain boundaries.
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grain boundary (indicated by red arrow) aligned
along the zone axis showing only strain effects.
The indexing of fast Fourier transform (FFT)
images confirmed the coincidence of (0 1 4) and
(0 1 5) atomic planes along the two adjacent
grains at the twist-type grain boundary with lat-
tice spacing of 3.30 and 3.15 Å, respectively. Edge
dislocation arrays are found in inverse FFT (IFFT)
images of Fig. 4D (Fig. 4E, red symbols). The
dislocations compensate for the d-spacing mis-
match between the crystallographic planes of
adjacent grains, which is ~0.15 Å (4.5%) between
(0 1 5) and (0 1 4) atomic planes, introducing
misfit spacingof~6nm.Thismismatch is identical,
as expected (18) to the periodicity in the trans-
lational Moiré patterns of the grain boundary
observed in Figs. 4, F and G, which were taken
by slightly tilting the zone axis from that of Figs.
4, C and D. Dislocation arrays with the periodic
spacing of ~2 nm were observed together with
Moiré fringes at the circled area of the upper
grain boundary in Fig. 4C (fig. S15). Another
array of dislocations was observed in tilt-type
boundary in Fig. 4H. The FFT images in the
inset of Fig. 4I revealed the 5° misorientation
between two adjacent grains and an inverse IFFT
image of (0 1 5) atomic planes in Fig. 4J and dis-
location arrays with the misfit spacing of ~2.5 nm
(fig. S16C). Such dislocation arrays are expected
to be present in low-angle grain boundaries or
between grains with small d-spacing mismatch
to lower the interfacial energy (19). The dislocation
arrays observed here have a close spacing between
cores of ∼2.5 and 6 nm,which, considering the size
of the grains, corresponds to an areal dislocation
density of ∼2 × 1011 cm−2 that is 100 times higher
than that observed in grains of Bi2Te3 (20).
In a typical solid-phase sintering, the grain

boundaries have random alignment due to a
limited diffusion length of atoms/dislocations,
and so the chance of low-angle boundary (<11°)
is very low (19). In contrast, in liquid-phase sin-
tering, thewetting liquid penetrates into the grain
boundaries (21). Atoms in a liquid have much
higher diffusivities and also dislocations at the
grain boundaries have much higher diffusion
lengths (22). The high solubility of Bi and Sb in
the Te liquid and insignificant solubility of Te
in the solid phase contributes to the very rapid
mass transport (over 100 times faster than in
solids) and rapid rearrangement of the grains
(21). In addition, the capillary force of the liquid
at the grain boundary exerts a force facilitating
grain rearrangement (21, 23).
However, the liquid phase becomes absorbed

in the matrix of the grain in a typical transient
liquid-phase sintering, leading to compositional
variation of the matrix. This prohibits the ap-
plication of traditional liquid-phase sintering for
thermoelectric Bi-Sb-Te because compositional
variation will degrade the TE properties. In con-
trast, the liquidified excess Te in the eutectic phase
is expelledduring thehigh-pressure–assisted liquid-
phase compacting processing. Any slight amount
of Te remaining is nearly insoluble in Bi0.5Sb1.5Te3
and does not as dramatically affect the carrier
concentration. Furthermore, the applied pressure
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Fig. 4. Dislocation arrays embedded in grain boundaries. (A) Low-magnification TEM image of S-MS
material. (B) Low-magnification TEM image of a Te-MS material. (C) Enlarged view of boxed region in
(B). The grain boundary indicated by the red arrow is aligned along the zone axis showing only strain
effects, whereas the two grain boundaries in the upper part show Moiré patterns.The high-magnification
TEM image of circled area is shown in fig. S15. (D) Enlarged view of boxed region in (C). The insets are
FFT images of adjacent grains crossing a twist-type grain boundary (GB). (E) IFFT image of (0 1 5) and
(0 1 4) atomic planes of left and right grains in the inset (D). Along the boundary, edge dislocations,
indicated as red symbols, are clearly shown. Burgers vectors of each dislocation is BD = <0 1 5>, parallel
to the boundary. The misfit between the two planes is ~0.15 Å (~ 4.5%), which compensates the misfit
spacing of ~6 nm and is identical to the periodic patterns (~6 nm spacing) in (F) and (G). (F) Enlarged
view of boxed region in (B). A view of tilted zone axis from (C), showing periodic Moiré patterns along
GBs. (G) Enlarged views of boxed region in (F). (H) Enlarged view of boxed region in (B). (I) Enlarged
view of boxed region in (H). The insets are FFT images of adjacent grains crossing a tilt-type GB. En-
larged high-resolution TEM image of boxed region dislocation arrays is shown in fig. S18C. (J) FFT image
of (0 1 5) atomic planes in the inset of (I). Burgers vectors of the each dislocation is BD = <2 1 0>,
perpendicular to the boundary. The misfit spacing of ~2.5 nm was obtained. Insets of (E) and (J) are the
IFFT images of boxed areas, respectively, clearly identifying the dislocations. Other arrays of dislocations
embedded in the low-angle grain boundary are shown in figs. S17 and S18.
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induces additional stresses, which helps create dis-
locations (23) and accelerate grain rearrangement
(21). As a result, the grain interfaces rearrange
to allow low-energy grain boundaries, which
results in dislocation arrays within much of the
grain boundary.
From the thermal and electrical transport prop-

erties, it appears that the semicoherent grain
boundaries of Te-MS material do maintain high
charge-carriermobility (17) but provide sufficient
atomic strain to scatter heat-carrying phonons.
The small increase in the Seebeck coefficient is
due to a slight decrease in carrier concentration
for S-MS and Te-MS materials compared with
the ingot material (Fig. 2B). The reduced grain size
of the S-MS and Te-MS materials leads to lower
carrier mobility. This decrease is less dramatic for
Te-MS indicating that the semicoherent grain
boundaries in Te-MS are less disruptive to charge
carriers than those in the S-MS material (Fig. 2A).
Low-energy grain boundaries inBi-Sb-Te are likely
formed when atomic displacements are primar-
ily in the Te-Te van der Waals layer, which have
been observed experimentally (24). Displacements
in this layer are also likely to be least disruptive
to the charge carriers and maintain high mobility.
Although the dense dislocation arrays embedded

in grain boundaries do little to scatter charge
carriers, they are remarkably efficient at scatter-
ing phonons and greatly reducing thermal con-
ductivity in the Te-MSmaterial (Fig. 2D). The klat
values were extracted from ktot by subtracting the
electronic thermal conductivity (kele), which was
estimated using the Wiedemann-Franz relation.
We calculated the Lorenz number (L0) using the
reduced Fermi energy obtained frommeasured S
values at different temperatures (17). The calcu-
lations indicate that dislocation arrays embedded
in grain boundaries cause the reduction of klat.
The klat value at 320 K (0.33Wm−1 K−1) of the Te-
MS sample is comparable to the reported value
(0.29Wm−1 K−1) in highly deformed Bi0.2Sb1.8Te3
with high-density lattice defects (25), indicating
that dense dislocation arrays at grain boundaries
are effective to reduce the klat.
We have modeled the temperature-dependent

klat of BM, S-MS and Te-MS materials based on
theDebye-Callawaymodel (26) using parameters
derived from independently measured physical
properties (Fig. 1B) (17). The total phonon relax-
ation time (ttot) was estimated by including scat-
tering from Umklapp processes (tU) and point
defects (tPD) using parameters based on bulk alloys
(9, 27, 28). We used microscopy to determine the
parameter of average grain size (d) for the grain
boundary scattering (tB) (17, 18). The calculated
klat (0.66Wm−1 K−1 at 300 K) for BMmatches the
measured data well, verifying the values used for
Umklapp processes (tU) and point defects (tPD) of
Bi0.5Sb1.5Te3 alloys. The 18% reduction in klat ob-
served in S-MS material relative to BM material
at 300 K is explained by a grain size reduction
from 50 mm to 300 nm. The additional 29% reduc-
tion in klat for Te-MS material is explained by in-
troducing phonon relaxation times associatedwith
additional scattering from dislocation cores (tDC)
and strain (tDS) (29–31), using the experimentally

determined dislocation density (~2 × 1011 cm−2)
and the effective Burgers vector (BD of ~12.7 Å).
This analysis shows that the periodic spacing

of dislocation arrays plays a vital role for reducing
klat. When the spacing between dislocation cores
is small, as observed in Te-MS material, the
scattering from dislocation strain is reinforced
(32). This effect was experimentally observed in
Ag-Cd alloys with the large scattering effect as
due to the dislocation pile-up (10). When dislo-
cations are closely spaced, the effective Burgers
vector (BD) is the sum of the individual Burgers
vectors involved (33). As the scattering rate is pro-
portional to BD

2 (17), this pile-up of dislocation
strain leads to a nonlinear increase in scattering.
The exact amount of reinforcement is not precisely
specified in the theory and leads to the only ad-
justable parameter in themodel. Nevertheless, the
Burgers vector that precisely fits the data is well
within the range observed experimentally (24).
The dislocation scattering mechanism is par-

ticularly effective because it targets phonons not
scattered sufficiently by the other mechanisms
providing a full-spectrum solution to scatter pho-
nons. Compared with Umklapp scattering (Fig.
1A), boundary scattering from grain boundaries
(tB

−1 ∼ w0) is efficient at scattering low-frequency
phonons but quickly becomes ineffective at higher
frequencies. Conversely, point defects scatter most-
ly high-frequency phonons (tPD

−1 ∼ w4). However,
most of the remaining heat-carrying phonons have
intermediate frequency around 0.63 THz (Fig. 1A)
and avoid scattering from boundaries and point
defects. The 0.63 THz phonons still carry 74% of
the heat that they would have carried without
any scattering from boundaries or point defects
in the S-MS material. Including the dislocation
scattering as found in the Te-MS material, the ks
of 0.63 THz phonons drops to less than 45% of
the heat that they would have carried with only
Umklapp scattering (Fig. 1A).
The low thermal conductivity while maintain-

ing highmobility results in a dimensionless figure
of merit (zT) for Te-MS that reaches a maximum
value of 2.01 at 320 K within the range of 1.86 T
0.15 at 320 K for 30 samples (Fig. 1C and fig. S9F),
a much higher value than for S-MS or ingot mate-
rials. Most importantly, for cooling applications,
the zT at 300 K is high (1.72 T 0.12), suggesting
that it should provide superior refrigeration than
othermaterials. For example, the zT is higher than
that of nanograined Bi0.5Sb1.5Te3 alloy (dotted line
in Fig. 1C) (7) near room temperature. This results
from the ability of dislocation arrays to enable a
full-spectrum scattering of phonons due to a com-
pounding effect not found in randomly dispersed
dislocations inside grains. The present liquid-
phase compaction method assisted with a tran-
sient liquid flow is highly scalable for commercial
use and generally applicable to other thermo-
electric systems such as PbTe, CoSb3, and Si-Ge
alloys, and even engineer thermal properties of
other thermal materials such as thermal barrier
coatings (34). This may accelerate practical ap-
plications of thermoelectric systems in refrige-
ration and beyond to waste heat recovery and
power generation.

The ultimate verification of the exceptional zT
comes from testing the performance of a Peltier
cooler (Fig. 1D) made using Te-MS materials. A
state-of-the-art Peltier device using the Te-MS as
the p-type material and an n-type ingot material
made cutting-edge commercial methods (17). The
device not only greatly outperforms a similar de-
vice made with the p- and n-type ingot materials
(Fig. 1E) but also outperforms all commercial
Peltier devices (16). We determined the coefficient
of performance (COP) (cooling power divided by
input power) to assess the cooling performance
of both Peltier devices. A key characteristic perfor-
mance metric of a Peltier cooler is DTmax, which is
directly related to the zT of materials. The DTmax

values are easily extracted from the COP measure-
ments as the temperature difference reachedwhen
the cooling power vanishes. Although the DTmax of
the Peltier cooler made from the ingot materials
falls within the range of current commercial de-
vices, 64K<DTmax< 72K forTh of 300K, thePeltier
coolermadewith theTe-MSp-typematerial exhibits
a DTmax of 81 K for Th of 300 K (Fig. 1E) (17).
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STELLAR PHYSICS

Observing the onset of outflow
collimation in a massive protostar
C. Carrasco-González,1* J. M. Torrelles,2 J. Cantó,3 S. Curiel,3 G. Surcis,4

W. H. T. Vlemmings,5 H. J. van Langevelde,4,6 C. Goddi,4,7 G. Anglada,8

S.-W. Kim,9,10 J.-S. Kim,11 J. F. Gómez8

The current paradigm of star formation through accretion disks, and magnetohydrodynamically
driven gas ejections, predicts the development of collimated outflows, rather than expansion
without any preferential direction. We present radio continuum observations of the massive
protostar W75N(B)-VLA 2, showing that it is a thermal, collimated ionized wind and that it has
evolved in 18 years from a compact source into an elongated one. This is consistent with the
evolution of the associated expanding water-vapor maser shell, which changed from a nearly
circular morphology, tracing an almost isotropic outflow, to an elliptical one outlining collimated
motions.We model this behavior in terms of an episodic, short-lived, originally isotropic ionized
wind whose morphology evolves as it moves within a toroidal density stratification.

W
ater-vapor masers at 22 GHz are com-
monly found in star-forming regions,
arising in the shocked regions created by
powerful outflows from protostars in
their earliest phases of evolution (1). Ob-

servations of these masers with very long base-
line interferometry (VLBI) indicate that at the
early life of massive stars, there may exist episodic,
short-lived (tens of years) events associated with
very poorly collimated outflows (2–5). These re-
sults are surprising because, according to the
core-accretion model for the formation of mas-
sive stars ð≳8M⊙Þ, which is a scaled-up version of
low-mass star formation, collimated outflows are
already expected at their very early phases (6–8).

A unique case of a short-lived, poorly colli-
mated outflow is the one found in the high-
mass star-forming region W75N(B). This region
contains two massive protostars, VLA 1 and
VLA 2, separated by ≲0:7 arc sec [projected sepa-
ration of ≲910 astronomical units (AU) at the
source distance of 1.3 kpc; (9)], both associated
with strong water-vapor maser emission at
22 GHz (10, 11), and with a markedly different
outflow geometry. At epoch 1996, VLA 1 shows
an elongated radio continuum emission con-
sistent with a thermal radio jet, as well as water
maser emission tracing a collimated outflow of
∼1300 AU along its major axis. In contrast, in
VLA 2, the water masers traced a shock-excited
shell of ∼185 AU diameter radially expanding
with respect to a central, compact radio con-
tinuum source ð≲0:12 arc sec; ≲160 AUÞ of un-
known nature (12). A monitoring of the water
masers toward these two objects from 1996 to 2012
shows that the masers in VLA 1 display a persistent
linear distribution along the major axis of the
radio jet. In the case of VLA 2, we observe that
the water maser shell continues its expansion at
∼30 km s−1 16 years after its first detection. More
important, the shell has evolved from an almost
circular structure (∼185 AU) to an elliptical one
(∼354 × 190 AU) oriented northeast-southwest,
along a direction similar to that of the nearby
VLA 1 radio jet (13, 14) (fig. S1) and of the ordered
large-scale (2000 AU) magnetic field observed
in the region (15). The estimated kinematic age
for the expanding shell is ∼25 years, indicating
that it is driven by a short-lived, episodic outflow

event. Moreover, our polarization measurements
of the water maser emission show that whereas
the magnetic field around VLA 1 has not changed
over time, the magnetic field around VLA 2
changed its orientation, following the direction
of the major axis of the water maser elliptical
structure. That is, it now shares a similar northeast-
southwest orientation with those of both the
magnetic field around VLA 1 and the large-scale
magnetic field in the region (14, 15) (fig. S1).
All these observations suggest that we are

observing in “real time” the transition from an
uncollimated outflow to a collimated outflow
during the early life of a massive star. This sce-
nario predicts that, within the same time span of
the evolution of the shell, VLA 2 must have also
evolved from a compact radio continuum source
to an extended elongated source along the major
axis of the water maser shell. Furthermore, the
radio continuum emission of VLA 2 should have
physical properties (e.g., spectral energy distribu-
tion, size of the source as a function of frequency)
characteristic of free-free emission from a thermal,
collimated ionized wind (16, 17). This can be tested
through continuum observations at centimeter
wavelengths that usually trace the emission from
collimated, ionized winds (17, 18).
Taking advantage of the high sensitivity and

high angular resolution of the Jansky Very Large
Array (VLA) at centimeter wavelengths, we ob-
tained new observations in 2014 at several bands
in the frequency range from 4 to 48 GHz (19).
These highly sensitive observations confirmed
the expected scenario proposed above. The source
VLA 2 is detected at all bands. In the images of
higher-frequency bands [U (∼15 GHz), K (∼23 GHz),
and Q (∼44 GHz)], which have higher angular
resolutions (∼0.1 to 0.2 arc sec), the source VLA 2
appears clearly elongated in the northeast-southwest
direction (Fig. 1). Water maser emission was also
observed simultaneously with the K band contin-
uum emission (19), allowing a very accurate align-
ment (better than ∼1 milli–arc sec) between the
masers and the continuum emission. We find that
the elongation of the continuum emission is in good
agreement with that of the water maser distribu-
tion (Fig. 1).
Comparison of the radio continuum emission

of VLA 2 at K band between epochs 1996 (10) and
2014 is shown in Fig. 2. Whereas in 1996 the
emission was compact, in 2014 we observed ex-
tended emission in the northeast-southwest direc-
tion. In particular, the core of the radio continuum
emission of VLA 2 has evolved from a compact
source in 1996 ð≲160 AUÞ to an elongated core
with a full width at half-maximum (FWHM) of
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∼220 AU� ≲160 AU (position angle ≅ 65°) in 2014.
This evolution is consistent with those of the ex-
panding water maser shell and of the magnetic
field over the same time span (fig. S1) (14). This
core elongation is clearly seen in all the images
that we have made by weighting the interfer-
ometer uv data in different ways, from natural
to uniform (19) (fig. S2). In addition, we also found
that the VLA 2 source exhibits weak extended
emission at distances of ∼390 AU southwest from
the peak position, which was not detected in
1996. Because the sensitivity attained in our 2014
observations (∼10 mJy beam−1) is a factor of ∼15
better than in 1996 (∼150 mJy beam−1), it is plau-
sible that the weak extended emission was already
present in 1996 but not detected because of the
lower sensitivity in those observations. That the
peak intensity of VLA 2 has significantly decreased
from 1996 to 2014, while total flux densities in both
epochs have remained similar (table S3), rather
suggests that the radio continuum emission from
VLA 2 arises from a larger, more elongated struc-
ture in the 2014 epoch (see model below). In addi-
tion, the distribution of the water masers follows
the observed morphology of the continuum emis-
sion at both epochs (Fig. 2), indicating that they
trace a molecular shell surrounding the radio con-

tinuum source. We also considered the possibility
that the extended radio continuum emission in
2014 is actually the signature of a new variable
protostar. Nevertheless, this hypothesis is ren-
dered unlikely by the spatial coincidence of this
new radio continuum emission with VLA 2.
As a result of the wide bandwidths provided

by the VLA, we performed an analysis of the be-
havior of the flux density and of the size of the
major axis of VLA 2 with frequency (19) (table S3
and fig. S4). This analysis was carried out only
at U, K, and Q bands, whose high angular res-
olution allows us to completely isolate the emis-
sion of VLA 2 from the other sources in the field.
We find that the flux density (Sn) at the lowest
observed frequencies (U and K bands) is dom-
inated by free-free emission with a spectral in-
dex aff ≅ 0.61 (Sn º naff ). Moreover, we also find
that the size of the major axis of VLA 2 (q) de-
creases with frequency as a power law (q º nb),
with an exponent b ≅ −0.7. The behavior of both
the flux density and the size of the major axis of
VLA 2 is in good agreement with what is ex-
pected from a thermal, collimated, and ionized
wind (16, 17). The presence of water maser emis-
sion and the detection of shock-excited SiO emis-
sion highly concentrated toward this source (20)

further support a very fast wind interaction region
rather than an HII region. The VLA 2 wind could
contribute, togetherwith thewinds from the other
young stellar objects (YSOs) in the region, to the
large-scale (∼2 pc) molecular outflow observed in
the W75N(B) star-forming region (21).
At the highest observed frequencies (Q band),

the emission deviates by ∼30% from the expected
flux densities of the ionized wind at these fre-
quencies, showing in addition a steeper spectral
index that can be easily explained by the presence
of thermal dust emission. The presence of thermal
dust emission at frequencies higher than 40 GHz
is commonly found in protostars and is related to
the presence of a dusty circumstellar disk around
the protostar and/or to a dusty envelope. Our data
suggest that the spectral index of the dust compo-
nent in the observed wavelength range is adust ≅ 3
to 4 (fig. S4), a value similar to what is commonly
found in massive protostars (22, 23).
In summary, our observations reveal that the

radio continuum source VLA 2 has evolved in
only 18 years from being a compact source to
become an elongated source in the same direc-
tion as that of the water maser shell and the
magnetic field. Moreover, the characteristics
of the continuum emission and the distribution
of the water masers in VLA 2 are now consist-
ent with a thermal, collimated ionized wind,
surrounded by a dusty disk or envelope. We in-
terpret these results in terms of the evolution of
an episodic, short-lived, originally isotropic ion-
ized wind interacting with a toroidal environ-
mental density stratification.
The interaction of a wind with the surrounding

environment produces a two-shock structure
that travels away from the star. The outer shock
accelerates the environment, whereas the inner
shock decelerates the wind. For young stars
with moderate wind velocities (a few hundred
km s−1), both the inner and outer shocks are, in
general, radiative and result in the formation of
a thin expanding shell bounded by the two shocks.
In (24), we model this scenario for the case of a
steady isotropic wind with mass loss rate

:
Mw

and terminal velocity Vw, surrounded by a torus
of dense material with a density distribution of
the form r(R,q) = r0/(1+[R/Rc(q)]

2). R is the dis-
tance from the star; Rc(q) = R0(1 + psin2q) is the
latitude-dependent radial size of the core, with
q the polar angle measured from the symmetry
axis of the torus; r0 is the density of the molecular
core; and p is related to the density contrast be-
tween the equator (q = p/2) and the pole (q = 0)
of the toroidal environment. This density distribu-
tion implies that for R << Rc the density is nearly
uniform, that is, independent of direction and ra-
dial size, whereas for R >> Rc the density decreases
as 1/R2, which is the behavior of the density of self-
gravitating isothermal spheres at large distances.
Our model (24) shows that at small radii (R <<

Rc), the shell grows isotropically (with no angular
dependence), the initial velocity of the expand-
ing shell is the velocity of the wind, and the shell
decelerates owing to the incorporation of envi-
ronmental material with zero velocity. The ex-
pansion at large radii (R >> Rc) has two important
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Fig. 1. Radio continuum maps of the core of W75N(B) star-forming region obtained with the VLA in
2014 at several bands (C, U, K, and Q). Left panel shows the C band (5 GHz) image of the region
enclosing the sources VLA 1, 2, and 3. Right panels show close-ups to the VLA 2 source at U (15 GHz), K
(23 GHz), and Q (43 GHz) bands. In the K band panel, we also show the positions of the water masers (plus
symbols) observed simultaneously to the K band continuum, as well as the methanol masers (black dots).
As seen in the right panels, VLA 2 appears elongated at all frequencies. This elongation is similar to that of
the maser distribution. Contours are 4, 8, 16, 32, 64, and 128 times the root mean square (RMS) of each
map: 30 mJy beam−1 (C band), 11 mJy beam−1 (U band), 10 mJy beam−1 (K band), and 12 mJy beam−1 (Q
band). The restoring circular beam of each map (shown in the bottom left corner) is 0.31″, 0.15″, 0.12″, and
0.07″ for C, U, K, and Q band, respectively (0.1″ ≅ 130 AU at the source distance of 1.3 kpc). In all panels, the
absolute position of the (0,0) is at right ascension RA(J2000) = 20h38m36.486s and declination DEC
(J2000) = +42°37′34.09″ (T0.03″), the peak position of VLA 2 at Q band, where the massive protostar is
expected to be located. The accuracy in the relative positions of the water and methanol masers with
respect to the K band continuum is better than ∼1 and ∼ 30 milli–arc sec, respectively (19).
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physical characteristics. First, there is a strong an-
gular dependence of the expansion velocity of the
shell, being much larger along the symmetry axis
of the torus than along its equator; and second,
this expansion velocity asymptotically tends to
an angular-dependent constant value. Thus, this
isotropic wind + torus model can explain the dis-
tinctive characteristics of our radio continuum and
water maser observations (the transition from a
nearly spherical outflow to a collimated, elongated
one over a short period of time and the expan-
sion of the masers at constant velocity), because
the shell tends to expand faster along the sym-
metry axis of the surrounding torus (Fig. 3).
In our model (24) (Fig. 3), we identify the semi-

major axis of the water maser shell reported at
different epochs by (14) with the evolution of the
shell radius along the symmetry axis of the sur-
rounding torus (q = 0), and the semi-minor axis of
the water maser shell with the shell size along the
equator (q = p/2). Taking this into account, and
assuming that the radio continuum source VLA 2
traces the emission of the ionized wind that drives
the shell, we can find a range of possible physical
values to fit the observations. In particular, we
obtain values for the mass loss rate and terminal
wind velocity of Ṁw ≅ ð4 to 11Þ � 10−7M⊙ year−1

and Vw ≅ 110 to 350 km s−1, respectively. In
addition, for the initial epoch of ejection of the
wind, we found ti ≅ 1984 to 1985, with uniform
density core radial size R0 ≅ 26 to 29 AU and
particle density n0 ≅ (4 to 6) × 107 cm−3.
All the parameters estimated by our model

match those expected for a massive protostar
embedded in a high-density environment. Further-
more, from the thermal dust emission at 7 mm
(after removal of the free-free contamination),
we roughly estimate a total (dust + gas) mass
of ≳0:001M⊙ (19). This mass corresponds to
an average particle density of ≳2� 107cm−3 in
a region of ∼0.2 arc sec (the maximum size of the
region where we detect 7-mm continuum emis-
sion; Fig. 1). Within the uncertainties of the esti-
mates (19), we find that these values are consistent
with the parameters of the toroidal gas structure.
Our data do not allow us to determine what

the morphology of the radio continuum emission
was like at scales ≲0:1 arc sec in 1996. In particular,
we cannot rule out that the source was already
slightly elongated, with a size smaller than the
beam, in 1996. However, 1996 corresponds to an
epoch ∼10 years after the estimated launch time
(1983 to 1984). According to our model, with that
time interval, some deviation from an originally
spherical wind should already be expected (Fig. 3).
The combination of all our radio continuum re-
sults, together with other important available data,
can provide a coherent scenario for this source.
Our scenario proposes a change in the collimation
of the wind, from a poorly collimated outflow
(maybe initially spherical) to a highly collimated
wind, and this is consistent with all the available
data: a compact continuum source and water ma-
sers poorly collimated in 1996, an elongated radio
continuum source, and collimated water masers
in 2014. We can then affirm that a change in the
collimation of the wind has taken place in this
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Fig. 3. Evolution of an
isotropic ionized wind
driving the shock-excited
water maser shell and
that interacts with a to-
roidal environmental den-
sity stratification (24).
The model predicts an ini-
tial round shell, evolving
into an elongated shell that
expands faster along the
symmetry axis of the torus.
Here we represent density
isocontours of the toroidal
environment (blue con-
tours) for values r/r0 = 0.1,
0.3, 0.5, 0.7, and 0.9 [Eqs.
E1 and E2 with p = 5; see
(24)]. The spatial evolution
of the shell as a function of
time t after the initial ejec-
tion of the wind (red con-
tours) is shown for values
t/t0 = 1, 5, 10, 20, 30, and
40 with t0 = 0.5 years
[adopting Vw = 250 km s−1 and R0 = 28 AU from (24)].

Fig. 2. Comparison of the
K band continuum emis-
sion of VLA 2 in epochs
1996 (top) and 2014
(bottom).The (0,0) posi-
tion is the same as in Fig. 1.
Contours are 30, 40, 50,
60, 70, 80, and 90% of the
peak intensity in 1996
(1.42 mJy beam−1) (RMS =
150 mJy beam−1), and 5, 10,
20, 30, 40, 50, 60, 70, 80,
and 90% of the peak
intensity in 2014 (0.82 mJy
beam−1) (RMS = 10 mJy
beam−1). Both maps were
obtained with the same
restoring circular beam of
0.12″ (shown in the bottom
left corner of each panel).
In both panels, the half-
power level is shown as a
dashed line. We also show
the water maser positions
(plus symbols) for epochs
1996 and 2014 as observed
with the VLA by (10) and
this work, respectively. The
position of the methanol
masers for epoch 2014
(black dots; this work) are
also indicated. The FWHM
size of the radio continuum
emission has evolved from
a compact source into an
elongated source in the
northeast-southwest direc-
tion, in a direction similar to
that of the observed evolution of the water maser shell and magnetic field in VLA 2 (14) (fig. S1).
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time span. We also find that the ionized wind, the
water maser shell, and the magnetic field in VLA
2 (at scales of a few hundred AU) have all evolved
spatially in the same sense, sharing now a similar
northeast-southwest orientation. This is similar
to the orientation of the magnetic field in the
neighboring radio jet VLA 1 and of the “large-
scale” (∼2000 AU) magnetic field in the region
(14, 15). Therefore, the magnetic field at these
“large scales” might control the formation of both
objects (VLA 1 and VLA 2). In particular, we think
that the magnetic field could have favored the
formation of the toroidal gas structure around
VLA 2, with its symmetry axis also oriented
northeast-southwest, as in our model.
The proposed scenario can thus explain the sin-

gular evolution of an episodic, short-lived (∼30 years),
originally noncollimated outflow, traced by the
water masers, into a collimated outflow by its inter-
action with the ambient medium. Our observa-
tions and modeling reveal that the collimation of
these short-lived outflow events from massive
protostars occurs at relatively large distances from
the central star, at radii between ∼30 AU (the
radial size obtained from our model for the initial
expansion of the shell) and ∼100 AU (the radius
where the expanding shell turned out from a round
to an elliptical shape; fig. S1) [see also (25, 26)].
These scales are on the order of those predicted
for poorly collimated outflows in magnetized, mas-
sive collapsing cores during the very early stages
(∼103 to 104 years), according to the magnetohy-
drodynamic simulations developed by (27). How-
ever, these simulations can only produce relatively
low-velocity (∼10 km s−1), poorly collimated out-
flows, which seem still insufficient to explain the
larger wind velocities ð≳100 kms−1Þ needed to
drive the expanding motions of the shock-excited
water maser shell in VLA 2. We also considered
the scenario in which a very young spherical com-
pact HII region embedded in an accretion disk
begins to expand, following the model in (28).
In this model, the HII region evolves to a bi-
polar morphology along the symmetry axis of the
accretion disk, producing a wind driven by the ther-
mal pressure of the ionized gas. However, the
relatively low velocity of that wind ð≲30 km s−1Þ
(26) seems also insufficient to shock excite and
drive the expanding water maser shell.
In summary, although episodic, short-lived out-

flows in massive protostars are probably related to
episodic increases in the accretion rates, as ob-
served in low-mass star formation (29), the origin
of poorly collimated outflows with relatively high
velocities, as observed in VLA 2, deserves further
theoretical research. Our observations show the
“real time” evolution of such an originally poorly
collimated outflow into a collimated one. This opens
a new, exciting window of opportunity to study
how the basic ingredients of star formation (e.g.,
molecular outflow, ionized wind, magnetic field)
evolve over the next few years, providing insights
that may have important implications for our
knowledge of the early stages of high-mass star
formation. We may be on the brink of describ-
ing and modeling in “real time” all of these rapid
changes.
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Mutation rate and genotype
variation of Ebola virus from
Mali case sequences
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V. J. Munster,1 K. C. Zoon,8 H. Feldmann,1†‡ S. Sow5†‡

The occurrence of Ebola virus (EBOV) in West Africa during 2013–2015 is unprecedented.
Early reports suggested that in this outbreak EBOV is mutating twice as fast as
previously observed, which indicates the potential for changes in transmissibility and
virulence and could render current molecular diagnostics and countermeasures ineffective.
We have determined additional full-length sequences from two clusters of imported
EBOV infections into Mali, and we show that the nucleotide substitution rate (9.6 × 10–4

substitutions per site per year) is consistent with rates observed in Central African
outbreaks. In addition, overall variation among all genotypes observed remains low.
Thus, our data indicate that EBOV is not undergoing rapid evolution in humans during
the current outbreak. This finding has important implications for outbreak response and
public health decisions and should alleviate several previously raised concerns.

I
n December 2013, an outbreak of Ebola virus
(EBOV) started in Guinea with a single index
case, resulting in widespread human-to-human
transmission in this country, aswell as in neigh-
boring regions of Sierra Leone and Liberia.

Despite being by far the largest and longest-lasting
outbreak, there has been limited information re-
garding the evolution of EBOV. To date, the only
sequences published have been from virus isolates

derived from three patient samples inGuinea from
March 2014 (1) and from a cluster of sequences
derived from samples from Sierra Leone from
June 2014 (2). However, no new information has
been available during the intervening 6months of
large-scale virus circulation, and thus these virus
sequences may no longer adequately inform us
about the nature of currently circulating strains.
This is of particular importance because diagnostics
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are based predominantly on reverse transcrip-
tion polymerase chain reaction (3) and are thus
sequence-dependent, as are someof the therapeutic
options currently being considered for deploy-
ment (i.e., small interfering RNA–based treat-
ments, such as TKM-Ebola). Further, mutations
in the glycoprotein (GP) could affect the efficacy
of vaccines or antibody treatments (e.g., ZMapp).
Analyses based on the limited available sequence
information have also been used to suggest that
EBOV is mutating more rapidly during this out-
break than during previous outbreaks (2), po-
tentially as a result of sustained and large-scale
human-to-human transmission, which has, in
turn, raised concerns about increased virulence
or transmissibility (4).
Although the outbreak has been mostly lim-

ited to Guinea, Sierra Leone, and Liberia until
now, there have been imported cases in Nigeria,
Senegal, Spain, and the United States, without
substantial subsequent spread of the virus. Re-
cently, two independent introductions of EBOV
into Mali also occurred: The first introduction
in October 2014, from Kissidougou, Guinea, re-
sulted in a single fatal case with no further trans-
mission; the second introduction in November
2014, from Kouremale-Guinee, Guinea, resulted
in six primary transmissions (five fatal, one non-
fatal) and a single secondary transmission (non-
fatal). We obtained patient samples from both
introductions and determined the full-length
sequences of the corresponding EBOV genomes
[see (5) for materials and methods]. Surprisingly,
the virus from the first introduction (hereafter
referred to as “Mali-DPR1,” sampled 23 October
2014) showed only nine nucleotide differences from
the most closely related virus (Makona-EM106,
accession number KM233036), which was sampled
in Sierra Leone almost 6 months earlier (2 June
2014). Additionally, Mali-DPR1 showed only 15
nucleotide differences from the most distantly
related EBOV from the West African outbreak
(Gueckedou-C05, accession number KJ660348.2)
(fig. S1). In terms of amino acids, only one change
had been acquired in comparison to the Makona-
EM106 virus [g16514a:S>N (6) at position 1645
in the polymerase (L) gene] (fig. S1). The viruses
isolated from the second introduction into Mali
(hereafter referred to as “Mali-DPR2, -3, and -4,”
sampled 12 to 21 November) were closely related

to Mali-DPR1, although they remained clearly dis-
tinct from that sequence, with seven to nine nu-
cleotide differences. However, in terms of amino
acid sequence, only a single change (t15560c:F>S
at position 1327 in the L gene) was observed in

Mali-DPR4, and no amino acid changes were ob-
served in Mali-DPR2 and -3.
Phylogenetic analysis (5) of all published se-

quences showed that the West African sequences
group into several well-supported clades that
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Fig. 1. Phylogenetic
relationship among
viruses from the ongoing
outbreak. A Bayesian tree
of all currently published
sequences from the
ongoing outbreak is shown.
Branch colors indicate
posterior probability, with
terminal branches shown
in black. The x axis
indicates time in years
before acquisition of the
last sample (21 November
2014). Although clade
structure in the analysis is
ambivalent for some of the
Sierra Leone viruses, there
is strong support for the
placement of the Malian
viruses as a distinct lineage
originating from the main
group of Sierra Leone
sequences and distinct
from both the Guinean
viruses, as well as another
well-supported clade of
Sierra Leone viruses.
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are consistently identified using Bayesian anal-
ysis (Fig. 1), as well as maximum-likelihood and
neighbor-joining analyses (fig. S2), producing trees
with comparable internal structure. The Malian
sequences all form a discrete and well-supported
branch derived from the second cluster of Sierra
Leone sequences, despite being derived from
two independent introduction events originat-
ing ~400 km from each other. This result is sur-
prising, given the genetic diversity that had been
shown to exist among viruses within the out-
break region during the sampling in Sierra Leone.
Although we cannot completely exclude seren-
dipitous introduction of two such closely related
isolates, the strong support for coalescence of the
Mali viruses to a common ancestor suggests that
this genotype may be highly prevalent in this re-
gion at present and may thus represent a rea-
sonable proxy for testing the efficacy of diagnostic,
therapeutic, and vaccination approaches.
Based on these additional data, we recalcu-

lated the nucleotide substitution rate for the West
African outbreak [see (5) for a full list of virus
genomes]. By including the newly determined
sequences from Mali, we obtained a mean sub-
stitution rate of 9.6 × 10–4 substitutions per site
per year (Fig. 2). This matches previously re-
ported nucleotide substitution rates of 6.2 × 10–4

to 9.5 × 10–4 for other EBOV sample sets (7–9)
but differs from the substitution rate of ~1.9 ×
10–3 that had been reported for this outbreak (2).
Further analysis of this expanded data set also
generated a comparable value (6.9 × 10–4 substi-
tutions per site per year) when analysis parameters
previously used to obtain these higher estimates
(2) were employed. Surprisingly, reanalysis of
the previously available data set from Gire et al.
(2) using the model developed for this study also
produced a similar value (8.2 × 10–4 substitutions
per site per year). These findings appear to sug-
gest that the strict clock used in the current anal-
ysis may be more suitable and robust for this
data set and that the expanded time frame over
which samples in our data sets were obtained
adds additional robustness to the analysis.
Detailed analysis of the individual mutations

observed among all currently known genotypes
showed that the majority of mutations were
synonymous or occurred in noncoding regions
[particularly at the virion protein 30 (VP30)/VP24
gene border, which contains a long intergenic

region] (fig. S3). Although up to four nonsynony-
mous nucleotide changes from the consensus
sequence were observed for early sequences (i.e.,
those from March 2014), almost no nonsynony-
mous changes were observed in later sequences.
Most nucleotide changes occurred only sporadi-
cally in a single genotype; however, a few changes
were observed in several genotypes and might
represent changes that remained conserved in later
viruses. Early changes included two nonsynony-
mous changes, one each in the nucleoprotein
(t800c:C>R) and GP (t6283c:V>A); three synony-
mous changes, one in VP30 (c8928a:P>P) and two
in L (a15963g:K>K, c17142t:F>F); and one change in
theVP24noncoding region (g10219a). Later changes
conserved among theMalian sequenceswere one
nonsynonymous change in L (g16514a:S>N); four
synonymous changes in GP (a6056c:I>I), VP30
(c8928a:P>P), and L (c14253t:G>G, a15963g:K>K);
and an additional change in the VP24 noncod-
ing region (c10315t). However, none of these
nonsynonymous changes coincide with known
functional domains or motifs within the affected
proteins, and overall the genotypes observedhave
remained stable since June 2014, which is con-
sistent with reports from earlier outbreaks of
both EBOV and Marburg virus (10, 11).
In the past, EBOVs have been reported to un-

dergo only limited genetic changes during out-
breaks (10, 11), a phenomenon that also seems
to be true in the current outbreak, despite pro-
longed human-to-human transmission. Thus, the
potential for acquisition of virulence or increased
transmissibility of EBOVs is constrained. Although
the size and nature of the mutational targets as-
sociated with the acquisition of virulence clearly
vary between viruses, and there are cases in which
just a few mutations can substantially affect virus
properties, there are also many limitations. These
include the need for multiple mutations in some
cases, as for mammalian transmission of H5N1
influenza (12), and these mutations may need to
occur simultaneously or in a defined order (13).
Studies aimed at identifying the virulence fac-
tors of EBOVs already indicate that virulence is
a complex, multifactorial trait for these viruses,
although further studies are required to better
define these factors (14, 15). Furthermore, epide-
miological and case management data do not
support increased virulence in humans during the
current outbreak (16). Thus, whereas from a public

health perspective the current EBOV outbreak
in West Africa continues to be an extremely pressing
emergency, it is doubtful that either virulence
or transmissibility has increased in the circulat-
ing EBOV strains. We have also shown that, despite
the extensive and prolonged human-to-human
transmission in this outbreak, the virus is not
mutating at a rate beyond what is expected. More-
over, although it is certainly possible for different
virus lineages to exhibit different evolutionary
rates, those predicted using samples from various
Ebola outbreaks have remained consistent. Sim-
ilarly, on the basis of our data, it is unlikely that
the types of genetic changes observed thus far
would impair diagnostic measures or affect the
efficacy of vaccines or potential virus-specific treat-
ments. Nevertheless, monitoring of the situation
remains paramount to ensure that this continues
to be the case as this outbreak progresses and if
further outbreaks arise.
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Fig. 2. Nucleotide substitution
rate in the current outbreak.The
probability distribution of substitu-
tion rates in the current EBOV
outbreak in West Africa based on all
currently published sequences from
this outbreak, including those from
Mali, is shown as a gray shaded
area. Previously reported substitu-
tion rates for EBOVs from four
different publications (2, 7–9) are
indicated by dotted lines (further
qualifying information is provided in
brackets if several rates were
reported in those publications).
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Suppression of endogenous gene
silencing by bidirectional cytoplasmic
RNA decay in Arabidopsis
Xinyan Zhang,1 Ying Zhu,1 Xiaodan Liu,1 Xinyu Hong,1 Yang Xu,2 Ping Zhu,2 Yang Shen,3

Huihui Wu,1 Yusi Ji,1 Xing Wen,1 Chen Zhang,1 Qiong Zhao,1 Yichuan Wang,1

Jian Lu,1,3 Hongwei Guo1,3*

Plant immunity against foreign gene invasion takes advantage of posttranscriptional
gene silencing (PTGS). How plants elaborately avert inappropriate PTGS of endogenous
coding genes remains unclear. We demonstrate in Arabidopsis that both 5′-3′ and
3′-5′ cytoplasmic RNA decay pathways act as repressors of transgene and endogenous
PTGS. Disruption of bidirectional cytoplasmic RNA decay leads to pleiotropic
developmental defects and drastic transcriptomic alterations, which are substantially
rescued by PTGS mutants. Upon dysfunction of bidirectional RNA decay, a large number
of 21- to 22-nucleotide endogenous small interfering RNAs are produced from coding
transcripts, including multiple microRNA targets, which could interfere with their cognate
gene expression and functions. This study highlights the risk of unwanted PTGS and
identifies cytoplasmic RNA decay pathways as safeguards of plant transcriptome
and development.

G
ene expression and silencing establish the
proper transcriptome of eukaryotic cells.
Posttranscriptional gene silencing (PTGS),
also known as RNA interference, serves
as an RNA-based immune system against

foreign gene invasion and is engaged in silencing
a subset of endogenous genes, mainly transpos-
ons (1, 2). PTGS is triggered by cellular double-
stranded RNAs, which are subsequently cleaved
into 20- to 24-nucleotide (nt) small RNA du-
plexes by Dicer family proteins (2). One strand of
the small RNA duplex can be loaded into an
Argonaute (AGO)–containing silencing complex,
which targets homologous RNAs for degradation
and/or translation inhibition (2). Plants, fungi,
and worms possess RNA-dependent RNA poly-
merases (RDRPs) that could produce secondary
small interfering RNA (siRNA) molecules after
the primary siRNA targeting, thus amplifying
the effects of PTGS (3).
PTGS is an elaborately regulated process. Var-

ious plant viruses carry repressors of PTGS, com-
bating plant immunity against infection (4, 5).
Several components that participate in mRNA
quality control and processing function as re-
pressors of transgene PTGS (6, 7). In this work,
we use the model plant Arabidopsis to investi-
gate how endogenous protein-coding transcripts
avoid being targeted by PTGS machineries that
efficiently silence the expression of viral genomes
or transgenes.

In Arabidopsis, overexpression of ETHYLENE-
INSENSITIVE3 (EIN3), a transcriptional activator
of ethylene signaling (8), resulted in a small-
cotyledon phenotype characteristic of enhanced
ethylene response (9) (Fig. 1A) (see also supplemen-
tary materials and methods). In a genetic screen
searching for suppressors of this stock, we iso-
lated four large-cotyledon mutants that pheno-
copied the ein3 loss-of-function mutant (8) (Fig. 1A
and fig. S1A). One mutant affected ETHYLENE-
INSENSITIVE5 (EIN5), encoding a cytoplasmic
5′-3′ exoribonuclease known in transgene PTGS
repression (7, 10) (fig. S1). The other three mutants
(s28, s37, and s40) showed reduced expres-
sion of EIN3 and one of its targets, ETHYLENE-
RESPONSE-FACTOR1 (ERF1) (11) (Fig. 1B). s28
carried a mutation in the coding sequence of a
DExH-box RNA helicase (AT3G46960) of the
SKI2 (Super-Killer2) type (12) (Fig. 1C and fig.
S2A). Green fluorescent protein (GFP)–tagged
AtSKI2, expressed exclusively in the cytoplasm
(Fig. 1D), restored normal cotyledon develop-
ment and expression of the EIN3 transgene in
the s28 line (fig. S3). Two additional Arabi-
dopsis insertional ski2 alleles, ski2-2 and ski2-3
(figs. S2A and S4), displayed normal responses
to ethylene (fig. S5), excluding AtSKI2 func-
tions in the ethylene signaling pathway. s37 and
s40, allelic to each other, both carried non-
sense mutations in AtSKI3 (AT1G76630) (12)
(Fig. 1C and fig. S2A). In yeast, ScSki2, ScSki3,
and ScSki8 function as a cytoplasmic SKI com-
plex to unwind and thread RNAs into the 3′-5′
exoribonuclease complex (exosome) for decay
(13) (fig. S2B). In Arabidopsis, we found pep-
tides characteristic of AtSKI3, AtSKI8, and
AtSKI7 and several other proteins associated
with AtSKI2 (fig. S6). Pull-down experiments con-

firmed the direct interaction between AtSKI2
and AtSKI3 (Fig. 1E).
Evidence that AtSKI2 is a general repressor

of transgene PTGS came from two experiments:
(i) When we introduced an unrelated transgene
[ADENINE PHOSPHORIBOSYLTRANSFERASE 1
(APT1)] to the ski2-2 line, the phenotypemimicked
the apt1 mutant (14) (fig. S7), suggesting cosup-
pression of both the APT1 transgene and en-
dogenous APT1. (ii) Mutation of RDR6, an RDRP
essential for transgene PTGS in plants (15), caused
the small-cotyledon phenotype and reactivated
expression of the EIN3 transgene in s28 (Fig. 1, A
and G). Furthermore, the marked accumula-
tion of EIN3 transgene–derived siRNAs in s28
was eliminated by rdr6mutation (Fig. 1F). Thus,
the cytoplasmic 3′-5′ and 5′-3′ RNA decay path-
ways mediated by the SKI complex and EIN5,
respectively, are required for suppressing trans-
gene PTGS.
Neither cytoplasmic RNA decay pathway

alone was essential for plant development, as
the ein5 and ski2 single mutants were morpho-
logically normal except for mild leaf serrations
in ein5 (10) (Fig. 2A). However, disruption of
both pathways (ein5-1 ski2-2) proved to be lethal
at the embryonic stage (fig. S8A). Hypomorphic
ein5-1 ski2-3 homozygotes (figs. S2A and S4B)
were viable but arrested at the early vegetative
stage with growth disorders, including defects in
meristem, rosette leaves, and leaf coloration (Fig.
2A). rdr6 rescued the ein5 ski2 double mutants,
and the resultant triple mutants showed normal
vegetative growth and fertility (Fig. 2A and fig.
S8). Thus, the defects caused by ein5 ski2 are
RDR6-dependent.
We profiled the transcriptomes in the vari-

ous genotypes. The profile of rdr6-11 ein5-1
ski2-3 resembled that of rdr6-11 but differed
from that of ein5-1 ski2-3 (Fig. 2B). We identi-
fied 596 differentially expressed genes (111 up-
regulated and 485 down-regulated) when both
EIN5 and AtSKI2 were mutated (fig. S9A). Of the
up- and down-regulated genes, 85.6 and 73.0%,
respectively, were restored by rdr6 mutation
(fig. S9B), indicating that most of the trans-
criptomic changes in ein5-1 ski2-3 are dependent
on RDR6.
The genes regulated by the combination of

EIN5 and AtSKI2 are enriched in functional cat-
egories such as flavonoid biosynthesis, ribosome,
and photosynthesis (table S1). For instance, ex-
pression of several anthocyanin biosynthesis
enzymes (DFR, TT8) and their regulatory tran-
scription factors (PAP1, PAP2) (16) was up-
regulated in ein5-1 ski2-3 but reduced in rdr6-11
ein5-1 ski2-3 (Fig. 2C). Accordingly, anthocyanin
highly accumulated in ein5-1 ski2-3 but not in
rdr6-11 ein5-1 ski2-3 (Fig. 2D), manifesting as
purple pigmentation in rosette leaves of ein5-1
ski2-3 plants (Fig. 2A).
The defects of ein5 ski2 were rescued by other

mutations that affect the 21- to 22-nt siRNA path-
way, such as ago1, suppressor of gene silencing3
(sgs3), and the dicer-like4 (dcl4) dcl2 double
mutant (17) (Fig. 3, A and B, and figs. S10 and
S11). In Arabidopsis, DCL4 generates 21-nt
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Fig. 1. RDR6-dependent transgene PTGS upon the dysfunction of 3′-5′
RNA decay. (A) Cotyledon phenotype of 6-day-old seedlings grown on
Murashige and Skoog (MS) medium supplemented with or without 10 mM
ACC, an ethylene biosynthetic precursor. s28, s37, and s40 mutants were
generated in the EIN3ox (EIN3-overexpressor) background. The s28 rdr6
double mutant was generated by crossing. Scale bar, 1 mm. (B) Relative ex-
pression levels of EIN3 and its target gene ERF1 in 6-day-old seedlings. Error
bars indicate SD; number of replicates (n) = 3. (C) Identification of the causal

genes in the mutants by positional cloning. Mutations of amino acid (aa)
residues are indicated.T,Thr; I, Ile; Q, Gln;W,Trp. (D) Subcellular localization of
AtSKI2 fusedwithGFP.4′,6-diamidino-2-phenylindole (DAPI) staining indicates
the nuclei. Scale bar, 5 mm. (E) In vitro glutathione S-transferase (GST) pull-
down assay between the C terminus of AtSKI3 (AtSKI3C, aa 930 to 1169) and
the N terminus of AtSKI2 (AtSKI2N, aa 1 to 344). WB, Western blotting. (F)
Northern blot detection of small RNAs derived from EIN3. (G) Relative expres-
sion levels of EIN3 in 6-day-old seedlings. Error bars indicate SD; n = 3.

Fig. 2. Disruption of bidirectional RNA decay
exhibits RDR6-dependent developmental defects
and transcriptomic alterations. (A) Rosette mor-
phology of 3-week-old plants of indicated genotypes.
Scale bar, 1 cm. (B) Clustering of transcriptome
profiles of ein5-1, ski2-3, rdr6-11, and their combi-
nations. The clustering results are based on ex-
pression levels of 15,663 genes that have the
expression levels with reads per kilobase per
million > 1 in the Col-0 background. (C) Relative
expression of genes that regulate anthocyanin
biosynthesis in 16-day-old plants. Error bars in-
dicate SD; n = 3. (D) Quantification of anthocyanin
accumulation in 16-day-old plants. Error bars in-
dicate SD, n = 6.
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Fig. 3. Genetic interaction between the PTGS and RNA decay pathways. (A to D) Rosette morphology of 19-day-old plants was shown. No ein5-1 ski2-3
dcl4-2 plant was viable based on genotyping the segregating population derived from the ein5-1 ski2-3 hemizygote and dcl4-2 dcl2-1 cross (A). Similarly, the
ein5-1 ski2-2 double mutants were not viable, and by genotyping the F2 and F3 plants propagated from the ein5-1 ski2-2 hemizygote and dcl4-2 dcl2-1 cross, no
ein5-1 ski2-2 dcl2-1 or ein5-1 ski2-2 dcl4-2 triple mutants were viable (B). Scale bars, 1 cm.

Fig. 4. Identification and functional analysis of a class of siRNAs accu-
mulated in ein5 ski2. (A) Accumulation of 21- to 22-nt siRNAs derived from
representative coding genes in ein5 ski2, but barely in other genotypes.
Arrows indicate the miRNA cleavage sites in the selected miRNA-target
genes. (B) Overall abundance of ct-siRNAs generated from 441 protein-
coding loci in each genotype. Error bars indicate SD; n = 3. (C) Relative

expression levels of select miRNA target genes (ARF and HD-ZIPIII family
genes). Error bars indicate SD; n = 3. (D) Relative expression levels of
NIA1/2 and three nitrogen-responsive genes (LBD37, -38, and -39). Error
bars indicate SD; n = 3. (E) Two-week-old plants grown in soil irrigated
with water (Mock) or 1.65 g/liter ammonium nitrate solution (NH4NO3).
Scale bar, 1 cm.

RESEARCH | REPORTS



siRNAs, whereas DCL2 generates 22-nt siRNAs,
which could efficiently trigger secondary siRNA
biogenesis (18). Neither dcl2 nor dcl4 rescued the
lethality of ein5-1 ski2-2 (Fig. 3B); however, dcl2
evidently recovered the developmental disorders
of the hypomorphic ein5-1 ski2-3 (Fig. 3A). Thus,
both 21- and 22-nt siRNA pathways are dele-
terious to plant survival, and the 22-nt siRNA
pathway is particularly detrimental to plant devel-
opment when bidirectional RNA decay is dis-
rupted. In contrast to normal morphology of ein5
dcl2 and ski2 dcl2, both ein5 dcl4 and ski2 dcl4
plants displayed defects in rosette growth, meri-
stem function, and leaf pigmentation. Further loss
of DCL2 function rescued these defects (Fig. 3, C
and D). Thus, upon deficiency of either 5′ (EIN5)
or 3′ (AtSKI2) RNA decay, the DCL4-mediated
pathway could compete with the DCL2-mediated
pathway to minimize the risk that 22-nt siRNAs
might trigger amplified PTGS harmful to plant
development.
We used small RNA sequencing to profile

small RNA production in wild-type (Col-0),
rdr6-11, ein5-1 ski2-3, and rdr6-11 ein5-1 ski2-3
(fig. S12A). We found that few reads mapped
to all eight Arabidopsis TAS genes in rdr6-11
and rdr6-11 ein5-1 ski2-3, consistent with the
requirement of RDR6 for trans-acting siRNA
(tasiRNA) biogenesis (19). Abundant and com-
parable levels of tasiRNA were detected in Col
and ein5-1 ski2-3 for 7 TAS genes (fig. S12, B and
C), except for TAS4 tasiRNAs, which may have
accumulated due to the elevated expression of
TAS4 in ein5-1 ski2-3 (fig. S13). Therefore, de-
fects in cytoplasmic RNA decay do not affect
tasiRNA biogenesis.
To further explore the genetic cause of de-

trimental PTGS, we filtered the genes that gen-
erate 21- to 22-nt siRNAs using two criteria: (i)
loci with more mapping reads of siRNAs in ein5-1
ski2-3 than in Col [twofold cutoff, P < 0.005, false
discovery rate (FDR) < 0.1], and (ii) loci with
fewer mapping reads of siRNAs in rdr6-11 ein5-1
ski2-3 than in ein5-1 ski2-3 (twofold cutoff, P <
0.005, FDR < 0.1). Of 456 genes that met these
criteria, 441 encoded proteins (Fig. 4, A and B,
and table S2). We named the siRNAs derived
from the 441 loci as coding transcript–derived
siRNAs (ct-siRNAs). Among these 441 loci were
39 microRNA (miRNA)–targeted protein-coding
genes (table S3), includingmiR167 targets (ARF6,
ARF8) and miR165/166 targets (five HD-ZIPIII
genes) (Fig. 4A and fig. S14). ct-siRNAs arise
from either 5′ miRNA-cleavage fragments or
5′ plus 3′ fragments of thesemiRNA targets (Fig.
4A and fig. S15), distinct from the biogenesis
of most tasiRNAs within 3′ fragments of TAS
loci (20).
The ct-siRNA loci were overrepresented in the

down-regulated genes of ein5-1 ski2-3 (fig. S16).
For instance, expression of the above-mentioned
ARF6/8 and HD-ZIP III genes was reduced in
ein5-1 ski2-3 but not in rdr6-11 ein5-1 ski2-3
(Fig. 4C), suggesting that the RDR6-dependent
ct-siRNA biogenesis intensifies the repression
of gene expression triggered by miRNAs. We
identified NIA1 and NIA2, which encode two

nitrate reductases required for nitrate assimi-
lation in Arabidopsis (21), from the top 20 loci
that show the most notable ct-siRNA produc-
tion in ein5 ski2 (Fig. 4A and fig. S17). Expression
of NIA1 and NIA2, as well as three nitrogen-
responsive genes (LBD37, -38, and -39) (22),
was reduced in ein5-1 ski2-3 and was restored
in rdr6-11 ein5-1 ski2-3 (Fig. 4D). Thus, ct-siRNA–
mediated silencing of NIA1 and NIA2 genes
disturbed nitrogen metabolism, which activates
anthocyanin biosynthesis (23). In agreement,
the purple pigmentation of ein5-1 ski2-3 leaves
at the early stage was normalized when the
plants were irrigated with ammonium nitrate,
which compensates for the compromised nitrate
assimilation (Fig. 4E). Thus, biogenesis of ct-
siRNAs in many cases could reduce the expres-
sion of their cognate genes and compromise
gene functions.
The ct-siRNA loci were also overrepresented

in the up-regulated genes of ein5-1 ski2-3 (fig.
S16). Furthermore, the ct-siRNA loci, on aver-
age, were expressed at markedly higher levels
than the rest of the genome (fig. S18). Trans-
genes expressed at higher levels are more likely
to undergo PTGS to produce siRNA (24). It is
thus likely that accumulation of a subset of
ct-siRNAs reflects the disturbed expression of
their cognate genes upon dysfunction of RNA
decay pathways. In line with this, TAS4-tasiRNA
accumulated to high levels due to elevated ex-
pression of the TAS4 gene in ein5 ski2 (figs. S12C
and S13).
Herewe describe a class of endogenous siRNAs

(ct-siRNAs)with these characteristics: (i) 21 or 22 nt
in length; (ii) derived from coding transcripts;
(iii) produced upon the dysfunction of EIN5-
and AtSKI-mediated RNA decay; (iv) dependent
on RDR6, SGS3, DCL2, and DCL4 for biogene-
sis; and (v) partially dependent on AGO1 for
action (fig. S19). Our study reveals that both
transgene and endogenous PTGS occurs upon
dysfunction of bidirectional cytoplasmic RNA
decay, which normally eliminates aberrant tran-
scripts arising from RNA degradation, end pro-
cessing, or endo-cleavage (25). When RNA decay
pathways are disrupted by genetic mutation or
overloaded by overexpression of foreign genes,
aberrant transcripts are selected and channeled
into PTGS pathways to produce 21- to 22-nt ct-
siRNAs. TheDCL4-mediated pathway could serve
as a decoy to antagonize the more destructive
DCL2-mediated pathway, protecting endogenous
mRNAs from undesirable clearance (fig. S19).
Thus, cytoplasmic RNA decay sets a silencing
threshold such that those invading or vastly ex-
pressed genes with high levels of aberrant RNA
production probably undergo PTGS, whereas
themajority of endogenous genes hardly do. As
such, the siRNA-based defense system in plants
that originally evolved against genome inva-
sion carries risks of triggering adverse endo-
genous PTGS not typical of the protein-based
immune systems found in vertebrates (3). We
also propose that cytoplasmic RNA decay and
siRNA pathways act as crucial components in
the miRNA regulatory network. After an ini-

tial miRNA-directed cleavage, cytoplasmic RNA
decay could preclude sustained or exacerbated
siRNA-triggered silencing of target gene ex-
pression. Notably, miRNA-triggered tasiRNA
biogenesis seems not to be affected by cyto-
plasmic RNA decay, raising the question as to
how aberrant transcripts are sorted and tar-
geted between cytoplasmic RNAdecay and PTGS
pathways.
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Mutational landscape determines
sensitivity to PD-1 blockade in
non–small cell lung cancer
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Vladimir Makarov,3 Jonathan J. Havel,3 William Lee,5 Jianda Yuan,6 Phillip Wong,6
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Immune checkpoint inhibitors, which unleash a patient’s own T cells to kill tumors, are
revolutionizing cancer treatment. To unravel the genomic determinants of response
to this therapy, we used whole-exome sequencing of non–small cell lung cancers treated
with pembrolizumab, an antibody targeting programmed cell death-1 (PD-1). In two
independent cohorts, higher nonsynonymous mutation burden in tumors was associated
with improved objective response, durable clinical benefit, and progression-free survival.
Efficacy also correlated with the molecular smoking signature, higher neoantigen
burden, and DNA repair pathway mutations; each factor was also associated with mutation
burden. In one responder, neoantigen-specific CD8+ T cell responses paralleled tumor
regression, suggesting that anti–PD-1 therapy enhances neoantigen-specific T cell
reactivity. Our results suggest that the genomic landscape of lung cancers shapes
response to anti–PD-1 therapy.

T
oday, more than a century since the initial
observation that the immune system can re-
ject human cancers (1), immune checkpoint
inhibitors are demonstrating that adaptive
immunity can be harnessed for the treat-

ment of cancer (2–7). In advanced non–small cell
lung cancer (NSCLC), therapies with an antibody
targeting programmed cell death-1 (anti–PD-1) dem-
onstrated response rates of 17 to 21%, with some
responses being remarkably durable (3, 8).
Understanding the molecular determinants of

response to immunotherapies such as anti–PD-1
therapy is one of the critical challenges in oncol-
ogy. Among the best responses have been in
melanomas and NSCLCs, cancers largely caused
by chronic exposure to mutagens [ultraviolet light

(9) and carcinogens in cigarette smoke (10), re-
spectively]. However, there is a large variability
in mutation burden within tumor types, ranging
from 10s to 1000s of mutations (11–13). This range
is particularly broad in NSCLCs because tumors
in never-smokers generally have few somatic mu-
tations compared with tumors in smokers (14).
We hypothesized that the mutational landscape
of NSCLCs may influence response to anti–PD-1
therapy. To examine this hypothesis, we sequenced
the exomes of NSCLCs from two independent
cohorts of patients treated with pembrolizumab,
a humanized immunoglobulin G (IgG) 4-kappa
isotype antibody to PD-1 (n = 16 and n = 18, re-
spectively), and their matched normal DNA (fig.
S1 and table S1) (15).
Overall, tumor DNA sequencing generatedmean

target coverage of 164x, and a mean of 94.5% of
the target sequence was covered to a depth of at
least 10x; coverage and depth were similar be-
tween cohorts, as well as between those with or
without clinical benefit (fig. S2). We identified a
median of 200 nonsynonymous mutations per
sample (range 11 to 1192). The median number of
exonic mutations per sample was 327 (range 45
to 1732). The quantity and range of mutations were
similar to published series of NSCLCs (16, 17)
(fig. S3). The transition/transversion ratio (Ti/Tv)
was 0.74 (fig. S4), also similar to previously de-
scribed NSCLCs (16–18). To ensure accuracy of our
sequencing data, targeted resequencing with an
orthogonal method (Ampliseq) was performed
using 376 randomly selected variants, and muta-
tions were confirmed in 357 of those variants (95%).
Higher somatic nonsynonymous mutation

burden was associated with clinical efficacy of

pembrolizumab. In the discovery cohort (n = 16),
the median number of nonsynonymous muta-
tions was 302 in patients with durable clinical
benefit (DCB) (partial or stable response lasting
>6 months) versus 148 with no durable benefit
(NDB) (Mann-Whitney P = 0.02) (Fig. 1A). Seventy-
three percent of patients with high nonsynon-
ymous burden (defined as above the median
burden of the cohort, 209) experienced DCB, com-
pared with 13% of those with low mutation bur-
den (belowmedian) (Fisher’s exact P = 0.04). Both
confirmed objective response rate (ORR) and
progression-free survival (PFS) were higher in
patients with high nonsynonymous burden [ORR
63% versus 0%, Fisher’s exact P = 0.03; median
PFS 14.5 versus 3.7 months, log-rank P = 0.01;
hazard ratio (HR) 0.19, 95% confidence interval
(CI) 0.05 to 0.70] (Fig. 1B and table S2).
The validation cohort included an independent

set of 18 NSCLC samples from patients treated
with pembrolizumab. The clinical characteristics
were similar in both cohorts. The median non-
synonymous mutation burden was 244 in tu-
mors from patients with DCB compared to 125
in those with NDB (Mann-Whitney P = 0.04)
(Fig. 1C). The rates of DCB and PFS were again sig-
nificantly greater in patients with a nonsynon-
ymous mutation burden above 200, the median
of the validation cohort (DCB 83% versus 22%,
Fisher’s exact P = 0.04; median PFS not reached
versus 3.4 months, log-rank P = 0.006; HR 0.15,
95% CI 0.04 to 0.59) (Fig. 1D and table S2).
In the discovery cohort, there was high con-

cordance between nonsynonymous mutation bur-
den and DCB, with an area under the receiver
operator characteristic (ROC) curve (AUC) of 87%
(Fig. 1E). Patients with nonsynonymous muta-
tion burden ≥178, the cut point that combined
maximal sensitivity with best specificity, had a
likelihood ratio for DCB of 3.0; the sensitivity
and specificity of DCB using this cut point was
100% (95% CI 59 to 100%) and 67% (29 to 93%),
respectively. Applying this cut point to the
validation cohort, the rate of DCB in patients
with tumors harboring ≥178 mutations was 75%
compared to 14% in those with <178, corre-
sponding to a sensitivity of 86% and a specific-
ity of 75%.
There were few but important exceptions. Five

of 18 tumors with ≥178 nonsynonymous muta-
tions had NDB, and one tumor with a very low
burden (56 nonsynonymous mutations) responded
to pembrolizumab. However, this response was
transient, lasting 8 months. Across both cohorts,
this was the only patient with a tumor mutation
burden <178 and confirmed objective response.
Notably, although higher nonsynonymous mu-
tation burden correlated with improved ORR,
DCB, and PFS (Fig. 1, F and G), this correlation
was less evident when examining total exonic
mutation burden (table S2).
We next examined all 34 exomes collectively to

determine how patterns of mutational changes
were associated with clinical benefit to pembro-
lizumab (tables S4 and S5). C-to-A transversions
were more frequent, and C-to-T transitions were
less frequent, in patients with DCB compared to
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NDB (Mann-Whitney P = 0.01 for both) (fig. S5).
A previously validated binary classifier to identi-
fy the molecular signature of smoking (17) was
applied to differentiate transversion-high (TH,
smoking signature) from transversion-low (TL,
never-smoking signature) tumors. Efficacy was
greatest in patients with tumors harboring the
smoking signature. The ORR in TH tumors was
56% versus 17% in TL tumors (Fisher’s exact P =
0.03); the rate of DCBwas 77% versus 22% (Fisher’s
exact P = 0.004); the PFS was also significantly
longer in TH tumors (median not reached versus
3.5 months, log-rank P = 0.0001) (Fig. 2A). Self-
reported smoking history did not significantly
discriminate those most likely to benefit from
pembrolizumab. The rates of neither DCB nor
PFS were significantly different in ever-smokers
versus never-smokers (Fisher’s exact P = 0.66 and
log-rank P = 0.29, respectively) or heavy smokers
(median pack-years >25) versus light/never smokers
(pack-years ≤25) (Fisher’s exact P = 0.08 and log-
rank P = 0.15, respectively). Themolecular smoking
signature correlated more significantly with non-

synonymous mutation burden than smoking his-
tory (fig. S6, A and B).
Although carcinogens in tobacco smoke are

largely responsible for the mutagenesis in lung
cancers (19), the wide range of mutation burden
within both smokers and never-smokers impli-
cates additional pathways contributing to the
accumulation of somatic mutations. We found
deleterious mutations in a number of genes that
are important in DNA repair and replication. For
example, in three responders with the highest
mutation burden, we identified deleterious mu-
tations in POLD1, POLE, and MSH2 (Fig. 3). Of
particular interest, a POLD1 E374K mutation was
identified in a never-smoker with DCB whose tu-
mor harbored the greatest nonsynonymous muta-
tion burden (n = 507) of all never-smokers in our
series. POLD1 Glu374 lies in the exonuclease proof-
reading domain of Pol d (20), and mutation of
this residue may contribute to low-fidelity repli-
cation of the lagging DNA strand. Consistent with
this hypothesis, this tumor exome had a relatively
low proportion of C-to-A transversions (20%) and

predominance of C-to-T transitions (51%), similar
to other POLD1 mutant, hypermutated tumors
(21) and distinct from smoking-related lung can-
cers. Another responder, with the greatest muta-
tion burden in our series, had a C284Y mutation
in POLD1, which is also located in the exonu-
clease proofreading domain. We observed non-
sense mutations in PRKDC, the catalytic subunit
of DNA-dependent protein kinase (DNA-PK),
and RAD17. Both genes are required for proper
DNA repair and maintenance of genomic integ-
rity (22, 23).
Genes harboring deleterious mutations com-

mon to four or more DCB patients and not present
in NDB patients included POLR2A,KEAP1, PAPPA2,
PXDNL, RYR1, SCN8A, and SLIT3. Mutations in
KRAS were found in 7 of 14 tumors from patients
with DCB compared to 1 of 17 in the NDB group,
a finding that may be explained by the asso-
ciation between smoking and the presence of
KRAS mutations in NSCLC (24). There were no
mutations or copy-number alterations in antigen-
presentation pathway–associated genes or CD274
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Fig. 1. Nonsynonymous mutation burden associated with clinical bene-
fit of anti–PD-1 therapy. (A) Nonsynonymous mutation burden in tumors
from patients with DCB (n = 7) or with NDB (n = 9) (median 302 versus
148, Mann-Whitney P = 0.02). (B) PFS in tumors with higher nonsynony-
mous mutation burden (n = 8) compared to tumors with lower nonsynony-
mous mutation burden (n = 8) in patients in the discovery cohort (HR 0.19,
95% CI 0.05 to 0.70, log-rank P = 0.01). (C) Nonsynonymous mutation
burden in tumors with DCB (n = 7) compared to those with NDB (n = 8) in
patients in the validation cohort (median 244 versus 125, Mann-Whitney
P = 0.04). (D) PFS in tumors with higher nonsynonymous mutation burden
(n = 9) compared to those with lower nonsynonymous mutation burden
(n = 9) in patients in the validation cohort (HR 0.15, 95% CI 0.04 to 0.59,

log-rank P = 0.006). (E) ROC curve for the correlation of nonsynonymous
mutation burden with DCB in discovery cohort. AUC is 0.86 (95% CI 0.66
to 1.05, null hypothesis test P = 0.02). Cut-off of ≥178 nonsynonymous mu-
tations is designated by triangle. (F) Nonsynonymous mutation burden in
patients with DCB (n = 14) compared to those with NDB (n = 17) for the
entire set of sequenced tumors (median 299 versus 127, Mann-Whitney P =
0.0008). (G) PFS in those with higher nonsynonymous mutation burden
(n = 17) compared to those with lower nonsynonymous mutation burden
(n = 17) in the entire set of sequenced tumors (HR 0.19, 95% CI 0.08-0.47,
log-rank P = 0.0004). In (A), (C), and (F), median and interquartile ranges of
total nonsynonymous mutations are shown, with individual values for each
tumor shown with dots.
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[encoding programmed cell death ligand-1 (PD-L1)]
that were associated with response or resistance.

How does increased mutation burden affect tu-
mor immunogenicity? The observation that non-
synonymous mutation burden is associated with
pembrolizumab efficacy is consistent with the
hypothesis that recognition of neoantigens, formed
as a consequence of somatic mutations, is impor-
tant for the activity of anti–PD-1 therapy. We ex-
amined the landscape of neoantigens using our
previously described methods (25) (fig. S7). Briefly,
this approach identifies mutant nonamers with
≤500 nM binding affinity for patient-specific class
I human lymphocyte antigen (HLA) alleles (26, 27),
which are considered candidate neoantigens (table
S6). We identified a median of 112 candidate neo-
antigens per tumor (range 8 to 610), and the quan-
tity of neoantigens per tumor correlated with
mutation burden (Spearman r 0.91, P < 0.0001),
similar to the correlation recently reported across
cancers (28). Tumors from patients with DCB had
significantly higher candidate neoantigen bur-
den compared to those with NDB (Fig. 4A), and
high candidate neoantigen burden was associated
with improved PFS (median 14.5 versus 3.5 months,
log-rank P = 0.002) (Fig. 4B). The presence of sp-

ecific HLA alleles did not correlate with efficacy
(fig. S8). The absolute burden of candidate neo-
antigens, but not the frequency per nonsynony-
mous mutation, correlated with response (fig. S9).
We next sought to assess whether anti–PD-1

therapy can alter neoantigen-specific T cell re-
activity. To directly test this, identified candidate
neoantigens were examined in a patient (Study
ID no. 9 in Fig. 3 and table S3) with exceptional
response to pembrolizumab and available pe-
ripheral blood lymphocytes (PBLs). Predicted
HLA-A–restricted peptides were synthesized to
screen for ex vivo autologous T cell reactivity in
serially collected PBLs (days 0, 21, 44, 63, 256, and
297, where day 0 is the first date of treatment)
using a validated high-throughput major histo-
compatibility complex (MHC) multimer screening
strategy (29, 30). This analysis revealed a CD8+
T cell response against a neoantigen resulting
from a HERC1 P3278S mutation (ASNASSAAK)
(Fig. 4C). Notably, this T cell response could only
be detected upon the start of therapy (level of
detection 0.005%). Three weeks after therapy
initiation, the magnitude of response was 0.040%
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Fig. 2. Molecular smoking signature is significantly
associated with improved PFS in NSCLC patients
treated with pembrolizumab. PFS in tumors char-
acterized as TH by molecular smoking signature
classifier (n = 16) compared to TL tumors (n = 18)
(HR 0.15, 95% 0.06 to 0.39, log-rank P = 0.0001).

Fig. 3. Mutation burden, clinical response, and factors contributing to
mutation burden.Total exonic mutation burden for each sequenced tumor with
nonsynonymous (dark shading), synonymous (medium shading), and indels/
frameshift mutations (light shading) displayed in the histogram. Columns are
shaded to indicate clinical benefit status: DCB, green; NDB, red; not reached
6 months follow-up (NR), blue. The cohort identification (D, discovery; V, valida-

tion), best objective response (PR, partial response; SD, stable disease; PD,
progression of disease), and PFS (censored at the time of data lock) are reported
in the table.Those with ongoing progression-free survival are labeled with ++.The
presence of the molecular smoking signature is displayed in the table with TH
cases (purple) and TL cases (orange). The presence of deleterious mutations in
specific DNA repair/replication genes is indicated by the arrows.
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of CD8+ T cells, and this response was main-
tained at Day 44. This rapid induction of T cell
reactivity correlated with tumor regression, and
this T cell response returned to levels just above
background in the subsequent months as tumor
regression plateaued (Fig. 4D). HERC1 P3278S-
multimer–reactive T cells from PBLs collected on
day 44 were characterized by a CD45RA-CCR7-
HLA-DR+LAG-3 phenotype, consistent with an
activated effector population (fig. S10). These data
reveal autologous T cell responses against cancer
neoantigens in the context of a clinical response
to anti–PD-1 therapy.
To validate the specificity of the neoantigen-

reactive T cells, PBLs from days 63 and 297 were
expanded in vitro in the presence of mutant pep-
tide and subsequently restimulated with either
mutant or wild-type peptide (ASNASSAAK versus

ASNAPSAAK), and intracellular cytokines were
analyzed. At both time points, a substantial pop-
ulation of polyfunctional CD8+ T cells [charac-
terized by production of the cytokines interferon
(IFN) g and tumor necrosis factor (TNF) a, the
marker of cytotoxic activity CD107a, and the chemo-
kine CCL4] was detected in response to mutant
but not wild-type peptide (Fig. 4E and fig. S11).
In the current study, we show that in NSCLCs

treated with pembrolizumab, elevated nonsynon-
ymous mutation burden strongly associates with
clinical efficacy. Additionally, clinical efficacy cor-
relates with a molecular signature characteristic
of tobacco carcinogen–related mutagenesis, cer-
tain DNA repair mutations, and the burden of
neoantigens. The molecular smoking signature
correlated with efficacy, whereas self-reported
smoking status did not, highlighting the power

of this classifier to identify molecularly related
tumors within a heterogeneous group.
Previous studies have reported that pretreat-

ment PD-L1 expression enriches for response to
anti–PD-1 therapies (3, 8, 31), but many tumors
deemed PD-L1 positive do not respond, and some
responses occur in PD-L1–negative tumors (8, 31).
Semiquantitative PD-L1 staining results were avail-
able for 30 of 34 patients, where strong staining
represented ≥50% PD-L1 expression, weak rep-
resented 1 to 49%, and negative represented
<1% [clone 22C3, Merck (8)]. As this trial largely
enrolled patients with PD-L1 tumor expression,
most samples had some degree of PD-L1 ex-
pression (24 of 30, 80%) (table S3), limiting the
capacity to determine relationships between
mutation burden and PD-L1 expression. Among
those with high nonsynonymous mutation burden
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(>200, above median of overall cohort) and some
degree of PD-L1 expression (weak/strong), the
rate of DCB was 91% (10 of 11, 95% CI 59 to
99%). In contrast, in those with low mutation
burden and some degree of PD-L1 expression,
the rate of DCB was only 10% (1 of 10, 95% CI
0 to 44%). When exclusively examining patients
with weak PD-L1 expression, high nonsynonymous
mutation burden was associated with DCB in
75% (3 of 4, 95% CI 19 to 99%), and low mutation
burden was associated with DCB in 11% (1 of 9,
0 to 48%). Large-scale studies are needed to deter-
mine the relationship between PD-L1 intensity
and mutation burden. Additionally, recent data
have demonstrated that the localization of PD-L1
expression within the tumor microenvironment
[on infiltrating immune cells (32), at the invasive
margin, tumor core, and so forth (33)] may affect
the use of PD-L1 as a biomarker.
T cell recognition of cancers relies upon pre-

sentation of tumor-specific antigens on MHC
molecules (34). A few preclinical (35–41) and clin-
ical reports have demonstrated that neoantigen-
specific effector T cell response can recognize
(25, 42–45) and shrink established tumors (46).
Our finding that nonsynonymous mutation bur-
den more closely associates with pembrolizumab
clinical benefit than total exonic mutation burden
suggests the importance of neoantigens in dic-
tating response.
The observation that anti–PD-1–induced

neoantigen-specific T cell reactivity can be ob-
served within the peripheral blood compartment
may open the door to development of blood-
based assays to monitor response during anti–
PD-1 therapy. We believe that our findings have
an important impact on our understanding of re-
sponse to anti–PD-1 therapy and on the applica-
tion of these agents in the clinic.
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GENE EXPRESSION

MicroRNA control of protein
expression noise
Jörn M. Schmiedel,1,2,3 Sandy L. Klemm,4 Yannan Zheng,3 Apratim Sahay,3

Nils Blüthgen,1,2*† Debora S. Marks,5*† Alexander van Oudenaarden3,6,7*†

MicroRNAs (miRNAs) repress the expression of many genes in metazoans by accelerating
messenger RNA degradation and inhibiting translation, thereby reducing the level of protein.
However, miRNAs only slightly reduce the mean expression of most targeted proteins, leading
to speculation about their role in the variability, or noise, of protein expression. We used
mathematical modeling and single-cell reporter assays to show that miRNAs, in conjunction
with increased transcription, decrease protein expression noise for lowly expressed genes
but increase noise for highly expressed genes. Genes that are regulated by multiple miRNAs
show more-pronounced noise reduction. We estimate that hundreds of (lowly expressed)
genes in mouse embryonic stem cells have reduced noise due to substantial miRNA regulation.
Our findings suggest that miRNAs confer precision to protein expression and thus offer
plausible explanations for the commonly observed combinatorial targeting of endogenous genes
by multiple miRNAs, as well as the preferential targeting of lowly expressed genes.

M
icroRNAs (miRNAs) regulate numerous
genes in metazoan organisms (1–5) by
accelerating mRNA degradation and
inhibiting translation (6, 7). Although the
physiological function of some miRNAs

is known in detail (1, 2, 8, 9), it is unclear why
miRNA regulation is so ubiquitous and conserved,
because individual miRNAs only weakly repress
the vast majority of their target genes (10, 11), and
knockouts rarely show phenotypes (12). One
proposed reason for this widespread regulation
is the ability of miRNAs to provide precision to
gene expression (13). Previous work has hy-
pothesized that miRNAs could reduce protein
expression variability (noise) when their repres-

sive posttranscriptional effects are antagonized
by accelerated transcriptional dynamics (14, 15).
However, because miRNA levels are themselves
variable, one should expect the propagation of
their fluctuations to introduce additional noise
(Fig. 1A).
To test the effects of endogenous miRNAs, we

quantified protein levels and fluctuations in
mouse embryonic stem cells (mESCs) using a
dual fluorescent reporter system (16), in which
two different reporters (ZsGreen and mCherry)
are transcribed from a common bidirectional
promoter (Fig. 1B). One of the reporters (mCherry)
contained several variants and numbers of miRNA
binding sites in its 3′ untranslated region (3′UTR),
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and we quantified single-cell fluorescence using
a flow cytometer (Fig. 1C).
We used ZsGreen fluorescence intensity to

bin cells with similar transcriptional activity
(mostly due to varying plasmid copy numbers)
and calculated mean and noise (standard devi-
ation divided by mean) of mCherry intensity dis-
tributions in each bin (Fig. 1D).
We first assessed the effects of endogenous

miR-20a in mESCs, on a designed target site in

the reporter. In cells with low expression of a
reporter (mCherry) containing a miR-20a site,
noise was reduced (compared to an unregulated
control at equal mCherry expression), in contrast
to increased noise at high reporter expression
(Fig. 1E). These changes in mCherry noise were
more pronounced when the miR-20a sites in
the reporter were perfect targets or when there
were multiple sites in the 3′ UTR (Fig. 1, F and
G, and fig. S1).
In order to explore the mechanism for these

seemingly opposing effects on protein expres-
sion noise, we built a mathematical model where
we decomposed total noise into intrinsic noise
and extrinsic noise h2tot ¼ h2int þ h2ext(17, 18) (see
the supplementary materials). Intrinsic noise
hint results from the stochasticity of transcrip-
tion, translation, and decay, but is mostly dom-
inated by transcriptional dynamics (19, 20) and
low mRNA copy numbers (21, 22). Extrinsic noise
hext stems from fluctuations propagating from
external factors to the gene (23). The modeling
predicted opposing effects of miRNA regulation
on intrinsic and extrinsic noise. On the one hand,
the model predicted that a miRNA-regulated gene

(reg) has reduced intrinsic noise as compared to
an unregulated gene (unreg) at equal protein
expression levels; intrinsic noise is approxi-
mately reduced by the square root of miRNA-

mediated fold repression r,
hunreg
int

hregint

≅
ffiffiffi
r

p
(Fig. 2A).

Noise reduction results from miRNA-mediated
accelerated mRNA turnover and increased tran-
scriptional activity needed to produce the same
amount of protein (14). The model predicts that
the effect occurs independently of the mode
of miRNA-mediated repression (supplementary
note 1). On the other hand, the model predicted
that miRNA regulation acts as an additional
extrinsic noise source hext ¼ h̃m �ϕ (Fig. 2B).
The magnitude of hext depends on the noise in
the pool of regulating miRNAs ðh̃mÞ and on
how strongly miRNAs repress the target (ϕ) (fig.
S2). Therefore, the model predicted that the
combined net effects of decreased intrinsic and
additional extrinsic noise would result in de-
creased total noise at low expression, but in-
creased total noise at high expression (Fig. 2C);
model fits, with the miRNA pool noise h̃m as the
only free parameter, yield accurate agreement
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Fig. 1. miRNA regulation has
opposing effects on noise at low
and high protein expression.
(A) The expression of a miRNA-
regulated gene. Noise in protein
expression originates from
stochastic molecular reactions in
the production of the protein
(intrinsic noise; jagged arrows) or
fluctuations propagating from
external factors (extrinsic noise).
(B) Plasmid reporter system coding
for two fluorescent proteins
ZsGreen and mCherry, transcribed
from a common bidirectional
promoter. The mCherry 3′UTR can
be modified to contain miRNA
binding sites. (C) Overlay of two
flow cytometry measurements of
mESC populations transiently
transfected with different variants
of the plasmid system: empty
mCherry 3′UTR (black) and
mCherry 3′UTR containing four
bulged miR-20a binding sites (blue).
For further processing, cells are
binned according to ZsGreen inten-
sity (red lines), and cells below
ZsGreen background are discarded
(gray) (supplementary materials).
a.u., arbitrary units. (D) Mean and
noise (standard deviation divided by
mean s/<p>) of mCherry inten-
sities are calculated from marginal
distributions in each bin. (E to G)
Noise of mCherry intensity as a
function of mean mCherry intensity
in each bin for three different
miR-20a–regulated constructs

(blue), as compared to respective unregulated constructs (black). Panels are ordered from left to right according to increasing repression of constructs by miR-20a
(fig. S1). Dots, data; lines and shaded area, model fit.
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with the experimentally observed total noise pro-
files (Fig. 1, E to G).
To distinguish between miRNA-mediated in-

trinsic and extrinsic noise effects experimentally,
we modified the plasmid reporter system so that
both reporters contained identical 3′UTRs (Fig. 3A
and fig. S3A). Now intracellular differences in their
expression can only result from processes individual
to each gene (i.e., intrinsic noise). Comparing iden-
tical reporters both with and without miR-20a sites,
we showed that miR-20a regulation reduced
intrinsic noise, as compared to an unregulated
construct (Fig. 3B), by the square root of fold re-
pression, as predicted by modeling (Fig. 3C and fig.
S3D). These results also show that the observed
increase in total noise at high mCherry expression
must be due to additional extrinsic noise (fig. S3C).

The model and the experiments suggest that
the reduction of intrinsic noise is a generic prop-
erty of miRNAs and should occur irrespective of
the specific miRNAs or the molecular details of
the mRNA-miRNA interaction. To test the gen-
erality of these conclusions, we constructed eight
additional reporters with mCherry 3′UTRs con-
taining a perfect binding site for a variety of
miRNAs that are endogenously expressed in
mESCs (fig. S4). For all constructs, the intrinsic
noise reduction was approximately the square
root of fold repression (using model fit to total
noise, figs. S3E and S5). This was also confirmed
by direct measurement for miR-291a target sites
(Fig. 3C and fig. S3B) and reporters containing
AU-rich elements (24) (figs. S3F and S6), the
latter further supporting the plausibility that the

reduction of intrinsic noise is a generic property
of posttranscriptional repressors.
Additional extrinsic noise stems from the var-

iability of the miRNA pool, and consistent with
this, we find that miRNA pool noise indeed dif-
fers between miRNAs (Fig. 3D). The validity of
these results is supported by the observation that
different constructs assaying the same miRNA
yield similar pool noise estimates (fig. S7). Al-
though miRNA pool noise decreases for miRNAs
conferring stronger repression, it is still substan-
tial for the most potent and highly expressed
miRNAs in mESCs [miR-290 cluster (25)] (Fig. 3D).
The miRNAs with two independent gene copies,
producing the identical mature miRNA (Fig. 3D,
red), tend to have lower miRNA pool noise than
to single-gene miRNAs. This suggested to us that
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Fig. 3. Exploration of intrinsic and extrinsic noise effects. (A) Plasmid
reporter system with identical 3′UTRs for ZsGreen and mCherry, to quantify
expression-dependent intrinsic noise. (B) Intrinsic noise as a function of expression
for threedifferentmiR-20a biregulated constructs. Dots,data; lines and shaded area,
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noise estimates for individual andmixed pools, using data from reporters with two
perfect binding sites behind mCherry as indicated. Red bars, expectation for
mixed pool noise when subpools were fully correlated. n = 3 biological replicates.
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Fig. 2. Predictions of the noise
model for a miRNA-regulated gene.
(A) Intrinsic noise due to low molecule
numbers declines with increasing
expression. miRNA regulation reduces
intrinsic noise as a function of repres-
sion due to higher mRNA turnover. (B)
Noise in miRNA pool propagating to a
target gene results in additional extrin-
sic noise that is dependent on
conferred repression and saturation of
the miRNA pool (fig. S2). (C) Net
influence of miRNA regulation results

in decreased total noise at low expression levels and increased total noise at high expression levels.
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miRNA pools could have lower noise if they con-
sist of independently transcribed miRNAs, and
thus uncorrelated fluctuations can average out.
To test this hypothesis, we constructed reporters
with perfect target sites for miR-20a and either
miR-16 or miR-290 in the mCherry 3′UTR and
compared them to reporters with two perfect target
sites for miR-16, miR-20a, or miR-290, respective-
ly. We found that the noise levels in the mixed
pools were lower than expected if the individual
miRNA pools were fully correlated and could be
lower than the noise in the individual miRNA pools
(Fig. 3E and fig. S8). Therefore, our data show that,
if noise between different miRNAs is not corre-
lated, combinatorial regulation can result in low-
er noise of the target protein.
In contrast to our artificial 3′UTRs, endoge-

nous mRNAs often contain many binding sites
to different miRNAs and with less complemen-
tarity (3, 26). To test whether our findings are
likely to be applicable in vivo, we constructed
mCherry reporters with the 3′UTRs from Wee1,
Lats2, Casp2, and Rbl2, all predicted to be com-

binatorial regulated by mESC miRNAs (table S1).
This multiple-miRNAs regulation resulted in 3-
to 5.5-fold repression as compared to the control
3′UTRs containing mutated sites (fig. S9A) and
reduced total noise except when reporter expres-
sion levels were high (Fig. 4A and fig. S9A). Model
fits estimate intrinsic noise reduction for the wild-
type 3′UTRs as large as the square root of fold
repression (fig. S3G), consistent with our find-
ings for the artificial 3′UTRs. Furthermore, little
additional noise at high expression levels results
from low noise in the mixed miRNA pools reg-
ulating the wild-type 3′UTRs (fig. S9B), corroborat-
ing the idea that combinatorial miRNA regulation is
a potent way to optimize overall noise reduction.
To determine whether the reporter assay covers

expression levels relevant to endogenous genes,
we used fluorescence-activated cell sorting (FACS)
and RNA sequencing (fig. S10A). The reporter
assay covers the range of 25 to 99% of expressed
genes in mESCs (Fig. 4B). Model-based extrap-
olation shows that the reduction of total noise
for the endogenous 3′UTRs extends in a graded

fashion up to the top 10% of the transcriptome
expression distribution (Fig. 4C). Although most
miRNAs individually repress genes only to a small
extent (10, 11), hundreds of genes are substantially
repressed (>twofold) by the combinatorial action
of miRNAs in mESCs (fig. S11), as determined
from transcriptome expression data for wild-type
and miRNA-deficient Dicer knockout mESCs (27).
Furthermore, most of the highly repressed genes
have low expression levels [fig. S11, consistent
with (28, 29)], suggesting that these genes should
have reduced protein expression noise as a con-
sequence of miRNA regulation in vivo.
Our integrated theoretical and experimental

analyses show that the reduction of intrinsic noise
is a generic property of miRNA regulation (and
more generally posttranscriptional regulation) that
is linked to the repression of protein expression.
miRNAs preferentially target lowly expressed
genes, for which noise reduction will be strongest,
while selectively avoiding ubiquitous and highly
expressed genes (28, 29). Combinatorial miRNA
regulation, a widely observed phenomenon in vivo
(3, 26), enhances overall noise reduction by pro-
viding strong repression to endogenous genes
with only little additional noise from miRNA
pools. Combinatorial miRNA regulation may thus
be a potent mechanism to reinforce cellular iden-
tity by reducing gene expression fluctuations that
are undesirable for the cell.
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EPIGENETICS

Restricted epigenetic inheritance of
H3K9 methylation
Pauline N. C. B. Audergon, Sandra Catania,* Alexander Kagansky,† Pin Tong,
Manu Shukla, Alison L. Pidoux, Robin C. Allshire‡

Posttranslational histone modifications are believed to allow the epigenetic transmission of
distinct chromatin states, independently of associated DNA sequences. Histone H3 lysine 9
(H3K9)methylation is essential for heterochromatin formation; however, a demonstration of its
epigenetic heritability is lacking. Fission yeast has a single H3K9 methyltransferase, Clr4, that
directs all H3K9 methylation and heterochromatin. Using releasable tethered Clr4 reveals that
an active process rapidly erases H3K9 methylation from tethering sites in wild-type cells.
However, inactivation of the putative histone demethylase Epe1 allows H3K9 methylation and
silent chromatin maintenance at the tethering site through many mitotic divisions, and
transgenerationally throughmeiosis, after release of tethered Clr4.Thus, H3K9methylation is a
heritable epigenetic mark whose transmission is usually countered by its active removal, which
prevents the unauthorized inheritance of heterochromatin.

I
n most eukaryotes, the methylation of nucleo-
somal histone H3 on lysine 9 (H3K9me) is
required for the assembly of constitutive
heterochromatin (1). H3K9me2/3 is bound
by HP1/Swi6 proteins and Suv39/Clr4 H3K9

methyltransferases to form heterochromatic
regions (2–6). Because Suv39 and Clr4 can bind
the H3K9me2/3 marks that they generate, and
because HP1 proteins may also facilitate recruit-
ment of these methyltransferases (7), it is thought

that H3K9 methylation and heterochromatin can
be maintained by self-propagation, even when
the initiator is withdrawn (8, 9). However, in
eukaryotic systems that exhibit overtly heritable
chromatin states, there is often a tight relation-
ship between DNA methylation, H3K9 methyl-
ation, and heterochromatin, confounding analyses
of the heritability of H3K9 methylation (10, 11).
Fission yeast lacks DNA methylation and a single
nonessential methyltransferase, Clr4 (Suv39
ortholog), is responsible for all H3K9me-dependent
heterochromatin (12). Thus, fission yeast is an
ideal system in which to determine whether
H3K9me-dependent heterochromatin is truly her-
itable. Clr4 normally requires sequence-directed
targeting to particular chromosomal regions via
RNA interference (RNAi) in a process involving
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immunoprecipitation (qChIP) time course of FLAG-TetR-Clr4* (B) and H3K9me2 (C) levels on 4xtetO-ade6+ after AHT addition using the indicated primers.
Data are mean T SD (error bars) (n = 3 experimental replicates). P < 0.05 (t test).
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heterochromatin nucleation, spreading, andmain-
tenance (13–15). The inheritance of heterochromatin
on centromere repeat DNA inserted at ectopic
locations also requires RNAi, but at the mating-
type locus heterochromatin is dependent on DNA
binding factors in the absence of RNAi (13–17).
However, constitutive tethering of Clr4 to a euch-
romatic locus via the Gal4 DNA binding domain
(GBD) allows the assembly of an extensive domain
of H3K9me-heterochromatin, independently of
RNAi (18). In this study, we tethered a regu-
latable TetRoff-Clr4 fusion protein to deter-
mine whether H3K9me is a persistent histone
modification that can be stably copied through
mitotic cell divisions and meiosis after release or
loss of the TetRoff-Clr4 initiator.
TetRoff-2xFLAG-Clr4-cdd fusion protein (abbre-

viated TetR-Clr4*), lacking the Clr4 chromo-

domain, was stably expressed in cells with an
ade6+ gene downstream of 4xtetO binding sites
at the ura4 locus (4xtetO-ade6+) (Fig. 1A) (19).
TetR-Clr4* silences 4xtetO-ade6+ independently
of RNAi (ago1D, dcr1D), similar to GBD-Clr4 (18),
resulting in reduced RNA polymerase II associ-
ation and high H3K9me2 levels and silencing
over a broad region (Fig. 1C and figs. S1 and S9, C
to E). TetR-Clr4* is released within 5 min from
tetO sites by addition of anhydrotetracycline (AHT)
(Fig. 1B). All strains used in these experiments also
express wild-type (WT) Clr4, which can interact
via its chromodomain with TetR-Clr4–directed
H3K9me and thus potentially use its read-write
capabilities to methylate newly incorporated
H3 and allow heterochromatin transmission to
daughter cells after TetR-Clr4* release. However,
in a time course, H3K9me2 rapidly declines over

4xtetO-ade6+ after AHT addition; >90% is lost
within 6 hours (Fig. 1C and fig. S2A). AHT itself
does not affect endogenous heterochromatin
integrity (fig. S2B). H3 levels do not decline on
4xtetO-ade6+ over this period (fig. S2A). Swi6HP1

is also lost from 4xtetO-ade6+ when cells are
grown with AHT (fig. S1F).
We also tethered TetR-Clr4* within two non-

essential genes with long open reading frames,
which are less likely to contain unannotated fea-
tures that might interfere with heterochromatin
integrity. Moreover, both sib1+ (15,005 base pairs)
and vps1302+ (9200 base pairs) exhibit expres-
sion levels and rates of H3 turnover that are
~three times lower than those of ade6+ (Fig. 2,
A to C, and fig. S3). 4xtetO and 1xtetO sites were
placed within sib1 and vps1203, respectively (Fig.
2, D and E). sib1:4xtetO and vps1302:1xtetO were
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Fig. 2. Tethering TetR-Clr4* at loci with low expression and histone
turnover does not stabilize H3K9 methylation. (A) Read distribution
(log2RPKM, where RPKM is reads per kilobase per million) from S. pombe
polyA RNA sequencing (RNA-seq) relative to gene length. ade6+, sib1+, and
vps1302+ are indicated. (B) Quantitative reverse transcription polymerase
chain reaction (qRT-PCR) of ade6+, sib1+, and vps1302+ RNA levels. Data
are mean T SD (error bars) (n = 3). *P < 0.005 (t test). (C) Recombination-
induced tag exchange monitoring incorporation of new H3-T7 on act1+,
ade6+, sib1+, vps1302+, and cen-dg repeats. Data are mean T SD (error
bars) (n = 3). H3 turnover on sib1+ and vps1302+ was significantly lower

than on act1+ and ade6+. P < 0.05 (t test). (D and E) sib1+ and vps1302+

lose H3K9me2 after TetR-Clr4* release. The position of tetO sites within
sib1 and vps1302 is shown. own promoters were replaced with ura4+ (no)
or swapped to low-, medium (med)–, or high-adh1 promoter versions (20).
Dumbbells indicate primer pairs. qChIP of H3K9me2 levels, at time points
relative to AHTaddition, on sib1:4xtetO (D) and vps1302:1xtetO (E) with no
or indicted promoters is shown. Data are mean T SD (error bars) (n = 3); P <
0.05 (t test). The H3K9me2 level within sib1 carrying its own promoter is
decreased with a probability of, respectively, P = 0.068 and 0.051, 3 and 6 hours
after TetR-Clr4* release.
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also placed under the control of low, medium
(med), and high versions of the constitutive adh1
promoter (20). We also generated sib1:4xtetO and
vps1302:1xtetO without promoters (no). All strains
expressedWT Clr4 and TetR-Clr4*. Both sib1+ and
vps1302+ were expressed at low levels when their
promoters were removed and at much higher
levels from med-adh1 or high-adh1 compared
with their own or low-adh1 promoters (fig. S4).
TetR-Clr4* was unable to establish much H3K9me2
when tethered to sib1:4xtetO or vps1302:1xtetO
expressed from hi-adh1 and relatively low levels
when expressed from med-adh1, but substantial
H3K9me2 occurred when either gene had no,
its own, or the low-adh1 promoter (fig. S4). How-
ever, as with 4xtetO-ade6+, rapid loss of H3K9me2
followed TetR-Clr4* release from even no and
own promoter constructs; again, >90% was lost
within 6 hours (Fig. 2, D and E). Although high
levels of transcription across tethering sites
prevents the establishment of H3K9me by
TetR-Clr4*, neither low promoter strength nor
low H3 turnover renders H3K9me more persis-
tent upon methyltransferase release. Thus, the
inability to maintain H3K9 methylation upon re-
moval of the initiating tethered Clr4 methyltrans-
ferase is probably a general feature of euchromatic
loci.
To determine whether the loss of H3K9 meth-

ylation from the tethering site is coupled to
replication or passage through the cell cycle, we
released TetR-Clr4* from 4xtetO-ade6+ in cdc25-
22 synchronized cultures (Fig. 3A). H3K9me2

levels on 4xtetO-ade6+ dropped by 70% within one
cell cycle after the addition of AHT to these syn-
chronized cultures, and no accelerated H3K9me2
loss was evident during S phase, which is coin-
cident with septation (21). We also released TetR-
Clr4* from 4xtetO-ade6+ in noncycling G2 blocked
cdc25-22 cells (Fig. 3B). TetR-Clr4* was lost from
4xtetO-ade6 within 1 hour, and H3K9me declined
to less than 25% of initial levels within 4 hours.
Thus, after release of the initiating methyltrans-
ferase, rather than being passively diluted through
chromatin replication, H3K9 methylation must
be removed by an active process.

Known and putative histone demethylases
might act to remove H3K9me and thus disassemble
heterochromatin from TetR-Clr4* tethering sites.
We therefore tested whether mutation of genes
for six JmjC domain (Epe1, Jmj1, Jmj2, Jmj4, Lid2,
and Msc1) (22) or two SWIRM/amino-oxidase
domain proteins (Lsd1 and Lsd2) (23) allowed
long-term 4xtetO-ade6+ silencing after tethered
TetR-Clr4* release. WT 4xtetO-ade6+ TetR-Clr4*
cells form red/ade6-repressed colonies on indicator
plates lacking AHT, whereas white/ade6-expressing
colonies appear on +AHT plates due to loss of
H3K9me-dependent heterochromatin over 4xtetO-
ade6+. Of the eight tested mutants, only epe1D
consistently formed red-pink colonies on +AHT
plates, indicating that 4xtetO-ade6+ can remain
repressed without bound TetR-Clr4* (Fig. 4A and
figs. S5 and S6). Catalytically inactivating muta-
tions in the Fe(II) or 2-oxyglutarate binding sites
of the Epe1 putative demethylase (epe1-H297A

and epe1-K314A) had a similar phenotype (Fig.
4A, fig. S6, and table S3). The variable silencing
and colony color most likely reflects stochastic
events at the 4xtetO-ade6+ locus in epe1D cells in
which H3K9me domains are known to expand
and additional heterochromatin islands also ap-
pear, potentially titrating and redistributing het-
erochromatin proteins between various loci in
individual cells (24–27). Maintenance of the si-
lenced state in epe1D cells is not dependent on
the RNAi component Ago1, as ago1Depe1D cells
form red/ade6-silent colonies on +AHT plates
(fig. S7A), but it does require untethered WT Clr4
with an intact Clr4 chromodomain and Swi6 (fig.
S8). This reliance on untethered, intact Clr4 and
Swi6 is consistent with a simple read-write prop-
agation mechanism (fig. S10).
Silencing of 4xtetO-ade6+ can be propagated

through multiple cell divisions in epe1 mutants
(lost in 4% of cells per division), and a high pro-
portion of descendant cells retain silencing of,
and 30 to 70% of H3K9me2 on, 4xtetO-ade6+ after
TetR-Clr4* release by AHT. In contrast, 4xtetO-
ade6+ silencing and H3K9me2 are completely lost
in WT cells (Fig. 4A and fig. S7, B to E). The rel-
ative levels of H3K9me2 and H3K9me3 detected
on 4xtetO-ade6+ are similar in WT and epe1D cells,
and surrounding genes are silenced by H3K9me2
in both WT and epe1D. (fig. S9). To determine
whether H3K9me on 4xtetO-ade6+ in epe1D cells
is maintained through meiosis in the absence
of TetR-Clr4*, epe1D 4xtetO-ade6+ tetR-clr4*
cells (F0) were crossed to epe1D cells devoid of
both 4xtetO-ade6+ and TetR-Clr4*, and then F1
epe1D 4xtetO-ade6+ progeny lacking TetR-Clr4*
were again crossed to epe1D cells. A high pro-
portion of resulting F2 epe1D 4xtetO-ade6+ pro-
geny formed red-pink/ade6-repressed colonies,
and H3K9me2 was retained (Fig. 4B and fig.
S6B). Thus, epe1D allows silencing and H3K9me
to persist through multiple mitotic divisions and
meiosis, in the complete absence of the tethered
TetR-Clr4* that initiated H3K9me-dependent het-
erochromatin on 4xtetO-ade6+. Crossing of red F2
epe1D 4xtetO-ade6+ cells to WT epe1+ cells resulted
in loss of silencing (white colonies only) and
H3K9me2 from the 4xtetO-ade6+ locus. Thus,
provision of epe1+ results in removal of persistent
H3K9me and loss of silencing (Fig. 4B). Genet-
ically identical naïve epe1D 4xtetO-ade6+ cells that
were never exposed to the TetR-Clr4* initiator
formed only white/ade6-expressing colonies, and
H3K9me2 was absent (Fig. 4B). We conclude that
the transient tethering of TetR-Clr4* adjacent to
4xtetO-ade6+ allows establishment of H3K9me-
dependent heterochromatin, which can be propa-
gated epigenetically through mitotic cell divisions
and meiosis using endogenous read-write copying
mechanisms, provided that Epe1 is rendered non-
functional (for a model, see fig. S10).
Propagation of heterochromatin on 4xtetO-ade6+

in epe1mutants requires recognition of TetR-Clr4*–
mediated H3K9me by the chromodomain of Clr4
and also Swi6 (fig. S8). Epe1 associates with Swi6HP1

and clearly opposes heterochromatin formation
(24–28). Indeed, Epe1 associates with TetR-Clr4*–
mediated heterochromatin (fig. S7C). Although
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Fig. 3. H3K9methylation rapidly declines through the cell
cycle and in noncycling cells. Shown are regimes for release
of TetR-Clr4* from 4xtetO-ade6+ after AHTaddition to cdc25-
22 G2 synchronized cultures (A) or double-blocked cdc25-22
G2 cells (B). Synchrony was assessed by septation index.
qChIP time course of H3K9me2 or FLAG-TetR-Clr4* levels on
4xtetO-ade6+ is also shown with the indicated primers. Data
are mean T SD (error bars) (n = 3). T2, T3, and T4 H3K9me2
levels are significantly less than T0; *P < 0.05 (t test).



Epe1 contains a JmjC domain, its Fe(II) binding
site is unusual, and histone demethylase activity
has not been detected (22). However, the human
PHF2 JmjC domain bears a similar anomaly but
phosphorylation activates its latent H3K9 demeth-
ylase activity (29). The analyses presented here
are consistent with Epe1 normally acting as an
H3K9 demethylase that removes H3K9 methyl-
ation from ectopic sites of heterochromatin for-
mation. Moreover, additional heterochromatin
islands and domain expansion in epe1 mutants
are best explained by the loss of an H3K9 demeth-
ylase that prevents excessive H3K9me-dependent
heterochromatin formation. Epe1-dependent re-
moval of H3K9me ensures regulation of centro-
meric heterochromatin and makes the RNAi
pathway essential for the systematic replenish-
ment of H3K9me every cell cycle (30, 31). Epe1
itself may be regulated in response to environ-
mental cues to retain or eliminate H3K9 methyl-
ation at specific locations (26). Indeed, Epe1 levels
are regulated, and this may aid the persistence of
centromeric H3K9me-dependent heterochromatin
(28). Thus, opposing H3K9 methyltransferase
and demethylase activities must be finely tuned
to allow controlled heterochromatin formation
and prevent its inappropriate mitotic and trans-
generational inheritance. It seems counterin-
tuitive for heterochromatin to carry a means of
self-destruction; however, such an inbuilt safety
mechanism averts the inappropriate, and poten-
tially deleterious, silencing of genes by removing

repressive heterochromatin and preventing its
propagation.
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Fig. 4. epe1 mutants retain heterochromatin without tethered Clr4
methyltransferase through multiple cell divisions and meiosis. (A) WT,
epe1D, epe1-K314A, and epe1-H297A cells carrying 4xtetO-ade6+ and ex-
pressing TetR-Clr4* were grown with or without AHT. Colony color assay to
assess 4xtetO-ade6+ silencing (red-pink colonies; percent of total indicated)
and H3K9me2 qChIP on 4xtetO-ade6+ with (-AHT) or without (+AHT) tethered
TetR-Clr4* are shown. Data are mean T SD (error bars) (n = 3). P < 0.05 (t test).
(B) TetR-Clr4* was completely removed from F0 epe1D 4xtetO-ade6+ tetR-Clr4*

cells by crossing to epe1D lacking TetR-Clr4* and 4xtetO-ade6+. F1 progeny were
crossed to epe1D cells, generating epe1D F2 progeny. epe1

+ F2×WTprogeny were
produced by crossing epe1+ into epe1D 4xtetO-ade6+ F2 cells. Naïve epe1D
4xtetO-ade6+ cells never expressed TetR-Clr4*. Colony color, qRT-PCR, and qChIP
assays were performed to assess silencing and transcription of 4xtetO-ade6+,
and H3K9me2 levels on 4xtetO-ade6+ in indicated cell types are shown. Data are
mean T SD (error bars) (n = 3). 4xtetO-ade6+ RNA levels are significantly reduced
in F0, F1, and F2 compared with WTcells without TetR-Clr4*. P < 0.05 (t test).
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ANTITUMOR IMMUNITY

A shed NKG2D ligand that promotes
natural killer cell activation and
tumor rejection
Weiwen Deng,1 Benjamin G. Gowen,1 Li Zhang,1 Lin Wang,1 Stephanie Lau,1

Alexandre Iannello,1 Jianfeng Xu,1 Tihana L. Rovis,2 Na Xiong,3 David H. Raulet1*

Immune cells, including natural killer (NK) cells, recognize transformed cells and eliminate
them in a process termed immunosurveillance. It is thought that tumor cells evade
immunosurveillance by shedding membrane ligands that bind to the NKG2D-activating
receptor on NK cells and/or Tcells, and desensitize these cells. In contrast, we show that in
mice, a shed form of MULT1, a high-affinity NKG2D ligand, causes NK cell activation and
tumor rejection. Recombinant soluble MULT1 stimulated tumor rejection in mice. Soluble
MULT1 functions, at least in part, by competitively reversing a global desensitization of NK
cells imposed by engagement of membrane NKG2D ligands on tumor-associated cells,
such as myeloid cells. The results overturn conventional wisdom that soluble ligands are
always inhibitory and suggest a new approach for cancer immunotherapy.

N
atural killer (NK) cells and some T cells use
activating receptors such as NKG2D to
recognize and eliminate infected and trans-
formed cells that up-regulate ligands for
these receptors (1). There are six to eight

different NKG2D ligands, which are poorly ex-
pressed by normal cells but up-regulated in
cancer cells (2). Many tumor cells release soluble
NKG2D ligands through proteolytic shedding,
alternative splicing, or exosome secretion (2, 3).
Numerous reports conclude that excretedNKG2D
ligands modulate NKG2D from the cell surface
and desensitize antitumor effector cells (4, 5),
although a functional impact of soluble NKG2D
ligands is not always observed (6–9). To study
shed NKG2D ligands in a controlled setting, we
focused on the mouse ligand MULT1, which is
commonly up-regulated in primary tumors (10)
and is a transmembrane protein, as are the
human ligands major histocompatibility com-
plex (MHC) class I chain–related proteinA (MICA),
MICB, ULBP4, and ULBP5 (11). Analysis of fib-
roblasts transducedwith either N- or C-terminally
tagged MULT1 revealed an N-terminal species
(23 kD after deglycosylation) shed into the cul-
ture supernatant (fig. S1A) and a 24 kD mem-
brane “stub” in the cell lysates, in addition to
full-length (around 42 kD) MULT1 (fig. S1B).
Inhibiting matrix metalloproteinases blocked
MULT1 shedding (fig. S1C).
Hemagglutinin (HA)–MULT1–transduced fib-

roblasts produced nearly eightfold more shed
MULT1 than did untransduced fibroblasts (fig.

S2). WEHI-7.1 and C1498 but not human 293T
cell lines excreted MULT1 produced endoge-
nously. We detected serum MULT1 (mean con-
centration ~250 ng/ml) in most tumor-bearing
Em-myc transgenic mice, which frequently de-
velop MULT1+ tumors (10), but not in most
nontransgenic littermates (Fig. 1A). Very high
concentrations of soluble MULT1 were also de-
tected in sera of Apoe−/− mice fed a high-fat diet
(Fig. 1A). Given that atherosclerosis and liver in-
flammation in such mice are largely dependent
on NKG2D function (12), it seemed unlikely that
soluble MULT1 inhibits NKG2D function. Thus,
MULT1 is released from cell lines that naturally
or ectopically express MULT1 and accumulates
in sera of animals with spontaneous tumors and
NKG2D-dependent inflammatory disease.
Purified shed HA-MULT1 bound to NKG2D

with high affinity [average dissociation constant
(Kd) of 13 T 3.8 nM] (fig. S3), similar to the af-
finity reported for recombinant MULT1 (13). In
parallel, we engineered fibroblasts to secrete an
ectodomain fragment of HA-MULT1 (which we
call “secMULT”). SecMULT1 also bound toNKG2D
with high affinity (19 T 4.3 nM) (fig. S3).
To test the function of soluble MULT1, we

engineered two NKG2D ligand-negative B6
strain tumor cell lines (the B16-BL6 melanoma
and RMA lymphoma) to secrete secMULT1. Sur-
prisingly, both cell lines were rejected by syn-
geneic B6 mice compared with cells transduced
with empty vector (Fig. 1B and fig. S4A), despite
the absence of cell surface MULT1 (fig. S4B).
Tumor cells transduced with full-length MULT1
[mutated in the cytoplasmic tail to optimize cell
surface expression (fig. S4B) (14)] were also
rejected (Fig. 1B). B16-secMULT1 cells were still
rejected in B6 hosts that had been depleted of
CD8+ cells but grew progressively in B6 and
Rag1−/− hosts that had been depleted of NK1.1+

cells (Fig. 1C and fig. S5). Hence, NK cells but

not CD8+ cells participate in the rejection of
B16-secMULT1. B16 cells with inducible sec-
MULT1 (fig. S6) were also partially rejected
(Fig. 1D). In this case, the secMULT1 lacked an
epitope tag, showing that rejection occurs
without a tag. A mixture of B16 (90%) and
B16-secMULT1 (10%) cells was also rejected,
demonstrating that sec-MULT1 acts extrinsi-
cally (Fig. 1E). These data ruled out the pos-
sibility that rejection was solely due to intrinsic
stress responses in sec-MULT1–expressing tu-
mor cells. Instead, the data suggested that
secMULT1 mobilizes or activates antitumor ef-
fector cells.
To address whether tumor cells secreting

secMULT1 activate NK cells, we adapted a short-
term in vivo NK induction protocol (15, 16) by
injecting irradiated tumor cells intraperitoneally
in normal mice. Injection of B16-secMULT1 or
B16 cells induced similar modest increases in the
percentages of NK cells in the peritoneal washes
3 days later (fig. S7), but B16-secMULT1 cells in-
ducedmore potent ex vivo killing activity against
NK-sensitive YAC-1 tumor cells (Fig. 2A). Similar
results were obtained with RMA-secMULT1 cells
(fig. S8A). Furthermore, higher percentages of
peritoneal NK cells from mice injected with B16-
secMULT1 cells produced interferon-g (IFN-g)
after stimulation ex vivo with YAC-1 tumor cells
(Fig. 2B) or immobilized antibodies against NK-
activating receptors (Fig. 2C and fig. S8B). To
allow the recovery of intratumoral NK cells at
early times after subcutaneous transfer, we im-
planted 3 × 105 to 5 × 105 tumor cells mixed with
matrigel. Seven days later, NK cells extracted
from B16-secMULT1 tumors exhibited stronger
IFN-g responses after stimulation ex vivo (Fig.
2D). Therefore, soluble MULT1 stimulated NK
cell functional capacities in both subcutaneous
and peritoneal tumors.
Recombinant MULT1 (rMULT1) is similar in

size to shed MULT1. When injected with B16
tumor cells (fig. S9A), rMULT1 resulted in partial
tumor rejection (Fig. 2E and fig. S9B), and NK
cells extracted from the tumors exhibited in-
creased functional activity after stimulation ex
vivo (Fig. 2F). The rMULT1 sample was devoid of
endotoxin or other PAMPs that activate macro-
phages (fig. S9C). These data established that
soluble MULT1 causes tumor rejection, likely by
activating NK cells.
secMULT1 and shed MULT1 are monomeric

(fig. S10, A to C) and should not cross-linkNKG2D,
which is typically necessary for immune receptor
activation. Indeed, monomeric rMULT1 failed to
stimulate IFN-g production when incubated with
peritoneal NK cells for 4 hours (fig. S11A). Soluble
MULT1may form amultivalent array in vivo, but
preliminary staining analyses failed to detect such
arrays. These data argue that soluble MULT1
stimulates NK cells by other mechanisms.
Target cells bearing membrane NKG2D ligands,

including MULT1, caused down-regulation of cell
surface NKG2D, presumably by aggregating
the receptor and triggering receptor endocytosis
(Fig. 3A) (8, 17). Tumor cells secreting secMULT1,
in contrast, caused NKG2D up-regulation on
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NK cells in vivo (Fig. 3, A and B), without affect-
ing an irrelevant receptor, DNAM-1 (Fig. 3B).
NKG2D up-regulation occurred without increas-
es in NKG2D mRNA (fig. S12) or intracellular
protein. These findings suggested the following
hypothesis (Fig. 3C): that untransformed host
cells express membrane NKG2D ligands that
persistently engageNK cells, causeNKG2Ddown-
regulation, and globally desensitize the NK cells
as the tumors progress; and that soluble MULT1

enhances responsiveness and cell-surface NKG2D
expression by blocking these interactions.
Consistentwith the hypothesis, host CD11b+F4/80+

myeloid cells associatedwith either peritoneal or
subcutaneous B16 or B16-secMULT1 tumors dis-
played the NKG2D ligand RAE-1 (but not MULT1)
on the cell surface (Fig. 3, D and E). Monocytes
in patients with several types of cancer also
expressed NKG2D ligands (18). Tumors may
cause an increase in RAE-1 expression by mye-

loid cells in the peritoneum (Fig. 3D) and pos-
sibly other sites (19). Hence, myeloid cells, and
possibly other nontumor cells, express NKG2D
ligands in vivo. We further demonstrated that
rMULT1 competitively blocks binding of RAE-
1e-Fc fusion protein to NKG2D on NK cells
(Fig. 3F), confirming a distinct prediction of
the hypothesis.
To test whether RAE-1 expressed on endoge-

nous cells caused NK cell inactivation, we used
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Fig. 2. Soluble MULT1 amplifies NK cell responses
and causes tumor rejection. (A to C) B6 mice were
injected intraperitoneally with 5 × 106 irradiated B16 or
B16-secMULT1 cells, or phosphate-buffered saline (PBS).
Peritoneal wash cells (pooled from five mice) were recov-
ered 3 days later and tested for (A) killing of YAC-1 target
cells, (B) intracellular IFN-g after stimulation with YAC-1 cells,
or (C) immobilized NKp46 antibody; control responses to
PBS are depicted by white segments of the bars. (D) B6
mice were injected subcutaneously with 3 × 105 to 5 × 105

B16 or B16-secMULT1 cells in 100 ml matrigel. The tumors
were dissociated 7 days later, and gated NK cells from individual mice (n = 5
mice) were tested for responses to immobilized NKp46 or NKRP1C Abs. (E and
F) Subcutaneous tumors were established with 3 × 105 to 5 × 105 B16 cells in
matrigel. The tumor cells in one group were mixed with 1 mg of recombinant
MULT1 (rMULT1). After 4 days, an additional 1 mg of rMULT1 (or PBS for
control mice) was injected into each matrigel/tumor for that group. On day 7,
tumors were extracted, (E) weighed, dissociated, and (E) the tumor cells

were counted. The immune cells within the tumors were stimulated with
immobilized NKp46 and NKRP1C Abs, and (F) the IFN-g responses of gated
NK cells were determined. Shown are representative examples of 2 (A) or
≥3 [(B) to (F)] experiments performed. (A) to (D) and (F) were analyzed
with two-way ANOVA with Bonferroni multiple comparison tests, (E) was
analyzed with Mann-Whitney test. *P < 0.05, **P < 0.01, ***P < 0.001 and
****P < 0.0001.

Fig. 1. NK cells promote the rejection of tumors that shed MULT1. (A) Enzyme-linked immunosorbent
assay detection of soluble MULT1 in sera from tumor-bearing Em-Myc mice, nontransgenic littermates, and
diseased Apoe−/− mice fed a Western diet (n = 6 to 8 mice). Each point represents a different mouse. (B)
Comparison of growth of 2 × 104 subcutaneously transferred B16 melanoma tumor cells transduced with
secMULT1, full-length MULT1, or empty vector, in wild-type (WT) B6 mice (n = 4 mice). Rejection was usually
partial but was complete in some animals in some experiments. (C) Subcutaneous growth of B16-secMULT1
tumors in B6 mice (2 × 104 cells were inoculated) treated with control imuunoglobulin G (IgG), NK1.1 antibody,
or CD8 antibody (n = 13 mice). (D) After inoculation of 2 × 104 B16 cells transduced with pFG12-secMULT1,
mice were treated or not with doxycycline starting from the time of tumor implantation (n = 6 mice). (E) Mice
(n = 6) received 2 × 104 B16 cells alone, or 2 × 104 B16 cells mixed with 2 × 103 B16-secMULT1 cells. Shown are
representative examples of ≥3 [(B) and (E)] or 2 (D) experiments performed, whereas (C) includes combined data from 3 experiments. Tumor volumes T SE
are shown. (A) was analyzed with a Mann-Whitney test, and (B) to (E) were analyzed by two-way analysis of variance (ANOVA) with Bonferroni multiple
comparison tests. *P < 0.05, **P < 0.01, ***P < 0.001 and ****P < 0.0001.
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Fig. 3. Mechanisms of immune activation by soluble MULT1. (A and B)
Membrane NKG2D staining after exposure of NK cells to secMULT1 in intra-
peritoneal (A) or subcutaneous (B) tumors. (C) Model of secMULT1 action.
Persistent NKG2D engagement by endogenous NKG2D ligand–expressing
cells associated with the tumor desensitizes NK cells. Soluble MULT1 com-
petitively blocks the NKG2D receptor, preventing NK cell desensitization and
therefore augmenting tumor rejectionmediated through distinct NK-activating
receptors. (D) Expression of NKG2D ligand RAE-1 by gated CD11b+F480+

peritoneal myeloid cells in mice injected intraperitoneally 3 days before with
PBS or 5 × 106 irradiated B16 or B16-secMULT1 tumor cells. Cells were stained
with biotin-pan-RAE-1 Ab (blue).The staining was specific because it could be

blocked by including an excess of unconjungated pan-RAE-1 antibody in the
reaction (red). Gray shows isotype control staining. (E) Expression of RAE-1 by
gated CD11b+F480+ intratumoral myeloid cells in mice injected subcutaneously
with 2 × 104 B16 or B16-secMULT1 tumor cells 20 days before. (F) rMULT1 and
NKG2D antibody [MI6 clone, in F(ab’)2 form] block RAE-1 binding to NKG2D on
NK cells.The mean fluorescence intensity of RAE1e-Fc staining of NK cells was
used to calculate percent inhibition. (A) is combined data from 14 experiments.
(B) and (D) to (F) show representative examples of≥3 experiments performed.
(A) was analyzed with one-way ANOVA Kruskal-Wallis test, (B) was analyzed
with two-way ANOVAwith Bonferroni multiple comparison tests; ns indicates
P > 0.05, *P < 0.05, and ***P < 0.001.

Fig. 4. Augmented NK cell responses in RAE-1–deficient and NKG2D-deficient
mice. (A to C) Peritoneal NK cells from Raet1d−/−Raet1e−/− mice (KO) exhibited
(A) increased amounts of cell-surface NKG2D and (B) increased functional responses
ex vivo to YAC-1 tumor cells or (C) NKp46 antibody stimulation; control responses to
PBS are depicted by white segments of the bars. The effects were larger when the
mice were injected 3 days earlier with irradiated B16 tumor cells but smaller when
they were injected with B16-secMULT1 tumor cells. (D) NKG2D-deficient (Klrk1−/−)
NK cells exhibited increased functional activity. Splenic NK cells from Rag−/− and
Rag−/− Klrk1−/− mice were stimulated ex vivo with immobilized NKp46 or NKRP1C Abs,
and the IFN-g responses of gated NK cells were determined. (E) B6 mice were injected
intraperitoneally with 50 mg MI6 (anti-NKG2D) F(ab')2 or F(ab')2 of rat IgG on days 0, 3, and 6. On Day 8, peritoneal NK cells were stimulated ex vivo with
immobilized NKp46 Abs, and the IFN-g responses of gated NK cells were determined. (F and G) Increased tumor rejection responses in NKG2D-deficient mice.
Growth of (F) B16-secMULT1 or (G) B16 tumor cells in Rag2−/− or Rag2−/−Klrk1−/− mice (n = 5 mice). (F) and (G) are from separate experiments.
Separate, direct comparisons showed retarded growth of B16-secMULT1 versus B16 tumors in Rag2−/− mice. All experiments show representative
examples of ≥3 experiments performed. Tumor volumes T SE are shown. (A) to (G) were analyzed with two-way ANOVA with Bonferroni multiple
comparison tests. *P < 0.05, **P < 0.01, ***P < 0.001 and ****P < 0.0001.



the clustered regularly interspaced short pal-
indromic repeat (CRISPR)/Cas9 method to dis-
rupt bothB6 strainRAE-1 genes,Raet1d andRaet1e.
Peritoneal NK cells from Raet1d−/−Raet1e−/−

mice exhibited significant increases inmembrane
NKG2Dexpression aswell as functional responses
(Fig. 4, A to C). Greater differences occurred when
the mice were injected with irradiated B16 tumor
cells, suggesting that greater NK desensitization
and NKG2D down-regulation occurs in the pres-
ence of tumors. The increase did not fully ac-
count for the effects of secMULT1 (Fig. 4, A and
B), suggesting that secMULT1may also operate by
other mechanisms. NK cells in Raet1-deficient
mice exhibited greater responses to both NKG2D-
dependent stimuli (for example, to YAC-1 cells)
(Fig. 4B) and NKG2D-independent stimuli (for
example, to antibody to NKp46) (Fig. 4C), which
is consistent with published reports that per-
sistent stimulation by cells expressing NKG2D
ligands results in a global desensitization of NK
cells (17, 20). Inmice injected with B16-secMULT1
tumor cells, smaller differences were observed,
as predicted if secMULT1 blocks NKG2D inter-
actions with RAE-1-expressing cells. Indeed, ad-
dition of rMULT1 to cultures of peritoneal wash
cells, which containNK cells andRAE-1+myeloid
cells, resulted in increased responses of NK cells
to stimulation, when tested 8 to 20 hours later
(fig. S11, B and C). These data indicated that in-
teractions of NK cells with RAE-1 molecules on
nontumor cells cause NKG2D down-regulation
and functional desensitization, and that thismay
be accentuated in tumor-bearing mice.
Our model further predicts that NKG2D re-

ceptor deficiency, or blocking with antibody,
should have a similar effect as soluble MULT1.
NK cells from NKG2D-deficient (Klrk1−/−) mice
exhibited amodest increase in functional activity
(fig. S13A), confirming recent findings (21, 22). A
larger effect was evident in NKG2D-deficient NK
cells on a Rag2−/− background (Fig. 4D). Sim-
ilarly, intraperitoneal injections of B6 mice with
F(ab’)2 fragments of blocking NKG2D antibody
resulted in enhanced functional responses ex vivo
(Fig. 4E). Most remarkably, NKG2D-deficient
Rag2−/− mice exhibited a strongly enhanced re-
jection response against B16 and B16-secMULT1
tumors, compared with the responses of Rag2−/−

mice (Fig. 4, F and G). Furthermore, incorpora-
tion of F(ab’)2 fragments of blocking NKG2D
antibody into B16 tumors that were established
in subcutaneous matrigel plugs resulted in
partial tumor rejection and augmented respon-
siveness of NK cells within the residual tumors
(fig. S13, B and C). Thus, NKG2D deficiency, or
blockade, results in enhanced NK cell respon-
siveness and tumor rejection. These data strongly
support the proposed model (Fig. 3C).
The finding that NK cells persistently stimu-

lated through NKG2D or other receptors are

broadly desensitized is consistent with published
data (20, 23) andmay reflect a defect inmitogen-
activated protein kinase (MAPK)/extracellular
signal–regulated kinase (ERK) signaling (23).
Blocking or disabling NKG2D restores killing
of B16 cells because NK cells use receptors dis-
tinct from NKG2D to target B16 cells. A more
complex outcome should pertain with tumor cells
that express membrane NKG2D ligands because
the NK cells, although more active, will be partly
blocked in tumor cell recognition. Tumor cells
often express multiple NKG2D ligands, suggest-
ing that therapeutic efficacy may be maximized
by blocking only the specific NKG2D ligands ex-
pressed by host cells, rather than by blocking
NKG2D altogether.
Our results are surprising because they show

that soluble NKG2D ligands in vivo stimulate
tumor rejection and increase membrane NKG2D,
whereas the literature suggests that they should
suppress tumor rejection anddecreasemembrane
NKG2D. However, NKG2D down-regulation is
frequently not observed in patients with soluble
MICA/MICB (6–9). Moreover, MULT1 andMICA/
MICB ligands differ in a key respect: affinity.
Soluble MULT1 is a high-affinity (Kd ~ 10 nM)
monomeric ligand. Soluble MICA and MICB are
low-affinity ligands (Kd ~ 1 mM),which are present
in patient sera at concentrations below 1nM(4, 24),
meaning that NKG2D occupancy is predicted to
be extremely low. This consideration suggests
that systemic effects of soluble MICA and MICB
may be indirect, or that the active form of soluble
MICA or MICB is actually a multimeric exosome
form (25, 26), which can bind and cross-link the
receptors despite a low affinity and low concen-
tration. Binding and cross-linking are conditions
known to cause modulation of other immune
receptors from the cell surface (27). B16 cells sec-
reting the low-affinity MICA ligand, when injec-
ted intraperitoneally, failed to induce significant
NKG2D up-regulation or increased NK function-
al activity (fig. S14), which is in line with our
expectations. The results identify an unexpected
mechanism of immune activation and support
efforts to evaluate the potential of soluble NKG2D
ligands or antibodies that block NKG2D or its
ligands for immunotherapy of cancer. Studies
suggest that engagement of other NK-activating
receptors, such as NKp46, may also lead to NK
cell desensitization, suggesting that multiple tar-
gets exist for amplifying NK function (28).
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new 5 megapixel SC50 microscope 
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POSITIONS OPEN

EDUCATION MANAGEMENT POSITION
Medical School

The Saint James School of Medicine, an international
medical school is seeking a qualified academic medical
professional to fill the position of Associate Clinical
Dean in its Chicago office. Qualified applicants must
be M.D or M.D.-Ph.D. with a minimum of 12 years
of medical school teaching and administrative experience.
A competitive compensation package is offered.

Interested individuals should electronically send their
curriculum vitae with cover letter to e-mail: jobs@
mail.sjsm.org.

FULL-TIME FACULTY POSITION
Medical Educator (Pathology) University of

South Carolina School of Medicine –Columbia

The Department of Pathology, Microbiology and
Immunology at the University of South Carolina School
of Medicine – Columbia invites applications from pathol-
ogists who have a major interest in medical education.
This is a 12-month, non-tenure track appointment at
the rank of CLINICAL ASSISTANT PROFESSOR.
The successful candidate will be responsible for teaching
and scholarly activity and provide students with exem-
plary learning opportunities in the ongoing program of
pathology education. Additional duties may include
student mentoring, committee work, curriculum prep-
aration, presentations and research. Candidates for this
position are not required to provide surgical, laboratory,
or other diagnostic services.
The successful candidate will possess the following

qualifications: Earned M.D., D.O., D.V.M., or Ph.D.
degree from an accredited institution; Experience in
medical education and/or a willingness to teach; Ex-
cellent interpersonal and communication skills, and an
ability to collaborate with faculty, staff, students, and
other personnel.
For additional information about the University

of South Carolina School of Medicine visit websites:
http://www.med.sc.edu/about.asp and http://
www.med.sc.edu/schoolofmedicicesnapshot.pdf.
The University of South Carolina offers competitive

salary and benefits.
Interested candidates should submit applications

to Dr. Mitzi Nagarkatti, Chair, Department of
Pathology, Microbiology and Immunology, Uni-
versity of South Carolina School of Medicine,
Columbia, SC 29208 or electronically to e-mail:
pathology@uscmed.sc.edu. The submission should
include: (1) letter of application, (2) current cur-
riculum vitae, and (3) contact information for three
references.
Review of applications will begin immediately and

continue until the position is filled. The earliest an-
ticipated start date is July 1, 2015.

The University of South Carolina is an Equal Opportunity/
Affirmative Action Employer, encourages applications from women
and minorities, and is responsive to the needs of dual career
couples.

POSITIONS OPEN

TENURE-TRACK ASSISTANT PROFESSOR
POSITION IN IMMUNOLOGY

The Department of Pathology, Microbiology, and
Immunology at the University of South Carolina_s
(USC) School of Medicine invites applications for a
tenure-track Assistant Professor position in Immu-
nology. The successful candidate is expected to de-
velop a strong extramurally funded research program,
and must participate in the teaching mission of the
department. Outstanding applicants working in an
area complementing our existing faculty research in-
terests (website: http://pmi.med.sc.edu/) will be
considered. The departmental strengths include the
NIH-funded Center for Complementary and Alterna-
tive Medicine, and the COBRE on Dietary Supple-
ments and Inflammation. Candidates must have a Ph.D.
or equivalent, and at least three years of postdoctoral
research experience. Competitive salary and startup
funds are available. Please submit curriculum vitae,
teaching philosophy, statement of research plans, names
of three references to: Dr. Mitzi Nagarkatti, Chair,
Department of Pathology, Microbiology, and
Immunology, University of South Carolina School
of Medicine, Columbia, SC 29208 or e-mail:
immunology@uscmed.sc.edu. The search will start
immediately and will continue until the position is filled.
USC Columbia is an Equal Opportunity/Affirmative Action
Employer and encourages applications from women and minorities
and is responsive to the needs of dual career couples.

POSTDOCTORAL RESEARCH ASSOCIATE

Position available to work on viral and immuno-
logical factors associated with HIV-infected aging
patients. Seeking a Ph.D. in Biological Sciences with
experience in immunology, virology, and molecular
biology. Submit letter of interest, resume, and three
references to: Dr. Nafees Ahmad, Professor, Depart-
ment of Immunobiology, College of Medicine,
University of Arizona, Tucson, Arizona, 85724.
E-mail: nafees@u.arizona.edu.
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iCARE is a fellowship program sponsored by the Italian

Association for Cancer Research – AIRC in co-funding

with the European Union.

iCARE offers three types of two-year fellowships, intended

to promote the mobility of experienced researchers to

and from Italy to work on a cancer-focused research

project:

Outgoing Fellowships• , for researchers who have

worked in Italy for more than 3 years, interested in a

research experience in a scientiCc institution outside

of Italy.

Incoming Fellowships• , for non-Italian scientists

interested in a research experience in a scientiCc

institution located in Italy.

Reintegration Fellowships• , for Italian researchers

who have worked in a country outside Italy for at least

2 years, who wish to return and work in a research

center in Italy.

Winners will be selected through a transparent and

independent peer review process.

Detailed instructions to apply available at:

https://www.direzionescientifca.airc.it/

Calls/Default.aspx

The deadline for submission is May 19th, 2015

iCARE

International Cancer

Research Fellowships

Faculty Position in Cancer Genomics

TheCenter forGeneticMedicine and theRobertH.LurieComprehensive
Cancer Center of the Northwestern University Feinberg School of
Medicine in downtown Chicago invite applications for a full time
faculty position asDirector ofCancerGenomics, at the rank of Professor
or Associate Professor, in the area of cancer genomics. Start date is
negotiable.Application deadline isMay 31, 2015.

Applicants should have aPh.D. orM.D. orM.D./Ph.D. and an outstanding
record of research in cancer genomics or epigenomics, particularly the
application of genomic profling to human malignancy. The candidate
should have experience in determining and interpreting genetic variation,
preferably including whole genome/exome and/or RNA profiling
approaches.We are seeking an individualwith an established program in
cancer genomics that is drawn to the broad opportunities atNorthwestern
with its collaborative clinical programs at Northwestern Memorial and
Children’sMemorialHospitals. TheCenter forGeneticMedicine houses
the NUgene biobank and the Robert H. Lurie Comprehensive Cancer
Center offers a robust research infrastructure for translation.

Applicants should send (as a single PDF) a cover letter referencing search
number P-25102, curriculum vitae, a two-page description of research
accomplishments and plans, and the name and contact information for
three references to: CancerGenomicsSearch@northwestern.edu

Northwestern University is an Affrmative Action, Equal Opportunity
Employer. Women and minorities are encouraged to apply. Hiring is

contingent upon eligibility to work in the United States.
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AAAS is here –
helping scientists achieve
career sucess.

Everymonth, over 400,000 students and
scientists visit ScienceCareers.org in search
of the information, advice, and opportun-
ities they need to take the next step in
their careers.

A complete career resource, free to the
public, Science Careers offers hundreds
of career development articles, webinars
and downloadable booklets filledwith
practical advice, a community forum
providing answers to career questions,
and thousands of job listings in academia,
government, and industry. As a AAAS
member, your dues help AAASmake this
service available to the scientific community.
If you’re not amember, join us. Together
we canmake a difference.

To learn more, visit
aaas.org/plusyou/sciencecareers

Laboratory Investigator
Division of Hematologic Neoplasia
The Department of Medical Oncology at the Dana-Farber Cancer Institute
and the Department of Medicine at Brigham and Women’s Hospital
announce a search for a laboratory investigator at the Assistant or Associate
Professor level to join the Division of Hematologic Neoplasia. The
investigator will be a central member of the newly formed Dana-Farber/
Brigham and Women’s Leukemia Center. Appointment and compensation
will be commensurate with experience and institutional policies.

The successful candidate will develop an independent, disease-based
laboratory focused on hematologic malignancies. Areas of particular interest
include the genetics of myeloid malignancies and the translation of genetic
analyses to clinical trials and practice. The candidate must have an MD
and/or PhD and a proven track record of outstanding laboratory research.

Interested candidates must submit a curriculum vitae, a research
plan and three letters of reference to: Benjamin Ebert, MD,
PhD; 1 Blackfan Circle, Karp 5.210, Boston, MA 02215.
Please send submissions via email to Maria Kaplaukhova:
mkaplaukhova@partners.org.

We are an equal opportunity employer and all qualified applicants will receive consideration for employment
without regard to race, color, religion, sex, national origin, disability status, protected veteran status, or any

other characteristic protected by law.



Basic Cancer Research Scientists

GeorgiaRegentsUniversityCancerCenter is undergoing an unprecedented
expansion in its basic and population sciences programs as part of an
initiative to achieve designation as an NCI Cancer Center. Following
Phase 1 of this expansion we now invite applications for positions at the
Assistant,Associate or Full Professor level from interested individuals
with expertise in obesity related cancer research; cancer cellmetabolism;
chaperone and cell stress biology; tumor angiogenesis; and genomics and
personalized medicine.

Applicants must have active extramural research funding, ideally from
NCI, a strong track record of independent research and preferably
experience of working in an NCI-designated Cancer Center. Successful
applicantswill join a collaborative Program thatworks closely to promote
translational research with the clinical research oncologists.

Acompetitive salary and start up package, commensuratewith experience
and academic qualifcations, is available.Asummary of research interests,
curriculum vitae and names of three references should be sent to Dr.
Rhea-Beth Markowitz, rbmarkowitz@gru.edu. Informal inquiries
can be made to Dr. John K. Cowell (jcowell@gru.edu) or Dr. Nahid
Mivechi (nmivechi@gru.edu). Applications will be reviewed until the
positions are flled.

Georgia Regents University is an Equal Opportunity Affrmative
Action, and Equal Access Employer. Georgia Regents University has
a strong interest in promoting diversity in its faculty; and women and

minority candidates are encouraged to apply.

Advance your career with expert advice

from Science Careers.

Download Free

Career Advice Booklets!

ScienceCareers.org/booklets

Featured Topics:

§ Networking

§ Industry or Academia

§ Job Searching

§ Non-Bench Careers

§ AndMore

招募学术精英，《科学》是您的不二之选

Cernet
“《科学》职业” 已经与Cernet/

赛尔互联开展合作。中国大陆的高

校可以直接联系Cernet/赛尔互联

进行国际人才招聘。

请访问 Sciencecareers.org/CER

点得联系信息。

中国大陆高校以外的招聘广告，或者高校的其它业

务，请与国际合作、出版副总监吴若蕾联系：

+86-186 0082 9345 rwu@aaas.org
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Howard Hughes Medical Institute, the Bill &
Melinda Gates Foundation, and the Simons
Foundation are pleased to announce a national
competition for grants to support the research
programs of early career scientists. This competition
will strengthen the community of basic researchers
and physician scientists who bring innovative
approaches to the study of biological and global
health problems.

Awardees receive a five-year, non-renewable
grant between $100k and $400k annually.

For details regarding eligibility and the application
process, see: www.hhmi.org/scholars_sci

Howard Hughes Medical Institute,
the Bill & Melinda Gates Foundation,
and the Simons Foundation

2016 Faculty Scholars Competition

Funding Available:
Collaborative & Interdisciplinary

Team-Based Research Projects

The National Socio-Environmental Synthesis Center

(SESYNC) invites proposals for collaborative and

interdisciplinary team-based research projects focused

on tools, methods, and other practices applicable

to actionable team research on socio-environmental

problems. Proposals are requested under two SESYNC

programs: Pursuits and Workshops.

SESYNC provides successfully funded projects with

travel and logistical support; meeting facilities at our

center in Annapolis, Maryland; computational and

collaboration support; planning and facilitation for the

team science process; and opportunities to engage with

on-site Sabbatical and Postdoctoral Scholars.

Proposals must be received by May 15, 2015.

For complete details, visit: http://sesync.us/75

SESYNC is funded by an award to

the University of Maryland from

the National Science Foundation.
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Dean, College of Liberal Arts
and Sciences

The University of Kansas is seeking a
Dean of the College of Liberal Arts and Sciences,

KU’s broadest and most diverse academic unit

The University of Kansas (KU) announces the search for
dean of the College of Liberal Arts and Sciences,
representing a unique leadership opportunity at a major
AAU public international research university. The dean of
the College of Liberal Arts and Sciences is the chief
academic officer of the College, KU’s broadest and most
diverse academic unit. Founded in 1865, KU is both a
Carnegie doctoral/research-extensive university and a
member of the prestigious Association of American
Universities. The university enrolls 30,000 students across
14 academic schools with more than 175 academic fields of
study. KU is successfully building upon its many current
strengths and is finding innovative ways to respond to the
changes and challenges facing public universities. We seek
a forward-thinking, creative, and innovative individual to
lead the College to the forefront of future developments in
higher education.

The College is the home of the humanities, social sciences,
natural sciences, mathematics, arts, and languages at KU. It
offers more than 100 majors, minors, and certificates in 53
academic departments and programs and three schools,
enrolling 15,000 undergraduate and 2,000 graduate students
and employing more than 600 faculty. The College boasts
dozens of programs ranked among the Top 10 and Top 40 in
the U.S., according to US News & World Report. It is
experiencing robust growth in key areas and aspires to ever
greater academic and research excellence in its mission to
educate leaders, build healthy communities, and make
discoveries that change the world.

The College is particularly distinguished by its core
commitment to excellence in undergraduate and graduate
education. The College includes internationally recognized
scholars and scientists, bringing in $52.6M in research funding
in FY 2013 — approximately one-third of the total funded
research on the Lawrence campus.The College also emphasizes
interdisciplinary and experiential learning and global awareness,
houses a vibrant Honors Program that emphasizes
undergraduate research and service, and affiliates with
outstanding cross-disciplinary research centers including the
Hall Center for the Humanities, the Life Span Institute, and
the Institute for Policy and Social Research.

Applications and nominations will be accepted until a new dean
is selected. Interested parties are encouraged to submit their
materials to our consultant at the address below by May 30 to
receive the highest level of consideration. Applications should
include a current resume and a letter of interest addressing the
position qualifications specified in our “Leadership Statement,”
found at http://college.ku.edu/.

KU CLAS Dean Search
R. William Funk & Associates

100 Highland Park Village, Suite 200
Dallas, Texas 75205

Email: krisha.creal@rwilliamfunk.com
Fax: 214/295-3312

~The University of Kansas is an
Equal Opportunity/Affirmative Action Employer.~
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Research Positions open

at Soochow University

Soochow University, founded in 1900 in Suzhou, is a premier

research university in clinical and basic hematology with wide

international recognized program in immunology, leukemia and

blood and marrow transplantation. With newly established

Soochow Institute of Blood and Marrow Transplantation

(SIBMT) and substantial funding from Jiangsu government and

SoochowUniversity, a major expansion of its research programs

is under way.

We are seeking outstanding scientists in the areas of

immunology and malignant hematological disorders,

biology of hematopoietic stem cells, blood and marrow

transplantation for Associate Professor and Professor

positions. Candidates with strong background in immunology,

molecular biology, and animal models are encouraged to apply.

Candidates should have a Ph.D. orM.D., splendid track records

of scientific achievements, the ability to develop independent

research projects and strong interests in translational research.

Our institute is dedicated to build a state-of-the-art research

platform, offer large collections of clinical samples. Successful

candidates will be provided with generous start-up funds and

relocation packages and competitive salaries/benefits.

Please send your curriculum vitae, a statement of research

interests and accomplishments, future research plans and a list of

three references to:

Dr. Depei Wu (wudepei@medmail.com.cn) at the first

affiliated hospital of Soochow University, 188# Shizi Street,

Suzhou, 215006, China.

Faculty Positions Available inNorth China

Electric PowerUniversity, China

Established in 1958, located in Beijing and Baoding (main campus in Beijing), North China

Electric Power University (NCEPU) is one of the top research-oriented universities in China,

focusing on fundamental cutting edge research and high-level education, covering diverse areas

of science, engineering, technology, humanities, economics, management and law. NCEPU, as

a key university jointly constructed by the Ministry of Education and the University Council, an

organization composed of seven super-large Chinese power enterprises, China Electricity

Council and NCEPU, is affiliated with the Ministry of Education, officially listed as one of the

“211 Project” and “985 Project” universities as well as a “Predominant Discipline Innovation

Platform”. It owns 1 national key laboratory, 2 state science and technology innovation

platforms and 11 provincial and ministerial key laboratories.At present, the campus covers one

million square meters in total, with about 3000 faculty and staff.

North China Electric Power University is on a clear path to grow as a world-class university in

engineering and science fields.As part of university’s further pursuit for excellence in research

and education, we have expanded a global search for the best research talents to join us.

North China Electric Power University invites applications for full-time Professors, Associate

Professors and excellent scientists. Preference will be given to candidates whose research

emphasis demonstrates the potential to complement and advance our existing research strengths

on electric power, clean energy, energy power, mechanical engineering, automation, computer

science, chemistry, economics, management, mathematics and physics. Successful candidates

will be offered competitive salaries, appropriate positions and start-up funds.

Position Openings
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Interested individuals should email his/her CV to ncepuscience@163.com, with “Faculty
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Office’s website at http://rcb.ncepu.edu.cn, or contact us by email ncepuscience@163.com, or

telephone 86-010-61772414.

Southwest Jiaotong University, P.R.China

Anticipates YourWorking Application

Southwest Jiaotong University (SWJTU), founded in 1896, situates itself in Chengdu, the provincial capital of Sichuan.

It is a national key multidisciplinary “211” and “985 Feature” Projects university directly under the jurisdiction of the

Ministry of Education, featuring engineering and a comprehensive range of study programs and research disciplines

spreading across more than 20 faculties and institutes/centers. Boasting a complete Bachelor-Master-Doctor education

system with more than 2,500 members of academic staff, our school also owns 2 first-level national key disciplines, 2

supplementary first-level national key disciplines (in their establishment), 15 first-level doctoral programs, 43 first-level

master programs, 75 key undergraduate programs, 10 post-doctoral stations and more than 40 key laboratories at national

and provincial levels.

Our university is currently implementing the strategy of “developing and strengthening the university by introducing and

cultivating talents”. Therefore, we sincerely look forward to your working application.

More information available at http://www.swjtu.edu.cn/

I. Positions and Requirements

A.High-level Leading Talents

It is required that candidates be listed in national top talents programs such as Program of Global Experts, Top Talents

of National Special Support Program, “Chang Jiang Scholars”, China National Funds for Distinguished Young

Scientists and National Award for Distinguished Teacher.

Candidates are supposed to be no more than 50 years old. The limitation could be extended in the most-needed areas of

disciplinary development.

Candidates who work in high-level universities/institutes and reach the above requirements are supposed to be no more

than 45 years old.

B. Young Leading Scholars

Candidates are supposed to be listed in or qualified to apply for the following programs:
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Candidates should have good team spirit and leadership, outstanding academic achievements, broad academic vision and

international cooperation experience and have the potential of being a leading academic researcher.

C. Excellent Young Academic Backbones

Candidates under 40 years old are expected to graduate from high-level universities/institutes either in China or other

countries. Those who are professors, associate professors and other equal talents from high-level universities/institutes

overseas could be employed as professors and associate professors as well.

D. Excellent Doctors and Post Doctoral Fellows

Candidates under 35 years old are supposed to be excellent academic researchers from high-level universities either in

China or other countries.

II. Treatments

The candidates will be provided with competitive salaries and welfares that include settling-in allowance, subsidy of

rental residence, start-up funds of scientific research, assistance in establishing scientific platform and research group as

well as international-level training and promotion . As for outstanding returnees, we can offer further or specific

treatments that can be discussed personally.

III . Contact us:

Contacts: Ye ZENG &Yinchuan LI Telephone number: 86-28-66366202 Email: talent@swjtu.edu.cn

Address: Human Resources Department of SWJTU, the western park of high-tech zone, Chengdu, Sichuan, P.R.China,

611756

http://www.swjtu.edu.cn/

Faculty Position Available
at China University of Petroleum inQingdao

China University of Petroleum (UPC) is a national key university directly

affiliated with the Ministry of Education and a member of the “211 Project” and

“985 innovation platform for preponderant discipline” universities。Honored as

“the cradle of scientific and technological talents for petroleum industry”, UPC is

an important base of training high-level talents for the petroleum and

petrochemical industry and has already developed into a multi-disciplinary,

well-rounded university focusing on petroleum and engineering.

UPC now has two campuses in Shandong Province, one in Qingdao and one in

Dongying. Qingdao Campus, the main and new campus, is located in Qingdao

which enjoys a high reputation for its charming scenery and favorable climate.

We warmly welcome scientific and technological elites all over the world to join

us and build our university into a national renowned, high-level, research-oriented

institute with its petroleum-related disciplines reaching the world's first-class

level.

UPC provides eligible talents with a good academic environment and

excellent working and living conditions.

Further information is available at http:// rsc.upc.edu.cn

Contact us:

Tel: 0086-532-86981808; 86981806 E-mail: teacher@upc.edu.cn

g g

1.Tenured professor ofwell-known overseas universities or experts and scholars

who have published a thesis as the original author in "Science" or "Nature" can be

recruited as a high level professor at UPC，and will be offered 2 million RMB

settling-in allowance or housing subsidy and 3-8 million RMB scientific research

and academic funds after the evaluation.

2.Experts or scholars who have a high academic reputation and are qualified

leader in certain disciplines can be recruited as a high level or regular professor，

and will be offered 1 million RMB settling-in allowance or housing subsidy and

1-3 million RMB Scientific research and academic funds after the evaluation.

3.Youth talents who qualify for China’s “Youth 1000 Talents projects” can be

offered 0.5 million RMB annual salary, 1.5 million RMB settling-in allowance or

housing subsidy and 1-3 million RMB scientific research and academic funds.

4.Youth talents who receive the position as postdoctoral, assistant professor,

associate professor or have a PhD from a famous overseas university or research

institution can be offered higher treatment than similar talents in China.
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NingboUniversity
invites you

to apply for faculty positions
AboutNingboUniversity

Founded in 1986 by Sir Yue-Kong Pao and autographed the name by Deng Xiaoping, Ningbo University (NBU) is a young and dynamic university located in the beautiful city

of Ningbo by East China Sea, with five campuses covering 160 hectares of land.As a leading comprehensive university in Zhejiang Province, NBU offers programs in economics,

law, education, liberal arts, history, science, engineering, agriculture, medicine, and management. The university now receives public funding, as well as continuous support and

generous donations from many overseas Chinese and their families including Sir Yue-Kong Pao, Sir Run-Run Shaw, Chao An Chung, Hans Tang, Yue-shu Pao, Cao Guangbiao,

Li Dashan, Zhu Xiushan, etc.

Academic Excellence

NBU consists of 22 faculties and offers 75 undergraduate programs, 116 master programs, and 12 Ph.D. programs. It enrolls 31,645 students including 26,527 full-time

undergraduates and 5,118 graduate students. Currently NBU has around 1,400 full-time faculty members and 1,000 administrative staff members. Among them there are 5

academicians, 284 full professors, and 721 associate professors.

Research Achievements
With 77 research institutes and 14 key laboratories, NBU is the center of varieties of research and teaching activities. The research and development initiatives of the university,

especially in marine science, information science and technology, engineering mechanics, and material science have contributed greatly to the economic development of the

region and have been recognized by numerous national awards. The university library has a CNKI Network Administrative Service Center, and a collection of approximately

1,700,000 books and 11500GB digital resources.

International Programs
NBU maintains close links to 47 well-known institutions of higher education in Canada, Germany, France, Great Britain, USA, Sweden, Japan, South Korea and Australia. For

example, the Sino-Canada joint-educational program is welcomed by international students with 100% satisfaction.

QUALIFICATIONS

Candidates should at least have (a) a Ph.D. degree in a related discipline, (b) adequate teaching ability and a strong passion for teaching, (c) an outstanding research background

and influential publication record in recent three years, and (d) an ability to conducthigh-quality research and attract external funding.

REMUNERATION&CONDITIONSOF SERVICE

Salary offered will be commensurate with qualifications and experience. Remuneration package will be highly competitive. Forapplicants with titles of professor or associate

professor, salary and housing compensation can be negotiated on the individual basis.For newly graduate PhD and Postdoctoral, initial appointment will be made on a fixed-term

contract, with a housing compensation of 600,000 RMB upon fulfillment of the contract requirements. Re-engagement thereafter is subject to mutual agreement.

APPLICATION

Please submit completed application form, CV and cover letter via email to rsc@nbu.edu.cn. Application forms can be downloaded from http://www.nbu.edu.cn/shizi

Recruitment stays open until positions are filled unless otherwise specified. Please visit http://rsc.nbu.edu.cn for more details.

INFORMATIONONPOSITIONS

SCHOOL OF MARINE SCIENCE

Professor/Associate Professor

Marine Biotechnology/ Marine Sciences/Medicinal

Chemistry/ Ocean Engineering/Marine planning and

remote sensing /Sea port and environmental

ecology/Marine Geographic Information Science

Faculty of Electrical Engineering and Computer Science

Professor/ Associate Professor Wireless Communications

/ New Generation Communication Networks /

Underwater Acoustic Communication / Multimedia

Information Processing / Embedded Systems / Integrated

Circuit Design / Electronic Design Automation /

Database System / Big Data Processing / Software and

Theory / Information Security / Mobile Computing /

Graphics and Image processing / Power system and Its

Automation / Power Electronics / Pattern recognition and

Intelligent system / Sensor and Intelligent detection

FACULTY OF SCIENCE

Professor/Associate Professor/Assistant Professor

Condensed Matter

Physics/Microelectronics/Optoelectronics/Solar Cell

Department of Mathematics/Computational

Mathematics/Probability and Statistics / Financial

Mathematics

FACULTY OF MECHANICAL ENGINEERING

AND MECHANICS

Professor/Associate Professor/Assistant Professor

Mechanics/Vehicle

Engineering/ Mechanical

Engineering/Industrial Design

INTERNATIONAL COLLEGE

Professor/Assistant Professor

Accounting

SCHOOL OF MATERIALS SCIENCEAND

CHEMICAL ENGINEERING

Assistant/Associate/Full Professors

Polymer Science/Chemical Engineering/Material

Science

SCHOOL OF LAW

Professor/Associate Professor/Assistant Professor

Criminal Law/Criminal Procedure Law/Civil Procedure

Law/Civil Law/Electronic Comm ce Law

COLLEGE OF TEACHER EDUCATION

Professor/Associate Professor/Assistant Professo

Curriculum and Teaching Methodology/Higher

Education/Preschool Education Educational Economy

and Management/Cognitive Ps chology/Educat nal

Psychology/Clinical Psychology/School

Psychology/Experimental Psyc ology/Personalit

Psychology/Social Psychology/Management

Psychology/Computer Graphics nd Digital Image

Processing/Electronic Music, Game Development/3D

Animation and Game Developmen

FACULTY OF MARITIMEAND TRANSPORTATION

Professor/Associate Professor/Assistant P ofessor

Department of Logistics and Transportation/Department

ofMaritime Technology/Department of Marine

Engineering/Department of Naval Architecture and

Ocean Engineering

FACULTY OF PHYSICAL EDUCATION

Assistant Professor

Sport Management/Sport Sociology/Human

Movement/Sport Training/Sport Physiology

MEDICAL SCHOOL

Professor / Associate Professor

MechanismAnd Prevention Of Alzheimer's Disease;

Oncology; Genetics; Human Anatomy; His ology And

Embryology; Cell Biology; Immunology;

Microbiol P sitology; Analytical Chemist y;

O upational And Enviro mental Health; Toxicol gy

COLLEGE OFARTS

Profes Asso Professor / As istant Professor

P e Of Musicology

(E colog Compositi n

A Of A igital Arts, F ne Art, Art

H ,Art/Music In , Art/Music herapy

S OL OFARCH TURE, CIV L

E NEERINGAN VIRONME T

P or /Associate ssor /Assis ant Professor

Architecture Design/Urban Design/ Urban

Planning/Architecture Technology Human Geography

Physical Geography/Cartography and Geographic

I formation System/Envir nmental

Techno /A li Environmental Microbiolog /

Civil Engineering/Engineering Management
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To book your ad: advertise@sciencecareers.org

The Americas
202-326-6582

Japan
+81-3-3219-5777

Europe/RoW
+44(+)1223--265++

China/Korea/Singapore/Taiwan
+86-186-++82-9-45

SCIENCECAREERS.ORG

What makes Science the best choice?

§ Read and respected by 57+,4++ readers around the globe

§ 78% of readers read Sciencemore often than any other journal

§ Your ad sits on specially labeled pages to draw attention to the ad

§ Your ad dollars support AAAS and its programs, which strengthens the global

scientific community.

Why choose this microbiology section for your advertisement?

§ Relevant ads lead off the career section with special Microbiology banner

§ Bonus distribution to:

American Society for Microbiology (ASM)
May -+–June 2, 2+15 New Orleans, LA.

Expand your exposure. Post your print ad online to beneft from:

§ Link on the job board homepage directly to microbiology jobs

§ Dedicated landing page for jobs in microbiology

§ Additionalmarketing driving relevant job seekers to the job board.

* Ads accepted until May 11 on a first-come, first-served basis.

T H E R E ’ S A S C I E N C E T O R E A C H I N G S C I E N T I S T S .

Microbiology
May 15, 2015

Reserve space by April 28*

Special Job Focus:

For recruitment in science, there’s only one

o
n

li
n

e
 @

sc
ie

n
ce

ca
re

e
rs

.o
rg



Lecturer in Common Core Curriculum
(Ref.: 201500260)

Applications are invited for appointment as Lecturer in Common Core Curriculum in the Faculty of
Science, from as soon as possible, on a two-year term basis, with the possibility of renewal.

The University has established a Common Core Curriculum for all undergraduates since September
2012. The Faculty of Science offers courses in the area of Scientific and Technology Literacy to
students from all ten faculties. A senior Professor in the Faculty of Science will lead the teaching of
these courses and work with the Lecturer in the relevant area who will serve primarily as a tutor for
small groups of students from multiple disciplines. The medium of instruction is English. Information
about the Common Core Curriculum can be viewed at http://tl.hku.hk/common-core-curriculum.

Applicants should have a Ph.D. degree in Biological Sciences or Physical Sciences, and substantial
teaching experience (at least 3 years) in subjects related to general education at the university level.
The appointee’s duties include conducting small-group tutorials for two courses per semester, marking
assignments/examination scripts, preparing teachingmaterials, supervising student work, developing
new courses, and undertaking other tasks related to science education. He/She will meet regularly
with the Centre for the Enhancement of Teaching and Learning to reflect on and refine the teaching
activities in Common Core courses.

A globally competitive remuneration package commensurate with qualifications and experience will
be offered. At current rates, salaries tax does not exceed 15% of gross income. The appointment will
attract a contract-end gratuity and University contribution to a retirement benefits scheme, totalling up
to 15% of basic salary, as well as annual leave, and medical benefits. Please note that the University
is not able to offer a relocation assistance package (including housing accommodation and a passage
and baggage allowance) to the successful candidate recruited from overseas.

For enquiries about the specific job requirements, please write to Professor P. Chiu, Associate Dean
(Teaching & Learning) (e-mail: sciappt@hku.hk). Applicants should send a completed application form,
together with an up-to-date C.V. and a statement on teaching philosophy, which includes a portfolio
of syllabi and descriptions of courses they have taught or co-taught by e-mail to sciappt@hku.hk.
They should also arrange for submission of three references from senior academics who are familiar
with their teaching approaches, skills and experience to sciappt@hku.hk. Please indicate clearly “Ref.:
201500260 (Lecturer in Common Core Curriculum)” in the subject of the e-mail. Application forms
(341/1111) can be downloaded at http://www.hku.hk/apptunit/form-ext.doc. Further particulars can
be obtained at http://jobs.hku.hk/. Closes May 15, 2015.

The University thanks applicants for their interest, but advises that only candidates shortlisted for
interviews will be notified of the application result.

The University is an equal opportunities employer and is committed to a No-Smoking Policy
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West Bengal State

self-fnanced University

The Neotia University, one of

India’s most progressive and

forward-looking universities,

calls for the recruitment of

AssistantProfessor,Associate

Professor and Professor

i n Mar ine B io techno logy

and Bioinformatics, Marine

E n g i n e e r i n g , R o b o t

Manufacturing, Automotive

Manufactur ing, Animation,

Video Game Design, Energy

Studies, Psychology, Applied

Economics, English, Spanish

and Mandarin. Checkwww.tnu.

in for more details and send your

applications within 15 days to

hr@tnu.in

VACANCY ANNOUNCEMENT

DIRECTOR, OFFICE OF RESEARCH INTEGRITY

Department of Health and Human Services, Offce of the Secretary

The Department of Health and Human Services is seeking candidates experienced
and specially trained in the conduct of research and experienced in the conduct of
investigations of researchmisconduct to apply for the position of Director of the Offce of
Research Integrity (ORI).As a regulatory agency,ORI promotes integrity in biomedical
and behavioral research supported by the U.S. Public Health Service atmore than 5,000
institutionsworldwide bymonitoring institutional investigations of researchmisconduct
and facilitating educational programs in the responsible conduct of research.

TheORIDirector provides executive leadership forORI and serves as a liaison between
the offce and national and international partners committed to the promotion of research
integrity across the U.S. and around the world.

This position is being announced as Director, Office of Research Integrity, Job
Announcement Number: HHS-OASH-RF-15-1356210. Interested candidates are
encouraged to visit https://www.usajobs.gov/GetJob/ViewDetails/398039800 to access
the full announcement and instructions on how to apply. This is an Excepted Service
Position under Title 42 (salary range: $151,496.00 to $240,000.00 per year) based on a
HHS-certifed performance plan. Applications must be received by midnight of May
15, 2015.
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Believe in yourself, and never 

take “no” for an answer. In grad-

uate school, I loved reading Chemi-

cal & Engineering News (C&EN). 

So I thought to myself, “Why not 

get a job there?” I called Richard 

Kenyon, who was the publisher at 

the time, to ask for an appoint-

ment. “Dr. Kenyon is busy all after-

noon,” his secretary said. “I suggest 

you send a résumé.” Instead, I took 

a bus to Kenyon’s office. “Do you 

mind if I wait?” I asked the secre-

tary. “You can wait, but he won’t be 

able to see you,” she replied.

When Kenyon got off the eleva-

tor, I raced over. You can imagine 

the look of horror on the secre-

tary’s face when he said, “Come 

right in.”

Never burn bridges, but know 

when it’s time to move on. I was 

the youngest staff member at C&EN and the only woman. 

I loved working there. But when I discovered that my sal-

ary was 30% below a benchmark, I left. There were no 

hard feelings; I just took a better job, at the National Insti-

tutes of Health, and then another, at the National Bureau 

of Standards. I loved them both—and then I encountered 

the Boss From Hell. 

Take control. Instead of mentoring and supporting 

me, he stood over my shoulder micromanaging and yell-

ing. I left as soon as I could but not before learning a 

key lesson: Take control of your career. I encourage young 

women to construct 5-year plans focused on their aspira-

tions and how to achieve them. Don’t let others set the 

agenda, and never, ever let yourself be bullied.

Get a life. I landed at the Smithsonian Institution 

as chief science writer in the Office of Public Affairs. I 

stayed there 14 years. It was a wonderful place to work, 

but it was all consuming: It was not unusual to get calls at 

3 a.m. asking about a new panda cub or a tornado at a 

storage facility. I sought a position where I could have a 

life outside of work. I returned to C&EN and soon became 

editor-in-chief. 

It was a demanding job, but I 

was more in control of my time. 

When my beloved father became 

ill with lymphoma, I left work 

every day at 5 p.m. to visit him, 

for 5 months. I cherish the time I 

spent with him. Barely a year af-

ter he died, I was diagnosed with 

breast cancer. I didn’t miss a day of 

work (except for the surgery), but 

I was grateful for the flexibility to 

fit it all in. My cancer has been in 

remission for almost 18 years.  

A career is like a love affair. 

There are many parallels: Both 

have ups and downs, it can be 

hard to find the right one, and 

sometimes we don’t choose wisely. 

There might not be a single choice 

that gives satisfaction for a life-

time. To be worthwhile, relation-

ships and careers must be rich and 

rewarding and provide an environment in which we can 

grow and learn. I can’t imagine staying in a relationship 

that didn’t have these qualities—and what else is a job ex-

cept a relationship where you spend anywhere from 8 to 

16 hours a day?  

So, relationship or job, how do you find the right one? 

There’s a Cole Porter musical called Nymph Errant, about 

Evangeline, an adventurous young woman who aims to 

lose her virginity—pretty advanced stuff for 1933. In a song 

called “Experiment,” Ms. Pratt, Evangeline’s chemistry 

teacher, exhorts her: 

To do what all good scientists do / Experiment /… / 

Be curious /… / Get furious / At each attempt to hold 

you down. / If this advice you always employ / The 

future can offer you infinite joy. /… / Experiment / And 

you’ll see. ■

A former editor-in-chief of C&EN, Madeleine Jacobs was 

CEO of ACS until she retired in February. For more on life 

and careers, visit sciencecareers.sciencemag.org. Send your 

story to SciCareerEditor@aaas.org. IL
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“Don’t let others set 
the agenda.”

A career is like a love affair 

I 
intended to become a researcher. Instead I became a science journalist, then an editor, and 

finally CEO of the American Chemical Society (ACS) before I retired in February. At a re-

cent event at Columbia University, hosted by the organization Women in Science at Co-

lumbia, I told my career story and passed along lessons I’ve learned about how women can 

make the most of their lives and careers. Here is some of the advice I offered at that event.

By Madeleine Jacobs
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