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F
ew matters threaten the integrity of science more 

than scientists not being allowed to warn the 

public about legitimate hazards uncovered in the 

course of scientific research. Yet, this month, the 

issue was raised twice in the United States. 

One instance involves the ~300-fold increase in 

earthquakes in Oklahoma since 2008, making it 

America’s earthquake capital. Early on, investigations by 

the United States Geological 

Survey and academic scien-

tists linked this departure 

from background levels to oil 

and gas industry activities, a 

position that the Oklahoma 

Geological Survey (OGS) 

had appeared to be willing 

to support in 2013. However, 

the position of the OGS took 

an about-face, coinciding 

with the state seismologist 

being called into the presi-

dent’s office at the University  

of Oklahoma (where the Sur-

vey is housed) for a pivotal 

meeting with billionaire oil 

man Harold Hamm, a major 

donor to the school.* E-mails 

associated with the meet-

ing, just recently released 

through Oklahoma’s Open 

Records Act, have prompted 

speculation that the OGS 

dialed back its willingness 

to link the seismicity to hu-

man activity because of po-

tential impacts on the oil and gas industry.

The other instance involves a claim by employees at the 

Florida Department of Environmental Protection (DEP) 

that an “unwritten” policy, dating from the appointment 

of Herschel Vinyard Jr. as DEP director, forbids use of the 

terms “climate change,” “global warming,” and “sustain-

ability” in any communications from the DEP.† Vinyard 

was appointed in 2011 by Florida Governor Rick Scott, a 

climate change denier. My quick scan of the DEP website 

for documents with the term “climate change” came up 

with more than 1600 hits, almost all dating from before 

Governor Scott’s election to office in 2011. Only a small 

percentage of more recent documents mention climate 

change, such as a call for proposals to a federal-state part-

nership program (involving the U.S. National Oceanic 

and Atmospheric Administration) for resilient coastal 

communities (yes, Florida is the state with the lowest 

elevation). Although Governor Scott denies that such an 

unwritten policy exists, there is no scientific reason why 

climate change suddenly ceased to be an important issue 

for the DEP with Governor Scott’s election.

In the mid-2000s, the U.S. Department of Interior 

Deputy Assistant Secretary Julie MacDonald, and other 

Interior Department officials with oversight of the U.S. 

Fish and Wildlife Service, 

repeatedly pressured agency 

scientists to alter their find-

ings to circumvent the En-

dangered Species Act. The 

Union of Concerned Scien-

tists and other groups de-

manded that integrity be 

restored to federal govern-

ment research. In response, 

in 2009 President Obama 

issued a memorandum ask-

ing all federal agencies to re-

form their scientific integrity 

policies such that they would 

apply to all agency person-

nel, including political ap-

pointees, contractors, and 

nonscientists. These policies 

are now in place, including 

whistleblower protections, 

mechanisms for lodging 

complaints, and dispute 

resolution. While no policy is 

perfect, these policies do pro-

vide federal scientists clear 

recourse if they are urged to 

suppress or alter their scientific findings for political, eco-

nomic, ideological, or other nonscientific reasons. How-

ever, these policies apply only to federal scientists.

Presidents of universities and research institutions 

should uphold the scientific integrity of their researchers, 

including those in affiliated state agencies, and ensure 

that they are not subjected to pressure from political, eco-

nomic, or other interests in the conduct and reporting of 

their science. Governors should defend the integrity of all 

scientists in state agencies, universities, and research in-

stitutions. The incidents raised this month illustrate that 

the reality does not measure up to this ideal. I suggest 

that states should follow the federal example and enact 

integrity policies that protect state workers from interfer-

ence in the conduct and reporting of scientific findings.

– Marcia McNutt

Integrity—not just a federal issue

Marcia McNutt

Editor-in Chief

Science Journals

EDITORIAL

10.1126/science.aab1106
∗www.eenews.net/stories/1060014342 
†www.miamiherald.com/news/state/florida/article12983720.html

“states should…enact integrity 
policies that protect…reporting of 

scientific findings.”

Published by AAAS
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NSF to make papers free
ARLINGTON, VIRGINIA |  The National 

Science Foundation (NSF) has released a 

policy that will require its grantees to make 

their peer-reviewed research papers freely 

available within 12 months of publication 

in a journal. The move comes in response 

to a February 2013 White House memo 

ordering science agencies to come up with 

public access policies similar to that of 

the National Institutes of Health, which 

posts grantees’ papers in the full-text 

PubMed Central archive. NSF will not 

follow that model, but will work with 

the Department of Energy to create an 

online index of papers that will link to 

full-text papers on journals’ own web-

sites. Although open-access advocates 

prefer full-text archives, many publish-

ers say NSF’s plan will minimize costs to 

taxpayers. http://scim.ag/NSFfree

Fracking rules for public land
WASHINGTON, D.C. | The Interior 

Department last week released the first 

federal regulations for oil and gas wells 

that use hydraulic fracturing. Intended 

to protect ground water, the rules tighten 

requirements for the cement casings of 

wells and for wastewater storage. Drillers 

must also release information about 

chemicals used. The rules apply to 283 mil-

lion hectares of public land and 23 million 

hectares of American Indian land, but not 

private or state land, where much more 

fracking occurs. Alan Krupnick of Resources 

for the Future, a nonpartisan think tank 

in Washington, D.C., called the rules “a 

more thoughtful and more contemporary 

approach to regulation than we had before.” 

Environmental groups warned about 

loopholes, while energy groups immediately 

sued to have the regulations lifted.

U.K. science gets funding bump
LONDON |  The United Kingdom’s budget 

contained few surprises for researchers—

the core science budget is planned over 

5 years—but did yield more than £240 

million of additional funding. The extra 

O
ddly, much of the moon’s ice is not found at its poles, but is 

buried below the surface in an area 5.5° away from the north 

pole and in a matching region 5.5° from the south pole, scien-

tists announced last week at the Lunar and Planetary Science 

Conference in The Woodlands, Texas. The data came from 

NASA’s Lunar Prospector mission, which orbited the moon 

from 1998 to 1999 and measured neutrons emitted from the surface. 

Slower, less energetic neutrons indicate the amount of hydrogen—a 

proxy for water—lurking within a meter of the surface. The antipodal, 

of -axis location of the ice suggests that in the past, the moon’s axis 

of rotation—and hence its poles—shifted. The possible culprit: a 3.5-

billion-year-old hot spot produced by high concentrations of ra-

dioactive elements. (The radioactive heat, and resulting lava, also 

formed the dark spot on the near side of the moon called Oceanus 

Procellarum.) The heat may have created a low-density lens in the 

moon’s mantle that would have caused the axis to wobble into today’s 

position. If so, the lopsided ice may mean the moon’s water is nearly 

as ancient as the orb itself. http://scim.ag/lopsidedice

Lopsided ice points to moon’s polar shift

NEWS
I N  B R I E F

“
In the end, we did not know what words to use 

that would make the world wake up and realise how out 
of control the outbreak had truly become.

”Bart Janssens, director of operations at Doctors Without Borders, in a critical report 

on the global response to the Ebola epidemic in West Africa, released this week.
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An off-axis abundance of water at the moon’s north pole 

(left) is matched symmetrically at the south pole (right).

Published by AAAS
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money, announced 18 March, will be spent 

mostly on technology-related research, 

such as £100 million for R&D on driver-

less car technology and £40 million for 

R&D on the Internet of Things. “It is great 

to see the chancellor putting additional 

money into innovation and recognizing the 

value of science,” says Naomi Weir, acting 

director of the Campaign for Science and 

Engineering, an advocacy group in the 

United Kingdom, which remains con-

cerned about the effects of inflation on 

the flat budget for core funding. 

http://scim.ag/budgetUK

Gamma ray observatory opens
PUEBLA, MEXICO | On 20 March, Mexican 

and U.S. scientists gathered on the slopes 

of the Sierra Negra volcano to inaugu-

rate the High-Altitude Water Cherenkov 

Gamma-Ray Observatory (HAWC). “It 

is the biggest astrophysics project there 

has ever been in Mexico,” said Andrés 

Sandoval, HAWC’s Mexican coordinator. 

Built at an altitude of 4100 meters, the 

$15 million observatory consists of 300 

steel tanks, each containing 180,000 liters 

of pure water. Gamma rays that strike 

Earth’s atmosphere create a shower of par-

ticles that hit the water in the tanks and 

emit a type of light known as Cherenkov 

radiation. Scientists can then trace the 

gamma rays back to their sources to study 

some of the universe’s most extreme envi-

ronments, including pulsars, supernovae, 

and the supermassive black holes at the 

centers of galaxies.

EPA ‘secret science’ bills approved
WASHINGTON, D.C. |  The U.S. House of 

Representatives last week approved two 

mostly Republican-backed bills that would 

change how the Environmental Protection 

Agency (EPA) uses scientific data and 

advice to write regulations. One would bar 

EPA from issuing regulations drawing on 

data that have not been made public in a 

way that allows for independent analysis. 

The other would change the member-

ship and procedural requirements for 

the agency’s federally chartered advisory 

panels. Backers say the bills would make 

EPA’s regulatory processes more transpar-

ent and inclusive. Opponents claim they 

are designed to give regulated industries 

more influence and could force research-

ers to violate privacy rules. White House 

officials have said that they would advise 

President Barack Obama to veto the bills 

if they reached his desk in their present 

forms. http://scim.ag/EPAbills

Ukraine joins E.U. research club
KIEV | Ukraine has earned privileged 

access to competitive research funds from 

the European Union, bringing its sci-

ence closer to the Western bloc. Under 

a deal signed on 20 March with the 

European Commission, Ukraine becomes 

an “associated country” to Horizon 

2020, the European Union’s €80 billion, 

Pangaea’s monster amphibian

B
efore dinosaurs, this giant salamanderlike amphibian was a top predator in tropical areas of the 
supercontinent Pangaea. The newly discovered species Metoposaurus algarvensis, described this 
week in the Journal of Vertebrate Paleontology, was more than 2 meters long, weighed as much 
as 100 kilograms, and had a broad flat head the size and shape of a toilet seat. It lived between 
220 million and 230 million years ago and was among the largest in a group of amphibians 

known as metoposaurs. Researchers unearthed hundreds of fossilized bones within a 4-square-meter 
area in southern Portugal, where they believe the creatures became concentrated and then died when 
the lake they inhabited dried up. Because the beasts had spindly limbs probably in sufficient to support 
their weight, they likely remained in the water most of the time, feeding on fish but possibly snacking 
on small ancestors of dinosaurs or mammals that wandered too near the waterside. 

Water-dwelling 

Metoposaurus 

algarvensis was 

bigger than a human.

Mexico’s High-Altitude 

Water Cherenkov Gamma-

Ray Observatory.

Published by AAAS



NEWS   |   IN BRIEF

1400    27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org  SCIENCE

P
H

O
T

O
S

: 
(T

O
P

 T
O

 B
O

T
T

O
M

) 
©

 D
O

U
G

L
A

S
 P

E
E

B
L

E
S

 P
H

O
T

O
G

R
A

P
H

Y
/A

L
A

M
Y

; 
M

IC
H

E
L

E
 P

. V
E

R
D

E
R

A
N

E
/

IP
-U

S
P

-2
0

0
8

 (
2

)

7-year research program. Until now, it 

was considered a “third country,” mean-

ing Ukraine-based researchers were not 

eligible for parts of the program, includ-

ing coveted grants from the European 

Research Council. The upgrade puts 

Ukraine on par with other non-E.U. coun-

tries such as Israel and Norway—and it got 

a generous 95% rebate on the association 

fee. http://scim.ag/Ukraine2020

A boost for giant telescope
BRASÍLIA |  Five years after Brazil com-

mitted to joining the European Southern 

Observatory (ESO), the country’s House of 

Representatives approved the agreement 

on 19 March. ESO is relying on Brazil’s 

contribution of €270 million, to be paid 

over a decade, to help build the 39-meter 

European Extremely Large Telescope 

(E-ELT) in Chile. Brazilian funding will 

allow ESO to begin the second phase 

of construction on the E-ELT, which is 

expected to see first light in 2024. After 

years of legislative limbo, the House’s vote 

“brings the completion of the ratification 

process one step closer,” says ESO Director 

General Tim de Zeeuw. The agreement 

will now go to the Brazilian Senate, and 

then the president, for ratification. 

Mega–marine reserve announced
LONDON |  The United Kingdom plans to 

create the world’s largest fully protected 

marine reserve in South Pacific waters 

surrounding the Pitcairn Islands and will 

rely on satellites to help police it. The 

move, announced as part of the United 

Kingdom’s 2015 budget last week, will bar 

commercial fishing, mining, and other 

extractive uses in the 834,334-square-

kilometer reserve, which is home to at 

least 1249 species of marine mammals, 

seabirds, and fish and holds one of the 

deepest well-developed coral reef commu-

nities known. The U.K. government hopes 

to make agreements with nongovernmen-

tal organizations to monitor reserve users 

by satellite, and with regional port authori-

ties to prevent the landing of illegal catch. 

http://scim.ag/UKreserve

An eerie glow helps 

this Brazilian fungus 

spread its spores.
BY THE NUMBERS

14.54
million

Square kilometers, the maxi-

mum extent of Arctic sea ice in 

2015—the lowest ever recorded, 

reports the U.S. National Snow 

and Ice Data Center. 

67%
Projected global increase in 

the use of antibiotics in food 

animals between 2010 and 

2030, according to a study in 

the Proceedings of the National 

Academy of Sciences.

38:11
Minutes and seconds it would 

take to fall through a borehole 

piercing Earth, based on a 

new estimate published in the 

American Journal of Physics.

Luminous mushrooms entice winged visitors

I
t might look like something from a 1960s black-light poster, but the glowing fungus 
Neonothopanus gardneri grows at the base of palm trees in Brazilian forests. Its 

light show serves to attract insects that will spread its spores, according to a study 

published online last week in Current Biology. Scientists placed plastic mushroom 

decoys at the base of trees, some lit with green LEDs to mimic the bioluminescence 

of the real thing. Over 5 nights, they counted the insect visitors to each imitation 

mushroom and found that the LED light con-

ferred an advantage: They collected a total 

of 12 insects from the dark mushrooms, 

compared with 42 from the glowing ones. 

In lab work, the researchers also showed 

that the mushrooms follow a daily rhythm, 

lighting up only when it’s dark—presumably, 

an energy-conserving measure and another 

indication that their glow serves a purpose.

Pitcairn Island waters are now protected.

Published by AAAS
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By Eric Hand, in The Woodlands, Texas

F
or almost 40 years—ever since NASA’s 

Viking missions—landers and rovers 

have searched the desiccated soil of 

Mars for the carbon-bearing organic 

compounds that would be essential for 

any Earth-like life. Last week here at 

the Lunar and Planetary Science Conference, 

scientists working with NASA’s Curiosity 

rover announced a major milestone in that 

search. They reported the most definitive de-

tections of organic molecules yet, along with 

hints of heavier, longer-chain molecules re-

sembling those in cell walls. 

The detected molecules do not necessarily 

indicate past or present life on Mars. They 

could also have come from asteroid impacts 

or rocks that burbled up from Mars’s mantle. 

But they at least show that fragile organic 

materials can survive in the inhospitable 

environment—which bodes well for searches 

for clearer indicators of past life.

“We are all excited about it,” says Paul 

Mahaffy, a scientist at the Goddard Space 

Flight Center in Greenbelt, Maryland, and 

principal investigator for the Sample Analy-

sis at Mars (SAM) instrument on Curiosity, 

which made the detections. “The fact that 

there are any organic compounds in the near 

surface at all is very promising.” It suggests, 

he says, that “biosignatures,” if any exist, 

might survive billions of years to be detected 

today in spite of the harsh surface conditions. 

Mars’s soil is known to be filled with harsh 

oxidizers like perchlorate, which break down 

organic molecules. Ultraviolet (UV) light at 

the surface can also destroy organics, as can 

cosmic rays. The Viking landers may have 

detected organic molecules in the form of 

chloromethanes, but in such tiny quantities—

about 15 parts per billion—that the team was 

never confident about making a claim.

The Curiosity team is now making a claim 

with gusto, having detected chlorobenzene—

a six-carbon molecule in an aromatic ring 

structure—at levels of up to 300 parts per 

billion. They have also detected smaller two-, 

three-, and four-carbon chains in the alkane 

family at lesser abundances. The results 

were posted online on 4 March in advance 

of publication in the Journal of Geophysical 

Research: Planets. 

The organics come from a sample that Cu-

riosity collected nearly 2 years ago by drilling 

6.5 centimeters into a mudstone—hardened 

sediment from an ancient lake—at a site 

called Cumberland. The SAM team took so 

long to announce their finding in part be-

cause they wanted to be sure they had not 

been fooled by contamination from leak-

age in their “wet labs,” which hold thimble-

fuls of a solvent called MTBSTFA, used in 

isolating organic molecules. The SAM team 

has now controlled for this background 

contamination, and they have not seen the 

chloro benzene at subsequent sampling 

sites—evidence that the Cumberland detec-

tion was real. 

Curiosity scientists suspect that the chlo-

robenzene arose when organic molecules 

reacted with perchlorate in the soil as the 

sample was baked in SAM’s ovens. To pin 

down the precursor molecules, the SAM 

team decided not to use any of their precious 

thimbles; instead they took advantage of the 

leaked MTBSTFA. They baked a sample from 

Cumberland to drive off any perchlorate 

and then exposed it to ambient MTBSTFA 

inside the onboard lab for 2 days. The sol-

vent makes organic molecules much more 

volatile and thus more likely to be detected 

by SAM’s mass spectrometer before they re-

act with anything else (like perchlorate). “It 

gives them ‘wings’ so they can fly through the 

instrument unimpeded,” Mahaffy says. After 

the exposure, the team slowly started heating 

the sample again. “That’s when this beautiful 

set of rich organics showed up.”

At the meeting, Danny Glavin, a SAM sci-

I N  D E P T H

Mars rover finds long-chain 
organic compounds
Complex carbon molecules show that clues to past life—if 
any—could survive harsh martian conditions

PLANETARY SCIENCE Curiosity’s lab carries quartz sample cups (white) and 

“wet lab” cups with solvent (silver).

Published by AAAS
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entist at Goddard, reported compounds that, 

in a preliminary analysis, were consistent 

with an eight-carbon molecule akin to a ben-

zoic acid, an 11-carbon alcohol-like molecule, 

and, most interesting of all, a 10-carbon mol-

ecule that could be a fatty acid–like carbox-

ylic acid. Glavin is excited that long-chain 

organics can survive in spite of the oxidizing 

compounds and UV-rich sunlight. “The fact 

that we see something long means this could 

be a good location for 

preservation,” he says.

Other scientists won-

der if the compounds 

could signify something 

more than just good 

odds for preservation. In 

the case of the 10-carbon 

fatty acid–like compound, 

“You’re talking about 

cellular-wall material,” 

says Marc Fries, a cura-

tion scientist at NASA’s 

Astromaterials Acquisi-

tion and Curation Office 

at Johnson Space Center in Houston, Texas. 

“That’s a potential biogenic molecule.” But 

it could also be a contaminant, he cautions. 

Fries notes that a 2014 study by scientists at 

the Jet Propulsion Laboratory in Pasadena, 

California, where the rover was assembled, 

warned that Curiosity could harbor traces of 

carboxylic acids, which are found in plant and 

animal oils as well as synthetic lubricants.

But Glavin points out that six batches of 

martian soil went through the SAM instru-

ment before the Cumberland sample and 

ought to have scrubbed the instrument of 

residual contamination. And George Cody, 

a geochemist at the Carnegie Institution for 

Science in Washington, D.C., says that the 

compound is unlikely to have come from 

Earth. Fatty acids from biological sources, 

like technicians’ fingerprints, Cody says, 

tend to have 14, 16, or 18 carbon atoms, not 

10. Also, if the contami-

nation were something 

like residual machine 

oil, smaller chain or-

ganic compounds would 

have been detected 

in the background—

molecules that Curiosity 

does not see.

The Curiosity team 

has yet to use any of the 

seven MTBSTFA thim-

bles, or two with another 

type of solvent. Glavin 

says the team is saving 

them for promising rock formations farther 

up the mountain that Curiosity is now climb-

ing: clay mineral–bearing deposits that, like 

the Cumberland mudstone, probably formed 

in water and could be a good location for 

preserving organics. Mahaffy hopes to get a 

chance to test one of his thimbles soon—and 

hopes to find even more-tantalizing organic 

molecules. “There’s a lot of interesting sites 

coming along,” he says. ■

By Eric Hand

O
rganic compounds aren’t the only molecules of life on Earth: Inorganic NO

3
-

bearing chemicals, known as nitrates, are also crucial for living organisms and 

make up a key component of fertilizers. Now, in a study published this week in 

the Proceedings of the National Academy of Sciences, the NASA Curiosity rover 

team reports detecting nitrates on Mars.

The chemicals turned up in scoops of windblown dust as well as samples drilled 

out of a mudstone thought to have been made from lakebed deposits billions of 

years old. The rover’s onboard lab, Sample Analysis at Mars, heated the rock dust 

to release gases and ran them through a mass spectrometer, which spotted the 

molecular signature of nitrogen. Mars’s atmosphere is now just 2% nitrogen (N
2
), 

but scientists suspect that it abounded in nitrogen in the past—just as Earth’s 

atmosphere does today.

On Earth, microbes—especially bacteria living in the nodules of legume plants—

do the hard work of breaking N
2
’s triple bonds and turning it into nitrate that can 

be “fixed” in the soil. Rover scientists say things probably happened differently on 

Mars, where the energy of asteroid impacts could have done the fixing in a flash. 

Regardless, the discovery shows nitrate would have been available as a nutrient 

in Mars’s ancient past. “In a way, it provides what fertilizer would provide,” says 

Jennifer Stern, a planetary geochemist at Goddard Space Flight Center in Greenbelt, 

Maryland, and lead author of the study. “It’s another support for habitability.” ■

‘Fixed’ nitrogen found in martian soil

Drill hole from the Cumberland site, in 

rock that was an ancient lakebed.

Reform of 
toxics law is 
contentious
Plan to rewrite 1976 law 
draws bipartisan support 
but harsh criticism

CHEMICAL REGULATION

By Puneet Kollipara

O
f the roughly 80,000 industrial 

chemicals in commerce in the United 

States, the Environmental Protec-

tion Agency (EPA) has substantially 

restricted the use of less than 10. 

That’s just one reason observers 

on all sides agree that the country’s long-

standing chemical testing law is broken. 

Last week, a U.S. Senate committee set out 

to fix it, launching what is expected to be a 

long, contentious effort to rewrite the 1976 

Toxic Substances Control Act (TSCA).

“There has never been a bipartisan ef-

fort with this much potential,” said Senator 

Tom Udall (D–NM) at an 18 March hearing 

of the Senate environment committee on a 

bill (S. 697) that he and 19 other senators, 

Democratic and Republican, recently rolled 

out that would revamp the law. Groups that 

rarely agree share that goal: Environmen-

talists and regulators decry TSCA because 

it gives EPA so little clout, while some in-

dustry groups complain that TSCA’s flaws 

have led states to enact a patchwork of laws 

that complicate compliance.

But coming up with a new law that can 

satisfy everyone won’t be easy. The legisla-

tion, co-sponsored by Senator David Vitter 

(R–LA), has drawn support from industry 

and the Environmental Defense Fund. Yet 

other environmental and public health 

groups, as well as some state officials, com-

plain that Udall’s bill would sometimes pre-

vent states from writing their own tough 

regulations, fail to adequately accelerate 

EPA’s efforts to screen potentially danger-

ous chemicals, and give industry too much 

voice in agency decisions. The bill “is worse 

than the current law. We can’t go there,” 

said Senator Barbara Boxer (D–CA), the top 

Democrat on the environment panel, at a 

17 March press conference. She has offered 

an alternative bill that she argues would 

give EPA and state governments stronger 

oversight power.

Nearly 40 years ago, lawmakers approved 

Published by AAAS
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TSCA with high hopes that it would enable 

EPA to identify and ban chemicals that pose 

an “unreasonable risk” to public health or 

the environment. But EPA complains that it 

often lacks the power to compel companies 

to submit health and safety data, making 

risks hard to assess, and lacks the resources 

it needs to complete timely studies of the 

most worrisome substances. And even when 

EPA judges chemicals too risky, it has trouble 

restricting them, in part because the agency 

is forced to consider the economic cost of 

any ban, not just safety gains. 

The new bill aims to make the process 

easier for EPA. It would shift the burden, 

for example, by requiring companies to 

show that a chemical is likely to be safe, 

rather than forcing EPA to prove that it 

isn’t. The agency would also get new power 

to require firms to submit timely data. And 

it would be required to step up reviews 

of existing chemicals, starting with about 

1000 “high-priority” substances.

In a concession to industry, the bill would 

curb some state powers in order to create 

more uniform regulations nationally. Exist-

ing state regulations, such as a California 

program that annually lists chemicals that 

can cause cancer and birth defects, would 

stay on the books. But the bill would bar 

states from issuing new rules that are as 

strict or stricter than EPA’s, and from tar-

geting “high-priority” substances.

Other provisions aim to bring more, 

higher quality science into risk assessment. 

One would require EPA to use the “best avail-

able science” in regulations and establish a 

new panel of scientists, government offi-

cials, and others to provide technical advice. 

Another, backed by the American Chemical 

Society and other groups, creates a new mul-

tiagency panel to coordinate 

federal efforts to study and 

promote green chemistry. 

The bill would also encour-

age, but not require, EPA to 

develop and use animal-free 

testing methods.

That animal-testing provi-

sion is “kind of wishy-washy,” 

but could encourage EPA 

to make greater use of al-

ternative technologies, says 

Catherine Willett of the Hu-

mane Society of the United 

States in Boston. Computer 

modeling might predict 

whether a compound is 

harmful, for example, and 

robotic screening of cells 

that have been exposed to 

chemicals could quickly flag 

potential toxins.

The state preemption 

provisions, meanwhile, have 

drawn intense opposition. 

And the new advisory pan-

els could give industry too 

much influence over scien-

tific advice to EPA, worries 

the Union of Concerned Sci-

entists (UCS), an advocacy 

group. “There are some se-

rious issues that need to be 

resolved,” says Andy Rosen-

berg, head of UCS’s Center 

for Science and Democracy in 

Cambridge, Massachusetts.

Udall and Vitter say they are open to re-

visions, and even Boxer says she ultimately 

could support their bill if it moves closer to 

hers. Key lawmakers in the House of Rep-

resentatives, meanwhile, say they are start-

ing work on their own version, with a goal 

of voting on a bill by summer. Udall argues 

the clock is ticking. “Let’s not wait another 

40 years,” he urged at a hearing on the bill, 

“to finally move forward.” ■

Puneet Kollipara is a freelance writer in 

Washington, D.C.

By Jane Qiu, in Kathmandu

T
he glaciers of the Karakoram Range, 

at the geographic intersection of In-

dia, Pakistan, China, and Afghani-

stan, are prone to extremes. They 

hug some of the highest and steepest 

ground on Earth, over an exception-

ally large elevation range: from 8610 meters 

above sea level at the storied summit of K2 

down to as low as 2300 meters. Covering 

a total of nearly 18,000 square kilometers, 

they account for more than half of the to-

tal ice content in the Himalayas. And in a 

world of shrinking mountain glaciers, they 

are unruly exceptions. 

After decades of retreat, in the 1980s, many 

Karakoram glaciers suddenly “changed their 

mind,” says Kenneth Hewitt, a glaciologist 

at Wilfrid Laurier University, Waterloo, in 

Canada. “I began to see glacier thickening 

and advancing that I had not observed in the 

35 years of field work before.” Hewitt called 

it the “Karakoram anomaly,” and climate-

change skeptics made the most of it. “Many 

people use advancing Karakoram glaciers to 

deny climate change” or the overall ill health 

of Himalayan glaciers, says Graham Cogley, 

a remote-sensing expert at Trent University, 

Peterborough, in Canada. But new research 

suggests that the vigor of the Karakoram gla-

ciers is more apparent than real. 

“They may be advancing, but this does 

not necessarily mean they are gaining 

mass,” says Frank Paul of the Univer-

sity of Zurich in Switzerland, who is also 

a remote-sensing expert. Some of the 

Karakoram’s glaciers can surge over many 

years, giving an impression of steady 

growth, he says. Yet a video he presented at 

a meeting of the International Glaciological 

Society, held here early this month, showed 

that the growth is deceptive. A time-lapse 

view put together from 15 years of Landsat 

satellite images, it showed Karakoram gla-

ciers “going wild,” as he put it: collapsing 

at the top while gushing a massive amount 

of ice toward the terminus in tsunami-like 

Himalayan 
ice can fool 
climate studies
“Surging” glaciers in the 
Karakoram may actually be 
losing mass

GLACIOLOGY

Nobody likes the nation’s chemical-testing law, which regulates industrial 

chemicals, including those used to make textiles.

Published by AAAS
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pulses. In the aftermath, the 

glaciers’ surfaces were in tat-

ters, with towers of ice pro-

truding into the sky amid loops 

of moraine. The extra mass 

pushed the terminus forward 

but eventually dwindled.

Glacial surge can be spectac-

ular from the ground: In 1953, 

Pakistan’s Kutiah Glacier sent 

local inhabitants fleeing as the 

ice surged 12 kilometers over 

3 months, swallowing villages, 

fields, and forests. Globally the 

behavior is rare, affecting less 

than 1% of all glaciers. But in 

the Karakoram, ground-based 

observers and satellites have 

documented it for hundreds 

of glaciers in recent decades. 

“Nowhere else on Earth could 

you find such a high con-

centration” of surge-type glaciers, says 

Christoph Mayer, a glaciologist at the Ba-

varian Academy of Sciences and Humani-

ties in Munich, Germany.

Many of them “surge” in slow motion, Paul 

and his colleagues have now demonstrated, 

using satellite images captured since 1961 as 

well as maps and travel reports dating back 

to 1860. The 20 or so Karakoram glaciers 

they analyzed surged on a “surprisingly con-

sistent” schedule, he says, at intervals rang-

ing between 25 and 75 years. (Studies of 

other parts of the Karakoram reveal surge 

cycles as short as a few years or as long as 

over a century.)

Exactly what causes a glacier to surge is 

a mystery, but many glaciologists believe 

the surge cycle is internally regulated: Af-

ter a surge, the lower part of the glacier 

thins while snow accumulates on the up-

per part until it reaches a critical thresh-

old, triggering another surge. 

The Karakoram glaciers may be 

particularly prone to surging 

because of their steepness, vast 

elevation range—which means 

the conditions at the top and 

bottom are very different—and 

the heavy snowfalls they re-

ceive. “To surge or not to surge 

may have little to do with cli-

mate trends,” Paul says.

The behavior not only makes 

changes in the length and area 

of these glaciers an unreliable 

indicator of climate change; 

it can also confuse satellite 

measurements of glacier mass 

change, says Tobias Bolch, a 

remote-sensing expert also at 

the University of Zurich. Satel-

lites infer mass changes from 

changes in the elevation of the ice surface. 

But both optical and radar sensors are 

more prone to error at the top of the gla-

cier, where they have trouble distinguish-

ing ice from snow, than at the bottom, 

where the ice better contrasts with rocky 

surroundings. In a surging glacier, Bolch 

says, “we may be seeing the thickening 

near the terminus but only part of the thin-

ning at the top”—and underestimating any 

loss of mass. 

Because they are hard to monitor and 

seem to be responding to signals other than 

climate, Paul suggests that glaciers prone to 

surging should be omitted from studies of 

climate impacts. “We really need to see how 

‘normal’ Karakoram glaciers are doing when 

surge-type glaciers are removed from the 

data set,” he says. Given that so many large 

Karakoram glaciers are prone to surge, “the 

picture might be quite different.” 

Hewitt, however, thinks the surges may 

say something about climate. “The Kara-

koram anomaly is still partly, if not wholly, 

a response to climate change—one that is 

different from what is commonly under-

stood,” he says. Climate change at high 

altitudes—especially changes in tempera-

ture, wind, and the amount and timing of 

snowfall—could hasten or prolong surge 

cycles, Hewitt says. 

Some wonder whether climate is already 

having an effect, pointing to a possible in-

crease in glacier surges in the Karakoram 

in recent years. A 2011 study led by Luke 

Copland, a remote-sensing expert at the 

University of Ottawa, spotted 26 surges be-

tween 1990 and 2004, twice as many as in 

the previous 14 years. But Hewitt notes that 

it’s unclear “whether this is an observation 

issue or a genuine trend.” 

Solving such puzzles is important not just 

to scientists. Glacier melt contrib-

utes some 30% of the total runoff 

of the Indus River and a stag-

gering 50% in upstream basins, 

and glacial surges can unleash 

floods that threaten communi-

ties downstream. “There is an ur-

gent need to understand what’s 

happening with Karakoram gla-

ciers,” says David Molden, direc-

tor general of the International 

Centre for Integrated Mountain 

Development here. “It’s criti-

cal for planning policies and 

infrastructures and adapting to 

climate change.” ■

Jane Qiu is a writer in Beijing. 

Her trip to Kathmandu was 

supported by a SciDev.Net 

fellowship.

A Karakoram glacier surge 

in 2005 deposited heaps of 

rubble and melting ice.

India Bhutan

Nepal

China

Pakistan

Afghanistan
Karakoram Range

Himalayas

The wild Karakoram
Mountain glaciers are dwindling across the Himalayas, but many 
Karakoram glaciers seem to be exceptions.

Published by AAAS



1406    27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org  SCIENCE

P
H

O
T

O
: 

A
P

 P
H

O
T

O
/

K
E

Y
S

T
O

N
E

, 
J

E
A

N
-C

H
R

IS
T

O
P

H
E

 B
O

T
T

By Martin Enserink

L
ast summer, two neuroscientists staged 

a revolt. Their target: the Human Brain 

Project (HBP), a €1 billion, 10-year en-

terprise launched in 2013 and backed 

by the European Union. Alexandre 

Pouget of the University of Geneva in 

Switzerland wasn’t involved in the project; 

Zachary Mainen of the Champalimaud Cen-

tre for the Unknown in Lisbon was a partici-

pant at high risk of losing his funding. Both 

were dismayed by the way HBP was 

run and by its stated ambition to cre-

ate a computer model of the entire 

human brain by 2023—an aim Pouget 

calls “crazy.” Together, they wrote an 

open letter asking the European Com-

mission to step in. Hundreds of Euro-

pean colleagues signed on.

Now, the duo has scored an im-

portant victory. HBP’s board of directors 

announced on 19 March that it will follow 

the advice of a mediation committee set up 

to find a way out of the crisis; the panel’s 

recipe includes a management overhaul and 

a re-evaluation of the scientific goals that 

relegates modeling of the whole brain to the 

back burner.

“We’re very pleased. It’s a very positive 

step,” Pouget says. But the critics say they 

will watch closely how the changes are 

implemented. And a broader question, they 

say, is why the European Commission was 

ready to spend so lavishly on a project in 

which both the mediation committee and a 

separate review panel set up by the com-

mission found many flaws. 

A project this size was bound to have some 

teething problems, says Philippe Gillet, HBP’s 

board president. HBP is one of two flagship 

projects in the European Commission’s Fu-

ture and Emerging Technologies program, 

a funding scheme started in 2013 for vision-

ary research with great potential for societal 

benefits. (The other flagship project focuses 

on graphene.) The European Union, through 

the commission, provides half of HBP’s 

€1 billion budget for what is called the Core 

Project; countries, institutes, and companies 

are expected to foot the other half of the bill 

through HBP’s Partnering Projects, although 

most of that funding has yet to materialize.

HBP is the brainchild of neuroscientist 

Henry Markram of the Swiss Federal In-

stitute of Technology in Lausanne (EPFL), 

who also led a Swiss precursor called the 

Blue Brain Project. Markram is known for 

his charisma and media savvy, but his idea 

of simulating the brain “bottom-up”—all the 

way from individual genes, synapses, and cir-

cuits to the entire brain—has been assailed 

from the start as unrealistic and a waste of 

money (Science, 11 November 2011, p. 748). 

Many neuroscientists were also disgruntled 

over HBP’s management. It boasts 113 part-

ner institutes in more than 20 countries but 

is based at EPFL; power was concentrated in 

a three-member executive committee.

Pouget and Mainen published their open 

letter after HBP proposed moving a slice of 

the project on cognitive and systems neu-

roscience, in which Mainen participated, 

from the Core Project to the Partner Proj-

ects, alienating researchers who saw cogni-

tive neuroscience as essential. “It was kind 

of the last straw,” Pouget says. In response 

to the open letter, HBP asked Wolfgang 

Marquardt, an engineer and director of 

the Jülich Research Center in Germany, to 

form a mediation committee. The 30-mem-

ber panel excluded Markram, Pouget, and 

Mainen; “I suppose it would have been very 

difficult to reach any sort of consensus with 

me and Henry in the room,” Pouget says. But 

it did have other HBP representatives as well 

as outspoken critics.

In its report, released last week, the me-

diation panel vindicated Pouget and Mainen 

by stating that it “largely supports and em-

phasizes the critique voiced by parts of the 

scientific community regarding objectives, 

scientific approach, governance and manage-

ment practices.” It cited conflicts of interest, 

such as people benefiting from funding deci-

sions made by panels they serve on. Markram 

played too many roles, it said: He 

serves on “all decision-making, execu-

tive and management bodies within 

the HBP, but also chairs them and su-

pervises the administrative processes 

supporting these bodies,” the report 

says. “Furthermore, he is a member 

of all the advisory boards and reports 

to them at the same time.” It also said 

HBP lost scientific credibility by making “un-

realistic” claims about whole-brain simula-

tion and its potential to fight diseases such as 

Alzheimer’s—“that was extremely troubling,” 

says panel member Peter Dayan of Univer-

sity College London. What HBP needed, the 

panel said, was a “honest and more modest” 

communication strategy.

Among the recommendations is a major 

organizational overhaul that would put a new 

international entity in charge of the project, 

A €1 billion brain reboot
Critics of Europe’s Human Brain Project are vindicated

NEUROSCIENCE

“When all the dust has settled, there 
will be many interesting questions for 
historians of science to look at.”
Peter Dayan, University College London

Henry Markram, the brain behind the Human Brain 

Project, has worn many hats for the initiative.

Published by AAAS
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By Gretchen Vogel 

A
s Ebola has taken its horrific toll 

across West Africa, passing from per-

son to person in its longest known 

chains of human infections, research-

ers worried the virus might mutate 

to become even more threatening. 

New viral genome data from Mali suggest a 

glimmer of good news: The Ebola virus that 

infected eight people there in October and 

November had not changed significantly 

from the one that infected people at the 

beginning of the known outbreak, back in 

March 2014. 

Diagnostic tests, experimental antibody-

based treatments, and potential vaccines 

for Ebola are all developed based on the vi-

rus’s genetic sequence. If it were to change 

too much, cases could go unrecognized, and 

treatments and vaccines could become inef-

fective. Mutations might even lead to more 

dramatic symptoms or allow the virus to 

pass from person to person more easily. But 

when Heinz Feldmann, a virologist at the 

National Institute of Allergy and Infectious 

Diseases in Hamilton, Montana, and col-

leagues sequenced four recent Ebola virus 

samples, they found little sign that the virus 

has evolved.  

Some earlier sequencing studies, which ex-

amine virus from the blood samples taken to 

diagnose patients, had been less reassuring. 

In August, for example, a research team pub-

lished the first analysis of 99 Ebola virus ge-

nomes from infections in Sierra Leone. That 

snapshot found that a fairly large number 

of changes had appeared in the virus, when 

compared with past virus samples (Science, 

29 August 2014, p. 989). 

The Mali sequences, which Feldmann 

and colleagues describe in a paper pub-

lished online this week in Science (http://

scim.ag/THoenen), are from patients dis-

tant both in time and geographically and 

give a longer view of virus evolution. The 

new data confirm what many scientists had 

suspected—and hoped: that most viral mu-

tations that pop up are weeded out before 

long, presumably because they are not ben-

eficial to the virus. 

Ebola virus spread to Mali twice last year 

from Guinea, where the epidemic hit hard. 

In October, an infected toddler traveled with 

family members from Guinea to the city of 

Kayes in western Mali, where she died with-

out infecting anyone else. However, a few 

days later an infected man traveled from 

Guinea to Bamako, the capital, where he 

sparked an outbreak that sickened seven 

more people. 

Feldmann and his colleagues sequenced 

virus samples from the toddler and from 

three patients in the second outbreak. They 

found only 15 nucleotide differences between 

the toddler’s virus and virus from a patient 

in Guinea in March 2014, at the beginning of 

the West Africa outbreak. The viruses from 

the two Mali outbreaks were also quite simi-

lar, although there is no known connection 

between the cases. 

The results are consistent with other pub-

licly deposited sequences, notes Jim Kent of 

the University of California, Santa Cruz, who 

has set up an Ebola virus genome database 

(http://bit.ly/Ebolaportal). The new data 

“adds yet more confidence that a vaccine 

strategy should work,” he says, because the 

virus appears fairly stable. “So, good news!”

Kristian Andersen of the Broad Institute 

in Cambridge, Massachusetts, who was a 

co-author on the earlier Sierra Leone se-

quences paper, warns, however, that in-

troducing experimental treatments and 

vaccines will add new selective pressures. 

“It is essential that we keep monitoring” the 

virus’s evolution, he says. ■

A reassuring snapshot of Ebola
Virus sequences from Mali suggest pathogen has not 
changed enough to elude potential vaccines or treatments

INFECTIOUS DISEASESreplacing EFPL. On the scientific side, the 

report says HBP’s emphasis on whole-brain 

simulations was premature. “With regard to 

many aspects of brain function, knowledge 

is still much too limited to permit a credible 

bottom-up simulation,” the panel concludes. 

Instead it recommends choosing a limited 

number of targets that are feasible within the 

budget and time frame, as the U.S. BRAIN 

Initiative did, with a focus on computational 

tools. Cognitive neuroscience is a vital part of 

the project and should stay within the Core 

Project, the panel said. 

HBP’s 22-member board unanimously ad-

opted all the recommendations in a meeting 

on 18 March, and also those of an anony-

mous European Commission–appointed 

review panel that, too, was highly critical of 

the program, says HBP’s Gillet, who is also 

EPFL’s provost. The executive committee 

has already been abolished, and HBP has 

asked international institutions—such as 

CERN and the European Molecular Biology 

Laboratory—to advise it on a new structure. 

Gillet says Markram, who declined to com-

ment for this article, had been pushing for 

the mediation and is “completely behind” the 

recommendations.

A critical question now is how the changes 

will be implemented, Pouget says. HBP has 

not commented on how it will handle a list of 

“observations” that the mediation panel did 

not reach an agreement on but that Pouget 

says contain the “meat in the report,” espe-

cially about the scientific program. He wor-

ries that HBP’s misguided dream of modeling 

the entire brain—talked up by Markram and 

Gillet in recent newspaper interviews—will 

refuse to die. “One of our goals has been to 

end the love fest between Markram and the 

media,” Pouget says.

The European Commission in a statement 

said that it welcomes the mediation process 

and will discuss the findings with HBP. Crit-

ics, however, say the commission should re-

flect more on how it came to shower money 

on an effort riddled with shortcomings. The 

critical reports suggest that the selection pro-

cess for the flagships—widely criticized as 

opaque at the time (Science, 1 February 2013, 

p. 497)—was flawed itself. 

A commission representative dismissed 

that criticism in an e-mail to Science. HBP 

was selected “by a high-level evaluation 

panel including leading scientists, industri-

alists and specialists from a broad range of 

disciplines,” in a process that lasted more 

than 2 years, the e-mail said. Dayan de-

murs. “A project of this scale that has so 

many problems leads to severe questions on 

how it came to be in the first place,” he says. 

“When all the dust has settled, there will be 

many interesting questions for historians of 

science to look at.” ■

Ebola virus (orange) 

isolated from a 

patient in Mali.
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By Emily Underwood

T
he notion that victims of physical 

abuse as kids are more likely to abuse 

their own children, often described 

as the “cycle of violence,” is widely 

held but sparsely documented. Now, 

the first large, longitudinal study to 

track how victims of child abuse treat their 

own children has found little evidence of a 

cycle of violence, but suggests that sexual 

abuse and neglect may indeed be passed 

down the generations. 

Patricia Kohl, a social scientist 

at Washington University in St. 

Louis, calls the study, published 

on page 1480 of this issue, “semi-

nal” for its size and the variety of 

data it drew on. But the study also 

makes a controversial claim: that 

heightened surveillance of fami-

lies with a history of abuse may 

have biased some studies taken as 

evidence for the cycle of violence.

Without access to official re-

cords of abuse, researchers often 

rely on recollections made years 

later and are limited to short-

term studies with small sample 

sizes, says psychologist Cathy 

Spatz Widom of the City Univer-

sity of New York. Those studies 

have come up with estimates of 

the proportion of abusive parents 

who themselves suffered child 

abuse ranging from as low as 7% to as high 

as 70%.

In 1986, Widom launched an ambitious 

effort to document the effects of child abuse 

in hundreds of people across many years. 

By combing through court records from 

a metropolitan area in the midwestern 

United States, she identified 908 reports 

of physical and sexual abuse and neglect in 

the years 1967 to 1971 and tracked down the 

victims, who ranged from infants to 11-year-

olds at the time of the abuse. As Widom 

followed these individuals and compared 

them with a matched control group, she 

found that the abused children’s risk of vio-

lence and delinquency as they grew up was 

far less than many had expected. 

To test if the abused children would be-

come abusive parents, Widom’s team had 

to wait 30 years, until the original subjects 

averaged 47 years old. By then, roughly half 

had dropped out of the study, but the full 

original cohort had produced more than 

700 of their own offspring, now about 

22 years old on average. To examine what 

happened during those offspring’s child-

hoods, the researchers delved into court 

records and documents from the U.S. Child 

Protective Services (CPS), a government 

agency that responds to reports of child 

abuse and neglect. They also hired survey-

ors to conduct more than 1400 wide-rang-

ing interviews with both generations. 

As the data rolled in, a complex story 

emerged. About one-fifth of parents who 

had experienced some form of abuse grow-

ing up had been reported to CPS for child 

maltreatment—roughly twice the rate of the 

control group. When the team broke the 

data down by forms of abuse, however, the 

results were surprising. According to the 

CPS data, children whose parents had been 

physically abused were no more at risk of 

physical abuse than those in the compari-

son group, a finding that directly contra-

dicts the “cycle of violence.”  

The data on sexual abuse and neglect told 

a different story. The children of people who 

had suffered either sexual abuse or neglect 

were roughly twice as likely to experience 

such abuse: CPS reports of sexual abuse 

were filed for 3.4% in the control group and 

7.7% in the abused group; the figures for 

neglect were 9.5% in the control group and 

18% in the abused group. (The study didn’t 

establish if the previously abused parent 

was responsible.) Similar trends emerged 

from the interviews, Kohl says: “Whether 

it’s the child’s, parent’s, or a CPS report, you 

don’t see transmission of physical abuse, 

but you do see intergenerational transmis-

sion of sexual abuse and neglect.”

The study offers solace to victims of 

physical abuse, as well as guidance for 

judges and advisers involved in child cus-

tody cases, says Joan Kaufman, co-director 

of the Zigler Center Child Welfare Unit at 

Yale University’s School of Medicine. Many 

people have been told that having a history 

of physical abuse makes them less qualified 

to be parents, but a cycle of abuse 

is “not inevitable,” she says.

Yet Kenneth Dodge, a psy-

chologist at Duke University in 

Durham, North Carolina, ques-

tions the data on physical abuse, 

because it can be so difficult to 

document. As a result, CPS work-

ers may focus on filing claims 

of neglect rather than physical 

abuse when they fear for a child’s 

safety, he says. 

The study highlights a differ-

ent kind of potential bias against 

parents with a formal record of 

being abused as children. Those 

who told surveyors they had 

abused their kids, or whose kids 

described being abused, were 

2.5 times more likely to be re-

ported to CPS than parents in the 

control group who admitted to 

abusing their children, or whose kids said 

they had been mistreated. This disparity 

suggests that parents previously known to 

the system as victims are far more likely to 

be flagged as abusers by social service pro-

grams, Widom says. 

Dodge argues that it’s “just as plausible” 

that the maltreatment previously abused 

parents visit upon their offspring is “more 

severe, chronic, and obvious, and therefore 

more likely to be detected” than those un-

familiar to CPS. But Kohl agrees with the 

study’s conclusion of prejudice: “This does 

suggest that there is in fact some type of 

bias when families are previously known to 

the system.”

If so, many cases of abuse in other fami-

lies may be slipping by unnoticed, Widom 

says. To her, that is an important message 

of the study. “We really need to shift our fo-

cus to prevention, by promoting child well-

being and strong families.” ■

SOCIAL SCIENCES 

Measuring child abuse’s legacy
First large-scale, longitudinal study tracks abuse and neglect across generations

New data challenge the cycle of violence, the idea that physically abused 

children, once they become parents, will similarly mistreat their kids.

Published by AAAS
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either half of the body looks 

abnormal by itself, but legs 

that skinny just don’t belong 

on a chest that swollen. The 

15-year-old boy, Antonio, died 

the previous day—he still has 

dirt between his toes—and sev-

eral doctors have gathered in 

an autopsy room in the hos-

pital here to determine why. But rather 

than slice his bloated torso open, patho-

logist Paola Castillo reaches for a clutch 

of needles.

At 9:08 a.m., she begins by sliding one 

needle into the soft spot between Antonio’s 

skull and vertebra and collecting the 

cerebrospinal fluid that drips out. She then 

switches to a longer, 8-cm needle and tries 

to draw blood from above his right clavi-

cle. It comes out thick and clotted, so she 

switches to the left side. But Antonio’s head, 

stiff with rigor mortis, blocks the way, and 

an assistant named Bento Nhancale must 

wrestle it aside. This time, blood flows freely. 

But when Nhancale lets go, Antonio’s head 

starts rotating back. Slowly at first, achingly 

slowly—and then it snaps into place, as if 

he’s seen something.

It’s an unsettling moment—one of sev-

eral during the next hour. But wrenching 

Antonio’s limbs aside and poking him with 

needles is still far less unnerving than the 

alternative: turning him inside-out for 

a full autopsy. In fact, that’s partly why 

Castillo is performing this “minimally  in-

vasive autopsy” (MIA) on Antonio. MIAs 

are quicker, potentially cheaper, and 

cleaner than full autopsies—and advo-

cates argue that they still provide the same 

FEATURES

No one knows why many people die in developing 
countries. A new technique, the minimally invasive autopsy, 

could change that—and transform global health

By Sam Kean, in Maputo, Mozambique

CAUSE OF DEATH

Doctors remove a tissue core 

from a cadaver for analysis.

Published by AAAS
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basic information about what 

kills people.

That’s important, because—as 

startling as this sounds—health 

experts don’t really know what 

kills many people worldwide. 

They’re especially likely to be 

in the dark when the cause was 

some kind of infection and the 

victim was a child. And without 

this information, health offi-

cials don’t know where to focus 

limited dollars, or how well 

current disease-reduction pro-

grams work.

Researchers are hoping that 

MIAs—which take fluids and 

bits of tissue from a half-dozen 

organs and examine them in 

the lab—can substitute for 

full autopsies and provide this 

critical mortality data. The 

general idea of MIAs actually 

dates back several decades, but 

they have become a hot idea 

as international health agen-

cies seek crucial data on causes 

of death. That’s why teams in 

several countries, including 

Mozambique, have spent the 

past few years testing both the 

scientific validity and cultural acceptability 

of MIAs—with an eye toward expanding 

them across the globe.

Per the Mozambique team’s protocol, 

Castillo takes a liver sample next. She pal-

pates Antonio’s chest, explaining that the 

liver often shifts upward in dead bodies. 

The liver needle works like a crossbow, 

cocking and then snapping forward. In do-

ing so, it cuts out a centimeter-long worm 

of tissue.

Antonio twitches when the crossbow 

snaps. But when Castillo withdraws the 

needle, no purply worm of liver emerges. 

Pus shoots out instead—pale green and 

foaming. Castillo shifts and tries again. 

More pus. Liver tissue should be easy to 

collect, but after 20 chest punctures, there’s 

nothing but pus. 

It’s a giant abscess, and Castillo suspects 

that it pushed Antonio’s liver even higher. A 

student pathologist takes over and, several 

jabs later, finally finds solid tissue 10 cm 

above Antonio’s nipple. But the worm that 

emerges is too white for liver. Is it lung? 

Shrugs all around—someone will have to 

examine it later under a microscope.

MOST PEOPLE in developing countries 

die at home, far from clinics, making it 

hard to know what killed them. But even 

within clinics, determining cause of death 

is tricky, because many patients (especially 

children) come down with multiple ail-

ments at once. One 2005 study found that, 

compared with autopsies, physician-issued 

death certificates were wrong one-third 

of the time. A 2014 study from India un-

covered “major errors” in half of all pediat-

ric death certificates.

One figure—or really two figures—

sums up the problem. A few years ago, 

the World Health Organization (WHO) 

and the Institute for Health Metrics and 

Evaluation (IHME) in Seattle, Washington,  

each tried to determine how many people 

died of malaria in 2010. WHO calculated 

655,000 deaths, IHME 1.24 million. Two of 

the world’s most respected health groups 

could barely agree within a factor of two, 

and similar problems exist with AIDS, tu-

berculosis, and other killers (see graph). 

Most developing countries lack the 

funds and infrastructure for widespread 

autopsies, which could provide more cer-

tainty. (Several countries in Africa have 

zero pathologists.) What’s more, many peo-

ple in developing countries fear and mis-

trust the idea of cutting open a corpse. As 

a result, “the field has sort of given up on 

[full] autopsies,” says Regina Rabinovich, 

a pediatrician with a background in tropi-

cal disease at Harvard University’s School 

of Public Health in Boston, who formerly 

directed the infectious disease unit at the 

Bill & Melinda Gates Foundation in Seattle.

Many cause-of-death studies rely instead 

on “verbal autopsies,” which involve asking 

family members of the deceased a list of 

questions. Unfortunately, verbal autopsies 

often take place months later, by which 

point people’s memories are hazy. Family 

members often disagree about symptoms 

anyway, or give supernatural explanations

—that someone died of a curse, for ex-

ample. Worst, many infectious diseases 

produce ambiguous symptoms—fever, di-

arrhea, cough—that are nearly impossible 

to sort out with questions alone. Quique WHO IHME

Deaths (hundreds of thousands)

150 5 10

Malaria
(2010) 

AIDS/HIV 

Tuberculosis 

Diarrheal 

Pneumonia 

An uncertain toll
Two leading global health agencies sometimes 
come up with very different estimates of 
annual mortality from infectious diseases.

NEWS

A technician gathers his thoughts before an autopsy in Maputo. Many countries in the developing world cannot afford 

widespread autopsies, and many people in those countries fear and mistrust full autopsies anyway.

Published by AAAS



Bassat, a pediatrician at the Barcelona 

Centre for International Health Research 

in Spain, sums up many doctors’ feelings 

about verbal autopsies: “We think it’s a 

crap method.”

Many in the international health com-

munity hope that MIAs can reproduce the 

accuracy of full autopsies on the cheap. 

(Full autopsies now cost about $500. The 

full MIAs that Bassat’s team is testing 

now cost about the same, but they plan to 

simplify the protocol eventually and cut 

the price to $200 to $400.) To this end, 

the Gates Foundation granted Bassat’s 

team $2.3 million over 3 years to compare 

MIAs with full autopsies in 260 cases in 

Mozambique, divided into four cohorts—

neonates, children, adults, and pregnant 

women. (A partner study in Brazil will ana-

lyze 60 additional cases.) 

Bassat’s MIAs collect and culture patho-

gens for study, something traditional au-

topsies don’t do. And they are fast—an as-

set in places that lack refrigeration. After 

months of practice, Bassat says his team 

can now perform MIAs in just 30 minutes. 

At least in theory. As Antonio’s case shows, 

MIAs in real life can get messy.

AFTER THE LIVER FIASCO, Castillo shifts 

to Antonio’s lungs. The lung needle is long 

and fat, a trypanophobe’s worst nightmare. 

Meanwhile, a student extracts bone mar-

row by grinding a T-shaped needle into 

Antonio’s hip. It’s the cleanest tissue core 

yet and earns a hooray from Castillo. To 

access Antonio’s brain, they use the T to 

pierce the bone behind his nose. 

As each tissue core emerges—the spleen 

and kidney are up next—Nhancale, the 

technician, snags it with forceps. Some 

cores get plopped into yellowish fluid, like 

worms into mezcal. (Airy lung tissue tends 

to float, dense brain to sink.) Flies circle the 

room, but there’s almost no smell.

Nhancale, a slight and smiling Mozam-

bican, began working for Bassat’s team 

9 years ago, at 19, before the MIA study be-

gan. As part of that earlier work, he had to 

jump right into full autopsies, and seeing 

naked dead bodies split open shook him. 

“It was so strange, so strange,” he recalls. 

He had trouble sleeping for weeks and gave 

up eating liver for a while.

Many people in wealthier countries 

would have a similar reaction, of course. 

But they would generally acknowledge that 

doctors sometimes need to examine dead 

bodies for medical research. That tradition 

is lacking in much of the developing world, 

says Khátia Munguambe, a medical an-

thropologist on Bassat’s team. Many people 

there see opening up the bodies as defiling 

them, and most don’t see what good au-

topsies do anyway, considering the person 

has already died. Some also fear that doc-

tors secretly sell people’s organs—and even 

murder to get them. 

MIAs, too, meet resistance, including 

from health workers. The pathologists in 

Mozambique working with Bassat’s team 

say their colleagues are almost uniformly 

skeptical that mere specks of tissue can 

provide mortality data. Even Castillo, when 

she first heard of MIAs while working 

in Barcelona, doubted they would work. 

Many doctors and general health workers 

in Mozambique also fear that MIAs will be 

used to “check up” on them and prove that 

they misdiagnosed patients.

To determine how to make MIAs cul-

turally acceptable, Bassat’s team is run-

ning a second, anthropological study 

in Mozambique, Kenya, Gabon, Mali, and 

Pakistan. In particular, they’re studying

funeral practices to learn why people 

might reject MIAs. In Gabon, for instance, 

Munguambe learned that elders objected 

to doctors “penetrating,” even with needles, 

adolescents who had not gone through sex-

initiation rites.

Taboos against autopsies are espe-

cially strong in Muslim countries like 

Bangladesh, says Emily Gurley, an epide-

miologist running a separate MIA project 

there through the International Centre for 

Diarrhoeal Disease Research, Bangladesh, 

in Dhaka. Muslims generally bury people 

before sundown the day they die, and au-

topsies can delay this. Muslims also wash 

the body after death, at which point doc-

tors cannot touch it. Some sects also be-

lieve that the dead feel pain.

Despite these taboos, Gurley found that 

many Muslim leaders supported MIAs once 

they saw how little tissue she needed. 

Allowing family members of the deceased to 

observe MIAs also eased mistrust. And in 

Mozambique, Bassat’s team has met with 

community leaders to hear their concerns. 

During one meeting in January, a 

70-year-old grandmother in a pink T-shirt 

greeted the team with a complicated, 

multistep handshake. She then gathered ev-

eryone around her in plastic patio chairs 

and, amid clucking hens, explained her con-

stituents’ concerns. For example, many of 

them wanted to know why, if taking tissue 

cores is so useful, doctors don’t use the pro-

cedure to diagnose living people and save 

them. She also emphasized their frustration 

over the lack of answers for why people die—

a frustration the scientists share.

MIA advocates argue that this social-

science research is every bit as crucial as 

the clinical work. “This is a supersensitive 

area,” Bassat says. “If you skip one step 

you may jeopardize everything.” That said, 

“if you get acceptance rates, the rest is 

just logistics.”

ALTHOUGH PRELIMINARY, the results 

from Bassat’s studies look promising. On 

the social-science side, interviews in all 

five countries revealed a high theoretical 

acceptance rate, around 80%. (For a non-

theoretical comparison, five of 15 families in 

Bangladesh gave Gurley permission to ac-

tually perform MIAs.) And clinically, MIAs 

determined cause of death in 95% of cases, 

he says, a rate similar to full autopsies. 

To save time and money, Bassat’s team 

may streamline the procedure by paring 

down the number of tissue cores. (Liver, 

lung, and brain samples provide the most 

useful data.) They may also drop the patho-

gen cultures. Without microbiology, they 

can determine cause of death about 80% of 

the time.

That’s still much better than verbal au-

topsies, but not all global health experts 
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Minimally invasive autopsy, 
point by point
This technique takes tissue and fluid 
samples from several different body parts, 
as shown below (in rough order of extraction). 
Scientists later examine them in the lab for 
signs of infection or other diseases.
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1. Cerebrospinal fluid

2. Blood

3. Liver

4. Right and left lung

5. Bone marrow

6. Brain

7. Kidney

8. Spleen

9. Rectal swab
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are sold on MIAs. “The concept of a mini-

mally invasive autopsy certainly has some 

appeal,” says Alan Lopez, an epidemiologist 

and expert in global health statistics at the 

University of Melbourne in Australia. “But 

I have yet to see any evidence to show how 

accurate it is, and for which diseases.” He 

adds that, however promising MIAs prove 

for deaths in clinics, they may have “no rel-

evance for the 60–70% [of people] in devel-

oping countries that die at home.”

To reach some of those home deaths, 

Bassat wants to train nonphysicians like 

Nhancale as MIA technicians and push 

MIAs into rural areas. He is also consider-

ing deploying mobile MIA clinics: old con-

verted ambulances with self-contained and 

self-cleaning units in back.

Ultimately, scientists and health officials 

want to spread MIAs across the globe. To 

that end, the Gates Foundation is launching 

a 20-year surveillance program called SEED 

(Sentinel Epidemiology and Etiology Data) 

in April. Gates will support the project with 

$75 million over its first 3 years, with $75 mil-

lion more coming from other sources.

SEED will eventually open sites in 

roughly 25 places in Africa and Asia, some 

by 2018, and MIAs “will be the cornerstone 

for this surveillance,” says Scott Dowell, 

a pediatrician who will head the effort. 

Overall, SEED aims to perform MIAs on 

roughly 20% of the deaths in each region, 

and although it will focus on children at 

first, Dowell says that it could easily ex-

pand to adults over time. If so, scientists 

may finally know, for the first time, why 

most people worldwide actually die.

FOR NOW, Bassat’s team is still trying to 

nail down what killed Antonio.

His MIA wraps up late, clocking 70 min-

utes. The results will come after team mem-

bers in Barcelona examine 

the tissue. But now a full 

autopsy must take place, 

to provide a point of com-

parison. The team retires 

to an operating theater 

next door to watch.

At this point the hos-

pital “eviscerator” enters. 

This muscular youth 

slides a block beneath 

Antonio’s nape, then flays his torso with a 

knife and fork. As he cuts, he encounters 

several liters of pus from the abscess, but 

he doesn’t slow down or even seem to no-

tice. He simply removes the dripping “or-

gan block” from the abdomen and sets it 

between Antonio’s legs.

The MIA team watches intently as a new 

pathologist enters and examines each organ. 

There are tumors in the lymph nodes, kid-

neys, and brain. Antonio also had menin-

gitis—news that sends Castillo racing back 

into the autopsy room. The 

huge chest abscess gets 

special attention. It basi-

cally devoured Antonio’s 

right lung. It also pushed 

Antonio’s liver not up but 

down, which explains why 

Castillo couldn’t find it. 

“You never see diseases get 

this far in the developed 

world,” Bassat comments. 

“It’s like case reports from 

the 1950s.”

A s t h e f u l l a u t o p s y 

wraps up, a debate begins 

about what killed Antonio. 

Bassat’s team discusses 

AIDS, cancer, meningitis: 

Like the fall of the Roman 

Empire, there is no end of 

options. Bassat eventually 

zeroes in on the lymph 

node tumor. He suspects 

it swelled grotesquely and

metastasized. Meanwhile, 

it also got infected (hence

the abscess), and Antonio—

already weak—finally died 

when the infection spread.

In some ways, the MIA 

justifies the suspicions that 

many pathologists entertain. Bassat’s team 

couldn’t even find the liver, for crying out 

loud, and their needle biopsies likely missed 

the kidney and brain tumors. But Bassat says 

that, when his colleagues look at the tissue, 

it will be obvious that the white “liver” core 

actually came from a lymph node tumor. 

They’ll almost certainly find widespread 

signs of infection as well. Overall, he predicts 

that the MIA will catch the original problem 

and allow his team to de-

termine cause of death.

A MIA would also have 

left Antonio’s body in bet-

ter shape for his family—

pockmarked, but in one 

piece and recognizably 

human. Still, the eviscer-

ator does what he can for 

decorum, sewing up the 

torso and scooping every 

organ—even the brain—into the abdomen. 

He slots the sternum into place, and tugs 

the final stitches taut.

The threads in his chest are pretty 

obvious—you can see why people object to 

autopsies. But Antonio’s postmortem sacri-

fice did give scientists something valuable: 

a better understanding of why people like 

him die. And surprisingly, with all the pus 

drained out, that torso finally looks like it 

belongs to those legs. Antonio finally looks 

like a normal teenager. ■

A woman in Mozambique 

answers questions during a “verbal 

autopsy” about the death of her 

infant son, the brother of the baby 

she is holding.

Many doctors feel 
verbal autopsies are 
“a crap method.”
Quique Bassat, 

Barcelona Centre for 

International Health Research
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          A
bout 1.2 billion people worldwide 

are estimated to suffer from a fungal 

disease ( 1,  2). Most are infections of 

the skin or mucosa, which respond 

readily to therapy, but a substantial 

minority is invasive or chronic and 

difficult to diagnose and treat. An estimated 

1.5 to 2 million people die of a fungal infec-

tion each year, surpassing those killed by 

either malaria or tuberculosis ( 3). Most of 

this mortality is caused by species belong-

ing to four genera 

of fungi: Aspergillus, 

Candida, Cryptococ-

cus, and Pneumocys-

tis. Although great 

strides were made in 

the 1990s, drug de-

velopment has largely 

stalled since then. Op-

portunities exist for accelerating develop-

ment, particularly in fungal asthma, and to 

treat chronic and invasive aspergillosis.

Antifungal therapy has become progres-

sively more effective since second-generation 

azoles, echinocandins, and lipid formulations 

of amphotericin B were introduced from the 

1990s onward ( 3). These compounds act by 

inhibiting ergosterol and β-D-1,3 glucan syn-

thesis and perturbing the cell membrane (see 

the figure). Voriconazole is now the agent of 

choice for invasive aspergillosis, allowing pa-

tients to survive leukemia and transplanta-

tion who would otherwise have died ( 4,  5).

How to bolster the antifungal pipeline
INFECTIOUS DISEASE

By David W. Denning 1 ,2

and Michael J. Bromley 1 ,3   

PERSPECTIVES

Few drugs are coming to market, but opportunities for drug development exist

1The University of Manchester, Manchester Academic Health 
Science Centre, Manchester, UK. 2The National Aspergillosis 
Centre, University Hospital of South Manchester, Manchester, 
UK. 3The Manchester Fungal Infection Group, The University of 
Manchester, Manchester, UK. 
E-mail: ddenning@manchester.ac.uk

Photomicrograph of Aspergillus fumigatus. This fungus causes life-threatening invasive and chronic aspergillosis 

as well as driving severe asthma. Although drug treatments exist, mortality remains high.
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Nevertheless, ~30 to 50% of invasive asper-

gillosis patients still die, for reasons that in-

clude late diagnosis, infection of sites such as 

the brain that are not effectively treated with 

drugs, and drug resistance. The mortality 

from candidemia, a fungal infection mainly 

treated with echinocandins and fluconazole, 

also remains high at ~50%. Since 2006, no 

new classes of antifungals have been ap-

proved. This is problematic because current 

agents are not sufficiently active, cannot be 

given orally, carry drug- or class-specific tox-

icities, or have major drug interactions.

VORICONAZOLE—A CASE STUDY. The de-

velopment of voriconazole illustrates many 

of the challenges in developing novel anti-

fungal treatments, particularly for invasive 

aspergillosis. Scientists at Pfizer synthe-

sized over 1200 azole analogs before select-

ing voriconazole, which kills over 50% of 

Aspergillus strains. Both intravenous and 

oral formulations were developed (most 

antifungals are either intravenous or oral).

In phase 1 studies, blood levels of vori-

conazole varied widely among subjects. In-

creased abnormalities in liver function tests 

were seen at high blood levels. Furthermore, 

a peculiar visual adverse event of flickering 

lights or zigzag lines occurred in some sub-

jects shortly after receiving higher doses. 

This last side effect had a silver lining: It 

showed that voriconazole entered the central 

nervous system. It thus correctly anticipated 

much-improved outcomes with voriconazole 

for cerebral aspergillosis, previously a uni-

formly fatal disease.

Phase 2 studies in Europe began in 1993 

and laid the foundation for two phase 3 (par-

allel randomized controlled registration) 

studies ( 6). In the phase 3 studies, patients 

with low or undetectable voriconazole blood 

concentrations failed therapy, whereas those 

with very high levels experienced toxicity, 

mostly resulting in death. Thus, therapeutic 

drug monitoring is advised in every patient 

receiving this drug ( 7).

The phase 3 studies compared intravenous 

voriconazole with intravenous amphotericin 

B, followed by lipid amphotericin B or itra-

conazole ( 8). Over the course of 3 years from 

July 1997, 379 patients with invasive aspergil-

losis from 19 countries and 95 clinical referral 

centers were enrolled. In the study, voricon-

azole was shown to be superior to ampho-

tericin B; several later case series confirmed 

it to lower mortality by 15 to 20% compared 

to non-azole drugs. Since voriconazole was li-

censed in 2002, it has been prescribed to mil-

lions of patients worldwide.

Despite voriconazole’s undoubted ben-

efits, it remains a challenging agent to use 

clinically, with major variations in exposure 

and metabolism, notable drug interactions, 

and appreciable toxicity in many patients. 

Thirty to 50% of patients with invasive as-

pergillosis still die despite treatment.

DRUG RESISTANCE IN FUNGI. Many fungi 

are intrinsically resistant to certain anti-

fungals; notably, Candida krusei (to flucon-

azole), Aspergillus terreus (to amphotericin 

B), Cryptococcus spp. (to the echinocandins), 

and Scedosporium spp. (to all current anti-

fungals). About 20 years ago, azole-sensitive 

Candida albicans dominated infections, 

with other Candida species rarely seen. Af-

ter over two decades of systemic azole us-

age, this picture has changed. C. glabrata is 

particularly problematic: It is the second-

most-commonly isolated Candida species 

in the European Union (EU) (>10%) and 

United States (>20%) and has high rates of 

resistance to fluconazole and voriconazole, 

as well as (more recently) to echinocandins. 

Intrinsically resistant mold infections are 

also being observed more frequently, such as 

zygomycetes and Fusarium spp. Azole- and 

echinocandin-resistant C. glabrata can only 

be treated with intravenous amphotericin B, 

which is often toxic and does not penetrate 

into urine, making some infections untreat-

able. Zygomycetes only respond to posacon-

azole and amphotericin B, and there are no 

drugs for Scedosporium ( 9).

The emergence of azole resistance is a 

growing problem, particularly in the Neth-

erlands, where azole-resistant Aspergillus 

fumigatus is now commonplace. Unlike 

bacteria, fungi are not known to transfer 

resistance genes between them, nor is pa-

tient-to-patient transmission common. The 

Chitin synthase Glucan synthase
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Antifungal drugs. With the exception of 5-flucytosine (the use of which is limited because of its narrow spectrum of 

activity and rapid development of resistance), all agents licensed for treating systemic fungal infection target cellular 

integrity. The pipeline of antifungal development is sparse, but it is promising that two compounds currently in clinical 

development are active against novel targets (nikkomycin Z, which targets chitin synthesis, and F901318, the novel 

target of which remains undisclosed) and that a number of preclinical agents target functions other than cellular 

integrity. GPI,  glycosylphosphatidylinositol.
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prognosis for individuals infected with a re-

sistant Aspergilllus strain is poor, with nearly 

90% mortality against an expected mortality 

of ~50% for invasive aspergillosis.

Most resistant A. fumigatus strains that 

have been isolated have a specific mutation 

in the target of azole action, Cyp51A. Multi-

azole–resistant isolates carrying the same 

mutation have been found in Belgium, Den-

mark, Germany, the United Kingdom, China, 

India, Tanzania, Kuwait, and Iran. Agricul-

tural and other commercial uses of azole 

fungicides are the likely, but not yet proven, 

culprit for the emergence of these resistant 

strains ( 10). Restriction of azole fungicide use 

has been proposed but is challenging for mul-

tiple reasons, notably, the lack of alternative 

fungicides for many key crops. Withdrawal 

of azole agricultural agents would reduce 

the annual wheat crop value by an estimated 

€4.6 billion by 2020 in the EU alone ( 11). 

Nonetheless, restriction of azole spraying to 

essential crops (i.e., not fence posts, plaster-

board, cut flowers, etc.) may be a sensible 

first step to curb the problem. Once a novel 

human antifungal class is developed, fungi-

cides of similar chemical structure should 

not be approvable, to minimize resistance 

development.

A SPARSE DISCOVERY PIPELINE. In recent 

years there have been a number of failures 

in antifungal development, notably the an-

tibody against HSP90 (heat shock protein 

90) Mycograb and the histone deacetylase 

inhibitor MGCD290, both of which were 

insufficiently active in patients. Searches of 

current literature, conference reports, and 

drug company pipeline reports suggest that 

only four compounds are in active clinical 

development for the treatment of systemic 

disease, with a further two agents expected 

to enter clinical development in 2015 ( 12). 

A few other compounds are in preclinical 

development, many with modes of action 

that differ from the currently marketed 

agents (see the figure); whether they will 

progress into clinical development remains 

uncertain.

Difficulties in identifying new broad-

spectrum compounds and a chronic lack of 

investment in novel antifungal agents are 

both responsible for the limited drug devel-

opment pipeline. Most major pharmaceutical 

companies are not investing in antifungals, 

preferring to focus on other, apparently more 

lucrative areas. EU (New Drugs 4 Bad Bugs) 

and U.S. (BARDA Broad Spectrum Antimi-

crobials) initiatives have stimulated invest-

ment in the development of antibiotics, but 

no similar initiatives exist for the develop-

ment of antifungals. Attempts to address 

the lack of investment include the U.S. Food 

and Drug Administration’s (FDA’s) Generat-

ing Antibiotics Incentives Now (GAIN) Act, 

which allows a 5-year extension of market 

exclusivity for anti-infectives and specifically 

names Aspergillus, Candida, and Cryptococ-

cus species as qualifying diseases.

In some ways, the challenges to the devel-

opment of antifungals are more pronounced 

than those faced by antibacterial develop-

ment. Because fungi, like mammals, are eu-

karyotes, many proteins that are potential 

targets for therapy are also found in humans, 

with substantial drug toxicity risk. However, 

there are some advantages to working in eu-

karyotes, particularly those with a diploid life 

stage. Chemically induced haploinsufficiency, 

a functional genomics technology, has been 

used in C. albicans and Saccharomyces cere-

visiae to identify the mechanism of action of 

novel antifungal agents, yielding many new 

drug targets ( 13).

DEVELOPMENT OPPORTUNITIES. Aware-

ness of the spectrum of fungal diseases 

continues to grow. For example, Aspergillus 

may have an important and treatable am-

plifier effect in cystic fibrosis (CF), asthma, 

and chronic obstructive pulmonary disease 

(COPD) ( 14). Severe asthma with fungal sen-

sitization responds to oral antifungal therapy, 

and with 350,000 asthma deaths annually (1), 

approved and novel antifungals could play 

an important part in reducing deaths. Treat-

ment of chronic pulmonary aspergillosis 

(including aspergilloma) probably reduces 

death rates, and certainly reduces morbidity 

( 15). No drug development candidates exist 

yet for these indications, but alternatives to 

the azoles are urgently needed—partly be-

cause of inadequate response rates, partly 

because of adverse events, and definitively 

because of resistance.

Cryptococcal meningitis is another im-

portant development target. It responds 

poorly to fluconazole, with >60% mortal-

ity at 10 weeks in sub-Saharan Africa; the 

combination of amphotericin B and flucy-

tosine is better, but not widely available and 

difficult to administer safely. A new potent 

agent for cryptococcal meningitis has the 

potential to save many lives.

OUTLOOK. Despite some effective drug 

treatments, mortality from fungal infec-

tions remains high, and new drugs are 

urgently needed. A major barrier to im-

proved understanding of fungal diseases 

and the development of faster diagnostics 

and novel therapies is the general lack of 

capacity in fungal pathogen research ( 16). 

Greatly improved diagnostics mean that 

narrower-spectrum antifungals can now 

confidently be developed, making the early 

stages of drug development more straight-

forward. Alternative development path-

ways, relying heavily on pharmacodynamic 

modeling and focused clinical studies, have 

been proposed for antibacterial agents and 

should be applied to antifungals ( 17). Galac-

tomannan Aspergillus antigen testing has 

been recognized as a surrogate marker for 

clinical studies ( 18), facilitating clinical de-

velopment. The FDA has helped by granting 

new antifungals “orphan status,” lowering 

clinical trial barriers. As understanding of 

key risk factors for fungal disease improves, 

stratification of patient groups will be pos-

sible, permitting more targeted clinical 

trials and ultimately leading to improved 

treatment regimens for patients.            ■
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           M
any dynamic biomolecular com-

plexes, such as actin filaments or 

microtubules, are formed through 

the assembly of numerous subunits 

that can disassemble again after a 

modest input of energy. To achieve 

structural integrity, the interfaces between 

domains must be relatively large. At the same 

time, the overall adhesion energy of each 

interface must be sufficiently low so that it 

can be readily broken on command. On page 

1446 of this issue, Gerling et al. ( 1) report a 

framework that satisfies these conditions for 

the programmable dynamic assembly and 

disassembly of rigid three-dimensional (3D) 

structures built from DNA origami. Such de-

vices could prove useful for applications such 

as sensors and therapeutic de-

livery vehicles.

Structural DNA nanotech-

nology ( 2) exploits the robust 

sequence complementarity of 

DNA strands to program the 

assembly of complex shapes. 

One powerful variant, DNA 

origami ( 3– 7), enables one-

pot self-assembly of 2D or 3D 

custom shapes with up to 

10,000 independently ad-

dressable base pairs. In this 

method, a long scaffold strand 

with a nonrepetitive sequence 

is combined with hundreds of 

shorter staple strands to fold 

together via base pairing into 

bundles of double helices in 

the desired configuration.

Hierarchical assembly be-

tween bundles has been ex-

plored using not just base-

pairing interactions, but also 

blunt-end stacking interac-

tions ( 8– 10), which are weak 

adhesions between the ends 

of two double helices that each lack single-

stranded overhangs. Specificity can be pro-

vided by “jigsaw” bundle ends, where the 

constituent double helices protrude to vari-

able extents. Only bundle ends with shape-

complementary sets of protusions can then 

dock in a manner to satisfy all blunt-end 

stacking interactions. In earlier studies, the 

origami pieces were linked along the helical 

axes of the 2D bundles. In contrast, Gerling et 

al. designed interfaces between bundles that 

face each other laterally. This has the advan-

tage that, at low to moderate salt concentra-

tions, electrostatic repulsion greatly exceeds 

generic attractive interactions. This net re-

pulsion provides an energy barrier that only 

target interactions can overcome at moder-

ate ionic strength, and no potential interac-

tions can overcome at low ionic strength.

To engineer a specific attractive interac-

tion, the authors designed a “plug” (a pair of 

double helices of defined length, terminating 

in pairs of blunt ends) on the side of one bun-

dle and a corresponding “hole” (two flanking 

pairs of double helices that also terminate in 

pairs of blunt ends) on the side of the conju-

gate bundle. Together, a “plug” and a “hole” 

then form four blunt-end stacking interac-

tions. An individual stacking interaction is 

only about half as strong as a base-pairing in-

teraction ( 11); a single plug-hole interaction 

is therefore quite weak yet provides long-

range registration, because the bonding is 

distributed between the two distant termini 

of the plug. The authors programmed shape-

complementary distributions of plugs and 

holes that were designed to sterically exclude 

nontarget interactions.

Because the interaction energies of the in-

terfaces are much lower than those holding 

together each bundle, external conditions 

can be used to modulate hierarchical assem-

bly without compromising bundle integrity. 

The authors were able to cycle the assembly 

and disassembly of interfaces through alter-

ing cation concentrations or by shifting the 

temperature. In the latter case, they achieved 

more than 1000 cycles of opening and clos-

ing of a scissor motif over the course of 4 

days with no detectable degradation. Closure 

upon cooling to 25°C took an average of 4 s, 

whereas opening after heating to 50°C was 

much more rapid.

The authors also demonstrate allosteric 

control via strand hybridization. Here, they 

engineered a single-stranded loop in the 

middle of a plug, such that when a comple-

mentary strand was added in trans, the 

plug was deformed, disrupting the interface. 

Subsequent removal of the complementary 

strand was achieved by toehold-mediated 

hybridization to a recovery strand added 

in trans. (A toehold is an additional 9-base 

single-stranded domain that gives strand dis-

placement a thermodynamic advantage as 

well as a kinetic boost.) In the future, chemi-

cally powered autonomous cycling could be 

implemented with catalytic strand-displace-

ment cascades ( 12).

Gerling et al. demonstrate the generality of 

their method through the assembly of exam-

ple architectures, including a single-threaded 

filament of rectangular blocks, a 2D hexago-

nal array versus a dual-threaded filament of 

hexagonal blocks, a 2D array of scissor mo-

tifs, and sheets that fold up into hexagonal 

or rectangular blocks. One particularly de-

lightful example involves a “nanorobot” that 

assembles from three separate components, 

reminiscent of the Voltron mecha cartoons 

from the 1980s.

One limitation of the current design is 

that the length of the plugs is restricted to 
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Exploiting weak interactions 
in DNA self-assembly
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Assembly through weak 

interactions. Gerling 

et al. use weak stacking 

interactions to create 

complex shapes assembled 

from DNA bundles that 

face each other laterally. 

In contrast to the Lego-like 

structures shown here, 

which are based on a square 

lattice, the designs of most 

of the DNA structures 

described by the authors 

are based on a honeycomb 

lattice.
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integral numbers of double-helical turns. If 

future designs could modulate plug length 

to single-base-pair resolution, a much 

larger set of orthogonal interfaces could be 

constructed relative to a given bundle size. 

This would allow assembly of larger, more 

complex, and therefore more sophisticated 

devices.

The authors note some challenges for 

including base-pairing interactions, in-

stead of only stacking interactions, to 

drive dynamic interfacial recognition. For 

example, the interaction energies may be 

too large when long sequences are used. 

Nonetheless, one can imagine interesting 

possibilities where base pairing is involved. 

For example, the use of short sticky ends 

(double-helix termini with single-stranded 

DNA overhangs available for base pairing) 

may be exploited to increase the combina-

torial possibilities, although compensatory 

repulsive interactions may be required 

in conjunction to prevent the specific in-

terfacial energy from becoming too large. 

Longer sequences could be used together 

with competitor displacement strands ( 13), 

where the specific interfacial energy can 

be tuned according to length, sequences, 

and concentrations of the latter strands. 

For example, Rogers and Manoharan ( 14) 

recently reported programming reentrant 

melting of DNA-functionalized colloids 

(which interact only within a specified 

temperature band) by exploiting competi-

tive strand displacement schemes.

Given the great advances in static self-

assembly of highly complex DNA shapes 

over the past decade, the time is ripe to 

explore how these architectures can be 

controlled dynamically. Through their pio-

neering forays into shape complementar-

ity, weak interfacial energies, and remotely 

tunable repulsion energies, Gerling et al. 

point the way toward reconfigurable, rigid 

DNA nanodevices that may one day rival 

the functional sophistication of the biomo-

lecular machines of the cell.          ■   
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          A
ltering the activity of specific brain 

structures to understand their func-

tion, but also to manage their dys-

function, has been a timeless mission 

for neuroscientists. Classical tools for 

studying brain structure and func-

tion are lesioning, electrical stimulation, 

and chemical modulation. Although effec-

tive at the level of the brain structure, these 

tools lack a high degree of selectivity and 

specificity. More advanced neuromodu-

lation techniques are overcoming these 

limits, including optogenetic approaches 

and chemogenetic tools [such as designer 

receptors exclusively activated by designer 

drugs (DREADD)]. On page 1477 of this is-

sue, Chen et al. ( 1) add magnetothermal 

neuromodulation to this list. The approach 

allows specific neurons to be activated by 

heat-emitting nanoparticles that respond to 

externally applied magnetic fields.

Chen et al. introduced the heat-sensitive 

calcium ion channel TRPV1 into neurons 

(via viral delivery of the encoding gene) 

located in the ventral tegmental area of 

the mouse brain. Four weeks later, mag-

netic nanoparticles were injected into the 

same region, where they were detected in 

the extracellular space (whether they are 

internalized by any cell in vivo remains to 

be shown). Mice were then exposed to an 

external alternating magnetic field that 

caused the nanoparticles to emit heat suf-

ficient to activate the TRPV1 channels. The 

resulting influx of calcium was a proxy for 

neuronal membrane depolarization and ex-

citation. This also triggered activity-depen-

dent gene expression in the TRPV1 neurons. 

Moreover, neurons in the prefrontal cortex, 

which receive input from the ventral teg-

mental area, were activated.

As with optogenetics, which uses light to 

activate neurons that have been engineered 

to express light-sensitive ion channels, the 

approach of Chen et al. is clever, but has 

obvious limitations as far as clinical use. 

One issue is safety, related to heating, the 

presence of magnetic particles in the brain, 

and the use of viral tools. Another limit is 

specificity—do the nanoparticles respond 

to other magnetic fields that one confronts 

in daily life? The more immediate value for 

magnetothermal neuromodulation is in its 

use as a tool to excite specific subpopula-

tions of neurons by remote control.

The development of new tools for intra-

cranial neuromodulation (see the figure) 

evokes a concept hypothesized by Nobel 

Laureate António Egas Moniz in the first 

half of the 20th century—that a dysfunc-

tional circuit of Papez (medial limbic cir-

cuit that connects the hypothalamus to the 

cortex) underlies major affective disorders. 

He and others intervened surgically with le-

sions of the frontal cortex by a transorbital 

route (lobotomy). The idea was to destroy 

connective nerve fibers or specific brain 

tissue, but the procedure only improved 

symptoms in some patients temporarily, 

and the risks included serious affective 

and cognitive side-effects such as apathy. 

Shortly after the introduction of the human 

stereotaxic apparatus in 1947 ( 2), which 

used a three-dimensional coordinate sys-

tem to locate specific regions in the brain, 

surgeons approached deeply situated motor 

regions with more precise lesional surgery 

to treat patients with movement and psy-

chiatric disorders.

In the second half of the 20th century, 

electrodes placed temporarily in deeply situ-

ated areas of the brain became more popu-

lar. Limbic regions were thus stimulated to 

modulate affective behaviors of patients ( 3). 

A well-known animal study demonstrated 

that an attacking bull could be stopped 

instantly when an electrode, placed in its 

caudate area, was activated by a remote 

controller ( 4). Although these methods were 

hypothesis-driven, their main weakness was 

the lack of a robust scientific base, and they 

By Yasin Temel and Ali Jahanshahi   

Nanoparticles, magnetic fields, and heat-sensitive ion 
channels are harnessed to manipulate brain activity

NEUROSCIENCE

“…magnetohermal 
neuromodulation…could…
enhance our knowledge of 
the brain’s microcircuitry in 
normal and disease states.” 

Treating brain disorders 
with neuromodulation

10.1126/science.aaa9483
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Microcircuitry

Stereotactic lesional and 
experimental electrical 
stimulation approaches
(1950–1990)

Deep brain 
stimulation
(1990–)

Magnetothermal deep 
brain stimulation
(2015–)

DREADD
(2005–)

Optogenetics
(2010–)

Frontal lesional 
approaches
(1930–1950)

Macrocircuitry

Key neuromodulation approaches

fell into disuse with the rise of drugs target-

ing the central nervous system.

An increased understanding of the neu-

ronal function was the determining factor 

for the successful application of deep brain 

stimulation of the subthalamic nucleus in 

patients with Parkinson’s disease. In con-

trast to earlier techniques of electrical 

stimulation in which electrodes are placed 

temporarily in the brain and stimulated by 

external devices to simply drive neuronal 

activity, deep brain stimulation involves the 

chronic implantation of electrodes driven 

by an internal pacemaker to counteract ab-

normal neuronal activity. Studies on basal 

ganglia function in animal models of Parkin-

son’s disease ( 5,  6) paved the way for clinical 

application of deep brain stimulation of the 

subthalamic nucleus in 1993 ( 7). Since then, 

the technique has been applied in other 

neurological and psychiatric disorders, both 

in translational models and patients ( 8). In 

some patients, clear therapeutic effects have 

been seen, such as in dystonia, Tourette’s 

syndrome, and obsessive-compulsive disor-

der. However, for other mental conditions 

such as intractable depressions (resistant 

to drugs, behavioral and electroconvulsive 

treatments) the approach has failed ( 9). In-

terestingly, the same methodology of deep 

brain stimulation for treating Parkinson’s 

disease has been prescribed for patients 

with other neurological and psychiatric dis-

orders, mainly because of limited progress 

in drug discovery for those disorders and 

the availability and safety of technology 

for deep brain stimulation. The risk here is 

that deep brain stimulation for these condi-

tions, while hypothesis driven, lack a robust 

scientific base. Its application without un-

derstanding the fundamental neuronal un-

derpinnings of the disorders could lead to 

negative outcomes, which could influence 

research in the field, as well as the interest 

of society.

Moreover, even with relevant knowledge, 

minimal invasiveness, safety, and disorder 

and symptom specificity, clinical success is 

not guaranteed. For example, clinical studies 

with intracranial adenovirus-based delivery 

of glutamic acid decarboxylase ( 10) or glia 

cell line–derived neurotrophic factor ( 11) had 

unfavorable outcomes despite promising re-

sults in translational models.

After a long period of technological down-

time for treating brain disorders ( 12), a num-

ber of new approaches have been introduced. 

The DREADD approach, in which receptors 

are engineered to respond to synthetic small-

molecule ligands, is gaining momentum as a 

neuromodulatory approach. For example, in 

an animal model of epilepsy, this approach 

attenuated focal neocortical seizures ( 13). In 

the field of deep brain stimulation, promising 

methods include adaptive/closed-loop deep 

brain stimulation ( 14) and current steering 

( 15). In the former, stimulation is only acti-

vated when pathological neuronal activity 

starts. The latter approach involves the con-

trol of the direction of stimulation to avoid 

current spread to neighboring regions. For le-

sional surgery, ultrasound-based approaches 

are receiving interest. Speeding up these de-

velopments seems to be linked to the failure 

of systemic drug–based approaches to deliver 

breakthrough therapies for neurodegenera-

tive and psychiatric diseases.

It is unclear whether or not hypothesis-

driven molecular approaches that re-

quire viral delivery tools and genetic ma-

nipulations will enter the clinical arena. 

Meanwhile, technologies such as remote 

magnetothermal neuromodulation devel-

oped by Chen et al. could be used widely in 

translational models to enhance our knowl-

edge of the brain’s microcircuitry in normal 

and disease states. As with the development 

of deep brain stimulation for patients with 

Parkinson’s disease, this new knowledge 

could spur the progress of future therapies—

neuromodulation-based or not—for patients 

with brain disorders.   ■
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Trends in treatment. Techniques to alter neuron activity in the brain shifted from a macrocircuitry focus to one that now concentrates on modulating specific populations of 

neurons. The time periods indicate the global course of development.
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           D
ebates about biofuels tend to focus 

separately on estimates of adverse 

effects on food security, poverty, and 

greenhouse gas (GHG) emissions 

driven by land-use change (LUC) 

( 1– 4). These estimates often rely on 

global agriculture and land-use models. Be-

cause models differ substantially in their 

estimates of each of these adverse effects 

( 2,  3,  5), some argue that each individual 

effect is too uncertain to influence policy 

( 6,  7). Yet these arguments fail to recognize 

the trade-offs; much of the uncertainty is 

only about which adverse effects predomi-

nate, not whether adverse effects occur at 

all. Our analysis of the three major mod-

els used to set government policies in the 

United States and Europe suggests that 

ethanol policies in effect are relying on de-

creases in food consumption to generate 

GHG savings ( 1).

When biofuels divert crops from food 

and feed, three basic responses are possible. 

First, farms may replace crops by expanding 

cropland into forests and grasslands. This 

LUC releases carbon. Second, farms may re-

place crops by increasing yields on existing 

cropland more than they otherwise would. 

This “yield response” is the most desirable, 

but it can lead to greater use of fertilizer or 

water and increased emissions 

and may leave fewer options to 

boost yields to meet rising food 

demands. Third, some of the food may not 

be replaced, meaning that someone will eat 

less or less well. Although effects on differ-

ent groups of the world’s poor will differ, 

any reduction in global food consumption 

is likely to disproportionately affect some 

groups of the poor because they can less 

afford higher prices ( 2,  8– 10). In general, 

models predict at least some of each basic 

response. To the extent that a model pre-

dicts larger reductions in food consump-

tion, it will predict less LUC, and vice versa.

The role of food reductions depends on 

the percentage of crops diverted to biofuels 

that are not replaced. Modelers generally 

do not report this percentage—although 

they sometimes report food effects in less 

informative ways ( 1)—so we calculated the 

percentage from model outputs. We consid-

ered the consumption and supply effects on 

all crops, not just the biofuel feedstock, and 

accounted for the return to the food supply 

of biofuel feed by-products.

We analyzed results of the 2009 and 2014 

versions of the Purdue Global Trade Analy-

sis Project (PURDUE-GTAP) model ( 11,  12) 

directly incorporated by the California Air 

Resources Board (CARB) into regulations, 

and of the Food and Agricultural Policy 

Research Institute Center for Agricultural 

and Rural Development (FAPRI-CARD) 

model similarly used by the U.S. Environ-

mental Protection Agency (EPA) ( 13). We 

also analyzed the International Food Policy 

Research Institute Modeling International 

Relationships in Applied General Equilib-

rium (IFPRI-MIRAGE) model, used by the 

European Commission (EC) ( 14), to estimate 

LUC in proposed European legislation.

These models estimate changes in land 

use, crop production, and consumption, 

but agencies use separate models to flesh 

out remaining parts of life-cycle emissions 

estimates. Our intent is not to endorse any 

model but to illuminate trade-offs in what 

models predict.

CUTTING CALORIES AND QUALITY. These 

models estimate that roughly 25 to 50% of 

the net calories in corn or wheat diverted to 

ethanol are not replaced but instead come 

out of food and feed consumption (see table 

S3 in the supplementary materials). [Net cal-

ories account for return to the food and feed 

supply of ethanol by-products (see table S2).] 

Replacing fewer crops leads to lower GHG 

emissions from LUC. It also reduces direct 

emissions of carbon dioxide (CO
2
) by people 

and livestock. 

The table presents model estimates of 

major GHG sources and sinks attributed to 

the use of ethanol and compares them to 

relevant estimates of total gasoline emis-

sions. The first column shows CARB, EPA, 

and the EC’s Joint Research Centre (JRC) 

estimates of fossil carbon and trace gas 

emissions from growing crops and refining 

them into ethanol using methods separate 

from the land-use models (column A). One-

third of net crop carbon is released dur-

ing fermentation into ethanol (column B), 

and two-thirds during combustion of the 

ethanol (column C). Adding up all emission 

sources (A + B + C), before any credits for 

biogenic (plant-based) carbon offsets, GHG 

emissions vary from 67 to 100% higher than 

those of gasoline.

 Most biofuel GHG analyses assume that 

carbon absorbed by growth of crops di-

verted to ethanol automatically offsets the 

carbon released by fermenting and burn-

ing them (columns B and C). But carbon 

absorbed by crops that would grow anyway 

cannot provide a valid offset because, by 

definition, it is not caused by biofuels and is 

not additional ( 15,  16) (fig. S4). Thus, a valid 

crop growth offset comes only from growth 

of additional crops to replace those diverted 

to ethanol, whether from new cropland or 

from boosting yields on existing cropland 

(column D). However, conversion of forests 

or grassland to produce some more crops 

also releases carbon from LUC (column F), 

reducing or negating the net offset from 

producing more crops.

Significantly, crops that are not replaced 

provide an offset in another way. If those 

crops were not diverted to ethanol produc-

tion, people or livestock would consume 

them and emit their carbon through respira-

tion and waste. Reducing crop consumption 

therefore means that people or livestock emit 

less carbon. This offset ranges from 23 to 53 

g CO
2
/MJ for corn or wheat ethanol, equiva-

lent to roughly 20 to 50% of the carbon in the 

diverted food (column E).

Including the offset for reduced food con-

sumption, all but CARB’s original GTAP-

based results show modestly lower total 

emissions for ethanol than for gasoline (col-

umn G). However, without crediting reduced 

food consumption, none of these models 

would project lower GHGs for ethanol than 

for gasoline (column H). In that sense, the 

lower GHGs for ethanol depend on reduc-

tions in food consumption.

Although  the table shows the flow of car-

bon that the models predict, the role of crop 

carbon emissions and offsets is normally 

Major models should make trade-offs more transparent

ENVIRONMENTAL ECONOMICS
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Do biofuel policies seek to cut 
emissions by cutting food?

By T. Searchinger 1 *, R. Edwards 2 *, 
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“…25 to 50% of net calories… 
diverted to ethanol are not 
replaced…” 

POLICY

Published by AAAS

 o
n 

M
ar

ch
 2

6,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

6,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

6,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


27 MARCH 2015 • VOL 347 ISSUE 6229    1421SCIENCE   sciencemag.org

obscured because modelers present results 

following a convention of ignoring crop car-

bon altogether (columns B to E). That works 

mathematically because, by definition, the 

net carbon in crops devoted to ethanol and 

emitted (B + C) must equal and be canceled 

out by the carbon in crops that are either 

replaced or not replaced (D + E). However, 

this practice hides the role played by reduced 

food consumption. It also conceals that if all 

diverted crops were replaced, LUC emissions 

would be larger.

The MIRAGE model also projects reduc-

tions in the quality of food consumed ( 1,  14). 

Much of the additional land used for corn 

or wheat for ethanol previously produced 

higher-value crops, such as oils and vegeta-

bles, which is not reflected by the loss of their 

calories. Without food quantity and qual-

ity reductions—if farmers replaced both the 

quantity and types of crops used for food—

farms would require ~5 times as much LUC, 

resulting in 46% higher emissions for wheat 

ethanol than for gasoline and 68% higher 

emissions for corn ethanol.

MIRAGE results are informative because 

the model optimistically projects little LUC 

due to biofuels, in part because higher yields 

in response to higher prices replace three 

times as much crop area as does area expan-

sion. Although the economic literature is 

sparse and debated, it generally finds a much 

larger area response than yield response ( 1, 

 17). The fact that global yields more than 

doubled from 1961 to 2005, even as prices de-

clined, also casts doubt on such a large yield 

response to price ( 1). Yet, even with little LUC 

for this reason, lower ethanol emissions than 

gasoline still rely on food reductions.

MAKE TRADE-OFFS TRANSPARENT. Al-

though we illuminate model outputs, whether 

any of these models accurately project food or 

GHG consequences of increasing ethanol use 

is an important but separate subject. Many 

model parameters and functions are uncer-

tain, debatable, or assumed for mathemati-

cal ease. We generally consider likely yield 

responses overstated and LUC understated. 

Models also may not depict consequences of 

increasing biofuels, for example, because one 

MJ of ethanol may not fully avoid one MJ of 

gasoline ( 18).

Yet, simpler economic methods also sug-

gest that a substantial fraction of crops di-

verted to biofuels results in food reductions. 

That fraction depends only on the ratio of 

the demand response (reduced consump-

tion) to the supply response (increased 

production). Typical estimates of supply-

and-demand elasticities for individual 

crops ( 19,  20) alone suggest that reduced 

consumption is substantial. One direct es-

timate of global supply-and-demand elas-

ticities for aggregate calories from major 

staple crops implies that roughly one-fifth 

Benefits of biofuels relative to gasoline depend on reductions in food consumption. Ethanol emits fossil carbon and trace gases through production (A) and biogenic 

carbon from the crops during fermentation (B) and ethanol combustion (C). Additional crop production can offset these emissions (D), but the net effect of producing more crops 

must account for carbon released by LUC (F) (amortized 20 years for IFPRI and 30 years for EPA and CARB). An offset also occurs to the extent that crops are not replaced because 

people or livestock eat fewer crops and therefore respire and waste less carbon (E). Total including reduced food production can show lower emissions for ethanol (G) but excluding 

that offset shows higher emissions (H). MIRAGE results use updated JRC growing and refining emissions, rather than those in EU legislation, because of greater similarity with CARB 

and EPA methods. EPA LUC estimate is based on FAPRI only ( 1).

Role of reduced food consumption in life-cycle greenhouse gas emissions

DIRECT PRODUCTION AND USE EMISSIONS 

(CO
2
EQ/MJ)

NET OFFSETS (CO
2
EQ/MJ)

TOTALS AND % CHANGE FROM 

GASOLINE (CO
2
EQ/MJ)

EMISSIONS AND OFFSETS OF CROP CARBON

SOURCE OF FUEL A Production 
and refining 
emissions 
from fossil 
fuels and 
trace gases

B 
Fermentation 
of grain

C 
Vehicle 
exhaust

D Additional 
crop produc-
tion from both 
yield gains and 
new cropland 
(offset)

E Reduced 
respiration and 
waste due to 
reduced crop 
consumption 
(offset)

F LUC 
(emission 
from new 
cropland)

G Total 
including 
reduced food 
consumption 
(A+B+C+
D+E+F)

H Total 
excluding 
reduced food 
consumption 
(A+B+C+D+F)

GTAP US CORN 

(2009)
69 36 71 –54 –53 42 111 (12%) 164 (65%)

GTAP NEW US 

CORN  (HIGHER 

YIELD ELASTICITY

69 36 71 –75 –32 13 82 (-17%) 114 (15%)

GTAP NEW US 

CORN  (LOWER 

YIELD ELASTICITY

69 36 71 –63 –44 25 94 (–5%) 138 (40%)

GTAP EU WHEAT 

(ORIGINAL)
67 36 71 –63 –44 155 223 (125%) 267 (169%)

FAPRI US CORN 

(2022 ESTIMATE)
49 36 71 –86 –25 34 79 (–15%) 104 (12%)

IFPRI-MIRAGE 

WHEAT
67 36 71 –73 –34 17 84 (–4%) 118 (36%)

IFPRI-MIRAGE EC 

CORN
69 36 71 –84 –23 11 80 (–8%) 103 (19%)

EUROPEAN UNION

U.S. ENVIRONMENTAL PROTECTION AGENCY

CALIFORNIA AIR RESOURCES BOARD GASOLINE = 99

GASOLINE = 93

GASOLINE = 87
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of calories diverted to biofuels are not re-

placed ( 21).

Regardless of model merits, biofuel poli-

cies are relying on estimates of reduction in 

food consumption to claim GHG benefits. 

Food reductions result not from a tailored 

tax on overconsumption or high-carbon 

foods but from broad global increases in crop 

prices ( 8,  9). If models overstate the food re-

ductions, then they understate the GHGs. 

Policy-makers who do not wish to mitigate 

climate change in this way could exclude the 

GHG credit for these reductions from their 

GHG calculations. Modelers need to make 

the trade-offs transparent so that policy-

makers can consider whether to seek climate 

mitigation through less food. ■

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/347/6229/1420/suppl/DC1

REFERENCES AND NOTES

 1. See supplementary materials for details.
 2. High Level Panel on Food Security, Biofuels and food security 

(Food and Agricultural Organization, Rome, 2013).
 3. National Research Council, Renewable Fuel Standard: 

Potential Economic and Environmental Effects of U.S. Biofuel 
Policy (National Academies Press, Washington, DC, 2011).

 4. U.K. Renewable Fuels Agency, The Gallagher Review of the 
Indirect Effects of Biofuels Production (Renewable Fuels 
Agency, London, 2008).

 5. S. A. Decara et al., Land-Use Change and Environmental 
Consequences of Biofuels: A Quantitative Review of the 
Literature (Institut National de la Recherche Agronomique, 
Paris, 2012).

 6. M. Finkbeiner, Biomass Bioenergy 62, 218 (2014).  
 7. D. Zilberman, G. Hochman, D. Rajagopal, AgBiol. Forum 13, 11 

(2010).
 8. High Level Panel on Food Security, Price volatility and food 

security (Food and Agricultural Organization, Rome, 2011)
 9. A. Dorward, Food Security 4, 633 (2012).  
 10. M. Filipski, K. Covarrubia, in Agricultural Policies for Poverty 

Reduction, J. Brooks et al., Eds. (OECD, Paris, 2010).
 11. CARB, Proposed regulation to implement the low carbon 

fuel standard, Volume I, Staff Report: Initial Statement of 
Reasons (California Air Resources Board, Sacramento, 
CA 2009).

 12. R. Edwards, D. Mulligan, L. Marelli, Indirect land use 
change from increased biofuel demand: Comparison 
of models and results for marginal biofuels production 
from different feedstocks (European Commission Joint 
Research Centre, Ispra, Italy 2010).

 13. U.S. EPA, Renewable Fuel Standard Program (RFS2) 
Regulatory Impact Analysis, (U.S. Environmental 
Protection Agency, Washington, DC, 2010).

 14. D. Laborde, Assessing the Land Use Change 
Consequences of European Biofuel Policies (International 
Food Policy Research Institute, Washington, DC, 2011)

 15. T. D. Searchinger et al., Science 326, 527 (2009).  
 16. T. D. Searchinger, Environ. Res. Lttrs. 5, 024007 (2010).  
 17. S. Berry, Biofuel Policy and Empirical Inputs to GTAP 

Models, Report to the California Air Resources Board 
(CARB, Sacramento 2011).

 18. R. Plevin, M. Delucchi, F. Creutzig, J. Ind. Ecol. 18, 73 
(2014).  

 19. G. Hochman, D. Rajagopal, G. Timilsina, D. Zilberman, 
Biomass Bioenergy 68, 106 (2014).  

 20. Food and Agricultural Policy Research Institute, Elasticity 
Database (accessed August 12, 2014); www.fapri.iastate.
edu/tools/elasticity.aspx

 21. M. Roberts, W. Schlenker, Am. Econ. Rev. 103, 2265 
(2013).  

ACKNOWLEDGMENTS

The authors thank the David and Lucile Packard Foundation 
for financial support.

           A 
principal tool in the development of 

etiology-based therapies is the iden-

tification of the genetic determinants 

of disease. The logic of this approach 

rests on the expectation that knowl-

edge of the genetic variants underly-

ing disease will enhance our understanding 

of the molecular pathogenesis of disease and 

reveal viable points for therapeutic interven-

tion. Because of the general adoption of this 

paradigm, genetics has been a dominant 

force in disease investigation over the past 25 

years. Success in this area has come in waves, 

each driven by new methods and technol-

ogy. Linkage (identifying segments of the ge-

nome that are associated with given traits), 

positional sequencing (sequencing specific 

candidate genes based on their location), 

genome-wide association (examining genetic 

variants in a genome-wide manner across 

individuals for association with a trait), and 

family-based next-generation sequencing 

have each produced startling new phases of 

genetic discovery. The study by Cirulli et al. 

( 1), reported on page 1436 of this issue, marks 

an early success in another phase of gene dis-

covery: the application of exome sequenc-

ing in large case-control cohorts to identify 

genetic factors involved in complex disease. 

This is one of the first successes in this area 

and provides insights into amyotrophic lat-

eral sclerosis (ALS), as well as broader les-

sons for disease gene discovery.

The design of Cirulli et al.’s effort to iden-

tify new genes that associate with ALS was 

essentially that of a two-phase exome-wide 

association study. Several approaches were 

used in the initial stage, each centering on 

the identification of rare variants within 

the protein-coding regions of the genome 

By Andrew B. Singleton 

and Bryan J. Traynor   

GENETICS

For complex disease genetics, 
collaboration drives progress
Exome sequencing identifies a gene that causes 
amyotrophic lateral sclerosis
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of calories diverted to biofuels are not re-

placed ( 21).

Regardless of model merits, biofuel poli-

cies are relying on estimates of reduction in 

food consumption to claim GHG benefits. 

Food reductions result not from a tailored 

tax on overconsumption or high-carbon 

foods but from broad global increases in crop 

prices ( 8,  9). If models overstate the food re-

ductions, then they understate the GHGs. 

Policy-makers who do not wish to mitigate 

climate change in this way could exclude the 

GHG credit for these reductions from their 

GHG calculations. Modelers need to make 

the trade-offs transparent so that policy-

makers can consider whether to seek climate 

mitigation through less food. ■
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           A 
principal tool in the development of 

etiology-based therapies is the iden-

tification of the genetic determinants 

of disease. The logic of this approach 

rests on the expectation that knowl-

edge of the genetic variants underly-

ing disease will enhance our understanding 

of the molecular pathogenesis of disease and 

reveal viable points for therapeutic interven-

tion. Because of the general adoption of this 

paradigm, genetics has been a dominant 

force in disease investigation over the past 25 

years. Success in this area has come in waves, 

each driven by new methods and technol-

ogy. Linkage (identifying segments of the ge-

nome that are associated with given traits), 

positional sequencing (sequencing specific 

candidate genes based on their location), 

genome-wide association (examining genetic 

variants in a genome-wide manner across 

individuals for association with a trait), and 

family-based next-generation sequencing 

have each produced startling new phases of 

genetic discovery. The study by Cirulli et al. 

( 1), reported on page 1436 of this issue, marks 

an early success in another phase of gene dis-

covery: the application of exome sequenc-

ing in large case-control cohorts to identify 

genetic factors involved in complex disease. 

This is one of the first successes in this area 

and provides insights into amyotrophic lat-

eral sclerosis (ALS), as well as broader les-

sons for disease gene discovery.

The design of Cirulli et al.’s effort to iden-

tify new genes that associate with ALS was 

essentially that of a two-phase exome-wide 

association study. Several approaches were 

used in the initial stage, each centering on 

the identification of rare variants within 

the protein-coding regions of the genome 

By Andrew B. Singleton 

and Bryan J. Traynor   

GENETICS

For complex disease genetics, 
collaboration drives progress
Exome sequencing identifies a gene that causes 
amyotrophic lateral sclerosis
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          W
hen light beams become mixed 

up, can we sort them out again? 

Some cases are easy. The light 

from two flashlights on the other 

side of a room overlaps when it 

reaches us, but the lens in our 

eye separates them again as it constructs 

an image. By turning the flashlights on and 

off, we could also communicate two inde-

pendent, spatial channels of information to 

different detectors at the back of our eyes.

But light is readily scrambled by any-

thing more complicated than clear air. Try-

ing to image through a strong scatterer, 

such as biological tissue, rapidly becomes 

impossible with increasing sample thick-

ness. Even in the near-perfect glass fibers of 

optical communications, the slightest bend 

in the fiber can mix the light beams.

Mathematically, interference of light 

waves just involves adding and subtracting 

numbers (which is a linear process), so we 

can exploit the matrices of linear algebra. 

With effort, we can measure the optical 

system’s matrix ( 1) and then calculate the 

inverse matrix that would mathematically 

undo the mixing. At least, we can do so in 

principle. However, we did not know how 

to implement such a (inverse) matrix as 

a lossless optical component. We did not 

even know if we could make an arbitrary 

linear optical device. Now, however, dif-

ferent mathematical approaches ( 2– 6), to-

gether with modern microfabrication, may 

offer a solution. The optics may even solve 

the problem itself, thereby avoiding the 

need for any calculations ( 5,  6).

Historically, optical components were 

simple objects, like lenses and mirrors. 

Now, the lithography developed for elec-

tronics offers more sophisticated possi-

bilities. Silicon photonics ( 7) and other 

integrated approaches enable highly func-

tional, complex ( 8) waveguide circuits near 

the top of a plane surface. Subwavelength 

patterning enables novel, nanophotonic 

structures, including photonic crystals, 

(exomes) and a burden analysis aimed at pri-

oritizing genes with an excess of variants in 

cases over controls. The authors focused on 

three different models for selecting rare vari-

ants from the discovery set of 2843 ALS cases 

and 4310 controls: investigating all nonsyn-

onymous coding variants (when a nucleotide 

is substituted, thereby producing a different 

amino acid) and canonical splice variants; 

looking at nonsynonymous variants that are 

predicted to be damaging variants; and as-

sessing loss-of-function variants. On the basis 

of these analyses, 51 genes were taken for-

ward to a replication effort in an additional 

set of 1318 ALS cases and 2371 controls.

Although an attempt was made to exclude 

ALS cases with known mutations, it is nota-

ble that the top hit in the discovery effort was 

SOD1, a gene encoding superoxide dismutase 

1, which is known to contain mutations that 

cause ALS. Other genes previously associated 

with ALS were also associated with disease 

in the analysis, including TAR DNA BINDING 

PROTEIN (TARDBP), OPTINEURIN (OPTN), 

VALOSIN CONTAINING PROTEIN (VCP), 

and SPASTIC PARAPLEGIA (SPG11).

Cirulli et al. performed a large number 

of analyses and identified a number of in-

teresting genes potentially involved in risk 

for ALS. However, the most immediately 

important and compelling finding is the 

identification of a new association between 

ALS and variants in TBK1, which encodes 

a noncanonical IκB kinase family mem-

ber, TANK-binding kinase 1. The authors 

report an overall excess of rare TBK1 vari-

ants in cases under the “dominant not be-

nign” model (dominant inherited variants 

that are predicted to be damaging to pro-

tein function), with a 0.19% allele frequency 

in controls versus 1.1% in cases (combined 

discovery and replication P value = 3.63 × 

10−11). Although these data intuitively sug-

gest that TBK1 variants play a role in ~0.9% 

of the ALS cases examined in the study, it 

is important to recognize that this does not 

suggest that TBK1 mutation is sufficient to 

cause disease, nor does it explain the cause 

of 0.9% of ALS cases. A great deal of addi-

tional work is required to establish whether 

disease-linked variants in this gene are risk 

variants, or causal mutations, or both ( 2).

From a functional perspective, the linkage 

of TBK1 to ALS is interesting, as it highlights 

the importance of autophagy and degra-

dation of ubiquitinated proteins in motor 

neuron degeneration. TBK1 phosphorylates 

the proteins encoded by genes previously 

linked to ALS, OPTN and SEQUESTOSOME 

1 (SQSTM1). Phosphorylation by Tbk1 en-

hances the ability of these proteins to 

shepherd ubiquitinated proteins to autopha-

gosomes for destruction. Vcp and ubiquilin 2 

(Ubqln2), also encoded by ALS-linked genes, 

are involved in later stages of the same cel-

lular pathway, reinforcing the long-held view 

that ubiquitin-proteasome and autophagy 

pathways are central to ALS pathogenesis.

The genetics field has changed perhaps 

more than any other scientific discipline over 

the past two decades. This transformation 

has been focused not only on methodology, 

but also on a more fundamental shift in the 

way gene hunting is executed. Tradition-

ally a highly competitive field, gene hunting 

has evolved into a collaborative endeavor in 

which consortia and open data sharing are 

central tenets. The type of collaboration typi-

fied by Cirulli et al. has become a requirement 

for success. Other examples include large col-

laborative efforts in Parkinson’s disease and 

Alzheimer’s disease ( 3,  4). Another key to the 

success of Cirulli et al. was their access to 

publicly available data. Reference data from 

the Exome Aggregation Consortium ( 5) and 

the 1000 Genomes Project ( 6) were key steps 

in their filtering approach. The availability of 

such control and population sequence data is 

an essential resource for progress in disease 

research, and one that promotes efficiency 

and collaboration.

As Cirulli et al. rightly point out, much re-

mains to be done to more fully understand 

the genetics of ALS (see the figure). Their 

work opens at least one new avenue into 

the investigation of molecular pathogenesis 

of disease, linking the protein product of 

TBK1 with known ALS proteins. It is likely 

that their genetic data will also serve as the 

foundation for further gene discovery in 

ALS. Given this, it is particularly laudable 

that the authors have made individual-level 

exome sequence data rapidly available to the 

broader scientific community.   ■
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“The study…marks an early 
success in…the application 
of exome sequencing… to 
identify genetic factors 
involved in complex 
disease.”

APPLIED OPTICS

Sorting out 
light
Controlled interference 
can separate overlapping 
light beams for device 
functionality
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Outputs

Planar interferometer mesh

Scatterer

Sources

Mach-Zehnder

interferometer block

Disentangling light beams. Light from two sources is mixed and distorted by the scatterer but sorted out by the mesh. The scattered light is focused into waveguides in the 
interferometer mesh. Progressively adjusting the interferometers in the “red” row to maximize the “red” output separates the “red” power to the upper output. A similar algorithm 
on the “blue” row then separates the “blue” power to the lower output. Although shown as “red” and “blue,” the sources can be the same color or wavelength.

waveguides, and resonators. Expanding 

beyond regular structures offers an even 

wider variety ( 2– 5).

We already use lithography to make dif-

fractive optical elements; in such elements, 

light travels through a thin sheet from one 

side to the other (or possibly reflects off it). 

Metasurfaces are extending these possibili-

ties ( 9). By itself, such an approach cannot 

implement arbitrary linear optics. A fully 

arbitrary device ( 5) requires that every dis-

tinct element or pixel in the output light 

can be formed from an arbitrary combina-

tion of every distinct input pixel, not just 

by transmission or reflection from the same 

input pixel.

If the light travels inside the sheet, in 

waveguides or other complex structures, 

then light from every input element can 

possibly interfere to form each output. This 

multiple scattering makes device design 

hard, both mathematically speaking and 

from a fabrication point of view. Modern 

robust optimization algorithms allow ef-

ficient blind global optimization, however. 

Various compact nanophotonic devices 

have now been designed ( 2– 4), for exam-

ple, efficiently converting one set of input 

beams (or “modes”) to another set of output 

beams ( 2,  3).

Another planar approach uses meshes 

of interfering waveguides ( 5,  10) (see the 

figure). The optical properties of the mesh 

can be programmed through fine adjust-

ments of the lengths or phase shifts of 

waveguide links. The mesh settings have 

been known for one class of matrices (uni-

tary transformations) for some time. Now, 

we know that an extended form of mesh 

can implement any matrix, finally proving 

that any linear optical component is pos-

sible in principle ( 5).

A key to this proof is that we can always 

perform a singular value decomposition 

(SVD) of such a matrix ( 5). The SVD has 

a simple physical interpretation: For any 

linear optical device or scatterer, there is a 

specific set of input beams or modes that 

couple, one by one, to a specific set of out-

put beams or modes. These input/output 

pairs or communications modes ( 5) com-

pletely describe the device and give inde-

pendent optical channels through it. The 

proof is also the design method, mapping 

the form of the SVD directly into the optics. 

This SVD approach has another benefit; it 

allows a progressive, even self-configuring, 

algorithm (5). We can then progressively 

train an extended version of the simple 

device shown in the figure, using the com-

munications modes themselves, with no 

calculations.

There are still many challenges. We are 

only at the beginning in being able to fab-

ricate actual optical structures and devices 

based on the optimization or self-config-

uring algorithms. The complexity of opti-

cal systems we can tackle this way will be 

limited. Imaging even a moderate number 

of pixels through a strong scatterer will re-

main very challenging. Not all the problems 

of using multiple mode fibers for communi-

cations can easily be solved in the optical 

domain; time delays between channels in 

long fibers may necessitate electronic infor-

mation storage and calculations ( 11).

Beyond telecommunications or imaging, 

there are many other potential applica-

tions for bespoke linear optical elements. 

We need sophisticated optical networks for 

quantum information processing ( 10) and 

for sensor and signal processing generally. 

Linear optical processors could avoid the 

power dissipation of electronics. Complex 

optics could secure signals against decoding 

( 12). Real-time self-configuration could al-

low automatic beam coupling, optical power 

combining, tracking of moving sources, 

and alignment or stabilization of complex 

optical systems ( 5). Extensions of these 

approaches could find the best channels 

through an optical system ( 6). The combina-

tion of micro- and nanofabrication, planar 

optical technologies, advanced robust opti-

mization algorithms, and new self-config-

uring networks may both generate the new 

optical results we want and eliminate the 

ones we would rather avoid.   ■
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W
ith Ivan Pavlov: A Russian Life in 

Science, Daniel P. Todes achieves 

a level of mastery that trans-

forms biography into history. The 

technical accomplishment of this 

volume, especially the original-

ity of its multilingual sources and serious 

treatment of scientific research, marks it 

as an exemplary work of scholarship that 

reveals much about the 

history of 19th- and 

20th-century R u s s i a . I n 

e m i n e n t l y readable and 

beautifully a r r a n g e d 

c h r o n o l o g i c a l chap-

ters, Todes captures 

b o t h t h e s l u c h a i n o s t ’ 

(chance and random-

ness) a n d p r a v i l ’ n o s t ’ 

( r e gularity and lawful-

ness) of Pavlov’s life. And 

as those words—which 

appear frequently in Pav-

lov’s writing—suggest, 

he, like his times, was 

characterized by many 

contradictions. 

Born in 1849, Pavlov 

matured into the deca-

dent, aristocratic, and 

yet impoverished feudal 

world of Tsarist Russia. 

He died in 1936, having witnessed a his-

tory filled with the assassinations, execu-

tions, and revolutions that led to the birth 

of the Soviet state, the repressions of Bol-

shevism, and the depravities and crimes of 

“Stalin Times.” Trained for the priesthood, 

yet inspired to pursue a career in science by 

Ivan Sechenov’s materialist Reflexes of the 

Brain, the self-proclaimed atheist and harsh 

critic of communism nonetheless believed 

that religious freedom was a basic human 

right and sometimes acknowledged unity in 

the missions of Jesus and the Communists. 

He would submit privately in his later years 

that religion served individual needs and 

fulfilled positive cultural roles in a healthy 

society. 

Pavlov elevated skepticism in science to 

the status of virtue. Yet he could be dog-

matic, petty, and unforgiving of those who 

dared entertain even minor differences 

of interpretation with him. He thought of 

himself as inclined to laziness but adopted 

the essayist Samuel Smiles’s moral doctrine 

of industriousness (1) as his mantra and 

life’s practice. Nine months of each year, 

he devoted himself obsessively to scientific 

work in St. Petersburg, and then for three 

summer months he enjoyed gardening, 

art, music, philosophy, and literature in his 

family’s summer residence, with science 

seemingly forgotten. Clearly devoted to his 

wife and children, Pavlov nevertheless pur-

sued an adulterous relationship in his last 

three decades. He furthermore could be a 

tyrannical and indifferent father. 

The vigor with which Pavlov fought for 

deterministic interpretations in physiol-

ogy and sought to establish pravil’nost’

in his laboratories appears counterpoised 

to the sluchainost’ of his external world. 

Providence could play a cruel role at times 

in Pavlov’s personal life, not least by sud-

denly claiming the life of a son in 1883. Sim-

ilarly, if ironically, professional failures and 

setbacks opened better (albeit later) profes-

sional opportunities. Randomness was a 

way of life for Pavlov and his compatriots.  

Even the name of his chosen city of resi-

dence—which, in his lifetime, began as St. 

Petersburg, was changed to Petrograd, and 

finally became Leningrad—was a reminder 

of impermanence and indeterminacy.

Pavlov’s career in physiology, defined by 

struggle and poverty until his fourth de-

cade, was, beginning in his fifth, marked 

by illustrious achievements and ideas for 

new research programs. His Nobel Prize–

winning research on the digestive glands 

gave way to an even more ambitious pro-

gram that sought to explain the mysteries 

of the human psyche. In this later proj-

ect, he posited that the conditional reflex 

characterized in his earlier work was the 

physiological correlate of psychological 

association.  However, he was never able 

to satisfyingly demonstrate his overarch-

ing theory of the origins and formation of 

habits and temperaments. Despite this, his 

research program engaged with and con-

tributed to a range of 

topics across the fields 

of clinical neurology, 

neurosurgery, psycho-

analysis, psychiatry, 

human genetics, and 

Gestalt psychology. 

Like Charles Darwin 

and Sigmund Freud, 

Pavlov possessed and 

set high intellectual 

aspirations for himself. 

But unlike Darwin and 

Freud, Pavlov published 

in Russian, and, per-

haps for this reason, he 

never elicited the same 

adulation as those other 

“great men” (this is the 

first major biographical 

study that engages with 

the voluminous multi-

lingual archival and lit-

erary sources from his life). The subtleties 

of his life and labor thus disappeared after 

his death. The discipline of physiology di-

minished over time, too. It was replaced by 

a myriad of other scientific disciplines and 

specialties. Many of these new disciplines, 

Todes notes, have lost interest in whole-

organ function and bodily integration and 

ultimately even faith in the unification of 

science with medicine.
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Ivan Pavlov, 
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sacrifice their own food and fuel to keep the dogs that served as their research subjects alive.

By Stephen T. Casper

The reviewer is at the Department of Humanities and Social 

Sciences, Clarkson University, Potsdam, NY 13699, USA. 

E-mail: scasper@clarkson.edu

B O O K S  e t  a l . Ivan Pavlov

A Russian Life in Science

Daniel P. Todes

Oxford University Press, 

2014. 891 pp.

The life and times of 
Russia’s famous physiologist

Published by AAAS

 o
n 

M
ar

ch
 2

6,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/


1426    27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org  SCIENCE

W
e now live in a world obsessed 

with data, in which paper and 

pencil have been traded for code 

and algorithms. As a result, we 

often spend less time getting a 

feel for problems we are tackling 

than we would have 35 years ago. It was 

therefore very re-

freshing to read a 

book that encour-

ages the reader to 

do just that. 

The Art of Insight 

in Science and En-

gineering acts as a 

step-by-step guide that enables the reader 

to tackle fundamental scientific prob-

lems through simple back-of-the-envelope 

calculations. The main objective of the 

book is not to promote a thorough un-

derstanding of an underlying theory or 

to allow us to come to an exact solution 

but rather to encourage us to use our in-

stincts and knowledge of the fundamental 

concepts to come to an approximate and 

reasonable solution. “Approximate first, 

and worry later,” says the book’s author, 

Sanjoy Mahajan. “Otherwise you never 

start, and you can never learn that the ap-

proximations would have been accurate 

enough—if only you had gathered the cour-

age to make them.” 

To gain insight into a variety of problems, 

Mahajan has devised a series of reasoning 

tools.  He uses real-life examples to illus-

trate each tool’s utility, showing the reader 

how to calculate everything from the energy 

needed for a plane to take off to the time 

needed to cook a fish to perfection (which 

is about 10 minutes, for those interested). 

Each is also cleverly illustrated by practical 

exercises that reinforce our understanding 

of the concepts. 

The tools in the first section of the book 

enable us to make a problem more manage-

able. The divide-and-conquer strategy, for 

instance, tells us to divide a problem into 

subparts that can be solved or approxi-

mated easily and then aggregated back to 

the main answer (e.g., mass = density �

volume). 

In the second section, the reader is en-

couraged to simplify a problem by combin-

ing some of its elements. One way this can 

be done is by looking at a problem’s sym-

metry. Here, Mahajan recalls the story of 

the German mathematician Carl Friedrich 

Gauss, who managed to calculate the sum 1 

+ 2 + … + 100 quickly when he was only 3 

years old by using symmetry. 

The final section 

has tools to help us 

discard some ele-

ments of complex-

ity and purposefully 

omit information to 

reach a conclusion, 

using techniques 

including probabilistic analysis and what 

Mahajan refers to as “lumping.” As an ex-

ample, instead of integrating complex ve-

locity and acceleration profiles to estimate 

the airborne time of a falling object, Ma-

hajan suggests lumping the profiles into 

rectangles and computing their areas to 

generate rough approximations. 

Naturally, the book is not perfect. Ma-

hajan clearly comes from a physics back-

ground, and he relies mostly on physics 

problems. The traditional electrical and 

spring models are used extensively, and 

so are the fundamentals of fluid mechan-

ics. Moreover, toward the end of the book, 

Mahajan tackles much more complex prob-

lems, looking at sound, light, and gravita-

tional radiation, for instance, which may 

be difficult for nonphysicists to appreciate. 

Nevertheless, these more advanced exam-

ples show that the overall approach is also 

applicable and even pertinent to more com-

plex problems.

Senior undergraduate and graduate stu-

dents will likely enjoy the book because it 

encourages them to think beyond the equa-

tion, and it may help build mental con-

nections between many concepts learned 

in classes. Researchers and other profes-

sionals stand to benefit from it as well, 

because it may encourage them to think 

about their own problems in a slightly dif-

ferent way. Teachers will undoubtedly en-

joy the book because it should equip them 

with a battery of techniques to improve 

their classes. Whichever applies to you, 

this book is definitely worth adding to your 

reading list.

10.1126/science.aaa5153

Seeing the forest for the trees
 COMPLEXITY

By Sybil Derrible

The reviewer is at the Complex and Sustainable Urban 

Networks (CSUN) Laboratory, University of Illinois at Chicago, 

Chicago, IL 60607, USA. E-mail: derrible@uic.edu

“Approximate first, and 
worry later,” says the book’s 
author, Sanjoy Mahajan.

The Art of Insight 

in Science and 

Engineering

Mastering Complexity

Sanjoy Mahajan

MIT Press, 2014. 408 pp.

Using approximation as a tool for improving understanding

The pseudocolored electron 

micrographs that grace the 

pages of this striking book 

reveal the dazzling array 

of adaptations in the plant 

kingdom. Featuring a wide 

range of seeds, spores, fruits, 

and pollen, the accompanying 

text offers a straightforward 

primer on plant reproduction 

as well as a discussion of the 

Royal Botanic Gardens’ efforts 

to protect plant biodiversity. 

10.1126/science.aab0708

Wonders of the 

Plant Kingdom A 

Microcosm Revealed

By Wolfgang Stuppy, 

Rob Kesseler, and Madeline Harley

University of Chicago Press, 

2015. 156 pp. 
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A glimpse inside 

the flower bud of a 

winter’s bark tree.
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Brazil’s drought: 
Beware deforestation 
BRAZIL, WHICH HAS the world’s largest 

renewable water supplies, has recently 

experienced water shortages, and there-

fore energy crunches, caused by its worst 

drought since 1930 (1). The water crisis 

has spread across large areas of the 

country’s breadbasket region—southeast 

Brazil—affecting crop production, indus-

trial activities, and millions of people. 

After a lengthy delay, the São Paulo 

government has developed emergency 

measures to reduce the severity of the 

water crisis (“Drought triggers alarms in 

Brazil’s biggest metropolis,” In Depth, H. 

Escobar, 20 February, p. 812). Although 

pressing actions are needed to avoid water 

collapse in Brazil, an understanding of 

the importance of preserving large tracts 

of tropical forest, such as the Amazon 

rainforest, is essential to promote more 

effective climate change policies and lower 

the risk of future droughts. 

Long-term research in the Amazon (2) 

suggests that the basin produces some 

9.3 trillion liters of water vapor per year 

through the process of evapotranspiration 

from plants and the soil. A large portion 

of this water vapor—about 3.4 trillion 

liters per year—appears to be transported 

to South America’s south (2). This means 

that, in a nondisturbed ecosystem, the for-

est and atmosphere are basically recycling 

the same water, as well as exporting a 

massive amount of water vapor to distant 

basins. To remove any of these elements 

impairs the whole natural system—a pro-

cess that may not be easily repaired (3).

The unprecedented drought affecting 

Brazil may be a consequence of the deple-

tion of water vapor from the Amazon basin 

that normally brings rain to Brazil’s center 

and southeast regions. Indeed, precipita-

tion levels in the last several months in 

the Amazon were just half that in 2014 

to 2015 over the same period, accord-

ing to Escobar’s News story. Changes in 

rainfall patterns in the Amazon rainfor-

est have been attributed to the ongoing 

human-induced activities such as forest 

conversion and habitat degradation (4). 

Brazilian Amazon deforestation rates over 

the past decade remain lower than historic 

patterns, but with rates rising sharply in 

recent years (5), the southeast and other 

Brazilian regions could well be receiving 

less rainfall.

Given growing concerns about global 

climate change, restoring lost forests and 

limiting deforestation and forest degrada-

tion are important strategies for solving 

climate change, and it should be a priority 

in the environmental agenda of developing 

nations such as Brazil. Otherwise, extreme 

hydrological events—such as the drought 

in São Paulo and the two severe droughts 

within the Amazon basin over the past 

decade (6)—could occur more frequently.

Alison G. Nazareno1* and 

William F. Laurance2

1University of São Paulo, São Paulo, São Paulo State, 
05508-900, Brazil. 2Centre for Tropical Environmental 

and Sustainability Science (TESS) and College of 
Marine and Environmental Sciences, James Cook 

University, Cairns, QLD, 4878, Australia.

*Corresponding author. 
E-mail: alisongn@pg.f clrp.usp.br
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Brazil’s drought: 
Protect biodiversity
THE BRAZILIAN WATER crisis linked to 

climate change has led the government to 

take drastic measures (“Drought triggers 

alarms in Brazil’s biggest metropolis,” In 

Depth, H. Escobar, 20 February, p. 812), 

Edited by Jennifer Sills

LETTERS

ONLINE BUZZ: SCIENCE EDUCATION

Evolution in teaching

I
n his In Depth News story “Why many U.S. biology teachers are ‘wishy-washy’” 

(6 March, p. 1054), J. Mervis describes a recent study showing that students 

training to become teachers do not understand or embrace the concept of 

evolution well enough to teach it. Readers shared their own experiences on the 

subject in the online comments section. Excerpts from their comments are below. 

Read the full comments, and add your own, at http://comments.sciencemag.org/

content/10.1126/science.347.6226.1054.

A selection of your thoughts:

I am surprised that there is still this talk about the theory of evolution in Western 

countries. In India, when I first learned about the theory of evolution in 1966, I 

was absolutely fascinated, as this fits in very well with the Indian philosophy of the 

evolution of the spirit.… Vadakkuppattu Ramanathan

…Decisions concerning curriculum and policy are often made by those who have little 

education in science, which is precisely the reason we must be sure we are adequately 

teaching the nature of science to all citizens…. Evolution is science, and educators must 

understand that what we teach must be what the evidence shows again and again, not 

what we simply want to be true. There is no refutation of religion in evolution, just as 

there is no denial of God in physics, or chemistry, or anatomy. Understanding the true 

nature of science can make this fact undeniably clear…. [We] absolutely need more edu-

cators at the primary and secondary level with strong content knowledge. This will not 

be done by attempting to educate those who want to be in the classroom, but by making 

the classroom appealing for those who excel in science.… Amy Connor

…[B]iology teachers that are highly effective at developing in students an under-

standing of evolutionary biology [and] scientific investigation [depend on] real-life 

experiences with good mentors in the field. It should be a required part of any 

training for teaching.… R. Steven Gumbay

…Evolutionary theory poorly taught ingrains misconceptions in students that can be 

difficult to counter later on, so I sympathize with teachers who hesitate to present the 

subject inexpertly. I didn’t get a good foundation in evolutionary theory until gradu-

ate school and even after 20 years of teaching, I am acutely aware of how much more I 

have to learn about teaching it well.  Mallory Pratt

Published by AAAS
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operational limits of the planet nor the 

negative consequences of biodiversity loss 

on humanity (7). 

Rather than implementing water diver-

sion programs, local, state, and federal 

authorities must work together to raise 

public awareness to prevent water waste, 

conserve aquatic sources and aquatic 

diversity, and restore essential ecosystem 

services in urban centers and agricultural 

areas, according to The CBD 2020 Targets 

(8). Only by meeting these goals can we 

ensure a safe and constant water supply in 

a transparent and sustainable manner. 
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such as water diversion projects to 

transpose water between isolated river 

basins, without regard for biogeography 

or aquatic biodiversity. In São Paulo city, 

the largest metropolis of South America, 

authorities recently approved a project 

that will transfer water from the Paraíba 

do Sul catchment to the Cantareira system 

(1), watersheds that have distinct aquatic 

biota (2). This water diversion will lead 

to the substantial exchange of organisms 

between separate ecoregions (2), result-

ing in a massive introduction of distinct 

biodiversity, bioinvasions, and biotic 

homogenization (3). In turn, we expect 

that biodiversity and ecosystem services, 

including the sustainable provision of the 

water quality, will suffer. 

Projects like this are not isolated 

actions; in semiarid zones (1), plans are 

under way to transpose the São Francisco 

River Basin to different naturally seasonal 

basins in northeastern Brazil (i.e., the 

Caatinga Biome). Authorities have clearly 

neglected or are unaware of the risks 

associated with biological invasions (4) 

and biotic homogenization (5, 6). They 

blame climate change for the current 

water crisis, but acknowledge neither the 

role humans have played in surpassing 

A severe drought has pushed river levels in Brazil’s 

Amazon region to record lows.
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Rush D. Holt, Ph.D., took the helm at 

AAAS in February 2015.

By Kathy Wren

R
ush Holt is, by all accounts, an unfail-

ingly nice guy. He is so considerate of 

others that during an interview at a 

restaurant he will interrupt himself 

to wonder how one of the servers can 

carry his huge load of dishes. But, 

Holt also likes to argue and doesn’t mind 

debating about climate change, as he told 

AAAS staff after becoming the Association’s 

chief executive officer and the executive 

publisher of the Science family of journals. 

Science lies at the heart of the paradox 

between Holt’s kindly demeanor and the 

feistiness required in Congress, where he 

represented New Jersey’s 12th district for 16 

years. That’s because arguing, Rush Holt–

style, is not so much quarreling as it is mar-

shaling the evidence. In fact, the principles 

of doing science—making evidence-based 

decisions, keeping an open mind, and invit-

ing others to check your work—are also es-

sential to making sound public policy and 

good decisions in general, according to Holt. P
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The physicist, educator, policy-maker, 

and leader of AAAS speaks often about 

how thinking like a scientist can help all 

people become better problem-solvers. Sci-

entific thinkers can separate ideology from 

evidence, and they are more aware of the 

mental blind spots that we are prone to, 

such as a tendency to prioritize short-term 

benefits, when evaluating possible courses 

of action.

“I think it’s great to study science even if 

you don’t become a scientist,” Holt said, 

Embracing scientific thinking and en-

couraging more people to do so will remain 

a top priority for AAAS, according to Holt. 

“If you study the American way of thinking 

over the centuries, we’ve been a scientific 

nation even among the people not doing 

science professionally” and have long cel-

ebrated people such as Benjamin Franklin 

for their scientific and technological accom-

plishments, Holt said. AAAS must continue 

to cultivate the public’s appreciation and 

support for science, which is largely “un-

healthy” today, he said.

As a congressman, Holt took strong 

stances on many science- and technology-

related issues, including climate change, 

civil liberties, environmental protection, 

and support for R&D and science education. 

Rep. Bill Foster (D-IL), who is the lone 

physicist now serving in Congress, said that 

he and Holt shared a belief in the impor-

tance of “a quantitative approach to policy 

decisions.” Foster praised Holt’s work on na-

tional security and digital privacy issues and 

said that when parts of the Patriot Act come 

up for reauthorization in June, “his counsel 

and voice will be missed by many members 

of Congress, myself included.”

Holt has shifted between academia and 

politics several times in his career: As a pro-

fessor at Swarthmore College, he also com-

pleted a AAAS Science and Technology Policy 

Fellowship in the office of U.S. Representative 

Bob Edgar. He left Swarthmore to lead the 

Nuclear and Scientific Division of the Office 

of Strategic Forces at the U.S. Department of 

State for 2 years and then became the assis-

tant director of the Princeton Plasma Phys-

ics Laboratory, where he served for 9 years 

before becoming a congressman.

This comfort with navigating both worlds 

developed early in Holt’s life. “In the 7th 

grade, I had my own subscriptions to Sci-

entific American, Science News, and the 

Washington Post,” he said. “Even then I 

saw no incompatibility between science 

and politics.” 

Rush Holt wants everyone to 

think like a scientist
We live in a science-centric nation, even if not everyone 

appreciates it, says AAAS’s new CEO

Published by AAAS
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Holt’s parents also blazed their own trail 

to Washington. Rush Holt Sr. served as a 

U.S. senator from West Virginia and was the 

youngest person to be popularly elected to 

the Senate. 

“I would run into complete strangers who 

would tell me how much my father meant to 

them, how much he had helped them,” Holt 

said. “That’s one of the things that made it 

easy for me to go into politics.”

Holt Jr. was 6 years old when his father 

passed away while serving in the West Vir-

ginia House of Delegates. Holt’s mother, 

then a college biology teacher, filled Holt 

Sr.’s seat for the rest of his term and then be-

came secretary of state and the first woman 

to hold statewide office in West Virginia. 

Later, Helen Holt was appointed by Presi-

dent Eisenhower to head a program to im-

prove the country’s nursing homes, and she 

worked for the Federal Housing Administra-

tion, later the Department of Housing and 

Urban Development, until the 1980s. She 

was reappointed by six U.S. presidents and 

is active today at age 101.

When his mother, who had a masters 

degree in zoology, was teaching at a local 

women’s college, Holt would play in the 

laboratory stockroom after school. With 

a laugh, he recalled “taking some phos-

phorous out of the bottle, taking out some 

mercury and chasing the droplets around 

the floor, and any number of other things I 

shouldn’t have been doing.” 

Holt continued, more soberly: “She was 

also raising three kids as a single mother,” 

after her husband died. “She was more re-

markable than I appreciated at the time.”

Perhaps an early sign of Holt’s willingness 

to try new things in front of a wide audience 

was when, as a graduate student at New 

York University, he tried out for the game 

show Jeopardy! and won five televised con-

tests. Three decades later, while in Congress, 

Holt accepted an invitation to compete in a 

Jeopardy! match against IBM’s computer 

Watson, in order to highlight the impor-

tance of R&D.

With a knack for remembering facts, 

including that “hippophobia” is a fear of 

horses, Holt was the only congressional con-

testant to outscore Watson in his round. 

“I really wanted to draw attention to the 

kind of innovation that was contained in 

the Watson system,” Holt said. “I thought 

we should be talking about R&D in corpora-

tions, and about the possibilities that come 

through research.”

At AAAS, Holt has a new platform for 

encouraging all people to appreciate and 

engage with science. “We should be looking 

at the health of science in America in all its 

aspects, in some cases because nobody else 

is,” he said.

By Becky Ham

W
ith a light-activated protein and 

an optical fiber, Stanford bioen-

gineer Karl Deisseroth can tem-

porarily turn a fearful rat into a 

bold one. He and his colleagues 

can then trace the neural cir-

cuitry of this transformation with a tech-

nique that renders brain tissue as clear as 

glass. These imaging techniques have pro-

vided an unprecedented glimpse of the bi-

ology behind addiction, anxiety, and social 

behavior.

It’s a cliché to say that new discover-

ies shed light on a scientific question, but 

the methods pioneered by Deisseroth and 

others are helping researchers actually see 

the brain in new ways. At the 181st AAAS 

Annual Meeting, researchers demonstrated 

the powerful potential of some of these vi-

sualization techniques in fields from psy-

chology to astronomy. Some scientists at 

the meeting showed how 3D imaging can be 

used to guide facial reconstructive surgery. 

Other researchers demonstrated the poten-

tial of remote sensing technology to monitor 

Earth’s atmosphere and oceans, and the use 

of adaptive optics to discover new planets 

with ground-based telescopes. In education-

themed symposia, attendees learned about 

integrating mapping and graphical literacy 

into science classrooms. And, in public 

policy sessions, presenters discussed how 

neuroimaging could affect the use of memo-

ries in legal proceedings.

Researchers can now use these advances 

to work across fields and to engage nonsci-

entists in their work. In his plenary address 

at the meeting, for instance, University of 

Washington biochemist David Baker dis-

cussed how his research on predicting 3D 

protein structures has led to citizen science 

offshoots that ask the public to solve protein-

folding puzzles or to donate computing 

power to identify new structures for medi-

cines and new materials.

University of Chicago paleontologist and 

plenary speaker Neil Shubin also praised the 

potential of new imaging techniques to open 

up science to the broadest possible audience. 

His lab is preparing digital blueprints of Tik-

taalik, his research team’s famous “fins to 

limbs” fossil discovery, so that more people 

can print out a 3D copy. “We’re entering an 

age where you don’t have to rely on a gate-

keeper to study that fossil, you can use the 

Internet to study that fossil yourself,” he said.

The imaging revolution “lets us visualize 

a world we never knew existed,” said MIT 

geneticist and outgoing AAAS President Ger-

ald Fink in his plenary address. “That vision 

changes the basis of our science, and changes 

the textbooks, and changes our view of the 

universe.” 

More than 9800 scientists, journalists, 

educators, and students attended the 12 to 16 

February meeting, held for the first time in 

San Jose, California. AAAS’s Family Science 

Days, a free public event with hands-on ac-

tivities and demonstrations aimed at K-12 

children, drew more than 5000 people.

AAAS Annual Meeting celebrates 

new ways to visualize science

Karl Deisseroth’s sons ask Neil Shubin 

questions about the Tiktaalik fossil. 
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SOCIAL SCIENCE

Abuse from generation 
to generation? 
Parents who were abused as 
children are thought more 
likely to abuse their own 
children. Widom et al. com-
pared reports from parents, 
from children, and from child 
protective service agency 
records gathered on the same 
families and on matched 
controls. They observed dif-
ferent findings depending on 
which information they used. 
Increases in sexual abuse and 
neglect relative to controls 
were reported by children of 
abuse victims. However, much 
of the believed transmission 
of abuse and neglect between 
generations could be ascribed 
to surveillance or detection 
bias targeted at parents with 
childhood histories of abuse or 
neglect. — BJ

Science, this issue p. 1480 

RESEARCH
Magnetic nanoparticles 
can stimulate the brain   
Chen et al., p. 1477

PARASITOLOGY

Trypanosomes reveal 
tricky tricks in vivo
The sleeping sickness parasite, 
Trypanosoma brucei, is cov-
ered with variant surface glyco 
proteins (VSGs) recognized 
by the host’s immune system. 
The parasite uses a repertoire 
of 2000 VSG genes to switch 
between different surface 
variants, continually evading 
the host’s defensive responses. 
Classic experiments showed 
that one variant succeeded 
another, causing waves of 
infection; however, infection in 

animals shows different behav-
ior. Mugnier et al. discovered 
that several VSGs are expressed 
simultaneously and that the 
repertoire for variation is ampli-
fied even more by recombination 
between the genes to make 
mosaic VSGs. — CA

Science, this issue p. 1470 

ALS GENES 

New players in Lou 
Gehrig’s disease 
Amyotrophic lateral sclerosis 
(ALS), often referred to as “Lou 
Gehrig’s disease,” is a progressive 
neurodegenerative disease that 
affects nerve cells in the brain 
and the spinal cord. Cirulli et al.

sequenced the expressed genes 
of nearly 3000 ALS patients and 
compared them with those of 
more than 6000 controls (see 
the Perspective by Singleton 
and Traynor). They identified 
several proteins that were linked 

to disease in patients. One such 
protein, TBK1, is implicated in 
innate immunity and autophagy 
and may represent a therapeutic 
target. — SMH 

Science, this issue p. 1436; 
see also p. 1422

DNA ORIGAMI 

Reconfigurable DNA 
structures 
DNA origami—nanostructures 
created by programming 
the assembly of single-
stranded DNA through base 
pairing—can create intricate 
structures. However, such 
structures lack the flexible 
and reversible interactions 
more typical of biomolecular 
recognition. Gerling et al. 
created three-dimensional DNA 
nanostructures that assemble 
though nucleotide base-stacking 
interactions (see the Perspective 
by Shih). These structures cycled 

I N  SC IENCE  J O U R NA L S
Edited by Stella Hurtley

SUPERNOVAE 

A place where stars 
are more predictable 

A
strophysicists use reference objects of known 
brightness to determine distances. For example, 
type Ia supernova (SN Ia) always reach nearly 
the same peak brightness. This is because they 
explode when the progenitor white dwarf exceeds 

its supportable mass threshold. Kelly et al. find that a 
particular subset of SN Ia—those in environments with 
high ultraviolet surface brightness and star-formation 
density—can calibrate distances even more tightly. It 
seems that only one or two intrinsic parameters may 
drive the apparent relationship between luminosity, 
color, and fading with time. — MMM 

Science, this issue p. 1459

Composite image 

of the SN 1006 

supernova remnant

Blood smear containing 

trypanosomes

Published by AAAS
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from open to closed states with 

changes in salt concentration or 

temperature. — PDS 

Science, this issue p. 1446; 

see also p. 1417 

NUCLEAR PHYSICS 

Weighing the neutron 
against the proton 
Elementary science textbooks 

often state that protons have the 

same mass as neutrons. This is 

not far from the truth—the neu-

tron is about 0.14% heavier (and 

less stable) than the proton. 

The precise value is important, 

because if the mass difference 

were bigger or smaller, the world 

as we know it would likely not 

exist. Borsanyi et al. calculated 

the mass difference to high 

precision using a sophisticated 

approach that took into account 

the various forces that exist 

within a nucleon. The calcula-

tions reveal how finely tuned our 

universe needs to be. — JS 

Science, this issue p. 1452

BONE BIOLOGY

Rebuilding bone in 
osteoporosis
The skeleton undergoes continu-

ous turnover because osteoblast 

cells build bone and osteoclasts 

break it down. Too much turn-

over can cause osteoporosis. 

The receptor tyrosine kinase 

DDR2 tilts the balance in favor 

of bone formation. Zhang et al. 

found that DDR2 both enhanced 

the development of osteoblasts 

and prevented osteoclasts from 

fully developing and breaking 

down bone. Viral delivery of 

DDR2 increased bone density in 

a mouse model of osteoporosis. 

Thus, increasing DDR2 levels 

in both types of bone cells may 

benefit osteoporosis patients. 

— LKF

Sci. Signal. 8, ra31 (2015).

NEURODEVELOPMENT 

Build the builders before 
the brain 
Humans are much smarter than 

mice—key to this is the relative P
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thickness of the human brain’s 

neocortex. Florio et al. combed 

through genes expressed in 

the progenitor cells that build 

the neocortex and zeroed in on 

one gene found in humans but 

not in mice. The gene, which 

seems to differentiate humans 

from chimpanzees, drives 

proliferation of the key progeni-

tor cells. Mice expressing this 

human gene during develop-

ment built more elaborate 

brains. — PJH

Science, this issue p. 1465 

SNARE PROTEINS 

An explosive way to fuse 
membranes 
The molecular machine that 

promotes membrane fusion 

during intracellular transport 

involves a number of so-called 

SNARE proteins. Ryu et al. 

describe the molecular mecha-

nism by which two proteins 

—NSF and α-SNAP—disas-

semble SNARE complexes. A 

combination of single-molecule 

techniques resolved interme-

diate steps of the reaction. 

Surprisingly, unlike previously 

assumed, NSF did not unwind 

SNARE complexes proces-

sively. Instead, built-up tension 

was released in a single burst 

to “tear” the SNARE complex 

apart in a one-step global 

unfolding reaction. — SMH

Science, this issue p. 1485

1D NANOSTRUCTURES

Crafting organic-
inorganic shish-kebabs
Functionalized inorganic nano-

crystals can be assembled on 

polymeric chains like shish-

kebabs. Xu et al. developed a 

clever and unconventional route 

for the synthesis of one-dimen-

sional (1D) nanostructures. 

They capitalized on rationally 

designed amphiphilic wormlike 

precursors as nanoreactors. 

The approach opens the door 

for the design of intriguing 

hybrid materials with yet to be 

discovered properties. – ZHK

Science Advances 10.1126/ 

sciadv.1500025 (2015).

IN OTHER JOURNALS Edited by Kristen Mueller

and Jesse Smith

CELL REGENERATION

Weaning means more than no more milk

N
ursing mothers provide much needed nutrition to 

offspring, but the full effects of weaning on offspring’s 

physiology is unknown. Stolovich-Rain et al. now show 

that in mice, weaning affects the function of insulin-pro-

ducing beta cells in the pancreas. The ability of beta cells 

to regenerate after injury or to modulate their insulin secre-

tion decreases with age. However, beta cells also regenerated 

poorly in response to injury in very young mice and only gained 

this function upon weaning. These results suggest that at least 

for mouse beta cells, weaning jump-starts the cell cycle and 

modulates insulin production in response to glucose. — BAP

Curr. Biol. 24, 2733 (2014).

Weaning enhances the 

regenerative potential of 

pancreatic beta cells

CANCER BIOLOGY

A CRISPR view of tumor 
metastasis
Large tumors metastasize more 

often than small tumors. Is this 

simply because large tumors 

release a greater number of 

malignant cells into the circula-

tion? Or is it because the genetic 

changes in tumor cells that drive 

them to proliferate rapidly are 

the same as those that promote 

their metastatic behavior? To 

explore this question, Chen et 

al. designed a screen based on 

a genome-editing technology 

called CRISPR-Cas9 to identify 

genes that, when inactivated, 

enhance tumor growth, lung 

metastasis, or both in mice. The 

small set of inactivated genes 

found in metastatic lesions 

largely overlapped with the set 

found in late-stage primary 

tumors, implying that functional 

loss of these genes drives both 

growth and metastasis. — PAK 

Cell 10.1016/j.cell.2015.02.038 (2015). 

CELL BIOLOGY

Fatty acid trafficking in 
starvation 
Starving cells switch their 

metabolism from glucose-based 

to mitochondrial oxidation of 

fatty acids (FAs). This requires 

FAs to move from lipid droplets, 

their home during times of 

ample nutrition, to the mitochon-

dria. Because free FAs in the 

cytoplasm are toxic to cells, cells 

stringently control their traffick-

ing and metabolism. To better 

Published by AAAS
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RESEARCH

POLLINATION 

Conserving pollinator 
services for crops
If pollination fails, ecosystems 

are eroded and we will lose 

reliable sources of many critical 

foodstuffs. Focusing on the 

pollination services provided by 

bees, Goulson et al. review the 

stresses bees are experiencing 

from climate change, infec-

tious diseases, and insecticides. 

We can mitigate some of the 

stress on bees by improving 

floral resources and adopting 

quarantine measures, and by 

surveillance of bee populations. 

Crucially, we need to resolve the 

controversy surrounding pro-

phylactic use of pesticides. — CA

Science, this issue p. 1435

MOLECULAR MOTORS 

Making a molecular motor 
fit for purpose 
Dynactin is an essential cofac-

tor of the microtubule motor, 

cytoplasmic dynein. Dynactin 

contains 23 subunits built 

around a short filament of an 

actin-related protein (Arp1). How 

dynactin is assembled, how it 

functions with dynein, and why 

it is built around an actin-like 

filament is unclear. Urnavicius 

et al. combined cryo–electron 

microscopy structural studies 

and a crystal structure to deter-

mine the three-dimensional 

architecture of dynactin and how 

it interacts with dynein. — SMH

Science, this issue p. 1441

INFECTIOUS DISEASE

Improving treatment 
options for fungal 
infections
Fungal diseases are common 

around the world. Many respond 

readily to treatment. However, 

infections such as invasive 

aspergillosis can be very difficult 

to treat, leading to high mortality. 

Drug resistance in fungal patho-

gens is also a growing problem. 

In a Perspective, Denning and 

Bromley explain the challenges 

encountered in developing new 

antifungal treatments. Although 

few antifungal drugs are cur-

rently coming to market, there 

are some reasons for hope: For 

example, some compounds in 

clinical or preclinical develop-

ment are active against novel 

targets, and much improved 

diagnostics are making the early 

stages of drug development 

more straightforward. — JFU

Science, this issue p. 1414

GEOMICROBIOLOGY 

Building a 
biogeochemical battery 
Iron acts as both a source and 

sink of electrons for microorgan-

isms in the environment. Some 

anaerobic bacteria use oxidized 

Fe(III) as an electron acceptor, 

whereas phototrophic bacteria 

can use reduced Fe(II) as an elec-

tron donor. Byrne et al. show that 

the iron-bearing mineral magne-

tite, which contains both Fe(II) 

and Fe(III), can serve as both an 

electron acceptor and donor. 

Cocultures of iron-reducing and 

iron-oxidizing bacteria exposed 

to simulated day/night cycles or 

changes in organic matter altered 

the ratio of Fe(II) to Fe(III) in 

magnetite particles. — NW

Science, this issue p. 1473

DARK MATTER 

Uncloaking the influence 
of the invisible actor
The idea of dark matter enjoys 

popular support, but two major 

concerns persist: the so-called 

Standard Model excludes it, and 

it cannot be directly detected by 

any telescope. For now, astrono-

mers can only observe dark 

matter’s influence indirectly, 

such as when watching unseen 

creatures perturb the surface of 

a pond. Harvey et al. observed 

72 galaxy collisions to compare 

the resulting centers of mass for 

the gas and stars (from direct 

observations) and for the dark 

matter (by inference). Based 

on these offsets, dark matter is 

clearly present. — MMM 

Science, this issue p. 1462

NEUROTECHNIQUES 

Exciting nerve 
cells deep inside 
the brain 
Current techniques to stimulate 

regions inside the brain need a 

permanently implanted wire or 

an optical fiber. Working in mice, 

Chen et al. developed a method 

to overcome this problem (see 

the Perspective by Temel and 

Jahanshahi). They introduced 

heat-sensitive capsaicin recep-

tors into nerve cells and then 

injected magnetic nanoparticles 

into specific brain regions. The 

nanoparticles could be heated 

by external alternating mag-

netic fields, which activated 

the ion channel–expressing 

neurons. Thus, cellular signal-

ing deep inside the brain can 

be controlled remotely without 

permanent implants. — PRS

Science, this issue p. 1477;

see also p. 1418

QUANTUM GASES 

Atoms behaving in an 
orderly manner 
In physics, interactions between 

components of a system can 

cause it to become more orderly 

in an attempt to minimize 

energy. Such ordered phases 

appear, for example, in magnetic 

systems. Schauss et al. simu-

lated these phenomena using 

a collection of neutral atoms at 

low temperatures. By shining 

laser light on the atoms, the 

authors brought some of them 

into a high-energy state called 

the Rydberg state. By care-

fully varying the experimental 

parameters, they coaxed these 

Rydberg atoms into patterns 

reminiscent of crystal lattices 

in rod- and disk-shaped atomic 

samples. — JS

Science, this issue p. 1455

Edited by Stella Hurtley
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from open to closed states with 

changes in salt concentration or 

temperature. — PDS 

Science, this issue p. 1446; 

see also p. 1417 

NUCLEAR PHYSICS 

Weighing the neutron 
against the proton 
Elementary science textbooks 

often state that protons have the 

same mass as neutrons. This is 

not far from the truth—the neu-

tron is about 0.14% heavier (and 

less stable) than the proton. 

The precise value is important, 

because if the mass difference 

were bigger or smaller, the world 

as we know it would likely not 

exist. Borsanyi et al. calculated 

the mass difference to high 

precision using a sophisticated 

approach that took into account 

the various forces that exist 

within a nucleon. The calcula-

tions reveal how finely tuned our 

universe needs to be. — JS 

Science, this issue p. 1452

BONE BIOLOGY

Rebuilding bone in 
osteoporosis
The skeleton undergoes continu-

ous turnover because osteoblast 

cells build bone and osteoclasts 

break it down. Too much turn-

over can cause osteoporosis. 

The receptor tyrosine kinase 

DDR2 tilts the balance in favor 

of bone formation. Zhang et al. 

found that DDR2 both enhanced 

the development of osteoblasts 

and prevented osteoclasts from 

fully developing and breaking 

down bone. Viral delivery of 

DDR2 increased bone density in 

a mouse model of osteoporosis. 

Thus, increasing DDR2 levels 

in both types of bone cells may 

benefit osteoporosis patients. 

— LKF

Sci. Signal. 8, ra31 (2015).

NEURODEVELOPMENT 

Build the builders before 
the brain 
Humans are much smarter than 

mice—key to this is the relative P
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thickness of the human brain’s 

neocortex. Florio et al. combed 

through genes expressed in 

the progenitor cells that build 

the neocortex and zeroed in on 

one gene found in humans but 

not in mice. The gene, which 

seems to differentiate humans 

from chimpanzees, drives 

proliferation of the key progeni-

tor cells. Mice expressing this 

human gene during develop-

ment built more elaborate 

brains. — PJH

Science, this issue p. 1465 

SNARE PROTEINS 

An explosive way to fuse 
membranes 
The molecular machine that 

promotes membrane fusion 

during intracellular transport 

involves a number of so-called 

SNARE proteins. Ryu et al. 

describe the molecular mecha-

nism by which two proteins 

—NSF and α-SNAP—disas-

semble SNARE complexes. A 

combination of single-molecule 

techniques resolved interme-

diate steps of the reaction. 

Surprisingly, unlike previously 

assumed, NSF did not unwind 

SNARE complexes proces-

sively. Instead, built-up tension 

was released in a single burst 

to “tear” the SNARE complex 

apart in a one-step global 

unfolding reaction. — SMH

Science, this issue p. 1485

1D NANOSTRUCTURES

Crafting organic-
inorganic shish-kebabs
Functionalized inorganic nano-

crystals can be assembled on 

polymeric chains like shish-

kebabs. Xu et al. developed a 

clever and unconventional route 

for the synthesis of one-dimen-

sional (1D) nanostructures. 

They capitalized on rationally 

designed amphiphilic wormlike 

precursors as nanoreactors. 

The approach opens the door 

for the design of intriguing 

hybrid materials with yet to be 

discovered properties. – ZHK

Science Advances 10.1126/ 

sciadv.1500025 (2015).

IN OTHER JOURNALS Edited by Kristen Mueller

and Jesse Smith

CELL REGENERATION

Weaning means more than no more milk

N
ursing mothers provide much needed nutrition to 

offspring, but the full effects of weaning on offspring’s 

physiology is unknown. Stolovich-Rain et al. now show 

that in mice, weaning affects the function of insulin-pro-

ducing beta cells in the pancreas. The ability of beta cells 

to regenerate after injury or to modulate their insulin secre-

tion decreases with age. However, beta cells also regenerated 

poorly in response to injury in very young mice and only gained 

this function upon weaning. These results suggest that at least 

for mouse beta cells, weaning jump-starts the cell cycle and 

modulates insulin production in response to glucose. — BAP

Curr. Biol. 24, 2733 (2014).

Weaning enhances the 

regenerative potential of 

pancreatic beta cells

CANCER BIOLOGY

A CRISPR view of tumor 
metastasis
Large tumors metastasize more 

often than small tumors. Is this 

simply because large tumors 

release a greater number of 

malignant cells into the circula-

tion? Or is it because the genetic 

changes in tumor cells that drive 

them to proliferate rapidly are 

the same as those that promote 

their metastatic behavior? To 

explore this question, Chen et 

al. designed a screen based on 

a genome-editing technology 

called CRISPR-Cas9 to identify 

genes that, when inactivated, 

enhance tumor growth, lung 

metastasis, or both in mice. The 

small set of inactivated genes 

found in metastatic lesions 

largely overlapped with the set 

found in late-stage primary 

tumors, implying that functional 

loss of these genes drives both 

growth and metastasis. — PAK 

Cell 10.1016/j.cell.2015.02.038 (2015). 

CELL BIOLOGY

Fatty acid trafficking in 
starvation 
Starving cells switch their 

metabolism from glucose-based 

to mitochondrial oxidation of 

fatty acids (FAs). This requires 

FAs to move from lipid droplets, 

their home during times of 

ample nutrition, to the mitochon-

dria. Because free FAs in the 

cytoplasm are toxic to cells, cells 

stringently control their traffick-

ing and metabolism. To better 

Published by AAAS
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understand how cells coordinate 

these processes during starva-

tion, Rambold et al. tracked 

fluorescently labeled FAs in live 

mouse cells. Enzymes called 

lipases freed FAs from lipid 

droplets, allowing their transfer 

to highly fused mitochondria 

located nearby. Autophagy, 

an intracellular degradation 

process, replenished FAs to lipid 

droplets. Such careful coordi-

nation allows cells to generate 

substrates for mitochondrial 

energy production while pre-

venting free FAs–related toxicity. 

— MSM

Dev. Cell 10.1016/

j.devcel.2015.01.029 (2015).

ORGANIC CHEMISTRY

Ionic liquids can ring in 
carbon dioxide
The growing risks of atmo-

spheric carbon dioxide (CO2) 

emissions are prompting chem-

ists to explore more productive 

uses for the gas.  Hu et al. pre-

sent a simple means of coaxing 

carbon dioxide into small, 

ring-shaped molecules called 

oxazolidinones, which are of 

interest in medicinal chemistry 

research. Specifically, they found 

that certain ionic liquids can 

act as both solvent and catalyst 

to couple CO2 with propargylic 

amines. This environmentally 

benign approach avoids the 

need to add metals to acceler-

ate the reaction. The solvent 

showed consistent performance 

over five cycles of recovery and 

reuse. — JSY

Angew. Chem. Int. Ed. 10.1002/

anie.201411969 (2015).

MATERIALS SCIENCE

Something fishy about 
synthetic armor
Many fish are covered in rigid 

scales attached to a flexible der-

mis layer, an arrangement that is 

compliant, resistant to penetra-

tion, and lightweight—in other 

words, an efficient coat of armor. 

Fink et al. use this as inspira-

tion for a synthetic protective 

material based on a stretchable 

mesh that supports a set of hard 

plastic tiles. The mesh, made 

from periodically repeating, 

sinusoidal polypropylene fibers, 

provides in-plane elasticity and 

holds the scales, made from cel-

lulose acetate butyrate, in place 

as the material is deformed. It 

also provides a mechanism for 

scales to rotate and interact with 

adjacent scales. The mechanical 

response during in-plane defor-

mation, flexure, and indentation 

showed many of the advanta-

geous attributes of its biological 

counterpart. — MSL

ACS Appl. Mater. Interfaces 10.1021/

acsami.5b00258 (2015).

EDUCATION

A CURE for promoting 
undergraduate research
In a perfect world, all under-

graduate students would 

participate in a Course-based 

Undergraduate Research 

Experience (CURE). Students 

participating in CUREs report 

gains  similar to those of stu-

dents participating in research 

internships, promoting CUREs 

as a scalable alternative. What, 

exactly, do we know about the 

causal mechanisms underlying 

the efficacy of CUREs? Using a 

systems approach, Corwin et al. 

reviewed literature on CUREs 

and research internships, gener-

ated a comprehensive set of 

outcomes, and connected these 

outcomes to what students 

actually do while enrolled in a 

CURE. These individual outcome 

models were then combined into 

an overarching model depicting 

the relationships among student 

activities and outcomes. These 

models are presented with the 

hope that the CURE community 

will test and revise them. — MM

CBE Life Sci. Educ. 10.1187/

cbe.14-10-0167 (2014).

CONSERVATION

The hazards of isolation

C
limate change affects animals in many ways, including 

shrinking and shifting their range. On continents, shifts 

may facilitate adaptation, but many highly threatened 

species live in regions where geography limits how far 

their range can shift. One region facing this challenge 

is Madagascar, where most species are endemic. Brown 

and Yoder used a suite of spatial modeling approaches to 

predict how warming might affect Madagascar’s iconic lemur 

species. They found that 60% of lemur species face range 

contractions due to climate change. They highlight regions of 

highest conservation concern and conclude that long-term 

persistence of lemurs will require maintaining dispersal cor-

ridors and reducing habitat loss. — SNV

Curr. Biol. 24, 2733 (2014).

Fish scales inspire flexible armor

Climate change threatens 

lemurs in Madagascar.

Published by AAAS



REVIEW SUMMARY
◥

POLLINATION

Bee declines driven by combined
stress from parasites, pesticides, and
lack of flowers
Dave Goulson,* Elizabeth Nicholls, Cristina Botías, Ellen L. Rotheray

BACKGROUND: The species richness of
wild bees and other pollinators has declined
over the past 50 years, with some species
undergoing major declines and a few going
extinct. Evidence of the causes of these losses
is patchy and incomplete, owing to inade-
quate monitoring systems. Managed honey
bee stocks have also declined in North Amer-
ica and many European countries, although
they have increased substantially in China.
During this same period, the demand for in-
sect pollination of crops has approximately
tripled, and the importance of wild pollina-
tors in providing such services has become
increasingly apparent, leading to concern
that we may be nearing a “pollination crisis”
in which crop yields begin to fall. This has

stimulated much-needed research into the
causes of bee declines. Habitat loss, which
has reduced the abundance and diversity of
floral resources and nesting opportunities,
has undoubtedly been a major long-term
driver through the 20th century and still
continues today. In addition, both wild and
managed bees have been exposed to a suc-
cession of emerging parasites and pathogens
that have been accidentally moved around
the world by human action. The intensifica-
tion of agriculture and increasing reliance on
pesticides means that pollinators are also
chronically exposed to cocktails of agrochem-
icals. Predicted changes in global climate are
likely to further exacerbate such problems in
the future.

ADVANCES: It has lately become clear that
stressors do not act in isolation and that
their interactions may be difficult to predict;
for example, some pesticides act synergisti-

cally rather than additive-
ly. Both pesticide exposure
and food stress can impair
immune responses, render-
ing bees more susceptible
to parasites. It seems cer-
tain that chronic exposure

to multiple interacting stressors is driving
honey bee colony losses and declines of wild
pollinators, but the precise combination ap-
parently differs from place to place.
Although the causes of pollinator decline

may be complex and subject to disagreement,
solutions need not be; taking steps to reduce
or remove any of these stresses is likely to
benefit pollinator health. Several techniques
are available that have been demonstrated
to effectively increase floral availability in
farmland. Similarly, encouraging gardeners
to grow appropriate bee-friendly flowers
and to improve management of amenity grass-
lands can also reduce dietary stress. Retaining
or restoring areas of seminatural habitat
within farmland will improve nest site avail-
ability. A return to the principles of integrated
pest management and avoidance of prophy-
lactic use of agrochemicals could greatly de-
crease exposure of bees to pesticides.

OUTLOOK: Interactions among agrochemi-
cals and stressors are not addressed by cur-
rent regulatory procedures, which typically
expose well-fed, parasite-free bees to a single
pesticide for a short period of time. Devising
approaches to study these interactions and
incorporating them into the regulatory pro-
cess poses amajor challenge. In themeantime,
providing support and advice for farmers in
more sustainable farming methods with re-
duced pesticide use is likely to have broad
benefits for farmland biodiversity. Enforcing
effective quarantine measures on bee move-
ments to prevent further spread of bee par-
asites is also vital. Finally, effectivemonitoring
of wild pollinator populations is urgently
needed to inform management strategies.
Without this, we have no earlywarning system
to tell us how close we may be to a pollination
crisis. With a growing human population and
rapid growth in global demand for pollina-
tion services, we cannot afford to see crop
yields begin to fall, and we would be well ad-
vised to take preemptive action to ensure that
we have adequate pollination services into
the future.▪
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Multiple interacting stressors drive bee declines. Both wild and managed bees are subject
to a number of important and interacting stressors. For example, exposure to some fungicides
can greatly increase the toxicity of insecticides, whereas exposure to insecticides reduces
resistance to diseases. Dietary stresses are likely to reduce the ability of bees to cope with
both toxins and pathogens.P
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POLLINATION

Bee declines driven by combined
stress from parasites, pesticides, and
lack of flowers
Dave Goulson,* Elizabeth Nicholls, Cristina Botías, Ellen L. Rotheray

Bees are subject to numerous pressures in the modern world. The abundance and diversity
of flowers has declined; bees are chronically exposed to cocktails of agrochemicals, and
they are simultaneously exposed to novel parasites accidentally spread by humans.
Climate change is likely to exacerbate these problems in the future. Stressors do not act in
isolation; for example, pesticide exposure can impair both detoxification mechanisms and
immune responses, rendering bees more susceptible to parasites. It seems certain that
chronic exposure to multiple interacting stressors is driving honey bee colony losses and
declines of wild pollinators, but such interactions are not addressed by current regulatory
procedures, and studying these interactions experimentally poses a major challenge. In the
meantime, taking steps to reduce stress on bees would seem prudent; incorporating
flower-rich habitat into farmland, reducing pesticide use through adopting more
sustainable farming methods, and enforcing effective quarantine measures on bee
movements are all practical measures that should be adopted. Effective monitoring of wild
pollinator populations is urgently needed to inform management strategies into the future.

I
nsect pollination is vitally important to ter-
restrial ecosystems and to crop production.
The oft-quoted statistics are that 75% of our
crop species benefit from insect pollinators
(1), which provide a global serviceworth $215

billion to food production (2). Hence, the chance
that we may be facing a “pollination crisis” (3, 4),
in which crop yields begin to fall because of in-
adequate pollination, has generated understand-
able debate and concern and stimulated much
research in recent decades. Nonetheless, knowl-
edge gaps remain substantial with regard to both
the extent and causes of pollinator declines. In-
deed, for most regions of the globe and for most
wild pollinator taxa, we have no data as to wheth-
er there have actually been declines. Our best es-
timates are for numbers of domesticated honey
bee colonies, which can be obtained for many
countries with varying reliability. These suggest
that numbers of managed honey bee colonies
have decreased in Europe [25% loss of colonies in
central Europe between 1985 and 2005 (5)] and
markedly in North America [59% loss of colonies
between 1947 and 2005 (6, 7)]. However, overall
global stocks actually increased by ~45% between
1961 and 2008 because of a major increase in
numbers of hives in countries such as China and
Argentina (8). Conversely, there are widespread
reports of unusually high rates of honey bee
colony loss from many parts of the world, some-
times ascribed to a syndrome known as colony
collapse disorder (CCD) (9). It seems that socio-

economic factors such as increasing demand for
pollination or honey (10) are at present sufficient
to incentivize beekeepers to overcome problems
with bee health when examined at a global scale,
but not locally in North America and Europe.
If we turn to wild pollinators, the best data

available are for bumblebees (11). In Europe,
many species have undergone substantial range
contractions and localized extinction, with four
species going extinct throughout the continent
(11, 12) (Fig. 1A). In North America, some for-
merly abundant and widespread species such as
Bombus terricola and B. occidentalis underwent
severe declines from the late 1990s onward and
now occupy only a small fraction of their former
range (Fig. 1B) (13, 14). Bombus franklini, a spe-
cies formerly found in northern California and
Oregon, has not been recorded since 2006 and is
presumed extinct. In a study of the bumblebee
fauna of Illinois over the past 100 years, Grixti et al.
(15) described substantial declines in species di-
versity, particularly during the period 1940–1960,
with the extirpation of four species during the
20th century. In South America, the recent in-
vasion by the European species B. terrestris is
causing precipitous declines in the native B.
dahlbomii (16). There is some evidence of loss
of species richness from lowland areas of Sichuan
in China (17, 18) and a few reports of declines in
Japan from the mid-1990s onward (19, 20), but
elsewhere in theworld, few data are available. For
the remaining wild bees, data are exceedingly
sparse, although they comprise the large major-
ity of the world’s approximately 22,000 bee spe-
cies. Analysis of historic records suggests that
diversity of both bumblebees and other wild bees

declined in the United Kingdom, the Nether-
lands, and Belgium during the 20th century, but
that these declines have decelerated since 1990
(21, 22). In surveys in Illinois, 50% of wild bee
species went extinct over a 120-year period to
2010 (23). Given that bee diversity has declined
in both Europe and the Americas, it is probably
reasonable to assume that declines are also oc-
curring elsewhere across the globe.
The biggest knowledge gap concerns bee abun-

dance; although we have maps of past and pre-
sent distributions of bees for some well-studied
countries such as the United Kingdom, we have
almost no data on howpopulations have changed
over time. Hence, we do not know whether com-
mon species such as B. terrestris in Europe or B.
impatiens in North America are less abundant
than formerly, or whether they are currently in
decline. Most pollination is delivered by a small
number of these abundant species, which tend to
have large distributions. Declines in their abun-
dance would not be detected in distributionmaps
until they become extinct in parts of their range,
which is rather late to introduce conservation
measures.
Another way to examine the likelihood or

proximity of a pollination crisis is to examine
delivery of pollination services. Although global
honey bee stocks have increased by ~45%, de-
mand has risenmore than supply; the fraction of
global crops that require animal pollination has
tripled over the same time period (8), making
food production more dependent on pollinators
than before. It has also emerged that the major-
ity of crop pollination at a global scale is de-
livered by wild pollinators rather than honey
bees. Yields correlate better with wild pollinator
abundance than with abundance of honey bees
(24–26); hence, increasing honey bee numbers
alone is unlikely to provide a complete solution
to the increasing demand for pollination. Reli-
ance on a single species is also a risky strategy
(27). Whereas Aizen et al. (28) concluded from a
global analysis of changing crop yields over time
that there was not yet any clear evidence that a
shortage of pollinators was reducing yield, a sub-
sequent analysis of the same data set by Garibaldi
et al. (29) showed that yields of pollinator-
dependent crops are more variable, and have
increased less, than crops that do not benefit
from pollinators, to the extent that a shortage of
pollinators is reducing the stability of agricul-
tural food production. In a meta-analysis of 29
studies on diverse crops and contrasting biomes,
Garibaldi et al. (30) found that wild pollinator
visitation and yields generally drop with increas-
ing distance from natural areas, which suggests
that yields on some farms are already affected by
inadequate pollination.
To summarize the changes during the past 50

years: Global honey bee stocks have increased
while wild bees appear to have declined sub-
stantially, as evidenced by data for bumblebees
and very scant data for other bee species. The
demand for insect pollinators in farming has
tripled during the same period. There is clearly
nomajor pollination crisis yet, but there is evidence
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for localized limitation of crop yield as a result of
inadequate pollination.

Drivers of wild bee declines and
honey bee colony losses

Habitat loss

Bee declines have been attributed to many fac-
tors, some more plausible than others; how-
ever, the clear consensus is that loss of habitat
has been a long-term contributor to declines
(11, 31–33). Bees require appropriate floral re-
sources during the adult flight season, which
may be short for some solitary species or year-
long for social species in tropical environments.
They also require undisturbed nest sites, with
different species occupying diverse locations (e.g.,
cavities underground, hollow-stemmed twigs,
burrows in the soil, even abandoned snail shells).
The conversion of natural and seminatural flower-

rich habitat to farmland has been a major driver
of long-term declines in bees. For example, in the
United Kingdom, approximately 97% of flower-
rich grasslands were lost in the 20th century
(34), and this has resulted in major range con-
tractions of bee species associated with this hab-
itat, particularly long-tongued bumblebees (11).
Declines of similar magnitude have affected the
grasslands of North America, although these be-
gan in the early 19th century (35).
Urbanization also contributes to loss of nat-

ural habitat, but the net effect on bees is less
clear. Gardens can support high densities of wild
bees, particularly bumblebees and some solitary
bee species, but highly urbanized environments
have few bees (36, 37), and the building of roads
and other infrastructure undoubtedly contributes
to the ongoing fragmentation and degradation of
habitats. Increased traffic can also cause direct
mortality through collisions (38), although the

number of bees killed in this way is not known.
The planting of road verges and traffic islands
with wildflowers is often promoted as a means of
boostingurbanpollinatorpopulations, but itmight
increase mortality by vehicle collisions.

Parasites and disease

Bees naturally suffer from a broad range of par-
asites, parasitoids, and pathogens, the latter in-
cluding protozoans, fungi, bacteria, and viruses.
By far the majority of research has focused on
those associated with honey bees and to a lesser
extent with bumblebees; very little is known
about the pathogens of other wild bee species.
Some bee disease agents, such as deformed wing
virus (DWV) and Nosema ceranae, have broad
host ranges and are able to infect both honey bees
and bumblebees; others, such as Crithidia bombi
or Paenibacillus larvae, seem to be more host-
specific (39–41). Although natural pathogens un-
doubtedly play an important but poorly understood
role in influencing the population dynamics of
their bee hosts, our focus here is on the impacts
that non-native parasites and pathogensmay have.
The spread of most honey bee parasites and

pathogens has occurred inadvertently as a result
of transporting honey bees long distances. Much
of this happened in historic times, but it continues
despite some improvements in quarantine proce-
dures. The best-known example is themiteVarroa
destructor, originally associated with the Asian
honey bee Apis cerana. Varroa has since jumped
hosts to the European honey bee Apis mellifera,
which has little resistance to this pest. Since the
1960s, Varroa has spread from Asia to Europe,
the Americas, and most recently to New Zealand.
The mite acts as a vector for pathogens such as
DWV, and the combined effect of the mite and
the diseases it transmits is a major contributor to
honey bee colony losses in North America and
Europe (42, 43). Fortunately, the mite appears un-
able to survive on bees outside the genus Apis.
A strikingly similar series of events has also

seen the microsporidian N. ceranae jump from
A. cerana to A. mellifera, and in the past 20 years
it has spread to Europe and the Americas,
where it is now prevalent at high frequency
(Fig. 2) (44, 45). It has also been detected in
wild bumblebees in Europe, China, and South
America (41, 46, 47) and in solitary bees in Eu-
rope (48). In the lab, N. ceranae appears to have
higher virulence in bumblebees than it does in
honey bees (41), although the impact it has had
on wild populations is unknown. Asia is not the
only source of non-native diseases; the African
honey bee parasite Aethina tumida (small hive
beetle) recently invaded North America, Egypt,
Australia, and Europe, and causes considerable
damage to B. impatiens colonies (49, 50). It seems
highly likely that it also attacks other wild bum-
blebee species that are not so readily cultured and
are therefore less well studied.
Bee diseases are also being redistributed around

the globe by the commercial trade in bumblebee
colonies, which are mainly used for pollination
of greenhouse crops such as tomatoes. This trade
began in the 1980s in Europe, and now more
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Fig. 1. Some wild bee species have
undergone major range contrac-
tions. (A) The bumblebee Bombus
distinguendus in the United Kingdom
(data from the National Biodiversity
Network, UK). (B) Bombus affinis in
North America (map produced by
the Xerces Society; list of data pro-
viders at www.leifrichardson.org/bbna.
html). [Photo: Dave Goulson, Johanna
James-Heinz]
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than 1 million nests of the European B. terrestris
are reared each year and exported to various
countries. In North America, the eastern Amer-
ican species B. impatiens is reared for this pur-
pose. Unfortunately, it does not yet seem possible
to rear colonies that are free of disease, not least
because thebees are rearedonhoneybee–collected
pollen, providing a route for exposure to many bee
pathogens. Commercial colonies of B. terrestris are
commonly infected with one or more parasites,
including Nosema bombi, N. ceranae, Apicystis
bombi, and DWV (41).
There is evidence that non-native pathogens

or pathogen strains associated with these colo-
nies are having devastating impacts on wild
bumblebee populations. In North America, the
accidental importation of a non-native strain of
the parasite N. bombi via commercial bumble-
bees has been implicated in the marked decline
of several bumblebee species, although convincing
causal evidence remains elusive (51, 52). The evi-
dence from South America is clearer; here, B.
terrestris were deliberately introduced by the
Chilean government despite the presence of na-
tive Bombus species, with terrestris spreading
rapidly to occupy a vast area of southern South
America. The arrival of B. terrestris appears to

have led to the rapid local extinction of the native
B. dahlbomii at a speed plausibly explained only
by pathogen spillover (16). Although the parasite
responsible has yet to be ascertained with cer-
tainty, both A. bombi and C. bombi have been
shown to be highly prevalent in the invasive spe-
cies (16, 53). There is a clear parallel with the
devastating impact of European diseases on na-
tive Americans 500 years ago.
Evenwhen commercial bees are free of disease

upon arrival or are infected only with indigenous
parasites, they can still affect native pollinators.
High-density populations of managed bees may
provide conditions for the rapidmultiplication of
parasites that then spill over into wild popula-
tions (54–56). A combination of field observations
and modeling suggests that waves of Crithidia
bombi infection travel outward from greenhouses
containing commercial bumblebees. Prediction
indicates that waves can spread at ~2 km per
week, with up to 100% of wild bees within the
spreading radius becoming infected, although this
is not yet well supported by direct evidence (55).
In general, we know little about the natural

geographic range, host range, prevalence, or vir-
ulence of most bee pathogens, and so it would
seemwise to take very careful precautions to pre-

vent further introductions of bee pathogens from
outside their native range, in addition to mini-
mizing any spillover from commercial pollination
operations (52, 57).

Pesticides

Pesticides are the most controversial and de-
bated cause of bee declines. When appropriately
used, pesticides provide a clear economic bene-
fit, but they bring the welfare of bees into direct
conflict with industrial agriculture. Herbicides
are highly effective at minimizing weed prob-
lems in most cropping systems, enabling farmers
to grow near-pure monocultures, but their use
inevitably reduces the availability of flowers for
pollinators and can contribute substantially to
rendering farmland an inhospitable environment
for bees (11, 58, 59). Understandably, most atten-
tion has been paid to the direct toxic effects of
pesticides on bees, particularly the impacts of
insecticides. Of the 161 different pesticides that
have been detected in honey bee colonies (60, 61),
Sanchez-Bayo and Goka (61) predicted that
three neonicotinoids (thiamethoxam, imidaclo-
prid, and clothianidin) and two organophosphates
(phosmet and chlorpyrifos) pose the biggest risk
to honey bees at a global scale, as determined
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Fig. 2. World distribution of the microsporidian pathogen Nosema cera-
nae in different bee hosts.This parasite was first isolated from the Eastern
honeybee (A. cerana) collected in China in 1996 (163) and was subsequently
found infecting Western honey bees (A. mellifera) in Europe in 2005 (164).
Soon after, N. ceranae was detected in A. mellifera in many regions of the
world, including Africa, Asia, the Americas, and Oceania (44, 45, 165–168),
and more recently in other bee species including several Asian Apis species
(169, 170) and wild bumblebee species from Europe, China, and South
America (41, 46, 47). N. ceranae has also now been detected in solitary bees
from Europe (48), confirming a very wide range of hosts and high dispersal

rate. Although the origins and primary host of N. ceranae are yet to be
accurately established, the apparent late and gradual invasions of N. ceranae
into different A. mellifera populations have led some authors to suggest that
A. cerana may be the primary host of N. ceranae and that it may have only
recently emerged as a parasite of Western bees (170). The mechanism by
which N. ceranae broadened its host range from an Asian bee species to
other bee species across the world is unknown, but there has been human-
mediated contact between Asian and Western bees for at least a century.
Note that regions in the figure where Nosema appears to be absent (white)
may be due to a lack of sampling in these areas.
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from data on toxicity, frequency in hives, and
concentrations detected. It is clear that bees are
often chronically exposed to cocktails of pesti-
cides throughout their development and adult
life (61–64), but the effects of this are poorly un-
derstood and are not examined by current reg-
ulatory procedures for risk assessment (65).
Neonicotinoids are the newest of the main

insecticide classes and are the groupmost strong-
ly implicated in bee declines (65, 66). They are
neurotoxins that target the insect central nervous
system, binding to postsynaptic nicotinic acetyl-
choline receptors and causing overstimulation,
paralysis, and death (67). These insecticides are
commonly applied as seed treatments and are
systemic within plants, spreading through plant
tissues and into the pollen and nectar of flower-
ing crops such as canola. They are also water-
soluble but highly persistent in soil and soil water,
and as a result have been found at biologically rel-
evant concentrations in the pollen and nectar of
wildflowers near crops (63). Thus, there is a clear
route for ingestion by bees. Oral toxicity is high,
with the short-termLD50 for themost commonly
used neonicotinoids in the range of 4 to 5 ng per
honey bee (68) (LD50 = lethal dose 50%, the dose
that kills 50%of test organisms). Long-termchron-
ic exposure results in mortality in overwintering
honey bees when feeding on food contaminated
with concentrations as low as 0.25 ppb (69). Sub-
lethal effects of neonicotinoid exposure have also
been observed in both honey bees and bumble-
bees, including reductions in learning, foraging
ability, and homing ability, all of which are essen-
tial to bee survival (70–74). Yang et al. (75) recently
showed that even low exposure during the larval
stage (0.04 ng per larva, equating to less than 1%
of the LC50 for adult bees) can have a lasting
impact on learning in adult honey bees (LC50 =
lethal concentration 50%, the concentration that
kills 50% of test organisms).
It seems very likely that bees living in most

arable farmland are routinely exposed to suffi-
cient neonicotinoids to suffer both lethal and sub-
lethal effects. However, whether this translates
into a detrimental effect at the colony level re-
mains disputed. In bumblebees, exposure of
colonies to field-realistic concentrations of imida-
cloprid greatly impaired colony growth and re-
duced queen production by 85% (76). In contrast,
field studies with honey bee colonies have proved
more challenging to perform convincingly (77, 78),
not least because of the huge areas over which
honey bees forage, the lack of a clear endpoint to
colony development, and their long-term storage
of food reserves. This lack of clear evidence of
harm in the field is often misinterpreted as
evidence that toxicological studies on individual
bees do not translate into colony losses in the
field, rather than as the absence of evidence.

Monotonous diets

Intensively farmed areas provide few wildflow-
ers but do provide spatially and temporally iso-
lated gluts of flowers, in the form of mass-flowering
crops such as sunflowers and canola. If a human
were to consume nothing but sardines one month,

chocolate the next, turnips the month after, and
so on, one could reasonably expect that person to
fall ill. This may seem a frivolous example, but it is
a reasonable parallel to the experience of some
honey bee colonies, particularly those in North
America that are transported back and forth
across the continent each year to provide pollina-
tion for major crops such as almonds in Califor-
nia, blueberries in Maine, and citrus in Florida.
Where the nectar or pollen of crop flowers contain
toxins, such as the glycoside amygdalin found
in almonds (79), bees might potentially consume
harmful concentrations of such substances.
More generally, it seems certain that bees in-

habiting intensive farmland have a more monot-
onous diet than they would have experienced in
their evolutionary past, but how thismight affect
their fitness remains unclear. The pollen of dif-
ferent plant species varies greatly in protein con-
tent, amino acid composition, lipid, starch, and
vitamin and mineral content. Nectar commonly
contains varying and low concentrations of a
range of nutrients and other compounds of largely
unknown importance (80–84). Thus, we might
expect the type and range of flowers available to
affect individual bee health and colony fitness in
multiple ways; for example, in honey bees, both
pollen quality and diversity influence longevity,
physiology, and resistance or tolerance to disease
(85–88). However, this topic has been little in-
vestigated, particularly for wild bees. The per-
ception that honey bees may be receiving an
inadequate diet has led to the development of
protein supplements, but once again, there has
been little research on the long-term effectiveness
of such supplements on colony health (89, 90).
Interpreting the effects of availability of mass-

flowering crops on bees and their colonies is
further complicated because visiting such crops
often exposes bees to pesticide residues, so that
positive effects of increased food availability may
be offset by negative effects of the pesticide.
Some studies have found positive effects of prox-
imity to canola on bumblebee colony growth and
abundance (91, 92) and on numbers of nesting
red mason bees Osmia bicornis (93, 94); others
have found no relationship for bumblebees (58, 95)
nor for solitary bees (96). Interestingly, none of
these studies considered what role pesticides
might have played in mediating the effect of
the crop, or even reported which pesticides were
applied to crops in the study area—an omission
that now seems naïve, given the recent focus on
impacts of neonicotinoid insecticides on bees.

Shipping fever

It seems reasonable to hypothesize that the long-
distance transport of bees, as routinely occurs
for honey bees in North America and for com-
mercial bumblebee colonies, places stress on the
colonies. For several days, they may be confined
and subject to vibration, high temperatures, high
levels of carbon dioxide, and irregular disturbance.
It has long been known that such stress can ac-
tivate bacterial and viral infections in vertebrate
livestock (97), but this has not been investigated
in bees, although Bakonyi et al. (98) suggested

that shipping stress may have contributed to
honey bee colony losses in Hungary. This is
clearly an area where further research is needed.

Competition

The role of competition in determining the
relative abundance of species is notoriously dif-
ficult to ascertain in mobile organisms such as
bees, but it seems likely that competition for
floral resources and perhaps also for nest sites
does occur in natural communities, and that it
can be exacerbated by the introduction of non-
native species, particularly when the latter are
present at high densities (57). For example, there
is evidence that high concentrations of domestic
honey bee hives can displace wild bumblebees
from their preferred foodplants and from whole
areas if hive densities are sufficiently high (99, 100).
This can result in a reduction in the size of bum-
blebee workers (101) and reduced reproductive
success of bumblebee colonies (102). Although in
general, the interests of honey bee keepers and
wild bee conservationists are aligned (all would
agree on the benefits of increasing floral resources,
reducing exposure to pesticides, and preventing
invasions of alien pathogens), there may occasion-
ally be conflict where beekeepers wish to place
hives in areas with important populations of rare
wild bees (57).

Climate change

Climate change is widely accepted to pose one
of the largest threats to biodiversity worldwide,
but likely impacts on pollinators and pollination
are not well understood. One danger is that the
phenology of pollinators may diverge from that
of the plants they pollinate, with potentially di-
sastrous consequences for both, but there is little
evidence that this has happened so far (103). Ad-
vances in flowering and bee emergence are often
broadly similar, and in any case few plants are
dependent on a single pollinator, so that any mis-
match with one pollinator is likely to be com-
pensated by increased availability of another
(103, 104).
Another potential effect of climate change is as

a driver of range shifts, leading to a spatial mis-
match between plants and pollinators. Range
shifts in response to climate have been demon-
strated in butterflies (105) and are to be expected
in bees (13); for example, there is already evi-
dence that the lower altitudinal limit of some
montane bumblebees has shifted uphill in Spain
(106). We would predict declines in bumble-
bees at the southern edge of their range be-
cause they tend to be poorly adapted to high
temperatures.
Of course, climate change is not solely as-

sociated with warming; extreme weather events
such as storms, floods, and droughts are predicted
to increase, and we would expect these to have
major impacts on local bee communities. For ex-
ample, flooding is likely to be harmful to themany
bee species that nest or hibernate underground.
Overall, although there is little strong evi-

dence that climate change has yet had any great
effect on bees, it is likely to provide a growing
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source of stress in the future thatwould exacerbate
the impact of other factors such as habitat loss.

Interactions between stressors

Unfortunately, the public debate on bee health
has often become polarized, with claims that,
for example, Varroa or neonicotinoid insecticides
are the sole or primary cause of bee declines or
honey bee colony losses. If a middle-aged man
who is overweight, does little exercise, and smokes
and drinks heavily were to die of a heart attack,
we would not be surprised and we might not
spend too long arguing over which single risk
factor was most important in bringing about his
untimely demise. Similarly, wild bee declines
and honey bee colony losses are clearly due to
multiple, interacting, and sometimes synergistic
factors, and the combination of factors involved
no doubt varies in time and space.
In general, the combined effect of multiple

stressors is likely to be more harmful than one
stressor alone (107–109) (Fig. 3). In the worst-
case scenario, sublethal stressors that do not
incur harmful effects in isolation could, in com-
bination, result in lethal effects. As we have al-
ready seen, bees are often exposed chronically to
mixtures of pesticides and other chemicals. Some,
such as ergosterol biosynthesis inhibitor (EBI)
fungicides, have very low toxicity in themselves
but may increase the toxicity of some neonicoti-
noids and pyrethroids by as much as a factor of
1000 (110–112). Piperonyl butoxide is often added
to pesticide formulations and also acts synergis-
tically with some neonicotinoids, increasing tox-
icity by a factor of up to 244 (111). Intriguingly,
while imidacloprid alone has been shown to im-
pair olfactory learning (113), combined exposure
to imidacloprid and coumaphos has been shown
to result in a slight increase in learning in honey
bees (114). So although regulatory processes exam-
ine the effects on bees of exposure to a single pes-
ticide at a time, in reality bees are simultaneously
exposed to many pesticides, some of which have
combined effects that cannot be predicted from
studies of their effects when used in isolation.
Several recent studies indicate that interactive

effects between pesticides and pathogens could
be especially harmful for bees (115–121). For in-
stance, developmental exposure to neonicotinoid
insecticides renders honey beesmore susceptible
to the impact of the invasive pathogenN. ceranae
(122). Imidacloprid can act synergistically with
Nosema spp. by increasing the prevalence of
Nosema infections in hives (116) and increas-
ing Nosema-induced mortality (115). Similarly,
Aufauvre et al. (118) showed that mortality of
honey bees was greater when bees were ex-
posed to the insecticide fipronil and infected
by N. ceranae than when only a single stress fac-
tor was present. There is evidence that exposure
to pesticides may impair the immune function
of insects, which would explain these effects
(43, 123–125). For example, Di Prisco et al. (126)
recently showed that exposure to neonicotinoids
(clothianidin or imidacloprid) leads to immuno-
suppression in honey bees, which in turn pro-
motes the replication of DWV in insects with

covert infections. This effect was found at very
low concentrations, well below those that bees
are likely to encounter in the field.
Interactions between stressors are not confined

to pesticides and pathogens. The ability of bees to
survive parasite infections is compromised by nu-
tritional stress. For example,Crithidia bombi causes
littlemortality inwell-fed bumblebees but becomes
virulent in bumblebees with a restricted diet (127).
Activating the immune response has a metabolic
cost; bumblebees increase their food consumption
when immune responses are up-regulated (128),
and artificially stimulating the immune response
by injecting latex beads caused mortality in starv-
ing bumblebees but not in those that were well fed
(129). Increased food consumption in infected bees
could also increase exposure to pesticides. Activat-
ing immunity has been shown to impair learning
in both honey bees (130) and bumblebees (131, 132),
and impaired learning will reduce the bees’ abil-
ity to locate floral resources and extract rewards,
thus exacerbating nutritional stresses.
Although to our knowledge this has not yet

been examined, it seems highly likely that nu-
tritional stress may also modulate the ability of
bees to copewith pesticides, and thismay explain
in part why the observed LD50 of toxins in bees is
highly variable across studies (65).
In summary, stressors do not act in isolation.

Bees of all species are likely to encounter mul-
tiple stressors during their lives, and each is like-

ly to reduce the ability of bees to cope with the
others. A bee or bee colony that appears to have
succumbed to a pathogen may not have died if it
had not also been exposed to a sublethal dose of
a pesticide and/or been subject to food stress
(whichmight in turn be due to drought or heavy
rain induced by climate change, or competition
from a high density of honey bee hives placed
nearby).Unfortunately, conductingwell-replicated
studies of the effects ofmultiple interacting stress-
ors on bee colonies is exceedingly difficult. The
number of stressor combinations rapidly becomes
large, and exposure to stressors is hard or impossi-
ble to control with free-flying bees. Nonetheless, a
strong argument can be made that it is the inter-
action among parasites, pesticides, and diet that
lies at the heart of current bee health problems.

Sustainable pollination into the future

There is universal agreement that we must ensure
adequate pollinator populations into the future if
we wish to continue to grow a diversity of insect-
pollinated crops and also ensure the integrity of
natural ecosystems. It is also clear that moving
toward heavy reliance on only a few species of
managed pollinators, such as honey bees or one
or two species of bumblebee, runs the risk of sup-
ply failure; for example, should honey bee stocks
in North America fall much further, the viabil-
ity of almond production in California would be
threatened (133). Wild pollinators provide a
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Fig. 3. Both wild and managed bees are subject to a number of significant and interacting stressors.
For example, exposure to some fungicides can greatly increase toxicity of insecticides (110–112), whereas
exposure to insecticides reduces resistance to diseases (115–123, 125, 126). Dietary stresses are likely to
reduce the ability of bees to cope with both toxins and pathogens (127–129). [Photo: Beth Nicholls; Flickr
Commons, AJC1]
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service that is largely free and globally already
contributes to the majority of crop pollination
(24, 25, 134, 135). Maintaining a diversity of polli-
nator species improves crop success via functional
complementarity; different species visit different
parts of the crop or crop plant, at different times
of the day or year, and respond differently to en-
vironmental perturbations (1, 136–141). A diver-
sity of pollinators can buffer impacts of climate
change that might otherwise result in a mismatch
in phenology of pollinators with the flowering of
crops (104). It is thus essential that we take steps
to conserve a broad community of pollinators
in farmland.
Fortunately, although the causes of pollinator

ill health may be complex and varied, conserving
pollinators need not be difficult or expensive. If we
accept that declines aredue to interacting stressors,
then it follows logically that removing or reducing
any of the stressors we have described is likely
to benefit bee populations.Measures canbe taken
that are likely to simultaneously benefit a broad
suite of species, both domesticated and wild.

Increasing abundance,
diversity, and continuity of
floral resources

Schemes such as the sowing of flower-rich field
margins or hedgerows, or retaining patches of
seminatural habitat among or near farmland,
provide clear benefits to bee diversity and abun-
dance (30, 141–148) (Fig. 4A). This in turn in-
creases pollination to nearby crops and provides
an economic incentive to farmers growing insect-
pollinated crops (149). Many countries also offer
financial incentives to farmers for taking mea-
sures to boost biodiversity that help to offset im-
plementation and opportunity costs. However,
take-up of schemes to boost pollinators remains
low in most countries, perhaps reflecting a lack
of understanding of the economic and environ-
mental benefits or a lack of familiarity with im-
plementation of such measures. Education and
outreach in this area could pay great dividends
for pollinator conservation.

Planting of appropriate flowers in gardens
and amenity areas can also contribute to pol-
linator conservation (150, 151) (Fig. 4B). There
is evidence that urban areas can support higher
populations of some pollinators than farmland
[e.g., (36)] and can boost bee numbers in adja-
cent farmland (58). Many lists of bee- or wildlife-
friendly flowers are available on the Internet, but
they tend to be based on anecdote rather than
evidence, and there is a need to develop region-
ally appropriate, evidence-based advice as to
the best plants to grow (152).

Providing nest sites

Wild bees use a diversity of habitats for nesting,
including burrowing into bare soil and using ex-
isting cavities underground, holes in wood, or
hollow plant stems. Seminatural habitats, hedge-
rows, and permanently uncropped field margins
allow for many of these; hence, schemes to boost
floral diversity are also likely to boost nesting op-
portunities (141). Additional nest sites can also
be provided by providing bundles of hollow reeds
or canes, or patches of bare soil (153).

Reducing exposure to pesticides

Bees are currently chronically exposed to a cock-
tail of pesticides, some of which act synergisti-
cally. Since the late 1990s, the cost of pesticides
has fallen markedly relative to labor and fuel
costs and the value of the crops (154). As a re-
sult, current levels of pesticide use are generally
high and are not always justified by evidence
that they are necessary to maintain yield (66, 155).
The widespread prophylactic use of systemic
insecticides (such as neonicotinoids) as seed
dressings exposes bees and other nontarget
wildlife, results in accumulation of pesticides
in the environment, and places strong selection
pressure on pests to evolve resistance. A return
to the principles of integrated pest management
(IPM) (156), which depends on preventive meth-
ods such as crop rotation and views the use of
pesticides as a last resort in the battle against
insect pests, could greatly reduce exposure of

bees, benefit the environment, and improve farm-
ing profitability. Some European countries have
independently developed national pesticide re-
duction programs (156), and the European Union
Sustainable Use of Pesticides Directive 2009/128/
EC required member states to implement na-
tional action plans to minimize pesticide use by
January 2014. In most EU member states, this
directive appears to have had little or no impact
on farming practices.
Current risk assessment procedures, which ex-

amine the short-term impact of a single pesticide
in isolation, are clearly not adequate to encapsu-
late the true scenario faced by bees living in farm-
land. Improvements are needed to make them
more realistic while keeping the cost of regulatory
tests affordable, posing a considerable challenge
to the ingenuity of scientists and regulators.
The EU moratorium on the use of three neo-

nicotinoids (which started in December 2013) is
an attempt to use policy change to reduce ex-
posure of bees to stressors, following a review by
the European Food Standards Agency (157–159)
that declared neonicotinoids an “unacceptable
risk” to bees. However, if this simply leads farmers
to replace neonicotinoidswith other pesticides, this
may not be of great benefit to bees or the environ-
ment. Funding for research and for the provision
of clear, independent advice for farmers with
regard to how to reduce pesticide use generally
by adopting IPM practices might provide a bet-
ter and more sustainable long-term solution.

Preventing further introductions of
non-native bees, parasites, and pathogens

The careless disregard with which we ship bees
from country to country has resulted in the ir-
reversible spread of many serious parasites and
pathogens. Strict quarantine controls should be
implemented on the movement of all commer-
cial bees, and there is an urgent need to develop
means of rearing commercial bumblebees that
are free from disease. Deliberate introductions of
non-native bee species (such as the recent intro-
duction of the European B. terrestris to South
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Fig. 4. Increasing floral abundance in the landscape is very likely to benefit pollinator populations. (A) Schemes to boost flower abundance in farmland,
such as this wildflower strip along a field margin, have been demonstrated to provide clear benefits for wild bee populations [e.g., (140–145)]. (B) Urban areas
can support high populations of pollinators, which may spill over into neighboring farmland. Conversion of amenity grasslands in urban areas to wildflower
patches has been shown to greatly boost numbers of wild pollinators (151).
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America) should of course be prevented. The com-
panies that rear commercial bees should bear
some responsibility here and should refuse to sell
bees to regions where they are not native. There
is clear hypocrisy in the policies of countries that
prevent importation of non-native species but al-
low exportation of species to places where they
do not naturally occur.

Develop monitoring programs

We have good distribution maps for pollinators
in some countries, particularly for bumblebees,
and citizen science schemes such as Bumble Bee
Watch in North America and Beewatch in the
United Kingdom can help to track changes in
these distributions. However, the lack of long-term
data on pollinator abundance is a glaring knowl-
edge gap that urgently needs to be filled. It will
probably never be possible to monitor all polli-
nator species at a global scale, but it would be
practical to systematically collect data on the
abundance of a subset of the more abundant and
economically important pollinators. Citizen sci-
ence surveys can provide a cost-effective means
for large-scale population monitoring; for exam-
ple, the UK butterfly monitoring scheme uses vol-
unteers to walk regular transects using a standard
methodology to count the butterflies seen, and
has generated a large and long-term data set that
has provided powerful insights into insect popu-
lation change (160, 161). Beewalks, a similar scheme
to count bumblebees, has been launched by the
Bumblebee Conservation Trust to obtain popula-
tion data for bumblebees in the United Kingdom,
although it is still in its infancy. In the United
States, the Great Sunflower Project asks volun-
teers to count pollinators in flower patches in
their local area. However, such schemes are lim-
ited by the taxonomic skills of volunteers, partic-
ularly for the many pollinator taxa that are hard
or impossible to identify in the field. LeBuhn et al.
(162) argue that a pan-trapping network, which
could use citizen scientists to place out the traps
but experts to identify the catch, would be the
most cost-effective means for monitoring a large
cross section of pollinator species on a large geo-
graphic scale. Indeed, for a relatively modest sum,
it would be possible to set up an international pan-
trapping network to monitor pollinators, following
a standard methodology. Until good population
data become available, we cannot identify species
or regions under most threat and hence we can-
not prioritize management.
In the absence of pollinator monitoring, we

have no early warning system to tell us how close
wemay be to a pollination crisis. With a growing
human population and rapid growth in global
demand for pollination services, we cannot af-
ford to see crop yields begin to fall, andwewould
be well advised to take preemptive action to en-
sure that we have adequate pollination services
into the future.
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Exome sequencing in amyotrophic
lateral sclerosis identifies risk genes
and pathways
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Amyotrophic lateral sclerosis (ALS) is a devastating neurological disease with no effective
treatment.We report the results of a moderate-scale sequencing study aimed at increasing
the number of genes known to contribute to predisposition for ALS. We performed
whole-exome sequencing of 2869 ALS patients and 6405 controls. Several known ALS
genes were found to be associated, and TBK1 (the gene encoding TANK-binding kinase 1)
was identified as an ALS gene. TBK1 is known to bind to and phosphorylate a number
of proteins involved in innate immunity and autophagy, including optineurin (OPTN)
and p62 (SQSTM1/sequestosome), both of which have also been implicated in ALS. These
observations reveal a key role of the autophagic pathway in ALS and suggest specific
targets for therapeutic intervention.

A
myotrophic lateral sclerosis (ALS) is a fatal,
progressive neurodegenerative disease char-
acterized by loss of motor neuron function
for which there is no effective treatment or
definitive diagnostic test (most cases are

diagnosed clinically) (1). Approximately 10% of
ALS cases are familial and inherited in an auto-
somal dominant, autosomal recessive, or X-linked
mode; the remaining cases are apparently spo-
radic (2, 3). Approximately 20 genes collectively
explain a majority of familial cases, but these
genes can explain only a minority (about 10%) of
sporadic cases (2, 3) (Table 1).
Protein and protein-RNA aggregates are a com-

mon feature of ALS pathology. These aggre-
gates often include proteins encoded by genes
that cause ALS when mutated, including those
encoding SOD1, TARDBP (TDP-43), and FUS (4).
Multiple genes (e.g., C9orf72, GRN, VCP, UBQLN2,
OPTN, NIPA1, SQSTM1) in addition to TARDBP
harbor variants pathogenic for TARDBP protein-
opathy manifesting as ALS. This pathological
TARDBP is part of a common pathway linked

to neurodegeneration caused by diverse genetic
abnormalities (5). Althoughmurine models of ALS
are limited, silencing certain ALS genes can
cause regression of the disease phenotypes and
clearance of the protein aggregates (6).

Identifying ALS genes

To identify genetic variants associated with ALS,
we sequenced the exomes of 2869 patients with
ALS and 6405 controls. We ran a standard col-
lapsing analysis in which the gene was the unit
of analysis, and we coded individuals according
to the presence or absence of “qualifying” var-
iants in each sequenced gene, where qualifying
was defined according to one of six different ge-
neticmodels: dominant coding, recessive coding,
dominant not benign, recessive not benign, dom-
inant loss of function (LoF), and recessive LoF
(7). A total of 17,249 genes had more than one
case or control sample with a genetic variant
meeting the inclusion criteria for at least one of
the genetic models tested (Fig. 1 and figs. S1 and
S2). After correcting for multiple tests, the known

ALS gene SOD1 (P = 7.05 × 10−8; dominant coding
model) was found to have a study-wide signifi-
cant enrichment of rare variants in ALS cases
relative to controls, with qualifying variants in
0.871% of cases and 0.078% of controls. The genes
HLA-B, ZNF729, SIRPA, and TP53 were found to
have a significant enrichment of variants in
controls; however, these associations appear to
be due to sequencing differences and to subsets
of the controls having been ascertained on the
basis of relevant phenotypes.
On the basis of their associations with ALS in a

preliminary discovery-phase analysis that used
2843 cases and 4310 controls, we chose 51 genes
(table S4) for analysis in an additional 1318 cases

RESEARCH

1436 27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org SCIENCE

1Center for Applied Genomics and Precision Medicine, Duke
University School of Medicine, Durham, NC 27708, USA.
2HudsonAlpha Institute for Biotechnology, Huntsville, AL
35806, USA. 3Institute for Genomic Medicine, Columbia
University, New York, NY 10032, USA. 4Department of
Neurology, University of Massachusetts Medical School,
Worcester, MA 01655, USA. 5Montreal Neurological Institute,
Department of Neurology and Neurosurgery, McGill
University, Montreal, Quebec H3A 2B4, Canada. 6Department
of Genetics, Stanford University School of Medicine,
Stanford, CA 94305, USA. 7Duke University School of
Medicine, Durham, NC 27708, USA. 8Biogen Idec,
Cambridge, MA 02142, USA. 9Neurogenetics DNA Diagnostic
Laboratory, Center for Human Genetics Research,
Department of Neurology, Massachusetts General Hospital,
Boston, MA 02114, USA. 10Neurology, Washington University
School of Medicine, St. Louis, MO 63110, USA. 11Department
of Genome Analysis, Academic Medical Center, Meibergdreef
9, 1105AZ Amsterdam, Netherlands. 12Academic Unit of
Neurology, Trinity Biomedical Sciences Institute, Trinity
College Dublin, Dublin, Republic of Ireland. 13Department of
Basic and Clinical Neuroscience, King’s College London,
Institute of Psychiatry, Psychology and Neuroscience,
London SE5 8AF, UK. 14Department of Neurology, Brain
Center Rudolf Magnus, University Medical Centre Utrecht,
3508 GA Utrecht, Netherlands. 15Department of Neurology
and Laboratory of Neuroscience, IRCCS Istituto Auxologico
Italiano, Milan 20149, Italy, and Department of
Pathophysiology and Transplantation, Dino Ferrari Center,
Università degli Studi di Milano, Milan 20122, Italy. 16Cedars
Sinai Medical Center, Los Angeles, CA 90048, USA.
17Houston Methodist Hospital, Houston, TX 77030, USA, and
Weill Cornell Medical College of Cornell University, New York,
NY 10065, USA. 18Ludwig Institute for Cancer Research and
Department of Neurosciences, University of California, San
Diego, La Jolla, CA 92093, USA. 19Department of Neurology,
University of Utah School of Medicine, Salt Lake City, UT
84112, USA. 20Department of Pathology and Laboratory
Medicine, Perelman School of Medicine, University of
Pennsylvania, Philadelphia, PA 19104, USA. 21Department of
Neurology, Penn ALS Center, Perelman School of Medicine,
University of Pennsylvania, Philadelphia, PA 19104, USA.
22Department of Neurology, Penn Frontotemporal
Degeneration Center, Perelman School of Medicine at the
University of Pennsylvania, Philadelphia, PA 19104, USA.
23Department of Neurology, Center for Motor Neuron Biology
and Disease, Columbia University, New York, NY 10032, USA.
24Department of Pediatrics and Medicine, Columbia
University, New York, NY 10032, USA. 25Department of
Neurosciences, University of California, San Diego, La Jolla,
CA 92093, USA. 26Department of Neurology, Emory
University, Atlanta, GA 30322, USA. 27Department of
Biochemistry & Molecular Biophysics, Columbia University,
New York, NY 10027, USA. 28Department of Cell Biology,
Harvard Medical School, Boston, MA 02115, USA.
29Department of Biostatistics and Bioinformatics, Duke
University School of Medicine, Durham, NC 27708, USA.
30Duke ALS Clinic and Durham VA Medical Center, Durham,
NC 27708, USA.
*These authors contributed equally to this work. †The full author
list is included at the end of the manuscript. ‡Corresponding
author. E-mail: tim.harris@biogenidec.com §These authors
contributed equally to this work.

 o
n 

M
ar

ch
 2

7,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

7,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

7,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

7,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

7,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

 o
n 

M
ar

ch
 2

7,
 2

01
5

w
w

w
.s

ci
en

ce
m

ag
.o

rg
D

ow
nl

oa
de

d 
fr

om
 

http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/
http://www.sciencemag.org/


SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1437

Table 1. Variants in previously described and currently reported ALS genes. Entries for reported inheritance model, reported FALS explained, and
reported SALS explained are adapted from (3, 4, 51) with additional information from (17–21, 52–54). AD, autosomal dominant; AR, autosomal recessive;
XD, X-linked. Best-model data are based on discovery data set for genes not included in the replication data set, and otherwise D = discovery, R =
replication, and C = combined. Potential ALS cases explained are calculated as [(cases with variant in best model) – (controls with variant in best
model)]; as case variants are risk factors for disease and may not be causal, this represents the potential percentage of cases for which this gene plays a
role in disease.

Gene
Reported

inheritance
model

Reported
FALS

explained

Reported
SALS

explained

Best model with
case enrichment in

present study (P value)

Cases with
variant in
best model

Controls with
variant in
best model

Potential
ALS cases
explained

TBK1 N/A N/A N/A Dom not benign
(D = 1.12 × 10–5;
R = 5.78 × 10–7;
C = 3.60 × 10–11)

D = 23 (0.802%);
R = 23 (1.745%);
C = 46 (1.099%)

D = 12 (0.187%);
R = 5 (0.211%);
C = 17 (0.194%)

0.905%

NEK1 N/A N/A N/A Dom LoF
(D = 1.06 × 10–6;
R = 0.001;
C = 3.15 × 10–9)

D = 25 (0.871%);
R = 10 (0.759%);
C = 35 (0.836%)

D = 6 (0.094%);
R = 2 (0.084%);
C = 8 (0.091%)

0.745%

SOD1 AR/AD 12% 1.50% Dom coding
(7.05 × 10–8)

25 (0.871%) 5 (0.078%) 0.793%

TARDBP AD 4% 1% Dom coding
(2.93 × 10–6)

19 (0.662%) 6 (0.094%) 0.569%

OPTN AR/AD <1% <1% Dom not benign
(D = 0.023;
R = 0.002;
C = 0.002)

D = 18 (0.627%);
R = 8 (0.607%);
C = 26 (0.621%)

D = 16 (0.25%);
R = 4 (0.169%);
C = 20 (0.228%)

0.393%

SPG11 AR <1% <1% Dom LoF
(D = 0.022;
R = 0.183;
C = 0.023)

D = 20 (0.697%);
R = 5 (0.379%);
C = 25 (0.597%)

D = 20 (0.312%);
R = 7 (0.295%);
C = 27 (0.308%)

0.289%

VCP AD 1% 1% Dom coding (0.022) 8 (0.279%) 4 (0.062%) 0.216%
HNRNPA1 AD <1% <1% Dom coding (0.103) 6 (0.209%) 5 (0.078%) 0.131%
ATXN2* AD <1% <1% Rec coding (0.205) 4 (0.139%) 2 (0.031%) 0.108%
ANG AD <1% <1% Dom LoF (0.217) 2 (0.070%) 1 (0.016%) 0.054%
CHCHD10 AD <1% <1% Dom coding (0.225) 2 (0.070%) 0 (0%) 0.070%
SIGMAR1 AR <1% <1% Dom LoF (0.226) 1 (0.035%) 0 (0%) 0.035%
FIG4 AR/AD <1% <1% Dom LoF (0.232) 9 (0.314%) 12 (0.187%) 0.126%
SS18L1 AD <1% <1% Dom LoF (0.241) 1 (0.035%) 0 (0%) 0.035%
GRN AD <1% <1% Dom not benign (0.357) 14 (0.488%) 24 (0.375%) 0.113%
SETX AD <1% <1% Rec not benign (0.379) 3 (0.105%) 4 (0.062%) 0.042%
HNRNPA2B1 AD <1% <1% Dom not benign (0.423) 3 (0.105%) 4 (0.062%) 0.042%
SQSTM1 AD 1% <1% Dom LoF (0.546) 1 (0.035%) 2 (0.031%) 0.004%
TAF15 AR/AD <1% <1% Rec not benign (0.555) 2 (0.070%) 1 (0.016%) 0.054%
FUS AR/AD 4% 1% Dom LoF (0.612) 2 (0.070%) 3 (0.047%) 0.023%
ALS2 AR <1% <1% Rec coding (0.655) 2 (0.070%) 4 (0.062%) 0.007%
VAPB AD <1% <1% Dom not benign (0.688) 3 (0.105%) 5 (0.078%) 0.027%
NEFH AD <1% <1% Dom coding (0.673) 22 (0.767%) 37 (0.578%) 0.189%
C9orf72* AD 40% 7% Dom not benign (1.000) 4 (0.139%) 7 (0.109%) 0.030%
CHMP2B AD <1% <1% Rec coding (1.000) 1 (0.035%) 1 (0.016%) 0.019%
MATR3 AD <1% <1% Dom coding (1.000) 19 (0.662%) 35 (0.546%) 0.116%
PFN1 AD <1% <1% Rec coding (1.000) 9 (0.314%) 15 (0.234%) 0.080%
PRPH AD <1% <1% Dom LoF (1.000) 1 (0.035%) 2 (0.031%) 0.004%
SPAST AD <1% <1% Dom coding (1.000) 6 (0.209%) 12 (0.187%) 0.022%
TUBA4A AD 1% <1% Dom not benign (1.000) 2 (0.070%) 3 (0.047%) 0.023%
ELP3† Allelic <1% <1% Rec coding (1.000) 0 (0%) 0 (0%) 0%
DAO† AD <1% <1% Rec coding (1.000) 0 (0%) 0 (0%) 0%
DCTN1† AD <1% <1% Dom coding (0.668) 32 (1.115%) 76 (1.187%) 0%
EWSR1† AD <1% <1% Dom coding (0.375) 10 (0.349%) 28 (0.437%) 0%
GLE1† AD <1% <1% Rec LoF (1.000) 0 (0%) 0 (0%) 0%
UBQLN2† XD <1% <1% Dom LoF (1.000) 0 (0%) 0 (0%) 0%

*Because the known causal variants are repeat expansions that are not generally captured by next-generation sequencing, no case enrichment is expected. †No
model showed case enrichment.
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and 2371 controls (sequenced using either whole
exome or custom capture) (7). This analysis de-
finitively identified TANK-binding kinase 1 (TBK1)
as an ALS gene, with a discovery association P =
1.12 × 10−5, a replication P = 5.78 × 10−7, and a
combined P = 3.60 × 10−11 (dominant not benign
model). In the combined data set, dominant not
benign variants in this gene were found in 1.099%
of cases and 0.194% of controls, with LoF var-
iants occurring in 0.382% of cases and 0.034%
of controls.

Analysis of clinical features

We also performed gene-based collapsing analy-
ses to identify genes associatedwith patients’ age
of onset, site of onset, and survival time. No genes
showed genome-wide significant association with
any of these features. When applying multiple-
test correction to only knownALS predisposition
genes and TBK1, we found that D-amino acid oxi-
dase (DAO) significantly correlated with survival
times, with variant carriers showing shorter sur-
vival times (P = 5.5 × 10−7, dominant coding mod-
el). In mice, DAO is required for the clearance of
D-serine. Indeed, D-serine levels are increased
in SOD1 mutant mice and in spinal cords from
people with familial ALS (FALS) or sporadic
ALS (SALS) (8, 9). Known FALS mutations
seem to reduce DAO activity, leading to neuro-
toxicity (10).
ALS patients withmutations inmore than one

known ALS gene are reported to have a younger
age of onset (11).We did not replicate this finding
in our data set. Without sequence data for known
C9orf72 carriers (by far the most common ALS
variant) and without information about ATXN2
expansions, we cannot adequately assess such an
association.

Associations with other ALS genes

Although SOD1 was the only previously known
ALS gene to attain a genome-wide significant
association in our data, many other known ALS
genes showed strong associations. For example,
rare coding variants in TARDBP occurred in
0.662% of the ALS cases and 0.094% of controls
in our study, ranking this gene second to SOD1
genome-wide under the dominant coding model
(discovery data set, P = 2.93 × 10−6; Fig. 1). Consist-
ent with previous reports and the ALS pathogenic
TARDBP “DM” variants in the Human Genome
Mutation Database (HGMD) (3, 12), we observed
that the implicated nonsynonymous variants were
generally predicted to have a benign effect on
protein structure and function by PolyPhen-2
(13) and were clearly concentrated in the 3′ protein-
coding portion of the gene in the ALS cases rel-
ative to controls (Fig. 2).
In the case of OPTN, we observed rare dam-

aging variants in 0.621% of ALS cases and 0.228%
of controls (combineddominant not benignmod-
el, P = 0.002). The greatest enrichment was for
LoF variants, which occur in 0.334% of cases and
0.114%of controls (combined dominant LoFmod-
el, P = 0.013). Whereas the initial studies ofOPTN
in ALS found a role in only a few families with a
recessive genetic model, subsequent studies iden-

tified dominantmutations (14, 15). Here, dominant
variants appeared to make a substantial contri-
bution to sporadic disease.
Finally, we also observed a modest excess of

qualifying variants in VCP (discovery dominant
coding model, P = 0.022) and of LoF variants in
SPG11 (combined dominant LoFmodel,P= 0.023).
The former was driven by variants near the cell
division protein 48 domain 2 region, where var-
iants were found in 71% of case variants as
compared to 25% of control variants (Fig. 2).
Similar to OPTN, SPG11 has previously been re-
ported as a cause of recessive juvenile ALS, but
our data indicate that it could play a broader role
because these cases did not have early onset (16).
We did not identify even a nominal associa-

tion with other previously reported ALS genes in
our data set, including the recently reported
TUBA4A,MATR3,GLE1, SS18L1, and CHCHD10
(Table 1) (17–21). A fraction of our samples were
genetically screened for some of the known genes
and positive cases had been removed before se-
quencing, whichmay partially explain the lack of
signal (7). Additionally, a comparison with genes
implicated in a recent assessment of the role of
169 previously reported and candidate ALS genes
in 242 sporadic ALS cases and 129 controls showed
no overlap beyond signals for SOD1 and SPG11
(22). Some of these previously studied genes
are mutated so rarely that even the sample size

presented here is not sufficient to detect causal
variant enrichment, while others simply show
comparable proportions of rare variants among
cases and controls. Finally, certain genes did not
showassociations owing to thenature of the causal
variation: Most known pathogenic variants in
ATXN2 and C9orf72 are repeats that cannot be
identified in our sequence data.

TBK1, autophagy, and neuroinflammation

Previous studies have implicated both OPTN
(optineurin) (23) and SQSTM1 (p62) (24) in
ALS. The current study implicates TBK1 and
suggests that OPTN is a more important disease
gene than previously recognized. These genes
play important and interconnected roles in both
autophagy and inflammation, emerging areas of
interest in ALS research (Fig. 3) (25–27). Muta-
tions in SOD1, TARDBP, and FUS result in the
formation of protein aggregates that stain with
antibodies to SQSTM1 and OPTN (28). These ag-
gregates are thought to lead to a cargo-specific
subtype of autophagy involved in the degradation
of ubiquitinated proteins through the lysosome
(29). The SQSTM1 and OPTN proteins function as
cargo receptors, recruiting ubiquitinated proteins
to the autophagosome via their LC3 interaction re-
gion (LIR) motifs. TBK1 binds and phosphorylates
both OPTN and SQSTM1 (30–32) and enhances the
binding of OPTN to the essential autophagosome

1438 27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org SCIENCE

Fig. 1. Quantile-quantile plot of discovery results for dominant codingmodel.Results for the analysis
of 2869 case and 6405 control exomes are shown; 16,491 covered genes passed quality control with more
than one case or control carrier for this test. The genes with the top 10 associations are labeled. The
genomic inflation factor l is 1.060.The association with SOD1 passed correction for multiple tests.
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protein LC3, thereby facilitating the autopha-
gic turnover of infectious bacteria coated with
ubiquitinated proteins, a specific cargo of the
OPTN adaptor (33). Considering that TBK1 colo-
calizes with OPTN and SQSTM1 in autophago-

somes, it is possible that all three proteins
associate with protein aggregates in ALS (33).
Indeed, TBK1 appears to play a role in the deg-
radation of protein aggregates by autophagy
(34). Additionally, OPTN also functions in the

autophagic turnover of damaged mitochondria
via the Parkin ubiquitin ligase pathway (35). Fi-
nally, VCP, encoded by another gene with muta-
tions that cause ALS, also binds to ubiquitinated
protein aggregates. VCP and autophagy are re-
quired for the removal of stress granules (dense
cytoplasmic protein-RNA aggregates), which are
a common feature of ALS pathology (36). Thus,
OPTN, SQSTM1, VCP, and TBK1 may be critical
components of the aggresome pathway required
for the removal of pathological ribonucleoprotein
inclusions (37). It appears that defects in this path-
way can be selective for motor neuron death, in
some cases apparently sparing other neuronal
cell types.
In addition to their roles in autophagy, OPTN,

SQSTM1, and TBK1 all function in the NF-kB
pathway (Fig. 3) (27, 38). For example, IkB ki-
nases (IKKa and IKKb) phosphorylate the IKK-
related kinase TBK1, which in turn phosphorylates
the IkB kinases, suppressing their activity in a
negative autoregulatory feedback loop (39). TBK1
also phosphorylates and activates the transcrip-
tion factor IRF3 (40–42) and the critical innate
immunity signaling componentsMAVSandSTING
(43). The coordinate activation ofNF-kB and IRF3
turns on the transcription of many inflammato-
ry genes, including interferon-b (44). The innate
immune pathway and neuroinflammation in
general are thought to be important aspects
of neurodegenerative disease progression (45).
Thus, pathogenic variants in OPTN, SQSTM1, or
TBK1 would be expected to lead to defects in
autophagy and in key innate immunity signaling
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Fig. 2. Variants in TARDBP and VCP. Dominant coding variants are shown in TARDBP and VCP (dis-
covery data set). Case variants are enriched at the 3′ end of the gene in TARDBP and near the cell division
protein 48 domain 2 region in VCP. LoF variants are filled in red, and nonsynonymous variants are filled in
blue. Case variants are shown with red lines, control variants are shown with blue lines, and variants found
in both cases and controls are shown with dashed lines.

Fig. 3. Genes and path-
ways implicated in ALS
disease progression.
Genes known to have
sequence variants that
cause or are associated with
ALS are indicated in red.
These mutations can lead to
the formation of protein or
protein-RNA aggregates
that appear as inclusion
bodies in post mortem
samples from both familial
and sporadic ALS patients.
Some of the mutant pro-
teins adopt “prion-like”
structures (see text for
more detail). The misfolded
proteins activate the
ubiquitin-proteasome
autophagy pathways to
remove the misfolded
proteins. Ubiquilin2
(UBQLN2) functions in both
the ubiquitin-proteasome
and autophagy pathways.
TBK-1 (boxed) lies at the
interface between autophagy
and inflammation and
associates with and phos-
phorylates both optineurin
and p62, which can in turn enhance inflammation. ISG15 is induced by type I interferons (a and b) and interacts with p62 and HDAC6 in the autophagosome.
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pathways. Mutations in these genes might there-
fore interfere with the normal function of these
pathways in maintaining normal cellular ribo-
proteostasis (37).
The simple observation of enrichment of qual-

ifying variants in patients shows that some of the
variants we have identified influence risk of dis-
ease. We cannot determine, however, the extent
to which they may interact with any other var-
iants or other risk factors in determining risk.
We therefore focus on estimating the proportion
of patients in which variants in the relevant genes
either cause or contribute to disease by subtract-
ing the proportion of controls with qualifying
variants in a gene from the proportion of cases
with such variants. Although we saw no enrich-
ment of case variants in SQSTM1, variants in
OPTN and TBK1were estimated to explain or con-
tribute to 1.30% of cases in our data set when
taken together (combined data set), suggesting an
important subgroup of patients that may have a
common biological etiology. No individual ALS
cases had qualifying variants in more than one of
these three genes.
The case variants found in OPTN and TBK1

were largely heterozygous and LoF, which sug-
gests that a reduction in trafficking of cargo
through the autophagosomal pathway or disrup-
tion of autophagosomalmaturationmay promote
disease. Although the most obvious enrichment
of case variants in TBK1 was seen for LoF, there
was also a signal for nonsynonymous variants,
which were found in 1.027% of cases and 0.365%
of controls (combined data set). If any of these
nonsynonymous variants are selective LoF for
specific TBK1 functions as opposed to complete
LoF variants, they may help elucidate which
TBK1 function is most relevant to disease. We

did not observe any clear concentration of qual-
ifying variants in any part of the TBK1 gene (Fig. 4).

NEK1 associates with ALS2 and VAPB
Although no additional genes showed sufficient-
ly strong evidence to be definitively declared
disease genes at this point, some of the strongly
associated genes identified here may be securely
implicated as sample sizes increase. One gene of
particular interest isNEK1 (NIMA-related kinase 1).
This gene just reached experiment-wide signif-
icance in the combined discovery and replication
data sets (discoveryP= 1.06 × 10−6, replication P=
0.001, combined P = 3.15 × 10−9; dominant LoF
model). In the combined data set, dominant LoF
variants in this gene were found in 0.836% of
cases and 0.091% of controls (fig. S3). Additional
studies are needed to confirm this suggestive as-
sociation. Even if LoF variants in this gene do pre-
dispose to ALS, their relatively high prevalence in
our controls and in public databases indicates that
such variants have quite low penetrance, given
that the lifetime prevalence of ALS is approxi-
mately 0.2%.
NEK1 is a widely expressed multifunctional

kinase linked to multiple cellular processes, but
it has not been linked to ALS. In an unbiased
proteomic search for NEK1-interacting proteins
in human embryonic kidney (HEK) 293T cells,
we discovered an interaction between NEK1 and
two widely expressed proteins previously found
to be mutated in familial ALS: (i) the RAB gua-
nine nucleotide exchange factor ALS2 (also called
Alsin) involved in endosomal trafficking, and (ii)
the endoplasmic reticulum protein VAPB involved
in lipid trafficking to the plasma membrane
(fig. S4, A and B, and table S5) (46). ALS2 re-
ciprocally associated with NEK1 in HEK293T

cells, and both ALS2 and VAPB associated with
NEK1 reciprocally in mouse neuronal cell line
NSC-34 (fig. S4, C to E).
Other top genes showing interesting associa-

tion patterns but not obtaining genome-wide sig-
nificance includedENAH, with variants in 0.263%
of cases and 0.011% of controls (combined data
set) (discoveryP= 1.82× 10−5, replicationP=0.133,
combined P = 9.58 × 10−6; recessive not benign
model); CRLF3, with variants in 0.453% of cases
and 0.094% of controls (discovery P = 0.0002;
dominant codingmodel);DNMT3A, with variants
in 1.003% of cases and 0.456% of controls (com-
bined data set) (discovery P = 0.0002, replication
P = 0.261, combined P = 0.0002; dominant not
benign model); and LGALSL, with variants in
0.382% of cases and 0.068% of controls (com-
bined data set) (discovery P = 0.0002, replication
P = 0.356, combined P = 0.0002; dominant cod-
ing model).

Conclusions

Our results implicate TBK1 as an ALS gene, there-
by providing insight into disease biology and
suggesting possible directions for drug screening
programs. We have also provided evidence that
OPTN plays a broader role in ALS than pre-
viously recognized. Both TBK1 and OPTN are in-
volved in autophagy, with TBK1 possibly playing
a crucial role in autophagosome maturation as
well as the clearance of pathological aggregates
(31, 34). These observations highlight a critical
role of autophagy and/or inflammation in disease
predisposition. It is also noteworthy that many
drugs have been developed that act on TBK1-
mediated pathways owing to their role in tumor
cell survival (47) and can therefore be used to
investigate the effects of drug-dependent loss of
function of the kinase.
We also provide a large genetic data set for

ALS, which suggests other possible ALS genes and
provides a substantial collection of pathogenic
variants across ALS genes (for genotype counts
for all genes for all cases from this study, see
alsdb.org). After removing the number of var-
iants expected to be seen on the basis of fre-
quencies of rare variants in controls, we identify
more than 70 distinct pathogenic mutations
across SOD1, OPTN, TARDBP, VCP, SPG11, and
TBK1 that can be used in future efforts to func-
tionally characterize the role of these ALS genes.
The identification of TBK1 and the expanded
role for OPTN as ALS genes reinforce the grow-
ing recognition of the central role of autophagy
and neuroinflammation in the pathophysiology
of ALS (Fig. 3). These pathways appear to be
activated in response to the formation of various
types of cellular inclusions, the most prominent
of which appear to be ribonucleoprotein com-
plexes; this has led to the proposal that the
control of protein misfolding (proteostasis) or
ribonucleoprotein/RNA misfolding (“ribostasis”)
plays a key role in neurodegenerative diseases
(37). Cellular ribonucleoprotein inclusions can
be caused by mutations in low-complexity se-
quence domains or “prion” domains of RNA bind-
ing proteins (37, 48) and can be exacerbated by
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mutations that diminish the autophagy path-
way. Remarkably, a hallmark of motor neuron
pathology in >95% of sporadic and familial
ALS patients is the formation of TARDBP in-
clusions, which suggests that defects in ribo-
stasis are a common feature of the disease (5, 49).
The prominence of this disease mechanism in
ALS has been proposed to be the consequence of
the normal function of low-complexity domains
in RNA binding proteins in the assembly of func-
tional “RNA granules” such as P-bodies and stress
granules [see (37) for detailed discussion].
Our exome sequencing study has identified var-

iants that definitively predispose humans to a
sporadic, complex human disease. Larger exome
sequencing studies may reveal identifiable roles
for genes that have not yet achieved significant
associations. There is reason for optimism that
such studies will begin to fill in an increasingly
complete picture of the key genes implicated in
ALS, providing multiple entry points for ther-
apeutic intervention (Fig. 3). It is also likely that
whole-genome sequencing (especially with lon-
ger reads) will prove of particular value in ALS,
given that there are many causal variants refrac-
tory to identification by contemporary exome se-
quencing. Finally, we note that effective studies
will depend critically on the control samples avail-
able. For example, we used the recently released
ExAC data set of >60,000 samples to focus on
extremely rare variants in our samples (50).Well-
characterized, publicly available control sam-
ple sets will be of great importance for further
discovery of variants associated with complex
traits, in particular for whole-genome sequenc-
ing studies.
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MOLECULAR MOTORS

The structure of the dynactin
complex and its interaction
with dynein
Linas Urnavicius,1* Kai Zhang,1* Aristides G. Diamant,1* Carina Motz,1 Max A. Schlager,1

Minmin Yu,1 Nisha A. Patel,2 Carol V. Robinson,2 Andrew P. Carter1†

Dynactin is an essential cofactor for the microtubule motor cytoplasmic dynein-1.We report the
structure of the 23-subunit dynactin complex by cryo-electronmicroscopy to 4.0 angstroms.Our
reconstruction reveals how dynactin is built around a filament containing eight copies of the
actin-related protein Arp1 and one of b-actin.The filament is capped at each end by distinct
protein complexes, and its length is defined by elongated peptides that emerge from thea-helical
shoulder domain. A further 8.2 angstrom structure of the complex between dynein, dynactin, and
the motility-inducing cargo adaptor Bicaudal-D2 shows how the translational symmetry of the
dynein tailmatches that of thedynactin filament.TheBicaudal-D2 coiled coil runs betweendynein
and dynactin to stabilize the mutually dependent interactions between all three components.

D
ynactin works with the cytoplasmic dynein-1
motor (dynein) to transport cargos along
the microtubule cytoskeleton (1–3). Togeth-
er, these protein complexes maintain the
cell’s spatial organization, return compo-

nents from the cell’s periphery, and assist with
cellular division (4). Mutations in either complex
cause neurodegeneration (5), and both can be
co-opted by viruses that travel to the nucleus (6).
Dynein and dynactin are similar in size and
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complexity. Dynein contains two copies of six
different proteins and has a mass of 1.4 MD.
Dynactin, at ~1.0 MD, contains more than 20
subunits, corresponding to 11 different proteins.
Dynactin is built around a filament of actin-
related protein 1 (Arp1). In analogy to actin, the
filament has a barbed end and a pointed end,
each capped by a different protein complex. On
top sits the shoulder domain (7) from which
emerges a long projection, corresponding to dy-
nactin’s largest subunit, p150Glued (DCTN1) (8).
Despite the presence of a dynein binding site

in p150Glued (9–11), purified dynein and dynactin
form a stable complex only in the presence of
the cargo adaptor Bicaudal-D2 (BICD2) (12–14), a
coiled-coil protein associated with transport of
vesicles, mRNAs, and nuclei (15). This interac-
tion activates dynein and converts it into a highly
processive motor (13, 14).
Current models for dynactin’s architecture

(7, 16, 17) and its interaction with dynein (13, 14)
come from low-resolution negative-stain and
platinum-shadowing electron microscopy (EM).
A number of questions remain. What makes the
filament in dynactin short and defined, when puri-
fied Arp1 filaments vary in length (18)? How does
dynein bind to dynactin, and why does the in-
teraction require BICD2 (12–14)? Why does dynac-
tin, the cofactor for a microtubule motor, contain
an actin-related filament? To address these ques-
tions, we took advantage of recent advances in

cryo-electronmicroscopy (cryo-EM) (19) to improve
our structural understanding of dynactin.

Dynactin structure determination

Dynactin is a challenging target for cryo-EM (17).
This complex’s extreme preferred orientation on
EM grids makes it hard to obtain the broad dis-
tribution of views required for a three-dimensional
(3D) reconstruction. Furthermore, dynactin’s thin
elongated shape limits its contrast, making it dif-
ficult to assign views accurately. We overcame
these hurdles (20) to determine cryo-EM maps of
native dynactin purified from pig brain (fig. S1),
initially at 6.3 Å (Dynactin-1 in table S1) and sub-
sequently at 4.0 Å overall and 3.5 Å in the dynactin
filament (Dynactin-2, -3, and -4 in table S1; Fig. 1, A
and B; fig. S2; and movies S1 and S2). We used
both maps to build a model of dynactin (Fig. 1C
and table S2). The filament and pointed-end–
capping protein Arp11 were built de novo and
refined (table S3). Homology models of the
barbed-end–capping protein CapZab (21) and
the pointed-end proteins p25 (DCTN5) and
p27 (DCTN6) (22) were fitted into density. The
pointed-end protein p62 and the shoulder—which
contains p150Glued (DCTN1), p50 (dynamitin
or DCTN2), and p24 (DCTN3)—were built as
backbone models (Fig. 1D).

The dynactin filament contains eight
Arp-1 subunits and one b-actin

The dynactin filament is nine subunits long and
consists of two protofilaments that wrap around
each other (Fig. 1, A and C): five subunits (A, C, E,
G, and I) in the top protofilament and four (B, D,
F, and H) in the bottom. The presence of b-actin
in the filament is controversial (7, 23). Our
cryo-EMmap was of sufficient quality (fig. S3A) to

show that subunit H is b-actin (b-actin–H), where-
as the others are Arp1 (Arp1-A to Arp1-I). We con-
firmed the presence of Arp1 and b-actin at an
8:1 ratio by mass spectrometry (MS)–based label-
free quantitative proteomic analysis (table S4).

Capping the dynactin filament

The dynactin filament is similar to that of actin
(24), consistent with the high (53%) sequence
identity between b-actin and Arp1 (fig. S3B). Both
consist of four subdomains surrounding a nu-
cleotide binding site (fig. S4). A key contact with-
in the filament is the subdomain-2 loop binding
the groove between subdomains 1 and 3 on the
neighboring subunit. Blocking this interaction
provides a mechanism to cap both actin and
dynactin filaments.
At the barbed end of dynactin, a CapZab het-

erodimer binds across both protofilaments. The
C-terminal helices (tentacles) of CapZa and CapZb
fit into the groove between subdomains 1 and
3 on Arp1-B and Arp1-A (Fig. 2A, fig. S5, and
movie S3) and prevent further subunit binding.
CapZab interacts with dynactin in the same way
as proposed for the actin filament (25). How-
ever, there is a loop (called the “plug”) (24) that
contains four negatively charged residues in Arp1
but only one in actin (Fig. 2B). This loop is close
to a cluster of four positively charged residues on
CapZa, suggesting that CapZab binds Arp1 with
a higher affinity than actin. This explains why a
pool of CapZab remains bound to dynactin but
not to actin, when most CapZab is depleted by
small interfering RNA (26). The tight binding of
CapZab reflects its role in stabilizing dynactin’s
structure.
At the pointed end, the bottom protofilament

ends in b-actin, whereas the top ends in Arp1
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Fig. 1. Cryo-EM structure
of dynactin. (A) A 4.0 Å
cryo-EM map of dynactin
segmented and colored
according to its compo-
nents. (B) A density map
of a b strand and an
adenosine diphosphate
(ADP) molecule in Arp1-C.
(C) A molecular model of
dynactin. (D) A 6.3 Å
cryo-EM map showing
helices in the dynactin
shoulder.
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(Fig. 1A). This creates a distinctive binding site
for Arp11, the most evolutionarily distant of all
the actin-related proteins (27). Our structural
data reveal how a single Arp11 subunit can cap
both protofilaments. The bottom protofilament
directly binds Arp11, preventing further subunit
addition because its subdomain-2 loop is too
short (27) (Fig. 2C). Subunit addition to the Arp1-I
subunit on the top protofilament is blocked
sterically by subdomain 4 of Arp11 (asterisk in
Fig. 2D) and also because the Arp1-I subdo-
main-2 loop is sequestered by Arp11 (Fig. 2D).
Arp11 binds p25, p27, and p62 to form the

pointed-end complex (Fig. 2E). The p25 and p27
subunits consist of a triangular b-sheet structure

(22) followed by an a helix (fig. S6). They pack
side to edge (fig. S6A) and bind end-on to Arp11
(Fig. 2F). The interaction is reinforced by p62,
which wraps around the Arp11:p25-p27 contact
site (Fig. 2E). Only Arp11 directly caps the pointed
end, suggesting that the other components have
a different role, such as cargo attachment (28),
and explaining why some fungal species contain
Arp11 but lack p25, p27, and p62 (29).

The p150Glued projection extends more
than 50 nm from the shoulder

Previous antibody labeling showed that p150Glued

forms dynactin’s shoulder projection (7). Exist-
ing models suggest that it is 24 nm long and

contains the p150Glued N-terminal Cap-Gly do-
main and the CC1A coiled coil (Fig. 3A) (7, 8).
Owing to its flexibility, the projection is not visible
in our high-resolution EM maps. However, we
determined an 8.6 Å structure from a subset of
particles (Fig. 3B, table S1, and fig. S7) in which it
is visible because it docks against the side of
dynactin (fig. S8, A and B). The projection is more
than 50 nm long and contains three coiled
coils, which we assigned to those in p150Glued

on the basis of their length (fig. S8C). An ~18-nm
coiled coil (CC2) emerges from the shoulder and
joins a globular domain consisting of a dimer
(fig. S8D) of two ~40-kD subunits [intercoiled do-
main (ICD)]. Another ~24-nm coiled coil (CC1B)
extends from the ICD before doubling back for
~18 nm (CC1A). Our model predicts that the Cap-
Gly domain at the N terminus of CC1A is lo-
cated close to the ICD. This is not visible in our
structure, owing to its flexibility and because the
majority of our dynactin contains the shorter
isoform of p150Glued (p135), which lacks a Cap-Gly
domain (Fig. 3A). Our 50-nm projection is sim-
ilar in appearance to structures observed in the
images of dynactin viewed by rotary shadowing
(7). Furthermore, the interaction made by CC1A
folding back onto CC1B agrees with recent bio-
chemical data (30).

The shoulder’s symmetry is broken
by binding the dynactin filament

Previous models suggest that the shoulder con-
sists mainly of p150Glued (8). Our finding that
most of p150Glued is in the projection implies
that the shoulder contains predominantly p24
and p50. We confirmed that dynactin contains
four copies of p50 and two copies of p24 (27), be-
cause the mass of dynactin calculated from this
stoichiometry matches (table S5) that measured
by MS (1,066,889 daltons) (Fig. 3C). We verified
this composition by tandem MS (Fig. 3D) and by
measuring the resulting subcomplexes (table S5).
The shoulder’s flexibility results in a lower-

resolution cryo-EM map and makes it chal-
lenging to assign individual a helices to specific
proteins. Instead, the structures reveal an in-
trinsic twofold symmetry of the shoulder that
was not obvious in previous images of dynactin
(17). The shoulder contains two identical arms
(Fig. 3, E and F) made of bundles of three a
helices (Fig. 1D) that meet at a dimerization
domain (fig. S9A). The end of each arm meets
another short bundle of helices at an acute
angle (hook domain) and a variably positioned
paddle domain (Fig. 3E and fig. S9B). The sym-
metry between the two arms is broken as they
twist to contact the dynactin filament.
The stoichiometry of p24 and p50 and their

predicted helical and coiled-coil structures (8, 31)
suggest that each arm contains one helix from
p24 and two from p50. The length of p24 (186
residues) is similar to the length of one arm,
whereas that of p50 (401 residues) is longer,
suggesting that p50 contributes to other struc-
tures such as the hook or paddle domain. The
two p150Glued copies enter the shoulder between
the two arms (Fig. 3F) and then split and run

SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1443

Fig. 2. Capping the dynactin filament. (A) The barbed end is capped by CapZab. (B) CapZab contains
five positive residues (blue) that interact with four negative residues (orange) on Arp1.The equivalent loop in
actin contains only one negative residue. C, Cys; D, Asp; E, Glu; F, Phe; G, Gly; I, Ile; K, Lys; L, Leu; M, Met; R,
Arg; S, Ser. (C) The short Arp11 subdomain-2 loop prevents further subunit addition to the bottom
protofilament. (D) Arp11 caps the top protofilament by binding the subdomain-2 loop of Arp1-I and sterically
blocking (asterisk) subsequent subunit binding. (E) The pointed-end complex: p62 extends over Arp11 to
touch b-actin–H. (F) p25 and p27 pack end-on to Arp11 as a continuation of the bottom protofilament.
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along each arm before joining the hook domains.
Thus, the role of the p150Glued C terminus is to
stick the two p50-p24 arms together.

Extended peptides from the shoulder
span the length of the dynactin filament

The invariant size of the dynactin filament im-
plies that some mechanism specifies its length
(7, 17, 32). The shoulder is the best candidate for
dynactin’s molecular ruler. Its main body con-
tacts four Arp1 subunits close to the barbed end
(fig. S10). In addition, four extended regions (ERs)

emerge from the shoulder and coat the rest of
the filament (Fig. 4). The ends of all four are
structurally identical (fig. S11, A to D), which sug-
gests that they correspond to p50, the only tetra-
mer in dynactin (8). The ERs are most likely the
N termini of p50, which are predicted to be un-
structured, contain a sequence that fits the clearest
parts of the ER density (fig. S11E), and are able
to displace the shoulder from the dynactin fila-
ment (26). Two pairs of ERs emerge from each
shoulder paddle (Fig. 4, A and B). One of each
pair contacts the top protofilament: ER-1 runs

from Arp1-C to Arp1-E and ER-2 from Arp1-G to
Arp1-I (Fig. 4C). The other reaches down to con-
tact the bottom protofilament: ER-3 runs from
Arp1-B to Arp1-D, and ER-4 contacts Arp1-F (Fig.
4D). The ends of all four ERs occupy a positively
charged groove on the dynactin filament that is
equivalent to the tropomyosin binding groove
on actin (33) (fig. S12, A and B). Although it is
structurally different from tropomyosin (24), the
N terminus of p50 is similarly rich in negatively
charged residues (fig. S12C), which explains why
both bind an equivalent site.
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The shoulder and its ERs contact every fila-
ment subunit except for b-actin–H (fig. S12,
D and E), suggesting the following model for
dynactin assembly. The shoulder and ERs re-
cruit eight Arp1s and stabilize their polymer-
ization into a structure with five subunits on
the top protofilament and three on the bot-
tom. The gap in position H is filled by b-actin,
perhaps owing to actin’s high abundance in
the cell. The interface formed by Arp1-I and
b-actin–H specifically recruits Arp11. Together
with CapZab binding to the barbed end, this

results in a highly stable complex of an exactly
defined length.

Dynein and BICD2 bind the
dynactin filament

Dynein, dynactin, and the N terminus of BICD2
(BICD2N) form a stable complex only when all
three components are present (12–14). In this
dynein-dynactin-BICD2N (DDB) complex, dynein
binds dynactin via its tail, whereas its motor do-
mains remain flexible (13). Currently there are no
3D structures of either the dynein tail or its in-

teraction with dynactin. We therefore formed a
stable tail-dynactin-BICD2N (TDB) complex (fig.
S13) and determined its structure by cryo-EM
to 8.2 Å (fig. S14 and movie S4).
The dynein tail binds directly to the Arp1 fila-

ment (Fig. 5, A and B), stretching from b-actin–H
to the barbed end. The interaction is stabilized
by a ~270-residue coiled coil of BICD2N that runs
the length of the filament. Projections of the TDB
complex are very similar to negative-stain images
of the DDB complex (fig. S15) (13), suggesting that
the flexible, C-terminal motor domains of dynein
lie close to the barbed end of dynactin (fig. S15).
To determine the orientation of BICD2N, we re-
moved the N-terminal green fluorescent protein
tag (table S1 and fig. S16) and showed that the
globular density at one end disappeared (fig. S16).
Therefore, the BICD2N N terminus lies close to
the barbed end, and its C terminus emerges from
the pointed end. The C terminus of BICD2 and
the pointed-end complex of dynactin, which are
implicated in cargo binding (28, 34), are thus
diametrically opposed to the dynein motor do-
mains (Fig. 5A).

The dynein heavy chain contains an
N-terminal dimerization domain

The dynein tail consists of two copies of the
dynein heavy chain (DHC), intermediate chain
(DIC2), light intermediate chain (DLIC1), and
light chains (Roadblock, Tctex, and LC8). The tail,
within the TDB complex, contains two elongated
S-shaped domains corresponding to the DHCs:
chain 1 and chain 2 (Fig. 5C). The DHC C termini,
which contain the binding site for DLIC1 (35), are
mainly disordered (Fig. 5B). The middle of each
DHC wraps around a circular density correspond-
ing in size, shape, and position (35) to the WD40
b propeller of DIC2 (Fig. 5C and fig. S17). Toward
their N termini, the two DHC chains are joined
by a small (~40 kDa) globular domain (Fig. 5C).
We hypothesized that this domain represents a
previously unknown dimerization domain of the
DHC itself. To verify this, we determined a crystal
structure of the N-terminal 557 amino acids of the
Saccharomyces cerevisiae DHC (Dyn11-557) to 5 Å
resolution (Fig. 5D, fig. S18, and table S6). This
shows two elongated domains, made up of bun-
dles of a helices, that fit well with the helices ob-
served by cryo-EM (fig. S18, C and D). Furthermore,
it reveals that the elongated domains are joined
by an N-terminal dimerization domain (Fig. 5D).
In the crystal structure, the elongated domains

are related by rotational symmetry, with their C
termini pointing in opposite directions (Fig. 5D). In
the TDB structure, each elongated domain has
rotated about the flexible connection to the
dimerization domain (movie S5) so that they lie
parallel to each other (Fig. 5E). This is probably
caused by the light-chain–mediated dimeriza-
tion of DIC2 (36, 37), which serves to hold the
DHCs together toward their C termini.

The symmetry in the dynein tail
matches the dynactin filament

TheN termini of the elongated domains have trans-
lational symmetry (a sideways movement relates

SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1445

Fig. 5.The dynein tail and its interaction with dynactin and BICD2N. (A) Cartoon model of the dynein
tail–dynactin–BICD2N complex (TDB). (B) An 8.2 Å cryo-EM structure of TDB. (C) An N-terminal domain
dimerizes the dynein heavy chain (DHC) elongated domains, which wrap around the dynein intermediate
chain (DIC2). (D) Crystal structure of the S. cerevisiae DHC N terminus (Dyn11-557). (E) The Dyn11-557

structure fits well into the cryo-EM map. (F) The translational symmetry of DHC chains 1 and 2 matches
the dynactin filament. (G) Interaction of chain 1 with BICD2N and dynactin (asterisks). (H) The second
interaction site of chain 1 with dynactin is solely mediated by BICD2N.
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one onto the other) (Fig. 5E), whichmatches that of
their binding sites on the filament (Fig. 5F). They
bind adjacent clefts betweenArp1-D and -F (chain 1)
andArp1-F and b-actin–H(chain2) (Fig. 5, F andG).
These sites are equivalent to the myosin motor
binding site on actin (fig. S19 and movie S6). The
translational symmetry between DHC chains is lost
toward their C termini as chain 2 twists relative to
chain 1 (Fig. 5C). Chain 2makes no further contacts
with the dynactin filament, whereas chain 1 binds it
again at Arp1-A and -C (Fig. 5H).
BICD2N is involved in all interactions between

the dynein tail and the dynactin filament (Fig. 5,
F, G, and H; and movie S7). In the clefts between
Arp1-D and -F and between Arp1-F and b-actin–
H, BICD2N stabilizes the interaction of the DHC
chains with the filament (Fig. 5G). At the Arp1-A
and -C site, BICD2N sits between chain 1 and
dynactin. The network of contacts from BICD2N
to dynein, BICD2N to dynactin, and dynein to
dynactin explains why all three components must
be present to form a stable complex (12–14). The
long BICD2N coiled coil may be suited as a car-
go adaptor because it spans the length of the
dynactin filament. Many other dynein adaptors—
including TRAK1 and -2 (38); RILP (39); and
Rab11-Fip3,Hook3, andSpindly (14)—containcoiled
coils and may recruit dynein and dynactin in a
similar way. The requirement to form a three-way
complex would reduce the chance of stochastic
binding of dynein to its cargos.
The shoulder coats three sides of the filament

(fig. S12, D and E), leaving the front face free for
interaction with BICD2N and the dynein tail. We
do not observe a direct interaction between the
shoulder and dynein in our structure. However, the
well-reported interaction between the p150Glued

CC1 region of dynactin and the N terminus of
DIC2 (11) is too flexible to be visualized direct-
ly. The p150Glued projection binds to the same
face of the dynactin filament as BICD2N (Figs.
3B and 5, A and B), and both occupy the same
cleft on the pointed-end complex (fig. S8B and
Fig. 5B). Thus, BICD2N binding could free
p150Glued CC1 to make contact with DIC2 and so
add an additional contact that stabilizes the TDB
complex.
How does recruitment of dynactin by a cargo

adaptor (13, 14) activate dynein? Both the micro-
tubule binding Cap-Gly (14) and DIC2 binding
CC1B (30) regions of p150Glued have been impli-
cated. Our structure raises a third, but not mutual-
ly exclusive, possibility. Studies with artificially
dimerized dynein motor domains suggest that
they self-associate in an auto-inhibited conforma-
tion unless they are sufficiently separated (40).
We suggest that dynactin activates the motor do-
mains by reorienting the two DHCs. Both DHC
N termini are anchored parallel to each other, but
the C termini are forced to twist apart because
only one chain binds the second site on dynactin.
This hypothesis explains why dynactin is built
around an actin-like filament. The translational
symmetry of the filament matches that of the
DHC N termini, whereas the filament length pro-
vides additional binding sites that force dynein
to adopt its active conformation.
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DNA ORIGAMI

Dynamic DNA devices and assemblies
formed by shape-complementary,
non–base pairing 3D components
Thomas Gerling, Klaus F. Wagenbauer, Andrea M. Neuner, Hendrik Dietz*

Wedemonstrate thatdiscrete three-dimensional (3D)DNAcomponentscanspecificallyself-assemble
in solution on the basis of shape-complementarity and without base pairing. Using this principle, we
produced homo- and heteromultimeric objects, includingmicrometer-scale one- and two-stranded
filaments and lattices, aswell as reconfigurable devices, includingan actuator, a switchable gear, an
unfoldable nanobook, and a nanorobot.These multidomain assemblies were stabilized via
short-ranged nucleobase stacking bonds that compete against electrostatic repulsion between the
components’ interfaces. Using imaging by electron microscopy, ensemble and single-molecule
fluorescence resonance energy transfer spectroscopy, and electrophoretic mobility analysis, we
show that the balance between attractive and repulsive interactions, and thus the conformation of
the assemblies, may be finely controlled by global parameters such as cation concentration or
temperature and by an allosteric mechanism based on strand-displacement reactions.

T
o form complexes with other molecules, pro-
teins often interact via shape-complementary
interfaces to select and constrain the po-
sition of binding partners (1, 2). Proteins
also tend to form only fragile contact in-

teractions that enable turnover and allow for
conformational dynamics. Proteins thus teach a
versatile principle for self-assembling complex and
dynamic macromolecular objects, which entails
encoding building blocks in sequence space and
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programming the structure and dynamics of
higher-order complexes via weak interactions in
shape space. More rarely, nucleic acid molecules
can bind through weaker interactions than base
pairing. Such recognition occurs between ribo-
nuclease P (RNase P), an RNA-based enzyme,
and its substrate, pre–transfer RNA (tRNA),
which undergoes cleavage of its 5′ leader strand
to yield mature tRNA (3). Here, we imitate the
principle by which RNase P recognizes tRNA
using programmable self-assembly with DNA
(4–12) to produce discrete, shape-complementary

three-dimensional (3D) components that interact
via short-ranged, nucleobase stacking bonds. We
present three means for actively influencing
the conformation of objects once assembled: (i)
changing cation concentration; (ii) changing so-
lution temperature; and (iii) a site-directed al-
losteric mechanism based on toehold-mediated
strand displacement reactions (13–20). With our
method, a designer can encode a diversity of readily
reconfigurable DNA devices and assemblies based
on simple geometrical considerations and with-
out having to program detailed strand sequences
for connecting components.
In the system that inspired our assembly strat-

egy, RNase P forms a particular tertiary fold that
contains two structurally separated regions: one
that scaffolds the active site and another that

binds and orients the tRNA substrate (21) (Fig.
1A). Specifically, the acceptor stem and the T loop
of tRNA appear to “click” precisely into a corre-
spondingly shaped binding pocket in RNase P
where they are held in place by a few nucleobase
stacking interactionswith the SdomainofRNaseP
(Fig. 1A) (21). Together with the finding that edge-
complementary single-layer DNA objects can in-
teract specifically via DNA blunt-end stacking
interactions on 2D substrates (22–24), we hypo-
thesized that stacking interactions might suffice to
stabilize 3D higher-order complexes made from
multilayer DNA objects in solution.

Motif design

We thus abstracted and translated the type of
shape recognition RNase P shows for tRNA to the

SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1447

Fig. 1. Translating nonhybridization-based shape recognition principles
fromnaturalRNAtosyntheticDNAobjects. (A) Illustration of themechanism
by which RNase P (blue and gray) recognizes tRNA (red and gray). Red: T-loop
and the acceptor stemof tRNA. Blue: the shape-complementary binding pocket
in RNase P. Yellow: interfacial nucleobases that interact through stacking inter-
actions when tRNA binds to RNase P. The images were prepared with UCSF
Chimera (28) based on the atomic coordinates listed in 3Q1R.pdb (29). (B)
Schematic representation of RNAse P–inspired shape recognition between
complementary DNA components. Cylinder elements indicate double-helical
DNA domains that are one helical turn long. (C) Schematic representation of
four shape-complementary, orthogonal multilayer DNA origami bricks. Double-
helical DNA domain protrusions are highlighted in red; recessions are shown in
blue. Asymmetrical features are indicated in dark gray. Arrowheads indicate
asymmetric features along the helical and along the honeycomb pattern, re-

spectively. Models are tilted such that the shape-complementary patterns for
formingdimers ABandCD, and tetramer ABCD, are visible. AB andCDdimers
thus show the faces of bricks B and C, respectively, that are not visible in the
monomer models above. (D) Average negative-stain TEM micrographs of
the self-assembled DNA tetrameric object ABCD in the presence of 25 mM
MgCl2. Black and gray arrowheads highlight the density from the designed
asymmetrical features, as indicated above in (C). Scale bar, 20 nm. (E) Sche-
matics of a switch objectwith one rotational degree of freedom in the open and
closed conformations. Shape-complementary DNA double-helical domain
protrusions and recessions are highlighted in red and blue, respectively. (F)
Average negative-stain TEM micrographs of switch particles. Left: open state
as populated in the presence of 5 mM MgCl2. Right: two orthogonal trans-
mission projections of the closed state, which is adopted in the presence of
25 mM MgCl2. Scale bars, 20 nm.
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Fig. 2. Reversible reconfiguration of shape-complementary DNA objects
by changes in cation concentration or temperature and with a site-specific
allosteric control mechanism. (A) Schematics of the switch object in the
open and closed conformations, as in Fig. 1E. Arrows indicate positions of the
organic dyes Atto550 and Atto647n, respectively, that were installed to enable
a FRET-based readout of the conformation of switch ensembles in solution. (B)
Ensemble FRETmeasured via donor quenching when titrating the concentra-
tion of MgCl2 in solutions containing switch variants. Triangles: a variant with
three-base-long hybridization bonds instead of stacking bonds at 16 sites.
Circles and diamonds: variants with 16 or 12 possible stacking bonds in the
closed state, respectively. Hexagon: a variant that cannot form stacking bonds
to stabilize the closed state. The titrations were performed each in triplicate;
error bars are the SD from the mean value. Solid lines: fit using a two-state
model with a free-energy term that depends linearly on the cation concentra-
tion.The free-energy difference between the closed and open states at 5 mM
MgCl2 is +2.8 and +1.6 kcal/mol for the versions with 12 and 16 designed stack-
ing contacts, respectively.The free energychanges by–0.36 and–0.42 kcal/mol
per 1 mM MgCl2 added for the versions with 12 and 16 designed stacking con-
tacts, respectively. See fig. S35 for data obtained when titrating NaCl. (C)
Temperature-dependent ensemble FRETmeasurements in solution, acquired
for three switch variants.Triangles indicate the variantwith hybridization bonds
as in (B); squares indicate a static switch variant that is locked in the open
state (see fig. S34); circles denote a gel-purified dynamic switch version with
16 stacking interactions. Solid line: two-state model fit with parameters DH =
46.2 kcal/mol and DS = 0.146 kcal/(mol•K). (D) Absolute intensity (in units
“counts”) of the acceptor dye emission upon donor dye excitation (no normal-
ization) as measured during 1020 cycles of temperature jumping with 3-min-

long dwells at 25° and 50°C for the switch version with 16 stacking interactions
[circles in (B)]. High-intensity levels at 25°C correspond to >90% of closed
switches, and low-intensity levels at 50°C to <10% closed switches, as ob-
served by TEM imaging. The experiment was performed in the presence of
11 mM MgCl2 in solution. (Inset) Negative-stain TEM images acquired from
samples fixated at 25°C and fixated at 50°C. See methods section. Scale
bars, 50 nm. (E) Schematics of allosterically active switch objects. Insets
highlight single-stranded DNA loops that were installed in the vicinity of the
shape-complementary beam interfaces. A*t and At denote DNA single strands.
A*t is complementary to the single-stranded loops on the switch and features
an additional nine-bases-long toehold motif. At is fully complementary to
A*t and can be used to displace A*t again from the switch. (F) Time-resolved
ensemble FRET measurements with allosterically active switch objects.
Absolute acceptor emission intensity upon donor excitation was normalized
to the acceptor emission upon direct excitation to compensate dilution ef-
fects. Phase I: switch particles were equilibrated in 45 mM MgCl2. The high
FRET level corresponds to switch particles in the closed state, as corro-
borated by direct TEM imaging. Phase II: A*t was added to the solution. The
FRETsignal drops to levels consistent with switch opening. Phase III: At was
added to the solution.The FRETsignal increases again to the original high FRET
levels. Light gray: experiment performed with A*t and At at 50 and 100 nM
effective concentration, respectively. Dark gray: A*t and At at 0.4 and 0.8 mM
effective concentration. Solid lines: fit according to a bimolecular reaction
model with zero off-rate and equimolar reactant concentrations. Phase II:
on-rate = 3.1 × 104 1/(M∙s); phase III: on-rate = 0.7 × 104 1/(M∙s). (Insets)
Average TEMmicrographs acquired from samples in the respective phases.
Scale bars, 20 nm.
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arena of DNA molecules. Blunt-ended double-
helicalDNAprotrusions ononedomain assume the
role of the tRNA acceptor stem, and corresponding
recessions on another domain mimic the RNase
P binding pocket (Fig. 1B). Nucleobase stacking
interactions engage at the double-helical inter-

faces of the shape-complementary protrusions
and recessions when the two domains are brought
into contact, but only upon correct fit of the helices
and given correct helical orientation of the in-
terfacial nucleobase pairs. We used these build-
ing blocks in a combinatorial fashion (Fig. 1C) to

create libraries of shape-complementary motifs.
Shape-complementary partners will be accepted
and precisely oriented, but noncomplementary
binding partners will be sterically rejected.
To illustrate the shape selectivity and the abil-

ity of our recognition scheme to constrain the
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Fig. 3. Self-assembly of higher-order non–base pairing shape-complementary
DNA objects, demonstrating long-range order, ability to template multi-
merization geometries by shape, and reconfigurability. (A) Schematic rep-
resentation of filaments formed by cation-dependent reversiblemultimerization
of a self-complementary multilayer DNA origami brick. (B) Negative-stain TEM
micrographs showing typical filaments that grow in the presence of 25 mM
MgCl2.When the cation concentration is reduced to 5 mMMgCl2, the filaments
fall apart (top right). Increasing the cation concentration to 25 mMMgCl2 gives
filaments again (bottom right). Scale bar, 50 nm. (C) Schematic representation
of a multilayer DNA origami hexagon with shape-complementary patterns of
protrusions and recessions. Averaged single-particle negative-stain TEMmicro-
graphs of the hexagon in different views were acquired at 10 mM MgCl2. Scale

bar, 50 nm. (D) Schematic representation of a reconfigurable lattice formed by
2D polymerization of the hexagon and a typical negative-stain TEMmicrograph
acquired in the presence of 38 mM MgCl2. Scale bar, 50 nm. (E) Schematic
representation of a two-stranded filament that is formed from a modified hex-
agon (see fig. S82) and negative-stain TEM micrographs acquired at 35 mM
MgCl2. Scale bar, 50 nm. (F) Left: schematic representation of reconfigurable
lattices formed by 2D polymerization of dynamic switch particles with 16 stack-
ing interactions (see fig. S87). Negative-stain TEM micrographs of switch lat-
tices taken at 25mMMgCl2 in the closed state (left; scale bar, 50 nm), at 5mM
MgCl2 in the open state (middle; scale bar, 50 nm), and after raising the cation
concentration again to 25mM in the closed state (right image; scale bar, 50 nm)
(see figs. S88 to S90 for lower-magnification images).
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position and orientation of individual DNA ob-
jects within larger complexes, we designed four
multilayer DNA origami bricks (Fig. 1C and figs.
S1 to S7) that form the subunits of a tetrameric
complex. The embossed surface of brick A fits
precisely into the recessed surface of brick B and
likewise for combinations of B with C and C
with D. Bricks B, C, and D exhibit characteristic
asymmetric features that helped identify their
orientation when the bricks were imaged with
transmission electronmicroscopy (TEM). Negative-
stain TEM image data and an electrophoretic
mobility analysis confirmed the successful as-
sembly of the designed overall bricklike objects
(fig. S7, A and B), as well as the self-assembly
into all possible multimeric complexes as they
are prescribed by the designed shape comple-
mentarity, including dimers, trimers, and a te-
tramer (Fig. 1D; fig. S7, B to F; and figs. S8 to S21).
To illustrate the ability of the click-in shape

recognition scheme for precisely defining con-
formational states within a multidomain DNA
object, we designed a switchlike DNA object con-
sisting of two rigid beams connected by a pivot
(Fig. 1E and fig. S22). The switch can dwell either
in an ensemble of open states or in a closed state.
The structure of the closed state is prescribed by
shape-complementary patterns of double-helical
DNAdomains that can click into each other when
the two beams draw together (Fig. 1E, right).
Direct imaging by negative-stain TEM confirms
that the switch adopts open and closed confor-

mations, where the closed conformation is struc-
turally well defined (Fig. 1F).

Structural switching

Our RNAse P–inspired shape recognition scheme
creates a tiered hierarchy between intradomain
stability and interdomain interaction because it is
based on few nucleobase stacking interactions,
rather than the many nucleobase pairing inter-
actions that stabilize entire DNA objects. As in
RNAse P (25, 26), the conformational equilibrium
of objects that utilize such shape-complementary
interactions is sensitive to the concentration of
counterions in solution because of repulsions
between the negatively charged surfaces of the
DNA binding partners. These two properties, the
tiered interaction hierarchy and the repulsive
interfaces, create rich opportunities for adjusting
the conformational equilibrium, and changing it
reversibly and rapidly, by global parameters such
as cation concentration and solution temperature.
We test these options in detail using ensemble and
single-molecule fluorescence resonance energy
transfer (FRET) experiments, as well as TEM im-
aging and electrophoretic mobility analysis per-
formed as a function of cation concentration and
temperature with the switch object and for a di-
meric brick complex. For both the switch and the
dimeric bricks, increasing the cation concentra-
tion shifted the conformational equilibrium from
the open or monomeric states to the closed or
dimeric states, respectively (Fig. 2, A and B, and

figs. S12 to S14; S23, A to D; S24 to S29; and S30,
A and B). This process occurred in the presence
of bothmonovalent and divalent cations, but only
when attractive stacking bonds or even stronger
hybridization-based interactions were included
(Fig. 2B, supplementary text S1, and figs. S23, B
to C, and S31 to S40), thus pointing against
unspecific counterion-induced condensation ef-
fects. The transitions were reversible upon cyclic
changes in the concentration of cations (fig. S23E).
The isothermsgeneratedby cation titration agreed
wellwith the predictions of a two-statemodelwith
a free-energy term that depends linearly on the
concentration of cations (Fig. 2B and fig. S30B).
Single switch particles sample the designed open
and closed states on the time scale of fractions of
seconds (supplementary text S2 and figs. S23, F
to I, and S41 to S49). Increasing the concentra-
tion of cations shifts the equilibrium toward the
closed state by predominantly reducing the av-
erage time that the switch dwells in the open state
(fig. S23I).
The greater the strength of the designed in-

teraction between the shape-complementary
interfaces of the switch, the lower the cation con-
centration necessary for stabilizing the closed
state (Fig. 2B and fig. S23, B and C). In the switch
version with 16 stacking bonds, the transition
occurred over a narrow concentration interval
ranging from 6 to 12 mM MgCl2. For stronger
hybridization-based interactions at all comple-
mentary sites instead of the minimal stacking
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Fig. 4. Reversibly reconfigurable non–base pairing multistate DNA devices
with arbitrary shapes. (A) Top row: schematic representations of a reconfig-
urable gear in a fully open state (left), in a partially compacted intermediate
state (center), and in a fully closed state (right). The states can be cyclically
prepared by adjusting, e.g., the cation concentration. Bottom row: average
negative-stain TEM micrographs of the gear, acquired at 100 mMMgCl2 (left)
and at 20 mM MgCl2 (center and right). The cation-dependent operation
principle opening or closing is reversed with respect to, e.g., the switch (Figs.
1 and 2) due to additional cation-dependent attractive surface interactions
with the TEM support grid that “pull” the gear open. (B) Top row: schematic
representation of a nanobook in three states. Bottom row: averaged negative-
stain TEM micrographs acquired at 5 mM (left) and at 50 mM (center and
right) MgCl2. (C) Schematic representation of a heterotrimeric reconfigurable

nanorobot (15 MD) that can be reversibly reconfigured in three different con-
formational states: disassembled, and assembled with open or closed arms,
respectively, by calibrating the concentration of cations in solutions. Average
negative-stain TEM micrographs of the nanorobot were acquired in the pres-
ence of the indicated MgCl2 concentrations. MgCl2 concentration increase
was achieved by adding MgCl2 stock solution; concentration reduction was
achieved by diluting with Mg-free buffer. (See figs. S99 and S100 for TEM
images from a complete assembly, opening, closing, disassembly cycle.)
(D) Top row: schematic representation of two shape-complementary multi-
layer DNA origami objects in square-lattice packing (all other objects in this
work were honeycomb-lattice packing). Bottom row: average negative-
stain TEM micrographs in two distinct views of the heterodimeric complex
at 50 mM MgCl2. Scale bars, 25 nm.
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interactions, the transition shifted to the low
cation concentrations where the open state could
not be prepared without compromising the over-
all structural integrity of the switch (Fig. 2B and
figs. S23, B and C, and S31 to S34). When we used
hybridization-based interactions distributed over
fewer sites across thebeaminterfaces, thepossibility
for shifting the equilibrium could be restored, but
at the expense of a structurally less-well-defined
closed state (figs. S50 to S58). Analogous observa-
tions were made for the brick system (figs. S59 to
S67). Changing the temperature of solutions con-
taining switch variants or the dimeric bricks could
also reversibly shift the equilibrium from closed or
dimeric states to open or monomeric states, re-
spectively (Fig. 2C and figs. S23J, S30C, and S68).
The ability to shift the equilibrium by tempera-
ture changes depended on the concentration of
cations in solution (figs. S23K and S30C).
Temperature-jump experiments (Fig. 2D) high-

lighted the robust reversibility of our shape rec-
ognition scheme and the absence of structural
or functional degradation. During the course
of 4.25 days, a solution containing the dynamic
switch with 16 stacking interactions was cycled
1020 times between 25°C (closed state) and 50°C
(open state; Fig. 2D and figs. S69 and S70). En-
semble FRET signals were collected in 18-s in-
tervals (total illumination time = 13min). Upon
heating and cooling, the FRET signals decreased
and increased in a steplike fashion to levels
corresponding to the open and closed states of
the switch ensemble, respectively (Fig. 2D). These
results imply rapid equilibration with a time con-
stant of <4 s, which is consistent with the average
lifetimes of the open and closed states determined
at room temperature with single-particle FRET ex-
periments (fig. S23I). The shape-complementary
brick monomer-dimer equilibrium showed rapid
dissociation upon temperature jumps to 50°C
(figs. S30D and S71) but slower association upon
jumping back to 25°C. The data were consistent
with the equilibration dynamics of a dimerization
reaction starting frommonomeric states (fig. S30D,
inset, and supplementary text S7).
Methods that rely on toehold-mediated DNA

strand displacement can directly influence the
conformation of DNA objects by creating or re-
solving double-helical DNA domains (8–15) that
stabilize those conformations. Because our RNAse
P–inspired recognition scheme relies on shape
complementarity on the one hand, and because
DNA origami objects are elastic macromolecular
structures on the other hand, binding equilibria
can now also be affected allosterically—that is,
through deformations that follow from molecu-
lar binding events at distal sites. To show this
possibility,we installed single-strandedDNA loops
in the vicinity of the shape-complementary in-
terfaces in the switch and in the dimeric brick
objects (Fig. 2E and fig. S30E, left). The hybrid-
ization of loop-complementary DNA “signal”
strands deforms the shape-complementary inter-
facial patterns (Fig. 2E and fig. S30E, right) and
thus can inhibit the attractive interaction. By
separating the “signal” strand from the loops
via toehold-mediated strand displacement, the

deformation was reversed, and the attractive in-
teraction between the shape-complementary
interfaces was restored. We demonstrate this
mechanism using ensemble FRET experiments
performed with the switch and the brick dimers
(Fig. 2F and figs. S30F and S72 to S79). The tran-
sition kinetics that we observed is consistent
with those found for toehold-mediated strand
displacement reactions (27). Hence, our shape
recognition scheme can also be coupled to the
well-established strand displacement methods
in DNA nanotechnology.

Applications

Several attractive opportunities are created by
the possibility to self-assemble higher-order DNA
objects using our shape recognition scheme. First,
the position of binding partners may be con-
strained with sufficient rigidity to template long-
range orientation, as seen in experiments with
a self-complementary brick that self-assembled
into homomultimeric filaments with apparently
seamless integration of up to hundreds of mono-
mers and absence of bending deformations up to
the micrometer length scale (Fig. 3, A and B, left,
and fig. S80).
Second, simply decreasing or increasing the

cation concentration allows recovering of the
constituent monomers or restoring the growth
of filaments, respectively (Fig. 3B, right, and
fig. S81). The ability to reversibly shrink and
grow filaments is of interest for creating active
materials and in polymerization-based propul-
sion applications.
Third, different higher-order objects may be

created from a family of similar building blocks
by using simple shape alterations and without
having to design interfaces with specific DNA
sequences. To show this possibility, we have de-
signed a hexagonal multilayer DNA origami brick
where the six faces feature recession and protru-
sion patterns such that opposing faces are pair-
wise complementary but noncomplementary to
the other faces of the hexagon (Fig. 3C and figs.
S82 and S83). The hexagon can be prepared as a
monomer (Fig. 3C) and self-assembled into 2D
hexagonal lattices by raising the cation concen-
tration (Fig. 3D and fig. S84). We also altered the
hexagon brick such that only four out of its six
faces could participate in shape-complementary
stacking interactions, where two opposing hexa-
gon faces may interact with each other and also
two neighboring facesmay interact, but only when
rotating one binding partner around its short
axis by 180° (Fig. 3E and fig. S85). This design
modification caused the hexagon bricks to self-
assemble specifically into two-stranded filaments
(Fig. 3E and fig. S86). Natural two-stranded fila-
ments such as actin also self-assemble from a
single monomer and offer interesting properties
such as nucleated growth and a superior length-
to-monomer concentration ratio as compared to
single-stranded filaments.
Fourth, nanoscopic changes in the geometry of

individual building blocks may also be amplified
up to the micrometer scale, which is an impor-
tant step in creating synthetic assemblies that

could attain the high level of structural integra-
tion of active components seen in biology, such
as in muscle tissue. We polymerized a variant of
the dynamic switch from Figs. 1 and 2 into 2D
lattices, using hybridization-based interactions.
These lattices contained up to 1000 switch par-
ticles (Fig. 3F and figs. S87 to S90) arranged in a
regular fashion. The lattices could be reversibly
expanded and contracted simply by decreasing
and increasing the concentration of cations in
the solution, respectively.
Finally, we illustrate the opportunities for

creating various reversibly reconfigurable DNA
devices with arbitrary shapes when using our
shape recognition scheme.We designed and self-
assembled a reconfigurable gear that can be
switched between a pinionrack-like shape and
a gearlike shape (Fig. 4A and figs. S91 and S92).
We also designed a reconfigurable nanobook
that can reversibly fold and unfold (Fig. 4B and
figs. S93 to S95). As for all other objects shown
in this work, the conformational equilibrium
of the reconfigurable gear and the nanobook
can be adjusted by the cation concentration in
solution. Both devices provide starting points
for objects that can serve encapsulation purposes.
In addition, we produced a heterotrimeric 15 MD
complex comprising three asymmetric subunits
that assemble specifically on the basis of shape
recognition (Fig. 4C and figs. S96 to S100) to form
a nanorobot. Twomodules form the robot’s torso,
and onemodule forms its legs. The torsomodules
each feature an armlike domain hooked up to a
shoulderlike protrusion via a pivot similar to the
pivot in the switch. The arms can switch between
open and closed states, where the closed states are
stabilized by shape-complementary stacking bonds
between the forearm and the hip of the robot.
We used cation concentration as a control pa-
rameter; a designed hierarchy of strengths be-
tween the various stacking bonds within the
robot allows it to be tasked to self-assemble, open
its arms, close its arms, split up into its modules,
and reassemble (Fig. 4C). We controlled the se-
quence of events by the temporal pattern of
cation concentrations.
Taken together, the methods put forward

herein provide ready access to a diversity of dy-
namic DNA-based devices and assemblies. By
simply considering geometry in 3D space, as
exemplified here with differently shaped multi-
layer DNA origami objects in honeycomb-lattice
packing as well as square-lattice packing (Fig. 4D
and figs. S101 to S103), andminimized nucleobase
stacking interactions as a universal molecular
glue, a designer can encode complex higher-order
objects and also dynamic objects inDNA sequences
(see movies S1 to S7).

Discussion

In computer science, high-level languages use
an interpreter to enable the creation of complex
software without having to deal with detailed
machine code. By analogy, DNA sequences may
be considered as themachine code used to create
structural modules. Our shape recognitionmethod
expands the palette of potential interactions for

SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1451

RESEARCH | RESEARCH ARTICLES



DNA-based nanotechnology and adds a layer
of abstraction in which components may be
treated conceptually as objects that interact in
shape space, rather than in sequence space. This
property enables the design on a higher struc-
tural level without having to program the detailed
DNA strand sequences for connecting compo-
nents. We anticipate that our findings will help
in creating dynamic macromolecular devices
and assemblies as scaffolds for various pur-
poses. Specifically, we envision potential appli-
cations in advanced therapeutics, biosensing,
active plasmonics, and responsive nanostruc-
tured materials.
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NUCLEAR PHYSICS

Ab initio calculation of the
neutron-proton mass difference
Sz. Borsanyi,1 S. Durr,1,2 Z. Fodor,1,2,3* C. Hoelbling,1 S. D. Katz,3,4 S. Krieg,1,2

L. Lellouch,5 T. Lippert,1,2 A. Portelli,5,6 K. K. Szabo,1,2 B. C. Toth1

The existence and stability of atoms rely on the fact that neutrons are more
massive than protons. The measured mass difference is only 0.14% of the average
of the two masses. A slightly smaller or larger value would have led to a dramatically
different universe. Here, we show that this difference results from the competition
between electromagnetic and mass isospin breaking effects. We performed lattice
quantum-chromodynamics and quantum-electrodynamics computations with four
nondegenerate Wilson fermion flavors and computed the neutron-proton mass-splitting
with an accuracy of 300 kilo–electron volts, which is greater than 0 by 5 standard
deviations. We also determine the splittings in the S, X, D, and Xcc isospin multiplets,
exceeding in some cases the precision of experimental measurements.

T
he mass of the visible universe is a conse-
quence of the strong interaction (1), which
is the force that binds together quarks into
protons and neutrons. To establish this with
percent-level accuracy, very precise calcu-

lations based on the lattice formulation of quan-
tum chromodynamics (QCD), the theory of the
strong interaction, were needed. Going beyond
such calculations to control much finer effects
that are at the per mil (‰) level is necessary to,
for instance, account for the relative neutron-
proton mass difference, which was experimen-
tally measured to be close to 0.14% (2). Precisely,
this difference is needed to explain the physical
world as we know it today (3). For example, a
relative neutron-proton mass difference smaller
than about one third of the observed 0.14% would
cause hydrogen atoms to undergo inverse beta
decay, leaving predominantly neutrons. A value
somewhat larger than 0.05% would have re-
sulted in the Big Bang Nucleosynthesis (BBN),
producing much more helium-4 and far less hy-

drogen than it did in our universe. As a result,
stars would not have ignited in the way they
did. On the other hand, a value considerably
larger than 0.14% would have resulted in a much
faster beta decay for neutrons. This would have
led to far fewer neutrons at the end of the BBN
epoch and would have made the burning of hy-
drogen in stars and the synthesis of heavy ele-
ments more difficult. We show here that this
tiny mass splitting is the result of a subtle can-
cellation between electromagnetic and quark
mass difference effects.
The Standard Model of Particle Physics is a

SU(3) × SU(2) × U(1) gauge theory with mass-
less fermions. During the expansion of the early
universe, the Higgs mechanism broke this sym-
metry down to SU(3) × U(1), and elementary
particles acquired masses proportional to their
couplings to the Higgs field. As the universe con-
tinued to expand, a QCD transition took place,
confining quarks and gluons into hadrons and
giving those particles most of their mass. This
same theory today is believed to be responsible
for the tiny isospin splittings, which are the
subject of this paper. At the level of precision
that we aim for here, the effects of the weak
interaction, of leptons, and of the two heaviest
quarks can either be neglected or absorbed
into the remaining parameters of the theory.
The resulting theory is one of u, d, s, and c (up,
down, strange, and charm, respectively) quarks,
gluons, photons, and their interactions. The
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Euclidean Lagrangian for this theory is L ¼ 1=
ð4e2ÞFmvFmv þ 1=ð2g2ÞTrGmvGmv þ ∑ f ψf ½gmð∂mþ
iqf Am þ iBmÞ þmf �yf , where gm are the Dirac
matrices, f runs over the four flavors of quarks,
the mf are their masses, and the qf are their
charges in units of the electron charge e. More-
over, Fmv = ∂mAv – ∂vAm, Gmv = ∂mBv – ∂vBm +
[Bm, Bv], and g is the QCD coupling constant.
In electrodynamics, the gauge potential Am is
the real valued photon field, whereas in QCD,
Bm is a Hermitian 3 by 3 matrix field. The yf

are Dirac-spinor fields representing the quarks
and carry a “color” index, which runs from 1 to
3. In the present work, we consider all of the
degrees of freedom of this Lagrangian; that is,

we include quantum electrodynamics (QED)
and QCD, as well as the four nondegenerate
quark flavors, in a fully dynamical formulation.
The action S of QCD+QED is defined as the

spacetime integral of L. Particle propagators are
averages of products of fields over all possible
field configurations, weighted by the Boltzmann
factor exp(−S). A notable feature of QCD is as-
ymptotic freedom, which means that the interac-
tion becomes weaker and weaker as the relative
momentum of the interacting particles increases
(4, 5). Thus, at high energies the coupling con-
stant is small, and a perturbative treatment is
possible. However, at energies typical of quarks
and gluons within hadrons, the coupling is large,

and the interactions become highly nonlinear.
The most systematic way to obtain predictions
in this nonperturbative regime of QCD involves
introducing a hypercubic spacetime lattice with
lattice spacing a (6) on which the above Lagrangian
is discretized, numerically evaluating the result-
ing propagators and extrapolating the results
to the continuum (a→0). The discretization pro-
cedure puts fermionic variables on the lattice
sites, whereas gauge fields are represented by
unitary 3 by 3 matrices residing on the links
between neighboring sites. The discretized theory
can be viewed as a four-dimensional statistical
physics system.
Calculating the mass differences between the

neutral and charged hadron partners by using
lattice techniques has involved different levels
of approximation. In the pioneering work of
(7), the quenched approximation was used both
for QCD and QED. Recent studies (8–10) have
typically performed dynamical QCD computations
with quenched QED fields. Another quenched
QED approach, in which the path integral is ex-
panded to O(a), has also recently been imple-
mented (11). In all such calculations, the neglected
terms are of the same leading order in a as
the isospin splittings of interest (10). To have
a calculation that fully includes QED effects to
O(a) requires including electromagnetic effects
in the quark sea. Three exploratory studies have
attempted to include these effects. The first
two used reweighting techniques in Nf = 2 +
1 QCD simulations (12, 13). Beyond the diffi-
culty of estimating the systematic error asso-
ciated with reweighting, the computation in
(12) was carried out with a single lattice spac-
ing in a relatively small (3 fm)3 spatial volume
and the one in (13) on a single, much coarser and
smaller lattice, with pion masses larger than
their physical value. In the third study (14), real
dynamical QCD and QED simulations were per-
formed, albeit on a single lattice at unphysical
quark mass values.
Here, we provide a fully controlled ab initio

calculation for these isospin splittings. We used
1 + 1 + 1 + 1 flavor QCD+QED with 3 HEX (QCD)
and 1 APE (QED) smeared clover improved Wilson
quarks. Up to now, the most advanced simula-
tions have included up, down, and strange quarks
in the sea but neglected all electromagnetic and
up-down mass difference effects. Such calcula-
tions have irreducible systematic uncertainties
of Oð1=Nc=m2

c ;a;md − muÞ, where Nc = 3 is the
number of colors in QCD. This limits their ac-
curacy to the percent level. We reduced these
uncertainties to Oð1=Nc=m2

b; a
2Þ, where mb is

the bottom quark mass, yielding a complete de-
scription of the interactions of quarks at low
energy accurate to the per mil level.
In our parameter set, we have four lattice

spacings ranging from 0.06 to 0.10 fm. We ob-
served very small cutoff effects in our results,
which is in good agreement with our earlier spec-
trum determination (15, 16). Nevertheless, these
small cutoff effects are accounted for in our sys-
tematic error analysis as g2a or a2 corrections in
the histogram method described in (17).
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Fig. 1. Finite-volume
behavior of kaon
masses. (A) The
neutral kaon mass,
MK0 , shows no signifi-
cant finite volume
dependence; L denotes
the linear size of the
system. (B) The
mass-squared difference
of the charged kaon
mass, MKþ , and MK0

indicates that MKþ is
strongly dependent
on volume. This finite-
volume dependence is
well described by an
asymptotic expansion
in 1/L whose first two
terms are fixed by QED
Ward-Takahashi identities (17). The solid curve depicts a fit of the lattice results (points) to the ex-
pansion up to and including a fitted O(1/L3) term. The dashed and dotted curves show the contribu-
tions of the leading and leading plus next-to-leading order terms, respectively. The computation was
performed by using the following parameters: bare a ∼ 1/10, Mπ = 290 MeV, and MK0= 450 MeV. The
mass difference is negative because a larger-than-physical value of a was used.The lattice spacing a is
~0.10 fm.
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around the label.

0

2

4

6

8

10

∆
M

 [M
eV

]

∆N

∆Σ
∆Ξ

∆D

∆CG

∆Ξcc

experiment
QCD+QED
prediction

BMW 2014    HCH

RESEARCH | REPORTS



We performed computations with four val-
ues of the bare fine structure constant: 0, a
value close to the physical value of 1/137, and
two larger values, approximately 1/10 and 1/6.
Most of our runs were carried out at a = 0 and
∼1/10. Because QED effects in typical hadron
masses are small (around or below the 1 ‰
level), statistical noise in the splittings can be
reduced by interpolating between results ob-
tained with the larger value of a and those
obtained with a = 0. We then confirmed and
improved this interpolation with simulations
near the physical value of the coupling. The
actual interpolation to the physical point is per-
formed in terms of a renormalized fine struc-
ture constant defined via the QED Wilson flow
(18). Within the precision reached in our work,
the splittings studied show no deviation from
linear behavior in the range of couplings studied.
Our largest value of the fine structure con-
stant was chosen so as to increase the signal for
the mass splittings, while keeping under con-
trol large finite-volume corrections of the kind
discussed below.
Our smallest pion mass is ~195 MeV (with more

than 20,000 trajectories), and our largest lattice
has a spatial extent of 8 fm. These parameters
were carefully chosen to allow for a determina-
tion of the neutron-proton mass splitting that is
~5 standard deviations (SDs) from 0, with cur-
rently available computing resources. This is a
challenge because accounting for isospin break-
ing effects increases the cost (17) of the calcu-
lation compared with computations with two
degenerate light flavors used typically in recent
works (19–27).
We produced gauge configurations with an

improved version of the Hybrid Monte Carlo al-
gorithm and checked, a posteriori, that the prob-
ability weights are always positive in the region
of the parameter space used in our simulations.
We used two previously suggested frameworks

for the photon fields. These correspond to a non-
local modification of the action that vanishes in
the infinite-volume limit. As we argue in (17), these
nonlocalities do not generate new ultraviolet di-
vergences at one-loop order in a. The final analysis
is performed in the framework of (28), which re-
spects reflection positivity and has a well-defined,
large time limit, unlike previously used techniques
(17). Generically, the photon fields show very
large autocorrelation times of several thousand
trajectories. We designed a Fourier accelerated
algorithm within this QCD+QED framework that
dramatically reduces these large autocorrela-
tion times.
The long-range nature of the electromagnetic

interaction poses one of the most serious dif-
ficulties of the present work. It induces finite-
volume corrections that only fall off like inverse
powers of the linear extent of the system. These
are far more severe than the QCD finite-volume
corrections, which are exponentially suppressed
in these dimensions. Exponential corrections can
easily be included in large-scale spectrum studies
(16). We performed an extensive study of the much
larger power-suppressed finite-volume corrections

using both one-loop analytical QED calculations
and high-precision QED simulations (17). The size
and volume behavior of these corrections in
our full QCD+QED calculation are illustrated
in Fig. 1.
Statistical errors on the mass splittings are cal-

culated by using 2000 bootstrap samples. The
systematic uncertainties on the final results are
determined with our histogram method (16). We
considered a wide range of analyses, each of which
provides a valid approach to obtain the physical
splittings from our simulation results, and cal-
culated the associated goodness of fit. Because
these procedures have different numbers of free
parameters, we combined them using the Akaike
information criterion (AIC) (29) and obtained a
distribution for each splitting. The means of these
distributions are our central values, whereas the
widths of the distributions provide estimates of
systematic uncertainties. This procedure yields
conservative errors.
Our final results for the mass splittings are

shown in Fig. 2. A comparison with the results

of (10) indicates that the precision of the signal
for DMN (thus the splitting being nonzero) in-
creased from ~1s to 5s. For the other channels,
the improvement is even more pronounced. In
addition, the present work represents a fully con-
trolled approach, whereas (10) was based on
the electroquenched approximation with degen-
erate light quarks in the sea. The nucleon, S, and
X splittings are consistent with the Coleman-
Glashow relation DCG ≡ DMN − DMS + DMX = 0
(30). According to our calculation, this relation
is fulfilled with an accuracy of 130 keV. We also
computed the individual contributions to the
splittings coming from mass isospin breaking
effects (a = 0, md – mu ≠ 0) and electromag-
netic effects (md – mu = 0, a ≠ 0), as defined in
(17). The numerical results for all of our re-
sults are given in Table 1. Because the precision
of the experimental result for the nucleon is
far greater than ours, we additionally give the
QED and QCD separation obtained by using
the experimental value of Mn − Mp: (Mn − Mp)

QCD/(Mn − Mp)QED = −2.49(23)(29). Last, we used

1454 27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org SCIENCE

0 1 2
α/αphys

0

1

2

(m
d-m

u)/
(m

d-m
u) ph

ys

physical point

1 MeV

2 MeV

3 MeV

4 MeV

Inverse β decay region

Fig. 3. Contour lines for the neutron-proton mass splitting. The contours are shown as a func-
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certainties on these predictions. A constraint on the neutron-proton mass difference obtained from
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Table 1. Isospin mass splittings of light and charm hadrons. Also shown are the individual contribu-
tions to these splittings from the mass difference (md − mu) (QCD) and from electromagnetism (QED).
This separation requires fixing a convention, which is described in (17). The last line is the violation of the
Coleman-Glashow relation (30), which is the most accurate of our predictions.

Mass splitting [MeV] QCD [MeV] QED [MeV]

DN = n – p 1.51(16)(23) 2.52(17)(24) –1.00(07)(14)
DS = S− − S+ 8.09(16)(11) 8.09(16)(11) 0
DX = X− − X0 6.66(11)(09) 5.53(17)(17) 1.14(16)(09)
DD = DT − D0 4.68(10)(13) 2.54(08)(10) 2.14(11)(07)
DXcc = Xcc

++ − Xcc
+ 2.16(11)(17) –2.53 (11)(06) 4.69(10)(17)

DCG = DN − DS + DX 0.00(11)(06) –0.00 (13)(05) 0.00(06)(02)

RESEARCH | REPORTS



this number in Fig. 3 to plot the result of the
neutron-proton mass splitting as a function of
the quark-mass difference and electromagnet-
ic coupling. In combination with astrophysical
and cosmological arguments, this figure can
be used to determine how different values of
these parameters would change the content of
the universe. This in turn provides an indica-
tion of the extent to which these constants of
nature must be fine-tuned to yield a universe
that resembles ours.
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QUANTUM GASES

Crystallization in Ising
quantum magnets
P. Schauß,1* J. Zeiher,1 T. Fukuhara,1 S. Hild,1 M. Cheneau,2 T. Macrì,3 T. Pohl,3

I. Bloch,1,4 C. Gross1

Dominating finite-range interactions in many-body systems can lead to intriguing
self-ordered phases of matter. For quantum magnets, Ising models with power-law
interactions are among the most elementary systems that support such phases.
These models can be implemented by laser coupling ensembles of ultracold atoms
to Rydberg states. Here, we report on the experimental preparation of crystalline
ground states of such spin systems. We observe a magnetization staircase as a function
of the system size and show directly the emergence of crystalline states with vanishing
susceptibility. Our results demonstrate the precise control of Rydberg many-body systems
and may enable future studies of phase transitions and quantum correlations in interacting
quantum magnets.

Q
uantum spin systems governed by inter-
actions with a power-law dependence on
distance are predicted to show intriguing
physics very different from systems with
at most next-neighbor interactions (1, 2).

Such interactions can lead, for example, to the
realization of quantum spin glasses (3), quan-
tum crystals (4), or strong modifications of the
light-cone–like propagation of correlations (5, 6).
Rydberg atoms offer the possibility to realize such
systemswith neutral atoms because of the strong
van der Waals interaction between them (7).
The magnitude of the interactions between the
Rydberg atoms is determined by the choice of
the excited state, and it can exceed all other
relevant energy scales on distances of several
micrometers, thereby leading to an ensemble
dominated by power-law interactions. The re-
sulting Ising-type Hamiltonian is expected to
support crystalline magnetic phases. To prepare
the system in the crystalline phase, a dynamical
approach based on controlled laser coupling has
been suggested that adiabatically connects the
ground state containing no Rydberg atoms (cor-
responding to all spins pointing downward) with
the targeted crystalline state. At the heart of
this dynamical crystallization technique is the
coherent control of the many-body system (8–14).
Here, we report on the deterministic ground-state
preparation in quantum Ising spin systems com-

posed of several hundred strongly interacting
spins via coherently controlled coupling as pro-
posed in (8–10). The physical system studied is a
well-defined line- or disc-shaped atomic sample
in an optical lattice with one atom per site. The
87Rb atoms are coupled to the Rydberg state
43S1/2 with a controlled time-dependent Rabi
frequencyWðtÞ and detuning DðtÞ ¼ wlðtÞ − w0

of the laser frequency wl from the atomic reso-
nance w0. The corresponding theoretical model
describing this system is the so-called frozen
Rydberg gas, in which only the internal electro-
nic degrees of freedom are considered. This is
justified by the short time scale of our exper-
iments, during which the motion of the atoms in
the lattice is negligible (15, 16). Adopting a pseudo
spin-1/2 description, the systemmaps to an Ising-
type Hamiltonian

H

ˇ

¼ ℏWðtÞ∑
i
s

ˇ

ðiÞ
x þ∑

i
½I i − ℏDðtÞ�s

ˇ

ðiÞ
z

þ ∑
i; j;ði≠jÞ

Vij

2
s

ˇ

ðiÞ
z s

ˇ

ðjÞ
z ð1Þ

Here, the vectors i ¼ ðix; iyÞ label the position
of the atoms on the lattice. The spin-1/2 operators
on each site are defined as s

ˇ

x ¼ ðj↑〉〈↓j þ j↓〉〈↑jÞ=2
and s

ˇ

z ¼ ðj↑〉〈↑j−j↓〉〈↓jÞ=2, where we omitted
the site label to simplify the notation. The op-
erators j↑〉〈↓j and j↓〉〈↑j describe a spin flip from
the ground state j↓〉 to the Rydberg state j↑〉 and
vice versa, whereas the operators j↑〉〈↑j ¼ n

ˇ

↑

and j↓〉〈↓j ¼ n

ˇ

↓ represent the local Rydberg
and ground-state population, respectively. The
first two terms of the Hamiltonian describe a
transverse and longitudinal magnetic field, respec-
tively. The former is controlled by the coherent
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coupling between ground and Rydberg state with
the time-dependent Rabi frequency WðtÞ. The
detuning DðtÞ determines the longitudinal field
and can be used to counteract the energy offset

I i ¼ ∑
j;ði≠jÞ

Vij

2 (positive for our parameters). The

third term represents the van der Waals in-
teraction potential between two atoms in the
Rydberg state. For the 43S1/2 state, Vij ¼ −C6=r6ij
is repulsive because the van der Waals coef-
ficient C6 < 0. Here, rij ¼ alatji − jj is the dis-
tance between two atoms on the lattice with
period alat.
This system exhibits a rich variety of strongly

correlatedmagnetic phases (4, 5, 6, 17–20). In the
classical limit (W ¼ 0) and for D > 0, the many-
body ground state corresponds to crystalline states
with vanishing fluctuations in the total magne-
tization M ¼ 2N↑ − N , which, for fixed total
atom number N, is determined by the spin-↑

componentN↑ ¼ ∑
i
〈n

ˇ

ðiÞ
↑ 〉. In a one-dimensional

(1D) chain of l ≫ N↑ lattice sites, the number of
spin-↑ atoms increases by one at the critical
detunings l6ℏDc ≈ 7jC6jN6

↑ =a
6
lat separating suc-

cessive crystal states (8) (Fig. 1A). The laser
coupling introduces quantum fluctuations that
can destroy the crystalline order (4, 17, 18, 21).
Although finite-size effects naturally broaden
the transitions in the ðW;DÞ parameter space
(the plot in Fig. 1A was calculated for N ¼ 7),
extended lobes corresponding to crystalline states
can be identified.
The preparation of the crystalline states re-

quires fast dynamical control because of the
short lifetime of the Rydberg states of typical-
ly several tens of microseconds. The underly-
ing idea is based on the well-known quantum
optical technique of rapid adiabatic passage,
here realized on a many-body level. Simultane-
ous temporal control of the Rabi frequency and
laser detuning permits us to dynamically con-
nect the many-body ground states in two distinct
parameter regimes, while assuring a finite en-
ergy gap to the first excited state along the pas-
sage. Our initial state with all atoms in their
electronic ground state (N↑ ¼ 0) coincides with
the many-body ground state of the system for
negative detuning and vanishing Rabi frequen-
cy. For a small coupling strength W, the energy
gap to the first excited state closes at the tran-
sition points Dc between successive N↑ mani-
folds; thus, both W and D have to be varied to
maximize the adiabaticity of the preparation
scheme. An intuitive and simple choice of the
path ðWðtÞ;DðtÞÞ starts by slowly switching
on the coupling WðtÞ at a large negative detun-
ing DðtÞ ¼ Dmin (8–10). Next, the detuning is
increased to the desired final blue-detuned
value Dmax > 0, followed by a gradual reduc-
tion of the coupling strength W to zero. Choos-
ing Dmax between the critical detunings Dc of
adjacent N↑ manifolds thus yields a crystalline
state with a well-defined and controllable mag-
netization. In the final stage of the last step,
the energies of several many-body states be-
come nearly degenerate, as illustrated in Fig. 1B

for a representative system of five atoms. These
lowest many-body excited states all belong to
the same N↑ manifold but feature a finite density
of dislocations with respect to the perfectly or-
dered classical ground state. In practice, this
leads to unavoidable nonadiabatic transitions
at the end of the laser pulse, which in 1D lead
to a slight broadening of the characteristic spa-
tial correlations.
Our experiment started from a 2D degenerate

gas of 250 to 700 87Rb atoms confined to a single
antinode of a vertical (z axis) optical lattice. The
gas was driven deep into the Mott-insulating
phase by adiabatically turning on a square optical
lattice with period alat ¼ 532 nm in the xy plane
(22). We used a deconfining beam to reduce the
harmonic potential induced by the lattice beams
and thereby enlarged the spatial extension of a
single occupancy Mott insulating state (23). Next,
we prepared the initial atomic density distribu-
tion precisely by cutting out the desired cloud
shape from the initial Mott insulator using a
spatial light modulator (Fig. 1, C and D) (24). For
ourmeasurements, we chose line- or disc-shaped
atomic samples of well-controlled lengths or radii.
The line had a width of three lattice sites and a
variable length l. Because this width was much
smaller than the blockade radius of approximately

nine sites, this geometry can theoretically be de-
scribed by an effective 1D chain with a collectively
enhanced Rabi frequency

ffiffiffi

3
p

W. The average fil-
ling was 0.8 atoms per site, and at the edge it
dropped to below 0.1 atoms per site, within one
lattice site. The coupling to the Rydberg state
was realized by a two-photon process via the in-
termediate state 5P3=2, using laser wavelengths
of 780 and 480 nm with s− and sþ polariza-
tions, respectively (25). Detailed coupling beam
parameters are summarized in table S1. Fast
control of the Rabi frequency WðtÞ and the
detuning DðtÞ was implemented by tuning in-
tensity and frequency of the 780-nm coupling
laser using a calibrated acousto-optical modula-
tor (24). Finally, theRydberg atomswere detected
locally by fluorescence imaging after removing
the ground-state atoms from the trap and de-
pumping the Rydberg state back to the ground
state (24, 25). The spatial distribution of Rydberg
atoms and, therefore, the magnetization profile
were measured by averaging over at least 40
realizations (Fig. 1, E and F).
In a first series of experiments, we prepared

crystalline states in the elongated geometry. For a
fixed system size, the experimentally realizable
number N↑ of spin-↑ atoms is limited by the in-
teraction energy as the longitudinal magnetic

1456 27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org SCIENCE

}

Fig. 1. Phase diagram, energy spectrum, and experimental sequence. (A) Phase diagram calculated
for a 1D system of N = 7 atoms. The color scale indicates the number of spin-↑ atoms N↑ in the many-
body ground state (also visualized in the crystalline phase by the small spheres). The detuning D and
Rabi frequency W axes are rescaled by their sixth root. (B) Evolution of the many-body spectrum during a
sweep, where coupling strength WðtÞ and detuning DðtÞ are controlled.The spectrum was calculated for a
representative 1D system of five atoms. First, the detuning is changed from Dmin to Dmax at constant Rabi
frequency Wmax, with Dmax chosen to prepare N↑ ¼ 2. Subsequently, the Rabi frequency is reduced from
Wmax to 0. The inset is a zoom into the end of the sweep highlighting the shrinking gap between the
energy levels.The color of each line indicates the mean number of spin-↑ atoms in the many-body state.
For strongly negative detuning, the four different manifolds correspond to the crystalline states with fixed
magnetization given by N↑, as indicated in the figure. In three limiting cases in which the states become
classical, the spatial distribution is shown schematically (blue circles, Rydberg atoms; gray circles,
ground-state atoms). (C to E) Representative fluorescence pictures from different times in the
experimental cycle. (C) Mott insulator with lattice sites (white dots) and spatial light modulator pattern
(semitransparent overlay). (D) Initial atom configuration. (E) Single-shot Rydberg pattern. (F) Spatial
Rydberg density (magnetization density) after averaging 40 experimental runs (darker color means more
detected atoms).
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field scales weakly with D. Hence, instead of var-
ying the detuning, we changed the length l of
the initial system to explore the characteristics
of the Rydberg crystals (8). We measured the
mean number of Rydberg atoms N↑ for varying
length l using a numerically optimized sweep (24).
In the optimization, the sweep durationwas set to
4 ms, which is a reasonable compromise between
the decreasing detection efficiency for longer
sweeps and adiabaticity (fig. S1A). The results
for the sweep to Dmax ¼ 2p ⋅ 700ð200ÞkHz (Fig.
2A) exhibit clear plateaus in N↑ and agree well
with numerical predictions that take into ac-
count the measured initial atomic density, the
laser sweep, and the detection efficiency; the
latter is the only free parameter, with a fitted
value of a ¼ 0:62ð5Þ (24). On the plateaus, the
theory predicts strong overlap with states of
fixed total magnetization (fig. S3). Using the
fact that varying the system size l is approxi-
mately equivalent to varying the detuning Dmax,
we extract the susceptibility w ≡ ∂N↑

∂Dmax
≈ l

6Dmax

∂N↑

∂l
from our data (24). w is found to vanish in the
plateau regions (Fig. 2B), as expected for crystal-
line magnetic states. The finite values in between
result from the small energy gaps between crys-
talline states of different magnetization around
Dc, leading to the preparation of compressible
superposition states.
The adiabatic preparation requires the cross-

ing of a phase transition (4, 17, 18) and, thus, the
system undergoes complex correlated quantum
dynamics. To study the crystallization process
along the sweep trajectory ðWðtÞ;DðtÞÞ, we ab-
ruptly switched off the coupling at different
times, thereby projecting the many-body state
onto the eigenstates of the uncoupled system
ðW ¼ 0Þ. For the measurement, we chose the op-
timized sweep for the N↑ ¼ 3 crystalline manifold
in a system of 3 by 23 sites. The path through the
phase diagram is shown in Fig. 3A. For each evo-
lution time, we measured the Rydberg number
histogram, from which we extracted its meanN↑

and its normalized variance Q ¼ 〈ð∑in

ˇ

ðiÞ
↑ Þ2〉−N2

↑

N↑
−1

(Fig. 3B). During the sweep,N↑ increases until we
observe a saturation behavior that we interpret as
the onset of crystallization (fig. S2). Simultaneous-
ly, the Q factor decreases from the Poissonian
value Q ≈ 0 to Q ≈ −0:5ð1Þ, which reflects the
approach to the crystalline state. The expected
value Q ≈ −1 is increased to Q ≈ −a due to our
detection efficiency. The measurement of the
full counting statistics along the sweep trajec-
tory allows for a more quantitative comparison
with theory (Fig. 3C). However, the finite detec-
tion efficiency strongly affects the observed his-
tograms and leads to a tail of the distributions
toward lower spin-↑ atom numbers (24). Never-
theless, we find very good agreement between
theory and experiment for the previously fitted
a ¼ 0:62.
The high-resolution detection scheme allows

for an even more detailed study of the dynamics
via the spatial magnetization density, which
is largely unaffected by the detection efficiency.
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Fig. 2. Identification of
the crystalline phase.
(A) Mean spin-↑ num-
ber N↑ versus system
length ℓ for an elongated
system. Blue circles cor-
respond to the experi-
mental mean number of
Rydberg atoms N↑ after
the optimized sweep.
The green line is the
result of the numerical
simulation for the exper-
imental initial states,
taking into account an
initial state filling of 0.8
and length fluctuations
on the order of one site.
The gray line shows the
classical (W ¼ 0) predic-
tion. The only free
parameter used to fit
the theory to the exper-
imental data is the
detection efficiency
a ¼ 0:62. (Insets)
Measured spatial
distribution of the mag-
netization (left) and corresponding theory (right) for system lengths ℓ of 12, 23, and 35 sites.The brightness
(light to dark) translates to the normalized number of spin-↑ atoms. (B) Susceptibility w of the
prepared states. Blue circles are derived from the experimental data shown in (A), using a numerical
central difference estimator for the derivative (24). The green line is a numerical calculation of
w ¼ dN↑=dDjDmax for a given system size ℓ. All error bars, mean T SEM.

Fig. 3. Dynamical crys-
tallization. (A) Illustration
of the laser sweep.The black
line shows the path of the
sweep through the phase
diagram; the numbered
positions mark the mea-
surements [see (C)].The
color scale indicates the
number of spin-↑ atoms N↑

of the ground state for every
pair ðW;DÞ.The gray line
indicates the boundary of
the crystalline lobes, where
theQ factordropsbelow–0.9.
The phase diagram was
calculated for the experi-
mental parameters. (B)
Mean number of Rydberg
atoms (blue circles) and Q
factor (red circles) for the
seven times marked in
(A), together with the
corresponding theoretical
predictions (lines). Each of
the seven data points is based on at least 65 independent experimental repetitions. (C) Experimental and
theoretical probability distributions of the number of Rydberg atoms along the sweep [see (A)]. Blue boxes
show experimental data, and the dashed and solid lines represent the theoretical result for detection
efficiencies of a ¼ 1 and a ¼ 0:62, respectively. (D) Transversally averaged distributions (probability per
site) of the spin-↑ atoms for the same times as in (C) with a binning of two sites (blue circles).The slight
asymmetry toward the right might be due to a gradient in the Rabi frequency (24). The green line is the
numerical result. All error bars, mean T SEM.
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For these elongated finite-size systems, crystal-
lization is directly apparent in the magnetiza-
tion density and provides similar information as
the correlation function 〈n

ˇ

ðiÞ
↑ n

ˇ

ðjÞ
↑ 〉. This is because

of a breakdown of the translational invariance:
For N↑ > 1 a spin-↑ atom localized at the edge is
energetically favorable. At the beginning of the
pulse, we observe delocalized Rydberg atoms
throughout the cloud (Fig. 3D), characteristic
for the magnetically disordered phase in this
parameter regime. For longer times, the spin-↑
atoms start to accumulate at both ends of the
line-shaped cloud and finally crystallize to the
expected triple-peak configuration. The dynam-
ics of this crystallization process match well with
the theoretical prediction. The observed width of
the peaks is compatible with the spatial resolu-
tion of one lattice site (25) (which was included
in the theory).
In a different set of experiments, we investi-

gated the adiabatic preparation in a disc-shaped
spin system of up to 400 spins. We used the spa-
tial light modulator to prepare the initial dis-
tribution with a controlled radius, whose value
fluctuated by only one lattice site (24). Here,
the dynamical preparation turned out to be more
challenging, because the effects of the fluctuat-
ing boundary are much more pronounced in
2D than in the effective 1D geometry discussed
above. Nevertheless, a proper frequency chirp

of the coupling laser offers substantial control of
the many-body dynamics and the preparation of
energetically low-lying many-body states. This is
demonstrated in Fig. 4, where we compare the
magnetization density at a constant detuning
to the result of a chirped coupling from Dmin < 0
to Dmax (fig. S1B). In the former case, the mag-
netization is almost uniformly distributed ac-
ross the atomic sample, whereas in the latter,
low-energy states with a localized magnetiza-
tion density are prepared. The initial system
size permits us to control the number of spin-↑
atoms. With increasing N↑ , the configuration
with all Rydberg atoms located along the cir-
cumference becomes energetically unfavorable
compared to configurations with an extra Ryd-
berg atom in the center. This structural change
is directly visible in the observed patterns shown
in Fig. 4.
In conclusion, we have prepared and studied

the many-body ground state in a strongly in-
teracting Ising model across the transition to
the crystalline phase. This should be contrasted
with (25), where the observation of ordered
structures in highly excited many-body states
relied on postselection of the pictures with above
average Rydberg number. Such states can be
realized by straightforward pulsed laser exci-
tation, whereas preparation of the low-energy
states requires precise coherent control of the

many-body system via laser coupling and ini-
tial density engineering. In the future, our tech-
nique might be used to explore quantum phase
transitions and the predicted intriguing dyna-
mics when crossing them, such as two-stage
melting via a floating crystal phase (17, 18). More
generally, our results enable studies of long-range
quantum correlations and dissipative quantum
magnets in Ising-type spin systems (26–28). The
demonstrated level of control overRydbergmany-
body systems is an important step toward the
control of multi-atom correlations required for
the quantum simulation of dynamical gauge
theories (29).
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Fig. 4. Dynamical crystallization in disc-shaped samples. (A) Unprocessed experimental single
shot pictures with 6, 7, and 8 Rydberg atoms from the rightmost data set. Each blue point
corresponds to a single atom. (B and C) Rydberg densities for pulsed (left gray box) and sweeped
laser coupling with increasing cloud size from left to right in the right gray box. The pulsed coupling
was done with the same amplitude modulation as for the sweep (fig. S1B), but the detuning D was
held constant (averaged data for D ¼ 2p ⋅ 260 kHz and D ¼ 2p ⋅ 760 kHz is shown).The cloud radius was
8:2ð2Þ;8:3ð1Þ; 10:0ð3Þ; 11:8ð2Þ lattice sites (left to right). (B)Measured 2Ddistribution of themagnetization.
The color scale represents the normalized counts per site. (C) Azimuthally averaged density distribution
(probability per site) of the data shown in (B) (blue dots) and comparison with theory (green line). The
theoretical calculation was only feasible for small clouds and takes the atomic ground-state density
distribution into account.The experimentallymeasured initial density is shown in gray on the right axis. Error
bars, mean T SEM.
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SUPERNOVAE

Distances with <4% precision from
type Ia supernovae in young
star-forming environments
Patrick L. Kelly,1* Alexei V. Filippenko,1 David L. Burke,2 Malcolm Hicken,3

Mohan Ganeshalingam,4 WeiKang Zheng1

The luminosities of type Ia supernovae (SNe), the thermonuclear explosions of white-dwarf
stars, vary systematically with their intrinsic color and the rate at which they fade. From
images taken with the Galaxy Evolution Explorer (GALEX), we identified SNe Ia that erupted
in environments that have high ultraviolet surface brightness and star-formation surface
density. When we apply a steep model extinction law, we calibrate these SNe using their
broadband optical light curves to within ~0.065 to 0.075 magnitude, corresponding to <4% in
distance. The tight scatter, probably arising from a small dispersion among progenitor
ages, suggests that variation in only one progenitor property primarily accounts for the
relationship between their light-curve widths, colors, and luminosities.

T
he disruption of a white dwarf by a run-
away thermonuclear reaction can yield a
highly luminous supernova (SN) explosion.
The discovery that intrinsically brighter type
Ia supernovae (SNe) have light curves that

fade more slowly (1) and have bluer color (2) made
it possible to determine the luminosity (intrinsic
brightness) of individual SNe Ia with an accuracy
of ~0.14 to 0.20 magnitude (mag) from only the
SN color and the shape of the optical light curve.
Through comparison between the intrinsic and
apparent brightness of each SN Ia, the distance
to each explosion can be estimated. With the pre-
cision afforded by light-curve calibration, mea-
surements of distances to redshift z ≲ 0.8 SNe Ia
showed that the cosmic expansion is accelerating
(3, 4). Current instruments now regularly detect
SNe Ia that erupted when the universe was only
≲4 billion years old (5).
A growing number of large-scale observational

efforts, including wide-field surveys capable of
discovering large numbers of SNe Ia, seek to
identify the physical cause of the accelerating
cosmic expansion (6). Recent analyses have iden-
tified a ~10% average difference between the
calibrated luminosities of SNe Ia in low- and high-
mass host galaxies (7–10), as well as a comparable
difference between SNe Ia with and without strong
local Ha emission within ~1 kpc (11). Study of
the intrinsic colors of SNe Ia (12, 13) has addi-
tionally found that the colors depend on the ex-
pansion velocities of the ejecta near maximum
light. With accurate models that include possi-
ble evolution with redshift, corrections for these
effects should improve cosmological constraints
from SNe distances.

Sufficiently precise calibration of SNe Ia would
sharply limit the impact of these potential sys-
tematic effects, as well as others, on cosmological
measurements, so recent efforts have sought to
improve calibration accuracy by examining fea-
tures of SNe Ia spectra (12–17), infrared luminos-
ities (18, 19), and their host-galaxy environments
(7–9, 11). Flexible models for light curves, including
principal components analysis, have also recently
been applied to synthetic photometry of SNe spec-
tral series (20). These several approaches that
use additional data about the SN beyond its
broadband optical light curve may enable cal-
ibration of luminosities to within ~0.10 to 0.12 mag
(~5 to 6% in distance). Here we show that a sub-
set of SNe Ia, identified only from photometry
of a circular r = 5 kpc aperture at the SN posi-
tion, yields distances from optical light-curve fit-
ting with <4% precision. Our sample consists of
SNe Ia with 0.02 < z < 0.09 and is assembled
from the Lick Observatory Supernova Search
(LOSS), Harvard-Smithsonian Center for Astro-
physics (CfA), and Carnegie Supernova Project
(CSP) collections of published light curves given
in table S1. Table S2 describes our light-curve

sample selection criteria. The 0.02 < z < 0.09
redshifts of the SNe place them in the Hubble
flow, where galaxy peculiar velocities are sub-
stantially smaller than velocities arising from
the cosmic expansion.
We computed distancemoduli using theMLCS2k2

light-curve fitting algorithm (21), available as part
of the SuperNova ANAlysis (SNANA; v10.35) (22)
package. MLCS2k2 parameterizes light curves using
a decline parameter D and an extinction to the
explosion AV and solves simultaneously for both.
Model light curves with higher values of D fade
more quickly and are intrinsically redder.
To model extinction by dust, MLCS2k2 applies

the O’Donnell (23) law, parameterized by the
ratio between the V-band extinction AV and the
selective extinction E(B – V ) = AB – AV. Whereas
this ratio RV = AV/E(B – V) has a typical value of
~3.1 along Milky Way sight lines (24), lower
values of RV yield the smallest Hubble-residual
scatter for nearby SNe Ia (25). A Hubble resid-
ual (HR ≡ mSN – mz) is defined here as the differ-
ence between mSN, the distance modulus to the
SN inferred from the light curve, and mz, the
distance modulus expected from the SN redshift
and the best-fitting cosmological parameters. SN
Ia color variation that does not correlate with
brightness (26) or reddening by dust different
from that along Milky-Way sight lines (27) may
explain why low values of RV yield reduced HR
scatter. We find that the value RV = 1.8 minimizes
the scatter of HRs of the SNe in our full 0.02 < z <
0.09 sample, after fitting light curves with values
of 1 ≤ RV ≤ 4 in DRV = 0.1 mag increments.
Using images taken by the GALEX satellite,

we measured the host-galaxy surface brightnesses
in the far- and near-ultraviolet (FUV and NUV)
bandpasses within a circular r = 5 kpc aperture
centered on the SN position. SNe Ia whose aper-
tures have high NUV surface brightness (Fig. 1)
exhibit an exceptionally small scatter among their
HRs. Among the 17 SNe Ia in environments brighter
than 24.45 mag arcsec–2, the root-mean-square
scatter in the HRs is 0.073 T 0.012 mag. When we
examine only the 10 SNe Ia with statistical uncer-
tainty smSN < 0.075 mag for the distance modulus,
the root-mean-square scatter is 0.065 T 0.016 mag.
The only SN we excluded when we computed the
sample standard deviation is SN 2007bz, which
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Table 1. The scatter among the SNe Ia HRs using RV = 1.8 and RV = 3.1. SB, surface brightness
(mag arcsec–2); SSFR, star formation surface density [solar mass (M⊙) year

–1 kpc–2]. We computed the
standard deviation uncertainty through bootstrap resampling, after outliers with HRs of >0.3 mag were
removed. A simulation found that the uncertainty of the standard deviation computed using bootstrap
resampling is underestimated by ~25%, and we have corrected the estimates using this factor.

Criterion sHR (RV = 1.8) sHR (RV = 3.1)

UV and smSN < 0.075 0.128 T 0.014 (N = 50) 0.131 T 0.015 (N = 46)
NUV SB < 24.45 0.065 T 0.016 (N = 10; P = 1.1%) 0.094 T 0.027 (N = 8; P = 24%)
NUV SB < 24.7 0.074 T 0.012 (N = 13; P = 1.2%) 0.087 T 0.019 (N = 13; P = 17%)
Full UV sample 0.130 T 0.010 (N = 77) 0.138 T 0.008 (N = 78)
NUV SB < 24.45 0.073 T 0.012 (N = 17; P = 0.2%) 0.090 T 0.014 (N = 17; P = 1.1%)
NUV SB < 24.7 0.083 T 0.012 (N = 22; P = 0.3%) 0.089 T 0.010 (N = 24; P = 0.6%)
Full SFR sample 0.133 T 0.012 (N = 61) 0.139 T 0.012 (N = 62)
SSFR > –2.1 0.075 T 0.018 (N = 11; P = 1.1%) 0.081 T 0.016 (N = 11; P = 1.3%)
SSFR > –2.25 0.094 T 0.015 (N = 18; P = 1.8%) 0.102 T 0.015 (N = 18; P = 2.6%)
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exploded in a region of high surface brightness
and has an ~8s offset from the redshift-distance
relation (HR = 0.60 T 0.07 mag). Although our
RV = 1.8 MLCS2k2 fit to the light curve of SN
2007bz yields AV = 0.26 T 0.07 mag, a published
BAYESN fit instead favors a higher extinction of
AV = 0.81 T 0.12 mag (19), which would corres-
pond to a significantly reduced HR. The redshift-
distance relation constructed using only SNe Ia
in environments with high NUV surface brightness
exhibits significantly smaller scatter than that for
the entire SNe Ia sample (Fig. 2).
To determine the statistical significance of

finding a sample of SNe with HR scatter sHR,
we performed 10,000 simulations in which we
randomly shuffled the HRs of the parent SN
sample, after removing outliers with >0.3 mag.
For each shuffled sample of SNe, we next sim-
ulated the selection of a NUV surface-brightness
upper limit that minimizes the Hubble-residual
scatter of the sample. Searching within T0.2 mag
of the 24.45 mag NUV analysis upper limit in 0.05
mag increments, we identify the upper limit that
minimized the shuffled sample’s HR scatter. The
percentage of simulations that yielded a standard
deviation smaller than sHR is the P value. As
shown in Table 1, only 0.2% of simulated samples
have a scatter smaller than the 0.073 T 0.012 mag
that we measured for SNe Ia in host environ-
ments with high UV surface brightness.
For the redshift distribution of the SNe that

form the 24.45-mag NUV sample, we used Monte
Carlo simulations to calculate the expected con-
tributions of peculiar velocities to HR scatter.
We computed sm = 0.050 T 0.010 mag for sv =
200 km s–1, and sm = 0.075 T 0.015 mag for sv =
300 km s–1. Because the expected scatter from
peculiar motions is not much smaller than the
HR scatter we measured, the intrinsic scatter in
the calibrated luminosities of SNe Ia in host
environments with high UV surface brightness
is likely to be appreciably smaller than ~0.08 mag
(~4% in distance).
We also estimated the average star-formation

surface density [solar mass (M⊙) year
−1 kpc−2]

within each circular r = 5 kpc aperture, when both
optical (ugriz or BVRI) and FUV and NUV im-
aging of the host galaxy were available. The star-
formation rate is computed by comparing the
observed fluxes with predictions for stellar pop-
ulations having a broad range of star-formation
histories. Although fewer host galaxies have the
necessary imaging, Fig. 3 shows that the SNe
having high–star-formation density environments
also have comparably small scatter in their HRs.
The 11 SNe Ia with average star-formation sur-
face density values in their apertures greater than
–2.1 dex exhibit sHR = 0.075 T 0.018 mag. Among
randomly shuffled samples, only 1.1% have a smaller
standard deviation among their HRs, after search-
ing within T0.1 dex of the –2.1-dex limit.
The 10-kpc diameter of the host-galaxy aper-

ture subtends an angle of 1.6′′ at z = 0.5 and 1.3′′
at z = 1. Therefore, for future cosmological analy-
ses, the NUV surface brightnesses of high-redshift
SNe Ia hosts within a circular r = 5 kpc aperture
can be measured from the ground in conditions

with sub–arcsecond seeing, making possible pre-
cise measurements of distances to high redshift.
The large UV surface brightnesses and star-

formation densities of the environments of highly
standardizable SNe Ia, as well as the star forma-
tion evident from Sloan Digital Sky Survey (SDSS)
images, reveal the existence of young massive stars.
A reasonable conclusion is that the delay between
the birth of the SN precursor and its explosion
as a white dwarf is comparatively short.
The SDSS composite images in fig. S6 show that

the r = 5 kpc apertures include stellar populations
of multiple ages, and the younger stellar popula-

tions are expected to dominate the measured
NUV flux. Whereas O-type and early B-type stars of
masses ≳15 M⊙ are required to produce the ion-
izing radiation responsible for HII regions, stars
with masses of ≳5 M⊙ having lifetimes of ≲100
million years are responsible for the UV luminos-
ity (28, 29). A delay time of ~500 million years
would be required for a SN Ia progenitor to travel
~5 kpc with a natal velocity of 10 km s−1.
The total mass, metallicity, central density, and

carbon-to-oxygen ratio of the white dwarf, as
well as the properties of the binary companion,
probably vary within the progenitor population
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Fig. 1. HRs against NUV surface brightness within the r = 5 kpc aperture around SNe Ia.Top panels
show all SNe in the sample, whereas bottom panels include only SNe with small statistical uncertainty
(smSN < 0.075 mag) in distance modulus. Panels on the right show the distributions of HRs for SNe in
regions brighter than the 24.7 mag arcsec–2 marked by a solid vertical line in each figure. Dashed vertical
lines show a more restrictive threshold of 24.45 mag arcsec–2. Error bars shown above and in other plots
correspond to 68% confidence intervals.
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of SNe Ia. In theoretical simulations of both
single-degenerate (30–32) and double-degenerate
(33, 34) explosions, the variation of many of these

parameters can yield a correlation between light-
curve decline rate and luminosity, but the norma-
lization and slope of these predicted correlations

generally show significant differences. Therefore,
it is likely that variations in one, or possibly two,
progenitor properties contribute significantly to
the light-curve width/color/luminosity relation
of the highly standardizable SNe Ia population.
The asymmetry of the explosion, which is thought
to increase random scatter around the light-curve
width/color/luminosity relation, may be small
within this population and may possibly indi-
cate that most burning occurs during the deto-
nation phase (31). A reasonable possibility is that
the relatively young ages of the progenitor popu-
lation correspond to a population with a smaller
dispersion in their ages, leading to more uniform
calibration.
As we show in Table 1, for both the full sample

and the SNe found in UV-bright environments,
MLCS2k2 distances computed with RV = 1.8 yield
a smaller HR scatter than those computed with
RV = 3.1. Although the low apparent value of RV

may result in part from color variation uncon-
nected to SN brightness (26), polarization data
suggest that dust properties may also be impor-
tant. For a handful of well-sampled SNe Ia where
the extinction is large [E(B – V) ≳ 0.4 mag], the
small intrinsic continuum polarization (≲0.3%) of
SNe Ia (35) allows constraints on the wavelength-
dependent polarization introduced by intervening
dust (27). Analyses of SN 1986G, SN 2006X, SN
2008fp, and SN 2014J show evidence for low
values of RV and blue polarization peaks, which
are consistent with a small grain size distribution
(27). In these cases, the polarization vector is
aligned with the apparent local spiral arm struc-
ture, suggesting that the dust is interstellar rather
than circumstellar.
A possibility is that SN environments exhibiting

intense star formation may generate outflowing
winds that entrain small dust grains, which might
explain the evidence for low RV and the continuum
polarization. Dust particles in the SN-driven super-
wind emerging from the nearby starburst galaxy
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of the SN light curve. In the lower panel, SN 2007bz is the single object with an outlying distance
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Fig. 3. HRs against star-formation surface den-
sity within the r = 5 kpc aperture around SNe Ia.
Host-galaxy star-formation surface density measured
within a circular r = 5 kpc aperture centered on the
SN position. Panels on the right show the distri-
butions of HRs for SNe in regions with higher star-
formation surface density than the –2.25-dex limit
marked by a solid vertical line and than the –2.1-dex
limit marked by the vertical dashed line. As shown
in Table 1, a smaller number of host galaxies have
the optical broadband photometry necessary to
estimate the star-formation surface density within
the r = 5 kpc circular aperture.
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M82 scatter light that originates in the star-forming
disk, and the spectral energy distribution of the
scattered light is consistent with a comparatively
small grain size distribution (36).
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DARK MATTER

The nongravitational interactions
of dark matter in colliding
galaxy clusters
David Harvey,1,2* Richard Massey,3 Thomas Kitching,4 Andy Taylor,2 Eric Tittley2

Collisions between galaxy clusters provide a test of the nongravitational forces acting
on dark matter. Dark matter’s lack of deceleration in the “bullet cluster” collision
constrained its self-interaction cross section sDM/m < 1.25 square centimeters per gram
(cm2/g) [68% confidence limit (CL)] (sDM, self-interaction cross section; m, unit mass of
dark matter) for long-ranged forces. Using the Chandra and Hubble Space Telescopes, we
have now observed 72 collisions, including both major and minor mergers. Combining
these measurements statistically, we detect the existence of dark mass at 7.6s significance.
The position of the dark mass has remained closely aligned within 5.8 T 8.2 kiloparsecs
of associated stars, implying a self-interaction cross section sDM/m < 0.47 cm2/g
(95% CL) and disfavoring some proposed extensions to the standard model.

M
any independent lines of evidence now
suggest that most of the matter in the
universe is in a form outside the standard
model of particle physics. A phenome-
nological model for cold dark matter (1)

has proved hugely successful on cosmological
scales, where its gravitational influence domi-
nates the formation and growth of cosmic struc-
ture. However, there are several challenges on
smaller scales: The model incorrectly predicts
individual galaxy clusters to have more central-
ly concentrated density profiles (2) and larger
amounts of substructure (3, 4) and anticipates
that the Milky Way will have more satellites able
to produce stars (5) than are observed. These in-
consistencies could be resolved through astro-
physical processes (6) or if dark matter particles
are either warm (7) or self-interacting with cross
section 0.1 < sDM/m < 1 cm2/g (8–10). Following
(11), we define the momentum transfer cross sec-
tion per unit mass sDM/m, integrating over all
scattering angles and assuming that individual
dark matter particles are indistinguishable.
Self-interaction within a hidden dark sector is

a generic consequence of some extensions to the
standard model. For example, models of mirror
dark matter (12) and hidden-sector dark matter
(12–16) all predict anisotropic scattering with
sDM/m ≈ 1 barn/GeV = 0.6 cm2/g, similar to nu-

clear cross sections in the standard model. Note
that couplings within the dark sector can be many
orders of magnitude larger than those between
dark matter and standard model particles, which
are, at most, on the order of picobarns (17).

1462 27 MARCH 2015 • VOL 347 ISSUE 6229 sciencemag.org SCIENCE

1Laboratoire d’Astrophysique, École Polytechnique Fédérale
de Lausanne, Observatoire de Sauverny, 1290 Versoix,
Switzerland. 2Royal Observatory, University of Edinburgh,
Blackford Hill, Edinburgh EH9 3HJ, UK. 3Institute for
Computational Cosmology, Durham University, South Road,
Durham DH1 3LE, UK. 4Mullard Space Science Laboratory,
University College London, Dorking, Surrey RH5 6NT, UK.
*Corresponding author. E-mail: david.harvey@epfl.ch

found via gravitational lensing
Dark mattervisible in X-rays

Hot, diffuse gas

(Stars in) galaxies
visible in optical

Direction of motion
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G
D

Fig. 1. Cartoon showing the three components
in each piece of substructure and their relative
offsets, illustrated by black lines.The three com-
ponents remain within a common gravitational po-
tential, but their centroids become offset due to the
different forces acting on them, plus measurement
noise.We assume the direction of motion to be de-
fined by the vector from the diffuse, mainly hydro-
gen gas (which is stripped by ram pressure) to the
galaxies (for which interaction is a rare event). We
then measure the lag from the galaxies to the gas
dSG, as well as to the dark matter in a parallel dSI
and perpendicular dDI direction. G, hot, diffuse gas;
D, dark matter; S, galaxies; I, the point along the
vector joining the galaxies and gas that is closest
to the location of the dark matter peak.
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Fig. 2. Observed configurations of the three components in the 30 systems that we studied. The background shows the HST image, with contours
showing the distribution of galaxies (green), gas (red), and total mass, which is dominated by dark matter (blue).
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In terrestrial collider experiments, the forces
acting on particles can be inferred from the tra-
jectory and quantity of emerging material. Colli-
sions between galaxy clusters contain dark matter
and provide similar tests for dark sector forces.
If dark matter’s particle interactions are frequent
but exchange little momentum (via a light me-
diator particle that produces a long-ranged force
and anisotropic scattering), the dark matter will
be decelerated by an additional drag force. If
the interactions are rare but exchange a lot of
momentum (via a massive mediator that pro-
duces a short-ranged force and isotropic scatter-
ing), dark matter will tend to be scattered away
and lost (11, 18, 19).
The dynamics of colliding dark matter can be

calibrated against that of accompanying stan-
dard model particles. The stars that reside within
galaxies, which are visible in a smoothed map of
their optical emission, have effectively zero cross
section because they are separated by such vast
distances that they very rarely collide. The dif-
fuse gas between galaxies, which is visible in x-ray
emission, has a large electroweak cross section;
it is decelerated and most is eventually stripped
away by ram pressure (20). Dark matter, which
can be located via gravitational lensing (21), be-
haves somewhere on this continuum (Fig. 1).
The tightest observational constraints on dark

matter’s interaction cross section come from
its behavior in the giant “bullet cluster” collision
1E0657-558 (22). A test for drag yields sDM/m <
1.25 cm2/g [68% confidence limit (CL)], and a test
for mass loss yields sDM/m < 0.7 cm2/g (68% CL)
(18). Half a dozen more galaxy cluster collisions
have since been discovered, but no tighter con-

straints have been drawn. This is because the anal-
ysis of any individual system is fundamentally
limited by uncertainty in the three-dimensional
(3D) collision geometry (the angle of the motion
with respect to our line of sight, the impact pa-
rameter, and the impact velocity) or the original
mass of the clusters.
The same dynamical effects are also predicted

by simulations in collisions between low-mass
systems (11). Observations of low-mass systems
produce noisier estimates of their mass and po-
sition (23–25), but galaxy clusters continually grow
through ubiquitous minor mergers, and statis-
tical uncertainty can be decreased by building a
potentially very large sample (26, 27). Further-
more, we have developed a statistical model to
measure dark matter drag from many noisy ob-
servations, within which the relative trajectories
of galaxies, gas, and dark matter can be combined
in a way that eliminates dependence on 3D ori-
entation and the time since the collision (28).
We have studied all galaxy clusters for which

optical imaging exists in the Hubble Space Tel-
escope (HST) (Advanced Camera for Surveys)
data archive (29) and for which x-ray imaging
exists in the Chandra Observatory data archive
(30). We select only those clusters containing
more than one component of spatially extended
x-ray emission. Our search yields 30 systems,
mostly between redshift 0.2 < z < 0.6 plus two
at z > 0.8, containing 72 pieces of substructure
in total (table S1). In every piece of substructure,
we measure the distance from the galaxies to the
gas dSG. Assuming this lag defines the direction
of motion, we then measure the parallel dSI and
perpendicular dDI distance from the galaxies to
the lensing mass (Fig. 2).
We first test the null hypothesis that there

is no dark matter in our sample of clusters [a
similar experiment was first carried out on the
bullet cluster, finding a 3.4s and 8s detection
(31)]. Observations that do not presuppose the
existence of dark matter (32) show that 1014 M⊙
clusters (M⊙, solar mass) contain only 3.2% of
their mass in the form of stars. We compen-
sate for this mass, which pulls the lensing signal
toward the stars and raises dGI by an amount
typically 0.78 T 0.30 kpc (computed using the
known distances to the stars dSG; see supplemen-
tary materials and methods). The null hypoth-
esis is that the remaining mass must be in the

gas. However, we observe a spatial offset between
that is far from the expected overlap, even in
the presence of combined noise from our gravi-
tational lensing and x-ray observations (Fig. 3A).
A Kolmogorov-Smirnov test indicates that the
observed offsets between gas and mass are in-
consistent with the null hypothesis at 7.6s, a P
value of 3 × 10−14 (without compensation for the
mass of stars, this is 7.7s). This test thus pro-
vides direct evidence for a dominant component
of matter in the clusters that is not accounted
for by the luminous components.
Having reaffirmed the existence of dark mat-

ter, we attempt to measure any additional drag
force acting on it, caused by long-range self-
interactions. We measure the spatial offset of
dark matter behind the stars, compensating as
before for the 16% of mass in the gas (33) by sub-
tracting a small amount from dSI (on average,
4.3 T 1.6 kpc). We measure a mean dark matter
lag of 〈dSI〉 ¼ −5:8 T 8:2 kpc in the direction of
motion (Fig. 3B) and 〈dDI〉 ¼ 1:8 T 7:0 kpc per-
pendicularly. The latter is useful as a control test:
Symmetry demands that it must be consistent
with zero in the absence of systematics. We also
use its scatter as one estimate of observational
error in the other offsets.
We interpret the lag through a model (28) of

dark matter’s optical depth [similarly to previous
studies (19, 23)]. Gravitational forces act to keep
gas, dark matter, and galaxies aligned, whereas
any extra drag force on dark matter induces a
fractional lag

b ≡
dSI
dSG

¼ B 1 − e
−ðsDM−sgal Þ

s∗

� �

� �

ð1Þ

where sgal is the interaction cross section of
the galaxies, coefficient B encodes the relative
behavior of dark matter and gas, and s* is the
characteristic cross section at which a halo of
given geometry becomes optically thick. We as-
sume that stars do not interact, so sgal ≈ 0. To
ensure conservative limits on sDM/m, we also
assume B ≈ 1 and marginalize over s*/m ≈ 6.5 T
3 cm2/g, propagating this broad uncertainty to
our final constraints (see materials and meth-
ods). Adopting the dimensionless ratio brings two
advantages. First, it removes dependence on the
angle of the collision with respect to the line of
sight. Second, it represents a physical quantity
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Observed offset between various components of substructure [kpc]
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Fig. 3. Observed offsets between the three com-
ponents of 72 pieces of substructure. Offsets
dSI and dGI include corrections accounting for the
fact that gravitational lensing measures the total
mass, not just that of dark matter. (A) The observed
offset between gas and mass, in the direction of
motion. The smooth curve shows the distribution
expected if dark matter does not exist; this hypoth-
esis is inconsistent with the data at 7.6s statistical
significance. (B) Observed offsets from galaxies
to other components. The fractional offset of dark
matter toward the gas, dSI/dSG, is used to measure
the drag force acting on the dark matter.

Fig. 4. Constraints on the self-
interaction cross section of dark
matter. These are derived from the
separations b = dSI/dSG, assuming a
dynamical model to compare the
forces acting on dark matter and
standard model particles (28). The
hatched region denotes 68% CLs, to
be compared to the 68% confidence
upper limits from previous studies of
the most-constraining individual
clusters. Note that the tightest previous
constraint is derived from a measurement of dark matter mass loss, which is sensitive to short-range
self-interaction forces; all other constraints are measurements of a drag force acting on dark matter,
caused by long-range self-interactions.
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that is expected to be the same for every merger
configuration, so measurements from the differ-
ent systems can be simply averaged (with appro-
priate noise weighting, although in practice, the
constraining power from weak lensing-only
measurements comes roughly equally from all
of the systems).
Combining measurements of all of the collid-

ing systems, we measure a fractional lag of dark
matter relative to gas 〈b〉 ¼ −0:04 T 0:07 (68%CL).
Interpreting this through our model implies that
dark matter’s momentum transfer cross section
is sDM=m ¼ −0:25þ0:42

−0:43 cm2/g (68% CL, two-tailed)
or sDM/m < 0.47 cm2/g (95% CL, one-tailed) (Fig. 4).
This result rules out parts of model space of hidden-
sector dark matter models [e.g., (12, 13, 15, 16)]
that predict sDM/m ≈ 0.6 cm2/g on cluster scales
through a long-range force. The control test found
〈b⊥〉 ≡ 〈dDI=dSG〉 ¼ −0:06 T 0:07 (68% CL) (b⊥,
fractional displacement perpendicular to the
vector connecting the galaxies and the gas), con-
sistent with zero as expected. This inherently
statistical technique can be readily expanded to
incorporate much larger samples from future
all-sky surveys. Equivalent measurements of mass
loss during collisions could also test dark sector
models with isotropic scattering. Combining ob-
servations, these astrophysically large particle
colliders have potential to measure dark mat-
ter’s full differential scattering cross section.
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NEURODEVELOPMENT

Human-specific gene ARHGAP11B
promotes basal progenitor amplification
and neocortex expansion
Marta Florio,1 Mareike Albert,1* Elena Taverna,1* Takashi Namba,1* Holger Brandl,1

Eric Lewitus,1† Christiane Haffner,1 Alex Sykes,1 Fong Kuan Wong,1 Jula Peters,1

Elaine Guhr,1 Sylvia Klemroth,2 Kay Prüfer,3 Janet Kelso,3 Ronald Naumann,1

Ina Nüsslein,1 Andreas Dahl,2 Robert Lachmann,4 Svante Pääbo,3 Wieland B. Huttner1‡

Evolutionary expansion of the human neocortex reflects increased amplification of
basal progenitors in the subventricular zone, producing more neurons during fetal
corticogenesis. In this work, we analyze the transcriptomes of distinct progenitor
subpopulations isolated by a cell polarity–based approach from developing mouse and
human neocortex.We identify 56 genes preferentially expressed in human apical and basal
radial glia that lack mouse orthologs. Among these, ARHGAP11B has the highest degree of
radial glia–specific expression. ARHGAP11B arose from partial duplication of ARHGAP11A
(which encodes a Rho guanosine triphosphatase–activating protein) on the human lineage
after separation from the chimpanzee lineage. Expression of ARHGAP11B in embryonic
mouse neocortex promotes basal progenitor generation and self-renewal and can increase
cortical plate area and induce gyrification. Hence, ARHGAP11B may have contributed to
evolutionary expansion of human neocortex.

N
eocortex expansion is a hallmark of pri-
mate (especially human) evolution (1, 2).
The increased number of neurons gener-
ated during human cortical development
results from increased proliferation of

neural stem and progenitor cells (NPCs) (3–8).
Three classes of cortical NPCs can be distin-
guished cell biologically: (i) apical progenitors,
which undergo mitosis at the ventricular side of
the ventricular zone (VZ)—i.e., apical radial glia

(aRG) and apical intermediate progenitors; (ii)
basal progenitors, which lack ventricular con-
tact and undergo mitosis in the subventricular
zone (SVZ)—i.e., basal (outer) radial glia (bRG)
and basal intermediate progenitors (bIPs); and
(iii) subapical progenitors, which undergo mito-
sis in the SVZ or basal VZ and retain ventricular
contact (9).
Cortical expansion has been linked to increased

generation of basal progenitors from aRG and
their greater and prolonged proliferation, re-
sulting in enlargement of the SVZ (3–7, 10, 11).
Toward identifying the molecular basis of these
processes, genome-wide transcriptome analyses
of VZ and SVZ carried out in rodents (12, 13) and
primates (14), including humans (13, 15), have
provided insight. Further clues have come from
transcriptome analyses of mouse NPC subpop-
ulations (16) and retrospectively identified mouse
and human NPC types (17–19). However, a rate-
limiting step in understanding cortical expan-
sion has been the lack of transcriptome analyses
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of human NPC subpopulations (in particular,
of bRG) thought to have a key role in this pro-
cess (3–7).

We therefore sought to isolate specific NPC
types from fetal human neocortex and compare
them with those from embryonic mouse neocor-

tex. To this end, we exploited the differential
apical-basal cell polarity of radial glia (9, 20)
(Fig. 1). Radial glia contacting the basal lamina
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Fig. 1. Isolation of distinct NPC types from mouse and human neocortex
and comparison of their transcriptomes. (A) NPC types labeled via their
apical surface (Prom1) and/or basal lamina contact (DiI). N and Nb, neurons
without and with basal contact, respectively; CP, cortical plate; IZ, intermediate
zone. (B) Cell types isolated (yellow) from embryonic Tubb3-GFPmouse (left)
and fetal human (right) neocortex based on the absence or presence of apical
Prom1, basal DiI, neuronal Tubb3-GFP,G1/G0, and/or S-G2-M. Human bRGwith
basal contact in G1 are present in the Nb fraction (arrow). bRGs, secondary bRG
lacking basal contact. (C to D′′′) Sparse DiI labeling of E14.5 mouse (C) and
13 weeks postconception (wpc) human (D to D′′′) neocortex from basal lamina
(dotted lines). Arrows, cell body; solid arrowheads, basal process; dashed lines,
ventricular surface. DiI labeling is confined to aRG, bRG, and Nb. Scale bars,
20 mm. (E) Comprehensive basal DiI labeling of E14.5 Tubb3-GFP mouse

hemisphere. r, rostral; c, caudal. The bottom left image shows dissected neo-
cortex. (F) Dissociated DiI-labeled, Prom1 surface–labeled and Tubb3-GFP+

cells from E14.5 Tubb3-GFP mouse neocortex. Solid and open arrowheads
respectively indicate representative cells positive and negative for a given
marker. (G) DESeq scatter plots showing pairwise comparisons of expression
(FPKM) of protein-encoding genes between E14.5 mouse aRG, bRG, bIPs, and
neurons (N) (gray; 12,897 genes in total) and between 13 wpc human aRG and
bRG (purple; 14,302 genes in total). DE, differentially expressed (numbers);
nDE, nondifferentially expressed. (H) Venn diagrams showing numbers of
geneswith indicated expression pattern inmouse and/or human aRGand bRG.
(I) The five top-scoring clusters of significantly enriched (P < 0.05) GO terms
(category: biological process) associated with the genes expressed in both
mouse and human aRG and bRG with the indicated patterns [yellow in (B)].
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via a basal process were labeled (along with basal
lamina–contacting neurons) by basal application
of the fluorescent membrane dye DiI (Fig. 1 and
fig. S1) (see also supplementary materials and
methods). This was followed by hemisphere cul-
ture to allow DiI to diffuse to the cell body of both
bRG and aRG (Fig. 1 and fig. S1). NPCs that ex-
hibited ventricular contact were labeled, after
preparation of a cell suspension (Fig. 1 and fig.
S1), by immunofluorescence for the apical plasma
membrane marker prominin-1 (Prom1) (Fig. 1). To
isolate neurons, we either used transgenic Tubb3–
green fluorescent protein (GFP) mouse embryos
(21) (Fig. 1) or, for fetal human neocortex, per-
formed vital DNA staining of the cell suspension
with a fluorescent dye to distinguish neurons (G0)
from NPCs (S-G2-M) on the basis of their differ-
ent DNA content (Fig. 1).
With these markers, we used fluorescence-

activated cell sorting to isolate the following cell
populations from embryonic mouse neocor-
tex: aRG (DiI+, Prom1+, Tubb3-GFP–), bRG (DiI+,
Prom1–, Tubb3-GFP–), neurons with basal lamina
contact (DiI+, Tubb3-GFP+, Prom1–), and bIPs
(DiI–, Prom1–, Tubb3-GFP–) (Fig. 1). Using the

same DiI+/Prom1T combination, we isolated aRG
and bRG in S-G2-M and neurons from fetal hu-
man neocortex (Fig. 1). The authenticity of the
aRG, bRG, bIP, and neuron fractions was val-
idated by quantitative polymerase chain reaction
(qPCR) analyses of appropriate markers (figs. S2
and S3).
After RNA sequencing of each cell fraction

(fig. S4), differential gene expression analysis
indicated that in mice, bRG are very similar to
bIPs and neurons but are distinct from aRG
(Fig. 1 and fig. S5). In contrast, in humans, fewer
genes were differently expressed between bRG
and aRG (Fig. 2 and fig. S6). Hierarchical clus-
tering corroborated these findings (fig. S7).
Further evidence showing that bRG and aRG
are distinct in mice but similar in humans was
obtained by (i) transcriptome analyses, including
comparison of proliferative (Tis21-GFP–) versus
differentiative (Tis21-GFP+) mouse aRG (fig. S8),
and (ii) quantitation of mRNA versus protein
of the transcription factor Eomes/Tbr2 (figs.
S3, S8, and S9).
We therefore searched for functional clues in

the set of genes that have similar expression levels

in human bRG and aRG but are down-regulated
in mouse bRG compared with aRG (Fig. 1). The
five clusters of gene ontology (GO) terms most
enriched among these genes included DNA re-
pair and telomere maintenance (Fig. 2C). This
supports (i) the emerging concept (16, 22) that
proliferative NPCs invest more in DNA repair
than neurogenic NPCs and (ii) the stem cell char-
acter of aRG and bRG in humans but only of aRG
in mice (fig. S6). Conversely, the five GO term
clusters most enriched among genes more high-
ly expressed in both mouse and human bRG
compared with aRG carried a strong neuronal
differentiation signature (Fig. 1), consistent with
bRG being neurogenic in both rodents and pri-
mates (5, 6, 23, 24).
Next we searched for genes specifically ex-

pressed in human aRG and bRG, starting with
two separate sets of differentially expressed hu-
man genes: (i) aRG>bRG>neurons (190 genes)
and (ii) bRG≥aRG>neurons (394 genes) (Fig. 2
and tables S1 and S2). We then eliminated genes
that had mouse orthologs that were expressed
in mouse cortical NPCs or cortical germinal zones
(13), and then genes with overt [fragments per
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Fig. 2. Searching for genes
specifically expressed in
human radial glia reveals the
hominin-specific gene
ARHGAP11B. (A and B) Stepwise
addition of exclusion parameters
to the data sets of human genes
with aRG>bRG>N (neuron) (A)
and bRG≥aRG>N (B) expression
at 13 wpc. GZs, germinal zones;
CP, cortical plate. In (B), red color
indicates that only one of the 56
human-specific, bRG≥aRG–
enriched genes exhibits FPKM
values bRG/N ≥ 10: ARHGAP11B.
RG, radial glia. (C and D) The five
most significantly enriched GO
terms associated with the 13
aRG>bRG–enriched [(A), yellow]
and 207 bRG ≥ aRG–enriched
[(B), yellow] human genes with
mouse orthologs. (E) Heat map
showing relative expression levels
in 13 wpc human aRG, bRG, and
neurons (N) of the four Rho-
related genes found in the 207
bRG≥aRG–enriched human
genes with mouse orthologs
[(B), yellow]. (F to H) ARHGAP11A
(F) and ARHGAP11B (G) mRNA
levels in 13 wpc human aRG,
bRG, and neurons, and qPCR of
retrospectively identified 12 wpc
human apical progenitors (AP),
basal progenitors (BP), and
neurons. Error bars in (F) and (G)
indicate SD; horizontal bars in
(H) denote mean. (I) Phylogenetic tree showing duplication of ARHGAP11B (red) from ARHGAP11A (green). (J) Domain structure of ARHGAP11A, truncated ARHGAP11A
versions, and ARHGAP11B. Red, GAP domain; green, unique sequence in ARHGAP11B. (K and L) Immunoblots showing Rho-GAP activity of myc-tagged
ARHGAP11A, truncated ARHGAP11A versions, and ARHGAP11B, as revealed by dephosphorylation of myosin phosphatase target protein 1 (MYPT1-pT853). In
(K), the arrow denotes ARHGAP11B, and the arrowhead indicates ARHGAP11A1-250.
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kilobase per million (FPKM) ≥ 5] expression in
the human cortical plate (13). This reduced the
number of human genes to 17 in the aRG>
bRG>neurons gene set and to 263 in the bRG≥
aRG>neurons gene set (Fig. 2). Each of these
gene subsets was split into two groups: (i) hu-
man genes with orthologs in the mouse genome
(which, however, are not expressed in mouse

NPCs and germinal zones) and (ii) human genes
without orthologs in the mouse genome.
The five most enriched GO terms associated

with the 13 human genes with mouse orthologs
identified in the aRG>bRG>neurons gene set
point to a role of extracellular matrix (ECM),
and the GO terms associated with the 207 hu-
man genes with mouse orthologs identified in

the bRG≥aRG>neurons gene set point to a role
of cell surface receptors (Fig. 2). These findings
provide support for and extend the concept that
endogenous production of ECM components
and expression of ECM receptors by human aRG
and bRG contribute to their greater prolifera-
tive potential when compared with that of mice
(6, 13, 16).
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Fig. 3. ARHGAP11B expression in mouse aRG increases their symmetric
differentiative division, basal progenitors abundance, and SVZ thick-
ness. (A to E) Control and ARHGAP11B in utero electroporation of E13.5
mouse neocortex, followed by analysis at E14.5. (A) GFP and phosphohistone
H3 (PH3) immunofluorescence. Scale bar, 50 mm. (B) Quantification of mitotic,
PH3+, and GFP+ basal progenitors. Dots represent independent experi-
ments; bars denote SD. **P < 0.01. (C) 4′,6-diamidino-2-phenylindole (DAPI)
staining and Tbr2 and GFP immunofluorescence. Scale bar, 20 mm. (D)
Quantification of Tbr2+ and GFP+ basal progenitors. Error bars indicate SD.
***P < 0.001. (E) Quantification of SVZ thickness relative to cortical wall.
Error bars represent SEM. *P < 0.05. (F to K) Control and ARHGAP11BmRNA

microinjection into aRG in E14.5 mouse neocortex slice culture, followed by
red fluorescent protein (RFP) and Tbr2 immunofluorescence after 24 hours
and 48 hours. (F) Examples of asymmetric Tbr2–/Tbr2+ (top) and symmetric
Tbr2+/Tbr2+ (bottom) RFP+ daughter cell pairs upon control and ARHGAP11B
microinjection, respectively. Dotted lines, ventricular surface. Scale bars,
10 mm. (G) Quantification of Tbr2+ and RFP+ daughter cells. (H) Quantifica-
tion of Tbr2–/Tbr2–, Tbr2–/Tbr2+, and Tbr2+/Tbr2+ RFP+ daughter cell
pairs. (I) Quantification of RFP+ daughter cells with and without (w/o) apical
contact after 48 hours. (J) Polarity of RFP+ daughter cells without apical con-
tact. (K) Examples of monopolar and multipolar RFP+ daughter cells. Scale
bar, 20 mm.
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We then focused our attention on the 56 hu-
man genes without mouse orthologs in the human
bRG≥aRG>neurons gene set, as these were prime
candidates to include human-specific genes under-
lying bRG expansion. As bRG in G1 were co-isolated
along with neurons from fetal human neocortex
by the protocol used (Nb fraction in Fig. 1), albeit
at relatively low abundance (<20% of cells, as de-
termined by Ki67 FPKM values), we concentrated
on genes with FPKM values that were ≥10 times
higher in bRG than in neurons to identify human
genes that are truly specific for radial glia. Only
one gene fulfilled this criterion: ARHGAP11B.
ARHGAP11B mRNA levels were found to be

equally high in human aRG and bRG—as pre-
viously observed for human VZ, inner SVZ, and
outer SVZ (13)—but virtually undetectable in hu-
man cortical neurons and cortical plate (Fig. 2).
Single-cell qPCR of retrospectively identified hu-
man apical progenitors, basal progenitors, and
neurons corroborated this finding (Fig. 2). A
similar distribution across human cortical cell
types (Fig. 2) and germinal zones (13) was ob-

served for the mRNA of ARHGAP11A, the para-
log of ARHGAP11B.
ARHGAP11B arose on the human evolutionary

lineage after the divergence from the chimpanzee
lineage by partial duplication of ARHGAP11A
(25, 26), which is found throughout the animal king-
dom and encodes a Rho guanosine triphosphatase–
activating protein (RhoGAP) (27, 28). ARHGAP11B
exists not only in present-day humans but also in
Neandertals and Denisovans (26, 29–31) (Fig. 2).
ARHGAP11B contains 267 amino acids and is a
truncated version of ARHGAP11A, comprising
most of the GAP-domain (until Lys220) followed
by a unique C-terminal sequence but lacking
the C-terminal 756 amino acids of ARHGAP11A
(Fig. 2 and fig. S10).
In contrast to full-length ARHGAP11A and

ARHGAP11A1-250, ARHGAP11B (like ARHGAP11A1-220)
did not exhibit RhoGAP activity in a RhoA/Rho-
kinase–based cell transfection assay (Fig. 2).
This indicates that the C-terminal 47 amino acids
of ARHGAP11B (after Lys220) not only constitute
a unique sequence, resulting from a frameshift-

ing deletion (fig. S10), but also are functionally
distinct from their counterpart in ARHGAP11A.
In the present assay, coexpression of ARHGAP11B
along with ARHGAP11A did not inhibit the lat-
ter’s RhoGAP activity (Fig. 2).
The 207 human genes with mouse orthologs

in the bRG≥aRG>neurons gene set included
four additional genes related to Rho signaling:
ARHGAP24, ARHGAP28, ARHGEF28, and RHOH
(Fig. 2). This suggests a role for Rho proteins in
human radial glia.
To explore the function of ARHGAP11B in cor-

ticogenesis, ARHGAP11B was expressed in mouse
neocortex by in utero electroporation on E13.5
(embryonic day 13.5). This increased basal but
not apical mitoses and Tbr2+ basal progenitors
at E14.5, with a similar proportion [≈30% (16)]
of Pax6+ basal progenitors as in control (fig. S11).
It also resulted in thickening of the SVZ (Fig. 3).
In contrast, overexpression of ARHGAP11A did
not increase basal progenitors (fig. S12).
To further dissect the effects of ARHGAP11B, we

microinjected (32) ARHGAP11BmRNA into single
aRG in organotypic slice culture of E14.5 mouse
neocortex. After 24 hours, the same proportion of
aRG progeny was identifiable as daughter cell pairs
upon control versus ARHGAP11B microinjection
(fig. S13), indicating that ARHGAP11B did not
affect aRG division as such. A greater percentage
of aRG progeny showed Tbr2 immunoreactivity
upon ARHGAP11B microinjection compared with
control (Fig. 3), suggesting that ARHGAP11B pro-
moted basal progenitor generation from aRG.
Analysis of daughter cell pairs of microinjected

aRG showed that in the control, the vast majority
of daughter cells were either both Tbr2– or one
daughter cell was Tbr2– whereas the other was
Tbr2+ (Fig. 3). In contrast, upon ARHGAP11B
mRNA microinjection, almost all daughter cell
pairs observed were Tbr2+ (Fig. 3). We con-
clude that ARHGAP11B induces aRG to switch
from symmetric-proliferative and asymmetric-
differentiative to symmetric-differentiative divi-
sions yielding two basal progenitors, thereby
increasing their generation.
Analysis of the loss of ventricular contact of

the aRG progeny corroborated this conclusion.
Whereas approximately half of the progeny of
control-microinjected aRG still retained ven-
tricular contact after 48 hours of culture, nearly
80% of the progeny of ARHGAP11B-microinjected
aRG had lost ventricular contact (Fig. 3), indi-
cating that ARHGAP11B increases delamination.
Moreover, ARHGAP11B induced the appearance
of bRG-like morphology in, and a more basal
localization of, the delaminated progeny (Fig. 3
and fig. S13).
ARHGAP11B mRNA microinjection resulted

in increased clone size of the aRG progeny (Fig. 4).
Consistent with this finding, ARHGAP11B elec-
troporation increased the proportion of cycl-
ing cells in the SVZ (Fig. 4). Together, this shows
that ARHGAP11B promotes basal progenitor
self-amplification.
Finally, in half of the cases analyzed, ARHGAP11B

expression in the normally smooth (lissence-
phalic) mouse neocortex, induced at E13.5, resulted
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Fig. 4. ARHGAP11B expression in mouse neocortex increases basal progenitor proliferation and
can induce cortical folding. (A and B) Control and ARHGAP11B mRNA microinjection into aRG in E14.5
mouse neocortex slice culture, followed byRFP immunofluorescence after 48 hours. (A)RFP fluorescence.
Scale bar, 20 mm. (B) Quantification of daughter cell clones. (C) Control and ARHGAP11B in utero
electroporation of E13.5 mouse neocortex, followed by quantification of Ki67+ and RFP+ basal progenitors
at E15.5. Error bars indicate SEM. *P < 0.05. (D to F) Coronal sections of two independent E18.5 mouse
telencephali in utero electroporated at E13.5 with ARHGAP11B and GFP expression plasmids. (D and E)
Phase contrast andGFP fluorescence in two consecutive sections along the rostro-caudal axis. Scale bars,
500 mm. (E) Electroporated area. Green and white dashed lines and triangles indicate gyrus- and sulcus-
like structures in and adjacent to the electroporated area, respectively. (F) Satb2, NeuN, and Ctip2
immunofluorescence combined with DAPI staining and GFP immunofluorescence in two consecutive
sections along the rostro-caudal axis. Scale bar, 250 mm. (G) Satb2 immunofluorescence of the cortical
plate areas of the gyrus-like structure of ARHGAP11B-expressing neocortex located between white and
green triangles in (F), and of the corresponding contralateral, control side. Scale bar, 50 mm.
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in neocortex folding at E18.5, reminiscent of
gyrification, a hallmark of human neocortex
(Fig. 4). Cortical plate area in the gyrus-like struc-
tures was increased compared with the contra-
lateral smooth neocortex, with proper cortical
lamination.
The methodology for isolation of cortical pro-

genitor subpopulations established here can be
applied to other mammalian species, including
primates, opening avenues for comparative evolu-
tionary studies. Furthermore, the present tran-
scriptome data provide insight into molecular
differences between the various types of cortical
NPCs in developing mouse and human neocor-
tex and constitute a resource for future studies.
A very recent, independent analysis of human
radial glia transcriptome (19) has concentrated
on genes present in both mouse and human ge-
nomes but expressed only in human cortical
progenitors, identifying a role for platelet-derived
growth factor signaling (16) in human radial
glia. In contrast, we focus here on genes present
only in the human, but not mouse, genome and
highly expressed in basal radial glia.
Thus, we identify ARHGAP11B as a human-

specific gene that amplifies basal progenitors
and is capable of causing neocortex folding in
mice (33, 34). This probably reflects a role for
ARHGAP11B in development and evolutionary
expansion of the human neocortex, a conclusion
consistent with the finding that the gene dupli-
cation that created ARHGAP11B occurred on the
human lineage after the divergence from the
chimpanzee lineage but before the divergence
from Neandertals, whose brain size was similar
to that of modern humans.
Note added in proof: In work published after

online publication of this paper, Johnson et al.
(35) used a complementary approach to similarly
isolate and compare the transcriptomes of hu-
man and mouse apical and basal radial glia.
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PARASITOLOGY

The in vivo dynamics of antigenic
variation in Trypanosoma brucei
Monica R. Mugnier, George A. M. Cross, F. Nina Papavasiliou*

Trypanosoma brucei, a causative agent of African Sleeping Sickness, constantly
changes its dense variant surface glycoprotein (VSG) coat to avoid elimination by the
immune system of its mammalian host, using an extensive repertoire of dedicated
genes. However, the dynamics of VSG expression in T. brucei during an infection are
poorly understood. We have developed a method, based on de novo assembly of VSGs,
for quantitatively examining the diversity of expressed VSGs in any population of
trypanosomes and monitored VSG population dynamics in vivo. Our experiments revealed
unexpected diversity within parasite populations and a mechanism for diversifying the
genome-encoded VSG repertoire. The interaction between T. brucei and its host is
substantially more dynamic and nuanced than previously expected.

T
he protozoan parasite Trypanosoma brucei,
a major cause of human and animal Trypano-
somiasis, lives extracellularly within its
mammalian host, where it is constantly ex-
posed to the host immune system. T. brucei

has evolved a mechanism for antigenic varia-
tion during infection in which the parasite
can turn on and off variant surface glycopro-
tein (VSG)–encoding genes from a genomic
repertoire of ~2000 different genes (1). Each
parasite expresses one VSG at a time, from one
of ~15 telomeric expression sites (2); the rest
(silent VSGs) sit in silent expression sites or in
other genomic locations (1). The highly anti-
genic VSG is so densely packed on T. brucei’s
surface that it obscures other cell-surface com-

ponents from immune recognition. At any time,
a few parasites in a population will stochasti-
cally switch their VSG. As previous variants are
recognized by the immune system and cleared,
newly switched variants emerge, giving rise to
characteristic waves of parasitemia (3). These
waves have long been interpreted as the sequen-
tial expression and clearance of one or a few
VSGs, a notion supported by experimental evi-
dence that relied on low-resolution approaches
(4–8).
Despite attempts at modeling, little is known

about the kinetics of VSG expression during infec-
tion (9–12). To assess this, we developed a targeted
RNA sequencing (RNA-seq) approach, termed
VSG-seq, in which VSG cDNA, amplified by using
conserved sequences at the 5′ and 3′ end of every
mature VSGmRNA (fig. S1), is sequenced and then
assembled de novo by a transcriptome recon-
struction method called Trinity (13). We validated
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this approach using mixtures of T. brucei cell lines
expressing specific VSGs in known proportions
(Fig. 1 and fig. S1). We compared measured expres-
sion of each VSG in the control populations with
the known input and found that we could accu-
rately assemble a VSG sequence expressed in as
few as nine cells in the control mixture. VSG-seq is
capable of reliably detecting variants present on
0.01% of parasites and quantifying a variant’s pres-
ence within the population, for variants present
above 0.1% of the population (Fig. 1B and fig. S1).
The apparent overestimation of minor VSGs in
this control experiment is likely a result of low-level
switching in the more abundant components of
the mixture or low-level transcription of silent VSGs.
The limits of detection and quantification for VSG-
seq appear to be independent of starting cell num-
ber because control mixtures made from 106 or
107 cells show similar results (Fig. 1B and fig. S1).
To measure VSG expression within popula-

tions of T. brucei, we infected four mice with
~5 EATRO1125 parasites—originally expressing
VSG AnTat1.1 (14, 15) but now heterogeneous

and each expressing a distinct VSG—and tracked
VSG expression dynamics for 30 days. A few var-
iants made up the majority of the population at
each time, but surprisingly, each sample also con-
tained many rare variants that would have been
undetectable by using previous approaches (Fig.
2A and fig. S2). Infections showed great diversity
even within parasitemic valleys. VSG-seq identi-
fied an average of 28 variants at each time point
during the first 30 days of infection (Fig. 2C).
One mouse (mouse 3) survived much longer

than did the other three (106 days, compared
with 41 to 72 days). VSG identity has not been

shown to affect growth rate or induction of
the immune response (16, 17), so the increased
survival and lower diversity in this mouse are
more likely due to the polyclonal germline B
cell repertoire, which is unique to each mouse
(18), rather than the initiating VSG. Although
in the later stages of this infection, VSG dynam-
ics did appear qualitatively different—with var-
iants persisting longer before clearance (Fig. 2B),
possibly owing to immune system exhaustion—
parasite populations remained diverse, with
30 to 66 variants detectable at each sampling
(Fig. 2C).
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Fig. 1. VSG-seq for assembly of VSGs and quan-
tification VSG expression in a population of
African trypanosomes. (A) Efficiency of VSG as-
sembly (mean T SD). Control libraries made from
a mixture of cell lines expressing different VSGs in
known proportions were sequenced, and sequenc-
ing reads were assembled by using Trinity (13). Con-
trol mixtures were made from either 1 million or
10 million cells. (B) Quantification of VSG expres-
sion in control libraries (mean T SD). The black bar
(“Expected”) represents the proportion of cells ex-
pressing that VSG in the control mixture, and the
gray bars represent quantification for each library
by use of VSG-seq.

Fig. 2. Complex dynamics throughout T. brucei infection. (A) Dynamics of VSG expression during
early infection (days 6 to 30). Each colored line represents an individual VSG’s presence in the pop-
ulation, and the black line represents total parasitemia. Only variants present at >0.1% of the population at
that time point are shown. When parasitemia could not be measured with a hemacytometer (<106/ml),
parasitemia is artificially set at 105/ml in order to allow for visualization of the population. Because there
are so many VSGs expressed during infection, colors are difficult to distinguish; overall, variants do not
reappear later in the same infection. A smooth curve connects points at which expression or parasitemia
was measured; these curves are for visualization and do not imply the actual kinetics of variant expression
between points. This figure is representative of four infection experiments (mouse 2 is shown). (B) Dy-
namics of VSG expression during late infection (days 96 to 105) for mouse 3. (C) Number of VSGs present
at each time point. Any variants quantified as >0.01% of the population are included.
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To see whether these infections showed any
bias or hierarchy in VSG expression (6, 8, 19, 20),
we compared the VSG repertoires of all four mice.
During the first 30 days of infection, 192 VSGs
were expressed. Although each infection initiated
with a different major VSG, the majority of variants
(86%) appeared in more than one infection, and
nearly half (46%) appeared in all four infections
(Fig. 3C). Ninety-seven VSGs were expressed in
mouse 3 from days 96 to 105. We compared the
later occurring VSGs with those expressed early
in mice 1, 2, and 4 and found none in common,
even though early variants from mouse 3 also ap-
peared frequently in mice 1, 2, and 4 (Fig. 3D).

Our experiments revealed striking diversity
within each infection, but surprisingly frequent
occurrence of the same VSGs in different infections.
Within these diverse populations, many var-

iants appeared transiently. We have termed these
“minor” variants. By examining the fate of every
variant, we found that at any time during the
first 30 days of infection, about half (53%) of the
variants present will never reach 1% of the pop-
ulation (Fig. 3A). Of the 48 VSGs that appeared
in all four infections, few were consistently domi-
nant, and few were only ever expressed as a mi-
nor variant (Fig. 3B). This implies that variant
success is not determined only by the expressed

VSG. Instead, variant success is likely to be de-
termined by interactions between the parasite
and the humoral immune response in each ani-
mal. Because of antigenic similarity among some
VSGs and their consequent elimination by cross-
reacting antibodies, the effective VSG repertoire
will be smaller than the repertoire that the ge-
nome is capable of generating.
Besides losing variants to cross-reactivity,

T. brucei’s genomic VSG repertoire consists of a
high proportion of incomplete VSG genes or
pseudogenes (1, 21). Indeed, the 289 VSGs ob-
served in our infections may represent more
than half of the complete VSG repertoire [~400
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Fig. 3. Variant emergence during infection. (A)
Minor variants present at each time point (mean T

SD). A minor variant is arbitrarily defined as any VSG
that never exceeds 1% of the population during the
course of infection in a single mouse. Major variants
are any variant that exceeds 1% of the population at
some point during infection. (B) Venn diagram com-
paring the fates of VSGs appearing in all four infec-
tions. (C) Intersection of sets of VSGs expressed
during early infection (days 6 to 30). The total
number of VSGs is listed in parentheses below
the mouse number. (D) Venn diagrams showing
intersection of VSGs expressed early in infection
(VSGs from mouse 1, 2, or 4 versus VSGs from
mouse 3, days 7 to 30) and intersection of VSGs
expressed early in infection with VSGs expressed
late in infection (VSGs from mouse 1, 2, or 4 ver-
sus VSGs from mouse 3, days 96 to 105).

Fig. 4. Mosaic VSGs can be identified throughout
infection. (A) Transient expression of a mosaic VSG
in the population. PCR confirmation of the mosaic
is shown below. The black line represents total pa-
rasitemia at each day after infection, and the green
line represents the number of parasites expressing
the mosaic VSG. “n.q.” indicates that the VSG is
detectable within the population, but not quantifi-
able. “n.d.” indicates that the VSG is not detectable
within the population. Below the graph are products
from PCR of gDNA at each time point, by using
either primers specific for the mosaic VSG or the
control gene, ura3.This VSG could not be amplified
when first detected with VSG-seq, likely because of
low cell numbers in the DNA sample (probably less
than 10 cells). (B) Mosaic from late infection, with
PCR confirmation of the mosaic shown below.

RESEARCH | REPORTS



complete and predicted to be functional VSGs
for the Lister427 strain (1), although the VSG
repertoire for the EATRO1125 strain has not
been fully elucidated]. The 65 to 135 VSGs ob-
served before day 30 could represent up to 35%
of the preexisting repertoire. Given the sam-
pling frequency in our experiment, these values
almost certainly underestimate the expressed
VSG diversity in vivo. Therefore, much of the in-
tact VSG repertoire is likely to have been expended
early in an infection, as a result of expression
and subsequent recognition by the immune sys-
tem. As a result, the preexisting repertoire of
complete VSGs would appear to be insufficient
to support the sometimes years-long infections
observed in the field. Although parasitemia is much
lower in natural hosts, preexisting immunity
is common in native mammals (22), requiring
constant VSG diversification to sustain infection.
Segmental gene conversion events have been

demonstrated in both Trypanosoma equiperdum
and T. brucei infections (7, 23, 24) generating
“mosaic” VSGs that were not previously encoded
in the genome. Previous studies had noted that
mosaics tend to arise later in infection but have
not determined when these variants are formed
within the genome, or how. It is unknown whether
mosaic VSGs form at the active expression site
or within the silent repertoire before expression.
To identify possible mosaics, we compared ex-
pressed VSG sequences to two independently as-
sembled genomes for this parasite strain. Because
of limitations in the amount of material avail-
able at each time point, we could choose only a
few candidates for validation. To test that these
were true mosaics and to determine when they
formed within the genome, we used VSG-specific
primers to confirm their absence from the ge-
nome of the parental strain and presence within
genomic DNA (gDNA) collected during infec-
tion. We identified three mosaic VSGs using this
approach. In each case, the mosaic VSG was only
detectable by means of polymerase chain reaction
(PCR) when it was also being expressed within
the parasite population. This suggests that mosaic
formation occurs, at least in these cases, shortly
before expression, with subsequent transposi-
tion into the active expression site, or directly
within the active expression site (Fig. 4 and
fig. S3). Mosaic formation may be a mechanism
for increasing repertoire diversity as infection
progresses.
Our results indicate that VSG switching does

not occur at a rate that we would have expected
to be just sufficient for immune evasion, with only
a few variants present at any time. This suggests
that recombinatorial mechanisms that expand
the preexisting VSG repertoire may be critical
for sustaining the long infections observed in
natural hosts. Recent work on samples collected
from sleeping sickness patients shows higher-
than-expected VSG diversity (25), indicating that
complex VSG dynamics are likely to be clinically
relevant. Our results provide a foundation for
the study of VSG switching and diversification
in vivo and demonstrate the potential of high-
throughput approaches for studying antigenic

variation, in trypanosomes and other parasitic
diseases, in naturally infected humans and
animals.
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GEOMICROBIOLOGY

Redox cycling of Fe(II) and
Fe(III) in magnetite by
Fe-metabolizing bacteria
James M. Byrne,1*† Nicole Klueglein,1† Carolyn Pearce,2,3 Kevin M. Rosso,3

Erwin Appel,4 Andreas Kappler1

Microorganisms are a primary control on the redox-induced cycling of iron in the
environment. Despite the ability of bacteria to grow using both Fe(II) and Fe(III) bound
in solid-phase iron minerals, it is currently unknown whether changing environmental
conditions enable the sharing of electrons in mixed-valent iron oxides between
bacteria with different metabolisms. We show through magnetic and spectroscopic
measurements that the phototrophic Fe(II)-oxidizing bacterium Rhodopseudomonas
palustris TIE-1 oxidizes magnetite (Fe3O4) nanoparticles using light energy. This process
is reversible in co-cultures by the anaerobic Fe(III)-reducing bacterium Geobacter
sulfurreducens. These results demonstrate that Fe ions bound in the highly crystalline
mineral magnetite are bioavailable as electron sinks and electron sources under
varying environmental conditions, effectively rendering magnetite a naturally
occurring battery.

I
ron is critical to all living organisms, with
many bacteria having developed pathways
to access iron either as a nutrient or as an
electron acceptor or donor, depending on
its mobility, oxidation state, and bioavaila-

bility (1). Fe(III)-reducing bacteria, including
Geobacter sulfurreducens, combine reduction
of Fe(III) with oxidation of organic matter or
H2 for energy conservation (2), whereas pho-

totrophic Fe(II)-oxidizing bacteria such as Rho-
dopseudomonas palustris TIE-1 grow in light
with Fe(II) or H2 as the electron donor (3). Bac-
teria of theGeobacter genus and photoferrotrophs
have previously been shown to simultaneously
occur in sediments (4, 5). The mixed-valent mag-
netic mineral magnetite (Fe3O4), which con-
tains both Fe(II) and Fe(III) in a 1:2 ratio, is
often a byproduct of these Fe-metabolization
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processes; however, despite its abundance and
conductive properties (6), the potential use of
magnetite in microbial iron and electron cy-
cling is relatively underexplored.
Fe(III)-reducing bacteria readily use dissolved

Fe(III) complexes or short-range–ordered min-
erals (e.g., ferrihydrite) and even magnetite
as terminal electron acceptors (7–9). In con-
trast, growing cultures of phototrophic Fe(II)-
oxidizers are seen to access Fe(II) only in
dissolved [Fe2+(aq)] or complexed [e.g., Fe(II)-
nitrilotriacetic acid] forms (10), thus making
the bioavailability of magnetite as an electron
donor unclear. Nevertheless, c-type cytochromes
purified from a microaerophilic Fe(II)-oxidizing
bacterium can oxidize the surface of magnetite,
changing the ratio of iron oxidation states [Fe(II)/
Fe(III)] (11), and R. palustris can accept electrons
from a solid electrode (12), although direct inter-

action between living cells and magnetite has not
been observed.
We investigated co-cultures of R. palustris

and G. sulfurreducens incubated with mag-
netite nanoparticles to explore mineral-bound
Fe redox cycling. We controlled light and or-
ganic matter supply (13) in order to investigate
the microbially driven mineralogical and mag-
netic changes that occur within the magnetite
due to its dependence on Fe(II)/Fe(III). Themag-
netite unit cell contains eight Fe(II) and eight
Fe(III) octahedrally coordinated ions, which
are coupled in antiparallel magnetic orienta-
tion to eight Fe(III) tetrahedral coordinated ions.
The magnetic moments of the Fe(III) ions can-
cel one another out, leaving Fe(II) as the main
factor in themineral magnetization. Fe(II)/Fe(III)
is based on the total distribution of iron in the
formula unit [i.e., in stoichiometric magnetite,
Fe(II)/Fe(III) = 0.5]. Indeed, Fe(II)/Fe(III) plays
a crucial role in the magnetic properties of
magnetite, with maghemite (the fully oxidized
form of magnetite) having a lower bulk satura-
tion magnetization (Ms) of ~75 A·m2/kg (A·m,
ampere meter) at room temperature, in com-
parison to Ms = 92 A·m2/kg for stoichiometric
magnetite (14). These experiments support our
hypothesis that magnetite can serve as a battery

through which bacteria store and withdraw
electrons, regulated by changing redox and light
conditions.
R. palustris was incubated in constant light

with only magnetite (diameter ~12 nm; 10 mg)
as an electron donor, leading to a decrease in
Fe(II)/Fe(III) (Fig. 1A). After 14 days, Fe(II)/Fe(III)
decreased from 0.59 T 0.03 to 0.31 T 0.02. Sub-
sequent removal of R. palustris and the addi-
tion of G. sulfurreducens with 10 mM acetate
as electron donor initiated magnetite reduction,
with Fe(II)/Fe(III) increasing to 0.56 T 0.02 over
2 days. Fe2+(aq) in the supernatant remained low
during oxidation (39 T 16 mM), but increased to
113 T 13 mM after G. sulfurreducens was added.
Sterile controls showed only minor changes in
Fe(II)/Fe(III) and Fe2+(aq) over time. Using in
situ volume-specific magnetic susceptibility (k),
we analyzed the cultures non-invasively without
removing any sample (15). Cultures inoculated
with R. palustris showed a clear decrease in k by
–8.7% (from 1508 T 9 × 10−6 to 1378 T 7 × 10−6 SI)
after 9 days (Fig. 1B). k rapidly increased again
(+4.6%) after the addition of G. sulfurreducens.
After day 10, we observed a decrease in k, per-
haps due to minor magnetite dissolution by G.
sulfurreducens, as confirmed by a small increase
in Fe2+(aq) in the supernatant.
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Fig. 1. Oxidation/reduction
of magnetite nanoparticles
by growing Fe-metabolizing
bacteria. (A) Observed
changes in Fe(II)/Fe(III) over
time in magnetite nanopar-
ticles in the presence of Fe-
metabolizing bacteria. (B)
Change in k with respect to
the starting value over time of
magnetite nanoparticles in the
presence of R. palustris and G.
sulfurreducens. The dashed
vertical lines indicate a change
from light to dark incubation.
Error bars indicate standard
deviation of the mean.
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We examined the consequences of the
oxidation/reduction processes on the mineral-
ogical and magnetic properties of the magnet-
ite, using concentrated bacterial cell suspensions
of co-cultures of R. palustris and G. sulfurredu-
cens. These concentrated suspensions enhanced
the reaction rate 10-fold, due to a ×10 increase
in cell numbers. Over 23 hours in the light, k
decreased by –7.4% (from 1552 T 13 × 10−6 SI to
1437 T 7 × 10−6 SI) due to microbial Fe(II) oxi-
dation by R. palustris (Fig. 2A). Without re-
moving the media or Fe(II)-oxidizing bacteria,
G. sulfurreducens and 1 mM acetate were added
to the bottles to stimulate reduction with cul-
tures placed in the dark to inhibit R. palustris
activity. This stimulated a dramatic increase in
k (+11.7%; P < 0.05 at every time point except for
t = 0 and t = 2 for which P = 0.3; see Fig. 2). Six
hours later, the cultures were returned to light
to stimulate R. palustris, resulting in k decreas-
ing by –5.7%. Subsequent acetate addition and

incubation in the dark led k to increase (+16.5%)
before decreasing again in the light. Acetate
addition without G. sulfurreducens (and incu-
bation in the dark) did not affect k (fig. S1). The
concurrent changes in k show that continuous
cycling of iron within magnetite is possible by
these bacteria, although the rate of change of
k appears to slow down over repeated cycles,
perhaps due to saturation of the magnetite sur-
face with bacteria and/or extracellular organic
material (i.e., formation of a biofilm), blocking
or at least limiting access to magnetite.
We analyzed the mineralogical properties of

the incubated magnetite at three time points,
including the starting material (Tzero), oxidized
magnetite after 23 hours (Tox), and the reduced
sample after 6 hours of reduction (Tred). Spec-
trophotometric ferrozine analyses (table S4) showed
Tzero to be slightly oxidized, with Fe(II)/Fe(III) =
0.45 T 0.02 as compared to 0.41 T 0.05 for Tox
and 0.52 T 0.02 for Tred, which is comparable to

the growth experiment results. Micro–x-ray dif-
fraction (m-XRD) patterns (fig. S2) showed the
characteristic reflections of magnetite without
any reflections corresponding to other mineral
phases. The average crystallite sizes were cal-
culated as 11.6, 11.6, and 11.5 nm for Tzero, Tox,
and Tred, respectively. Using the lattice param-
eters (table S4) (16), we determined the struc-
tural Fe(II)/Fe(III) of Tzero, Tox, and Tred as 0.47,
0.42, and 0.47, respectively.

57Fe Mössbauer (Fig. 3 and table S1) spectra
collected at 295 K show the characteristic over-
lapping sextets of magnetite corresponding to
tetrahedral (A-site) and octahedral (B-site) Fe,
with almost no differences between samples
and no indication of additional mineral phases.
At 140 K, the samples show more pronounced
differences. Although the center shifts and hy-
perfine fields of the A and B sites remained
relatively comparable for all samples, the rela-
tive populations of each site showed differences,
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Fig. 3. Mössbauer spectroscopy of magnetite
before and after reduction/oxidation. Spectra
collected forTzero,Tox, andTred at (A) 295K, (B) 140K,
and (C) 77 K. All spectra are characteristic of mag-
netite with tetrahedral (blue) A and octahedral
(green) B sites observable at all temperatures.
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which were then used to calculate the Fe(II)/Fe
(III) for each sample (17) (table S4). In accord-
ance with the expected trend, Fe(II)/Fe(III) de-
creased from0.46T 0.03 (Tzero) to 0.42 T 0.01 (Tox),
before increasing to 0.46 T 0.01 after reduction
(Tred). At 77 K, the samples were again almost
identical with no differences in Fe(II)/Fe(III),
although the B site split into two separately
ordered subsextets corresponding to Fe3+ (B1)
and Fe2+ (B2). The fact that the spectral differ-
ences between samples are only observed at
140 K suggests a temperature-dependent ef-
fect, probably related to the Verwey transition
(Tv ~ 119 K), which can suppressed by magnetite
oxidation (18).
We also obtained high-temperature magnetic

susceptibility (k-T) data for all time points (Fig.
4A). A broad peak with an apex at ~330°C in
the heating curve for Tzero indicates the presence
of single-domain particles or particle clusters
that become superparamagnetic at elevated tem-
peratures. k-T decreases to approximately meet
the magnetite Curie temperature (Tc ~ 580°C).
Apart from a small loss at room temperature
(indicating destruction of some magnetite dur-
ing heating), the cooling curve shows good re-
versibility. The Tox heating curve looks similar
to that of Tzero, but in the cooling curve the
peak is clearly shifted to a higher temperature.
This can be explained by a maghemitized shell
that resulted from microbial Fe(II) oxidation
that is transformed to hematite during heating
due to the thermal instability of maghemite
(19), leaving behind the magnetite core. The
Tred heating curve shows similarities to that of
Tox; however, the relatively higher k value at
450°C indicates a higher fraction of magnetite.
The loss of susceptibility after cooling for Tred
is less than for Tox but still obvious; thus, much
of the maghemitized volume fraction is obvi-
ously still present. The peak in the cooling curve
of Tred is ~100°C lower than that of Tox but
~100°C higher than that of Tzero, suggesting
magnetic grain size differences.
Magnetic hysteresis loops (Fig. 4B and table

S5) are characteristic of nanoparticulate ferri-
magnetic magnetite, with near-zero coercivity (Hc)
indicating superparamagnetic (SP) behavior. The
saturation magnetization (Ms) of all samples is
much lower than the theoretical 92 A·m2/kg of
bulk magnetite due to surface spin effects in SP
particles (20, 21). The small decrease in Ms of
1.5 A·m2/kg between Tzero and Tox is consistent
with magnetite oxidation (22, 23). The effect of
re-reduction is much less clear, as Tred shows an
even greater decrease of 8.3 A·m2/kg as compared
to Tzero. This is counterintuitive to the idea that
G. sulfurreducens is able to re-reduce the oxidized
magnetite to stoichiometric magnetite [i.e., Fe(II)/
Fe(III) = 0.5]. One explanation may lie with con-
sideration of the dissolved Fe2+ concentration
that was detected in the supernatant after the
reduction step (127.6 T 21.2 mM). This dissolu-
tion of the particles could in fact have led to an
overall decrease in the particle size (as seen from
m-XRD, table S4) leading to the observed decrease
in Ms. Alternatively, re-reduction could lead to

distortion of the magnetic spin ordering at the
surface of the particles; i.e., the maghemitized
surface layer is reduced but still forms a distinct
shell layer that is not fully coupled to the mag-
netite core. A nonmagnetic shell in magnetite
nanoparticles has previously been shown to form
and increases in thickness, depending on the
amount of Fe(II) (i.e., level of oxidation) present
in the crystal lattice (24). Although our average
magnetite crystallite size was larger, and there-
fore a smaller volume fraction was available for
oxidation, the formation of a surface layer appears
to be the most likely explanation for the impact
of bacterial oxidation.
To examine whether our results apply to

other systems, we performed further experi-
ments with nitrate-reducing Fe(II)-oxidizing
bacteria and other Fe(III)-reducing bacteria
(13). Paracoccus denitrificans strain ATCC 19367,
a nitrate-reducing bacterium that is known to
indirectly oxidize Fe(II), resulted in a decrease
in k of ~ –10% (from 1885 T 81 × 10−6 SI to 1693 T
49 × 10−6 SI) of magnetite (fig. S3). In contrast,
Shewanella oneidensis MR1, a Fe(III)-reducing
bacterium found in anoxic sediments, led to an
increase in k of ~+22% (from 1689 T 6 × 10−6 SI
to 2059 T 5 × 10−6 SI) (fig. S3). Additionally, the
nitrate-reducing bacteriumAcidovorax sp. BoFeN1
induced a decrease in k of –8% (from 683 T 24 ×
10−6 SI to 627 T 6 × 10−6 SI) after 15 days of in-
cubation. This culture was then inoculated with
G. sulfurreducens, leading to k increasing to
+4.5% (713 T 15 × 10−6 SI) (fig. S4), suggesting that
the magnetite was re-reduced.
Collectively, these experiments show that mag-

netite can sustain a vast variety of different bac-
terial communities functioning as an electron
sink, which gets “charged” under reducing con-
ditions by Fe(III) reducers, storing up to 2.6 × 1021

electrons/g (13); and then “discharged” under
conditions that support its being used as an
electron source for Fe(II) oxidizers. In the en-
vironment, magnetite could therefore function
for microbes as a battery: an environmentally
relevant electron sink and source. Alternating
oxidation/reduction processes within magnetite
could potentially take place in anoxic, photic en-
vironments (such as littoral sediments), where
environmental fluctuations drive the metabolic
use of magnetite (5). For example, fluctuating
water levels could lead to varying oxygen pen-
etration depths and therefore fluctuating redox
conditions, which in turn lead to oxidation and
reduction at low and high water levels, respec-
tively. These findings also have direct implica-
tions for environmental remediation, in which
the reactivity of magnetite with organic con-
taminants is directly linked to the ratio of Fe(II)
to Fe(III) (25). Moreover, for environmental mag-
netic susceptibility measurements, changes in k
are mainly attributed to changes in the amount
of magnetite; however, we have shown that mi-
crobial activity directly influences the magnetic
properties of magnetite without changing the
concentration of the mineral. This implies that
increasing or decreasing k could be due to mi-
crobial activity rather than magnetite formation,

which could have important but currently neg-
lected effects on soil and sediment magnetic
properties (26).
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Wireless magnetothermal deep
brain stimulation
Ritchie Chen,1,2 Gabriela Romero,2 Michael G. Christiansen,1,2

Alan Mohr,3 Polina Anikeeva1,2*

Wireless deep brain stimulation of well-defined neuronal populations could facilitate the
study of intact brain circuits and the treatment of neurological disorders. Here, we
demonstrate minimally invasive and remote neural excitation through the activation of the
heat-sensitive capsaicin receptor TRPV1 by magnetic nanoparticles. When exposed to
alternating magnetic fields, the nanoparticles dissipate heat generated by hysteresis,
triggering widespread and reversible firing of TRPV1+ neurons. Wireless magnetothermal
stimulation in the ventral tegmental area of mice evoked excitation in subpopulations
of neurons in the targeted brain region and in structures receiving excitatory projections.
The nanoparticles persisted in the brain for over a month, allowing for chronic
stimulation without the need for implants and connectors.

S
timulation of deep brain structures affected
by treatment-resistant psychiatric and neu-
rological disorders can ameliorate associated
symptoms but is currently only achieved
by permanently implanted electrodes (1).

Second-generation neuromodulation technologies
rely on acoustic (2), electromagnetic induction
(3), or optical (4) signals. These fields are largely
absorbed and scattered by tissue and similarly

require a conduit for deep brain stimulation. In
contrast, low-radiofrequency alternating mag-
netic fields (100 kHz to 1 MHz) can penetrate
into the body without substantial attenuation
and thus enable signal delivery into deep brain
regions (5). Alternating magnetic fields can be
converted into biological stimuli by magnetic
nanoparticles (MNPs) that dissipate heat via
hysteretic power loss (6). Although MNP heating

has been investigated as a cell-destructive ther-
apy in magnetic hyperthermia for 50 years (7),
this effect has only recently been exploited for
control of cell membrane depolarization and
gene expression in engineered xenografts and
invertebrates (8, 9). Magnetothermal control of
neural activity in vivo in a mammalian system
remains to be demonstrated.
To achieve reversible neuronal activation with

alternating magnetic fields, we developed an
intracellular calcium control scheme by sensitiz-
ing cells to heat generated from MNPs (Fig. 1A).
Earlier experiments relied on synthetic trans-
genes to target MNPs to the cell membrane and
required tens to thousands of seconds to observe
increased calcium ion (Ca2+) influx, which ex-
ceeded temporal dynamics of neuronal firing by
orders of magnitude. Recent studies suggest that
MNP functionalization with proteins induces
cell internalization and the formation of protein
coronas that may reduce the effectiveness of
targeting and heat dissipation in vivo (10, 11).
We reasoned that untargeted Fe3O4 MNPs op-
timized for efficient heat dissipation at clinically
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Fig. 1. Wireless ON switch for controlled magne-
tothermal membrane depolarization of TRPV1+

cells. (A) Experimental scheme. Magnetic field stim-
ulation (“Field ON”) of TRPV1 from MNP heating
is visualized by gCaMP6s fluorescence changes.
(B and C) Transmission electron micrographs of
MNPs: (B) as-synthesized and (C) after surface
modification with a 2-nm PEG shell. (D) Size
distribution plot for PAA- and PEG-coated MNPs
observed by dynamic light scattering. Aggregation
in physiological fluids is observed for PAA-coated
MNPs but not for PEG-coated MNPs. (E) Color maps
of fluorescence intensity changes for TRPV1– and
TRPV1+ HEK293FT cells before and during mag-
netic field stimulus. Scale bar, 50 mm. (F) Normal-
ized fluorescence intensity change (DF/F0) as a
function of time (solid lines indicate the mean, and
shaded gray areas indicate standard error). Dashed
line corresponds to the crossing of TRPV1 activa-
tion threshold temperature. Fluorescence increase
was observed only in TRPV1+ cells upon magnetic
field application. (Inset) Temperature profile with-
out (gray) and with (red) magnetic field appli-
cation. In all experiments, field amplitude is Ho =
15 kA/m, and frequency is ƒ = 500 kHz.
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relevant alternating magnetic field conditions
can (i) reduce the latency period for neural ex-
citation, (ii) eliminate exogenous targeting trans-
genes, and (iii) have chronic utility in vivo because
MNPs exhibit minimal cytotoxicity and remain
intact several months after injection (12, 13).
Spherical Fe3O4 MNPs 22 nm in diameter pos-
sess some of the highest heating rates per gram,
or specific loss power, measured for a synthetic
material at a therapeutically relevant frequency
ƒ = 500 kHz and field amplitude Ho = 15 kA/m
(14). We prepared these monodisperse MNPs via
the thermal decomposition of an environmentally
benign iron-oleate precursor (15) and dispersed
them in water through high-temperature lig-
and exchange with poly(acrylic acid) (PAA) (Fig.
1B) (14). Grafting poly(ethylene glycol) (PEG)
chains onto PAA-coated MNPs resulted in their
steric dispersion, which improved colloidal sta-
bility (Fig. 1, C and D) and biocompatibility, as
indicated by the increased viability of human
embryonic kidney (HEK) 293FT cells over pro-
longed exposure (fig. S1) (16). These MNPs ex-
hibited specific loss of power of 660 T 50 W/g,
which is sixfold greater than that of hyperther-
mia agents currently used in clinical settings
(fig. S2). Magnetic fields were generated by a
resonant coil custom designed for fluorescence
imaging during stimulation (fig. S3, A to E). Al-
though transient receptor potential cation chan-
nel subfamily V member 1 (TRPV1) is naturally
expressed across the mammalian nervous sys-
tem (17), we designed a transgene to establish
sustained and uniform levels of TRPV1 expres-
sion for magnetothermal membrane depolariza-
tion across different cell lines (18). The TRPV1
transgene was placed under the excitatory neu-
ronal promoter calmodulin kinase II a-subunit
along with mCherry separated from TRPV1 by
the posttranscriptional cleavage linker p2A
(CamKIIa::TRPV1-p2A-mCherry) (19) and packed
into the lentiviral vector so as to enable long-
term in vitro and in vivo neural transfection
(20). Cells were additionally transfected with
the adeno-associated virus serotype 9 (AAV9)
carrying GCaMP6s under the neuronal promoter
human synapsin (hSyn::GCaMP6s) for measure-
ment of intracellular Ca2+ changes as a proxy for
membrane depolarization (21). Functionality of
the two genes was confirmed by observing in-
creased fluorescence intensity in response to
capsaicin, a TRPV1 agonist, and temperature in-
crease above 43°C in nonexcitable HEK293FT
cells (fig. S4, A to C).
We first demonstrated magnetothermal con-

trol of intracellular Ca2+ influx in HEK293FT
cells. Fluorescence intensity maps indicated that
only cells expressing TRPV1 (TRPV1+) responded
to the field stimulus (ƒ = 500kHz, Ho = 15 kA/m)
when incubated in MNP solutions (2 mg/mL),
whereas cells not expressing TRPV1 (TRPV1–) as
well as TRPV1+ and TRPV1– cells without field
stimulus did not exhibit changes in intracellular
Ca2+ concentration (Fig. 1E). A field-induced tem-
perature increase in excess of 43°C in MNP solu-
tions triggered a GCaMP6s fluorescence increase
of DF/F0 > 50% in 36.1 T 4.3% (mean T SD) of

TRPV1+ cells, whereas only 1.7 T 1.6% (mean T
SD) of TRPV1– cells exhibited a similar response
(Fig. 1F and fig. S5, A to D).
Magnetothermal membrane depolarization was

sufficient to evoke trains of action potentials in
primary hippocampal neurons expressing TRPV1
when exposed to 10-s field pulses at 60-s inter-
vals. Viral transfection with AAV9-hSyn::GCaMP6s,

which allows for fluorescence detection of single
action potential events (21), and Lenti-CamKIIa::
TRPV1-p2A-mCherry (TRPV1+) or Lenti-CamKIIa::
mCherry (TRPV1–) yielded a coexpression effi-
ciency of 57% after 5 days (Fig. 2A). In MNP
solutions (10 mg/ml), 85 T 14% of TRPV1+ neu-
rons exhibited synchronized firing within 5 s
after stimulus, whereas only sporadic activity
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Fig. 2. Alternating magnetic field stimulus evokes correlated and repeated trains of action
potentials. (A) Confocal fluorescent images of cotransfected hippocampal neurons. Scale bar, 25 mm.
(B) Population study of 100 neurons from three trials counting the number of neurons that spike within a
5-s bin after magnetic field stimulus. (C and D) Temperature profiles during magnetic field application in
Tyrode’s solution (C) without and (D) with MNPs. Shaded area is the SD with average value overlaid
(black). (E to H) Example fluorescence traces of 10 individual neurons with average overlaid (black).
(I to L) Raster plots of 100 randomly selected neurons from three trials. Calcium spikes were counted
according to an automated algorithm. (M to P) Peristimulus time histograms of the raster plots binned
at 2 s. Color scheme for (E) to (P): TRPV1– neurons in Tyrode’s solution without MNPs, gray; TRPV1–

neurons in Tyrode’s solution with MNPs, red; TRPV1+ neurons in Tyrode’s solution without MNPs, blue;
TRPV1+ neurons in Tyrode’s with MNPs, orange. Shaded blue bars represent alternating magnetic field
pulses (Ho = 15 kA/m, ƒ = 500 kHz).



was observed in TRPV1– neurons (Fig. 2, B to
H). This implies that the temperature increase
(Fig. 2D) in MNP solutions exposed to alter-
nating magnetic field was sufficient to trigger
TRPV1 (Fig. 2H) while avoiding nonspecific
thermal effects such as changes in membrane
capacitance (Fig. 2F) (22). In the absence of
MNPs, magnetic field did not induce apprecia-
ble solution heating (Fig. 2C), and no correlated
response was observed in TRPV1+ or TRPV1–

neurons (Fig. 2, B, E, and G). We recorded neural
activity from GCaMP6s temporal fluorescence
traces (fig. S6, A to D, and movie S1) (23). Waves
of Ca2+ spikes were repeatedly induced by field
pulses only in TRPV1+ neurons in the presence
of MNPs (Fig. 2, I to P). The observed 5-s la-
tency between the field application and the onset
of neural activity is fivefold faster than previ-
ously described (8).
We next tested whether alternating magnetic

field could activate a subpopulation of neurons
in deep brain tissue in mice. We used finite ele-
ment modeling corroborated with temperature

recordings in brain phantoms to predict local
temperature changes in response to field stim-
ulus (fig. S7). Injections (2.5 mL) of MNP solution
(100 mg/mL) delivered temperature gradients
sufficient to reach the TRPV1 activation thresh-
old within 5 s and cool back to 37°C over 60-s
cycles (fig. S7, B to F), thus avoiding prolonged
exposure to noxious heat (fig. S7G) (24).
With low endogenous expression of TRPV1

(25) and well-characterized projections (26), the
ventral tegmental area (VTA) was an attractive
deep brain target for initial demonstration of
magnetothermal stimulation. Furthermore, pha-
sic excitation in the VTA has therapeutic impli-
cations in the treatment of major depression
(27). We sensitized excitatory neurons in the
VTA to heat through the lentiviral delivery of
TRPV1, which was followed by MNP injection
into the same region 4 weeks later (Fig. 3, A
and B, and fig. S8A). The anesthetized mice
were exposed to the magnetic field conditions
described above (fig. S8, B and C). Neuronal ex-
citation was quantified by the extent of activity-

dependent expression of the immediate early
gene c-fos within a 250-mm vicinity of the MNP
injection (Fig. 3, C to F) (28). Neural activity was
only triggered by magnetic field in the VTA of
mice transfected with TRPV1 in the presence of
MNPs, resulting in a significantly higher propor-
tion of c-fos–positive (c-fos+) cells, as revealed by
a two-way analysis of variance (ANOVA) with a
Bonferroni post hoc test (F1,13=47.5, P < 0.0001)
(Fig. 3G). Control subjects testing whether the
MNP injection, heat dissipation with field stim-
ulus, or TRPV1 expression alone can result in
neural stimulation showed no significant c-fos
expression (Fig. 3, C to E and G). Furthermore,
the spatial extent of neuronal activation was
largely collocated with TRPV1 expression in the
VTA (Fig. 3, H and I).
We next investigated whether neurons in the

VTA can be activated 1 month after MNP injec-
tion so as to explore its chronic utility (Fig. 3, J
to O). We again observed increased c-fos expres-
sion in the VTA only in mice transfected with
TRPV1 in the presence of MNPs and exposed to

SCIENCE sciencemag.org 27 MARCH 2015 • VOL 347 ISSUE 6229 1479

Fig. 3. Wireless magnetothermal stimulation in vivo. (A) In vivo ex-
perimental scheme. (B) Confocal image of a coronal slice representative of
the TRPV1-p2A-mCherry expression profile in the VTA. (C to F) 4´,6-diamidino-
2-phenylindole (DAPI) (blue), mCherry (red), and c-fos (green) and overlay
confocal images of regions used for quantification of neural stimulation.
Scale bar, 25 mm. All animals were injected with MNPs. Experimental con-
ditions were (C) without (OFF) and (D) with (ON) magnetic field stimulation in
TRPV1– VTA, and (E) OFF and (F) ON stimulation in TRPV1+ VTA. (G) Per-
centage of mCherry-positive and c-fos–positive neurons within cell population
indicated by DAPI corresponding to the four conditions presented in (C) to
(F). Significance is confirmed by two-way ANOVA with Bonferroni post hoc
test (n = 4 mice, F1,13 = 47.5, P < 0.0001). (H and I) Confocal images of the

VTA after acute magnetothermal stimulation. c-fos expression is largely con-
fined to the VTA in regions where TRPV1 is expressed. Scale bar, 100 mm.
(J to L) Confocal images of the (J) VTA, (K) mPFC, and (L) NAc 1 month
after MNP injection without (OFF) and with (ON) field treatment. Scale bar,
100 mm. (M) Percentage of c-fos+ neurons in the VTA among DAPI-labeled
cells with and without magnetic field stimulation. Increased c-fos expres-
sion is observed after field treatment (ON) as compared with unstimulated
(OFF) controls (n = 3 mice OFF/ON; Student’s t test, P < 0.02). (N and O)
Similarly, up-regulation is observed in (N) the mPFC and (O) in the NAc
with alternating magnetic field (ON) as compared with the same regions
without (OFF) the field stimulus (n = 3 mice OFF/ON; Student’s t test *P <
0.02, **P < 0.002).
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the magnetic field protocol described above
(Fig. 3, J and M, “ON”) (Student’s t test, P <
0.02). In these mice, we also found evidence of
field-evoked up-regulation of c-fos in the me-
dial prefrontal cortex (mPFC) (Fig. 3, K and N,
“ON”) (Student’s t test, P < 0.02) and nucleus
accumbens (NAc) (Fig. 3, L and O, “ON”) (Stu-
dent’s t test, P < 0.002), which are known to
receive excitatory inputs from VTA neurons
(26, 29). In the absence of stimulation, neurons
in the VTA near the MNP injection site and
the neurons in the mPFC and NAc did not ex-
hibit increased c-fos expression (Fig. 3, J to O,
“OFF”).
We compared the biocompatibility of the MNP

injection with a similarly sized stainless steel
implant (fig. S9). The interface between the MNP
injection and the tissue exhibited significantly
lower glial activation and macrophage accu-
mulation and higher proportion of neurons, as
compared with that of the steel implant 1 week
and 1 month after surgery (fig. S9, A to F). The
improved tissue compatibility can likely be at-
tributed to the mechanically pliable nature of the
MNP injection and sequestration via endocytosis
(12, 13). No difference in neuronal or glial density
was observed between brain tissue of stimulated
and unstimulated mice, suggesting that the rap-
idly dissipated magnetothermal cycles cause min-
imal thermal damage to the surrounding tissue
(fig. S9G).
We demonstrated widespread and repeat-

able control of cellular signaling in nonexcitable
and electroactive cells using wireless magneto-
thermal stimulation in vitro and in vivo. Finer
control over stimulation intensity to facilitate
applications of this approach to problems in
systems neuroscience can be achieved by fur-
ther reducing the latency between field onset
and evoked neural firing by developing MNPs
with high specific loss powers (30) and by in-
troducing heat-sensitive ion channels with low-
er thermal thresholds (31). Mechanosensitive
potassium and chloride channels may serve
as potential mediators of magnetothermal in-
hibition (32). Although demonstrated for chronic
stimulation of targeted neural circuits, this mag-
netothermal paradigm may be formulated to
trigger thermosensitive ion channels endoge-
nously expressed in the peripheral nervous sys-
tem (17), enabling wireless control in deep tissue
regions that currently pose substantial chal-
lenges to bioelectronic medicines (33).
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Intergenerational transmission of
child abuse and neglect: Real or
detection bias?
Cathy Spatz Widom,1* Sally J. Czaja,1 Kimberly A. DuMont2

The literature has been contradictory regarding whether parents who were abused as
children have a greater tendency to abuse their own children. A prospective 30-year
follow-up study interviewed individuals with documented histories of childhood abuse and
neglect and matched comparisons and a subset of their children. The study assessed
maltreatment based on child protective service (CPS) agency records and reports by parents,
nonparents, and offspring. The extent of the intergenerational transmission of abuse and
neglect depended in large part on the source of the information used. Individuals with
histories of childhood abuse and neglect have higher rates of being reported to CPS for
child maltreatment but do not self-report more physical and sexual abuse than matched
comparisons. Offspring of parents with histories of childhood abuse and neglect are more
likely to report sexual abuse and neglect and that CPS was concerned about them at some
point in their lives. The strongest evidence for the intergenerational transmission of
maltreatment indicates that offspring are at risk for childhood neglect and sexual abuse,
but detection or surveillance bias may account for the greater likelihood of CPS reports.

F
or years, the notion that abused children
grow up to become abusive parents has been
widely accepted in the field of child abuse
and neglect (1–3). However, because many
other factors in a person’s life (such as nat-

ural abilities, biological or genetic predisposi-
tions, or intervening relationships) may mediate
the effects of child abuse and neglect, assessing
the intergenerational transmission of abuse and

neglect is challenging. Although some studies
have provided empirical support for the inter-
generational transmission of child abuse (4–10),
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other researchers have found no evidence for
transmission (11–14). Critical reviews have called
attention to serious methodological limitations
of research examining this question (15–20). To
date, studies are primarily cross-sectional snap-
shots, rather thanprospective longitudinal studies
in which children are followed up and assessed in
adulthood. Studies that work backward from a
population of abusive parents and inquire about
their childhood historiesmay lead to an inflated
rate of transmission because individuals whowere
abused but did not become abusive as a parent are
not represented (8, 18, 20). Finally, theoretical
explanations (21, 22) and empirical research have
focused on the transmission of physical abuse,
largely ignoring the role of childhood sexual
abuse and neglect in the intergenerational trans-
mission of child maltreatment.
The present study was designed to overcome

many of the methodological limitations of pre-
vious work. We used a prospective cohorts de-
sign (23, 24), in which both groups were free of
the “outcome” (i.e., intergenerational transmission)
at the time they were selected for the study. We
used court-substantiated cases and thus avoided
ambiguity and potential biases associated with
retrospective recall (19, 20). We included a com-
parison group matched as closely as possible for
age, sex, race, and approximate social class be-
cause it is theoretically plausible that any rela-
tionship between child abuse or neglect and later
outcomes is confounded or explained by social
class differences. We ascertained outcomes using
multiple sources of information (parent and non-
parent self-reports, offspring report, and child
protection agency records) and multiple mea-
sures from standardized instruments. Details
of methods and materials are available as sup-
plementarymaterials on ScienceOnline. Although

our primary focus was on the parent’s behavior
toward their biological offspring, we also included
an assessment of abuse of other children (nonoff-
spring). We tested whether individuals who have
documented histories of abuse or neglect in child-
hood continue the intergenerational transmission
of child abuse toward their own offspring or some-
one else’s children. We also examined whether
different types of child maltreatment (physical
abuse, sexual abuse, and neglect) are passed on
from one generation to the next.
The simplestmodel of intergenerational trans-

mission is illustrated by the direct relationship
across generations: G1→ G2 → G3. The G1 indi-
viduals (the first generation) are the parents of
the G2 individuals (second generation), who
have been participants in our longitudinal study
andarenowadults. G2 individuals represent those
with documented histories of childhood abuse or
neglect and those who represent the comparison
group without documented histories of abuse or
neglect. The offspring of the G2 individuals are
the G3, or third generation.
The original sample was composed of 908 G2

children with documented cases of abuse and
neglect during the years 1967 through 1971 in a
Midwestern county area and a matched compar-
ison group of children (N = 667) from the same
neighborhoods. The study was begun as an ar-
chival records check with a search of criminal
histories for both groups (25). The first in-
person interviews were conducted from 1989
to 1995, when G2 participants were on average
29 years old (N = 1196). Since that time, three
additional interviews have been conducted with
these participants (see table S1 for a chronology
of the study and the supplementary materials
andmethods for details of the design of the study
and participants). For the purpose of assessing

the intergenerational transmission of abuse and
neglect, we conducted interviews in 2009 and 2010
with 649 of the original G2 participants (mean
age 47.0) and a subset of G3 offspring (N = 697,
mean age 22.8). During 2011 to 2013, child pro-
tective service (CPS) agency records in the orig-
inal state were searched for the entire sample
and their children, and informationwas extracted
and coded (26). Details of attrition and selection
bias are provided in the supplementarymaterials.
Despite attrition (see table S2), multiple analyses
indicated that child maltreatment status was not
a significant factor in nonparticipation in the last
wave of the study. There was no difference be-
tween the abuse/neglect group and the compar-
ison group in the prevalence of having children
(at the first interview, 72.4% of the comparison
group and 72.6% of the abuse/neglect group re-
ported having at least one child; P = 0.94).
Because there is no single gold standard to

assess child maltreatment, we used multiple
sources of information, multiple measures to as-
sess different types of maltreatment, and multi-
ple time points when information was collected.
Table 1 shows the percentage of G2 individuals in
the abuse/neglect and comparison groups who
have CPS agency records for any child maltreat-
ment and specific types of physical abuse, sexual
abuse, and neglect. G2 adults with documented
histories of childhood abuse or neglect are twice
as likely to be reported to CPS because their child
was maltreated compared with matched compa-
risons. Overall, about a fifth of G2 individuals
(21.4%) with documented histories of childhood
abuse or neglect were reported to CPS agencies
compared with 11.7% of matched comparisons
[adjusted odds ratio (AOR) = 2.01; 95% confi-
dence interval (CI) = 1.42 to 2.85; P < 0.001, con-
trolling for G2 age, sex, and race, and childhood
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Table 1. Child protective service agency records by childhood history
of abuse or neglect. The percentages reported here are based on in-
dividuals known to have lived within the original state at some point in their
lives (N = 1147; see the supplementary materials for more details).

Numbers for the specific types of abuse and neglect add up to more than
the total for the abuse/neglect group overall because there is a small
percentage of the subjects (10%) who have more than one type of abuse
or neglect.

Type of abuse and/or neglect experienced in childhood by G2 participants
Comparison

group
(N = 497)

Abuse/Neglect
(N = 650)

Physical abuse
(N = 108)

Sexual abuse
(N = 104)

Neglect
(N = 511)

Child protective
service report

% %
AOR

(95% CI)
%

AOR
(95% CI)

%
AOR

(95% CI)
%

AOR
(95% CI)

Any maltreatment 11.7 21.4
2.01

(1.42–2.85)***
18.5

2.03
(1.10–3.73)*

26.0
3.43

(1.86–6.34)***
21.1

1.88
(1.30–2.70)***

Physical abuse 5.4 6.9
1.26

(0.75–2.12)
5.6

1.11
(0.40–3.04)

4.8
1.13

(0.39–3.23)
7.4

1.30
(0.76–2.23)

Sexual abuse 3.4 7.7
2.31

(1.24–4.30)**
7.4

3.90
(1.39–10.92)**

10.6
4.49

(1.64–12.26)***
7.8

2.20
(1.15–4.19)*

Neglect 9.5 18.0
2.06

(1.42–3.01)***
13.9

1.89
(0.96–3.69)

22.1
3.40

(1.75–6.58)***
17.8

1.96
(1.32–2.91)***

Failure to provide 3.6 9.4
2.53

(1.45–4.39)***
7.4

2.56
(0.99–6.59)*

12.5
4.07

(1.63–10.16)***
8.8

2.25
(1.26–4.02)**

Lack of supervision 8.2 14.2
1.76

(1.18–2.65)**
9.3

1.37
(0.62–3.00)

15.4
2.55

(1.20–5.44)*
14.7

1.79
(1.17–2.73)**

*P < 0.05; **P < 0.01; ***P < 0.001
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neighborhood advantage anddisadvantage]. These
rates vary by type of child maltreatment being
perpetrated, with increased risk for sexual abuse
(AOR = 2.31, 95% CI =1.24 to 4.30, P< 0.001) and
neglect (AOR = 2.06; 95% CI = 1.42 to 3.01; P <
0.001) but not for physical abuse (AOR = 1.26,
95% CI = 0.75 to 2.12, not significant).
The intergenerational transmission hypothe-

sis predicts that experiencing physical abuse in
childhood will lead to increased risk for physi-

cally abusing one’s own children. Table 1 also
presents our results showing the extent to which
the type of maltreatment experienced as a child
by G2 predicts a differential likelihood of mal-
treating a child. G2 individuals with any child-
hood abuse andneglectwere reported toCPSmore
often than comparisons for any maltreatment,
sexual abuse, and neglect but not for physical
abuse. In sum, these results indicate that G2
adults with histories of childhood abuse and

neglect are at increased risk for being reported
to CPS agencies for sexual abuse and neglect
butnot for physical abuse, comparedwithmatched
comparison group subjects.
In addition to any involvement with CPS, we

examined the number of reports filed against a
G2 individual and the chronicity of reports. Of
those G2 with an official CPS report (N = 213),
50.2% (106) have one report, 22.3% (47) have two
reports, 10.0% (21) have three reports, and 17.5%
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Table 3. G2 previous self-reports of trouble in relation to parenting. Excludes parents who did not report having children.

Comparison
group

Abuse/Neglect Physical abuse Sexual abuse Neglect

% % AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

Mean age 29.2
During past year,
child was placed in
custody of courts

1.6 4.7 3.85
(1.44–10.29)**

2.6 2.76
(0.48–15.83)

2.6 3.03
(0.48–19.13)

5.7 4.53
(1.68–12.21)***

N 373 487 78 77 384
Mean age 40.5

During past year,
child was placed in
custody of courts

1.3 4.8 3.77
(1.25–1.35)*

1.6 1.19
(0.12–11.80)

3.8 3.02
(0.46–19.64)

5.6 4.29
(1.46–13.46)**

N 298 377 61 52 304
Mean age 47.1

During past year,
child was placed in
custody of courts

1.2 2.5 3.73
(0.76–18.33)

2.6 NA 0 NA 2.6 3.62
(0.73–18.02)

N 243 282 38 45 228

*P < 0.05; **P < 0.01; ***P < 0.001

Table 2. G2 parent and nonparent self-reports of perpetration of child
abuse and neglect. The reference group is the Comparison group. CTS,
Conflict Tactics Scale, severe/very severe violence; CEQ,Childhood Experiences
Questionnaire; NA, not applicable. For reports of physical abuse, the unadjusted

ORs are 1.14, 1.00, 1.33, and 1.14 for nonparent G2s with histories of abuse/
neglect overall, physical abuse, sexual abuse, and neglect, respectively. Due to
the effects of control variables and small sample sizes here, the AORs appear
inconsistent with raw percentages for G2 nonparents’ reports of physical abuse.

Comparison
group

Abuse/Neglect Physical
abuse

Sexual
abuse

Neglect

G2 parent self-reports
N 257 304 42 49 244
Type of abuse or
neglect reported

% % AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

Physical
abuse (CTS)

23.9 26.4 1.01
(0.67–1.54)

31.7 1.49
(0.67–3.29)

31.3 1.14
(0.55–2.37)

24.9 0.95
(0.61–1.48)

Sexual abuse 1.9 3.3 1.69
(0.56–5.08)

2.4 1.48
(0.15–14.63)

0.0 NA 3.7 1.75
(0.57–58.40)

Neglect (CTS) 51.4 53.2 1.02
(0.72–1.45)

53.7 1.08
(0.53–2.17)

47.9 0.83
(0.42–1.64)

54.3 1.05
(0.72–1.52)

Neglect (CEQ) 29.0 41.7 1.83
(1.25–2.67)***

39.0 1.52
(0.73–3.20

34.0 1.65
(0.79–3.42)

42.7 1.92
(1.29–2.86)***

G2 nonparent self-reports
N 34 54 12 5 42
Type of abuse or
neglect reported

% % AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

%
AOR

(95% CI)

Physical abuse
26.5 31.5 1.03

(0.37–2.87)
25.0 1.68

(0.29–9.69)
40.0 0.85

(0.04–18.68)
31.0

0.86
(0.28–2.63)

Sexual abuse 2.9 1.9 0.42
(0.01–21.27)

0.0 NA 0.0 NA 2.4 NA

*P < 0.05; **P < 0.01; ***P < 0.001
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(37) have four or more reports. There were no
differences between G2 individuals with histories
of abuse and/or neglect and comparison group
members in the chronicity or mean number of
reports (abuse/neglectM = 2.64, SD = 2.96; com-
parison M = 2.37, SD = 2.35).
Because official agency records represent only

a portion of child maltreatment that occurs—
that is, only that which comes to the attention of
the authorities—researchers depend heavily on
self-reports by parents or other caregiving adults
for information about whether they have abused
or neglected their children or someone else’s
children. The top of Table 2 shows our results
based on G2 parents’ self-reports of perpetrating
physical and sexual abuse and neglect. In con-
trast to the results in Table 1, Table 2 shows that
G2 individuals with documented histories were
not more likely to report that they had physically
or sexually abused their children. G2 parents
with histories of childhood abuse/neglect (and
those with histories of neglect) reported that they
had engaged in behaviors that are considered neg-
lectful more often than comparison parents. This
increased risk for neglect (based on one of the
twomeasures used) was found for the maltreated

group overall (41.7% versus 29.0%, respectively;
AOR = 1.83, P < 0.001) and those with histories of
neglect (42.7% versus 29.0%, AOR= 1.92,P<0.001).
The bottompart of Table 2 shows that there were
no significant differences in the extent of phys-
ical and sexual abuse reported by G2 nonparents
(abuse/neglect versus comparisons).
During earlier waves of the study, we asked G2

participants whether they had experienced a va-
riety of stressful life events during the past year.
This informationwas collected during interviews
when the G2 abused/neglected individuals and
matched comparisons were mean age 29.2 (1989
to 1995), mean age 40.5 (2003 to 2005), andmean
age 47.1 (2009 to 2010). Table 3 shows that at
approximate age 29, almost 5% of G2 individuals
with documented histories of childhood abuse
and/or neglect (AOR = 3.85, 95% CI = 1.44 to
10.29, P < 0.01) and 5.7% of G2 with histories of
neglect (AOR = 4.53, 95% CI = 1.68 to 12.21, P <
0.001) reported having had a child placed in
the custody of the courts during the past year,
compared with 1.6% of the comparisons
Approximately 12 years later, G2 adults with

histories of abuse/neglect overall and neglect spe-
cifically were again more likely to report having a

child placed in custody of the courts within the
past year (4.8%, AOR = 3.77, 95% CI = 1.25 to 1.35,
P < 0.05, and 5.6%, AOR = 4.29, 95% CI = 1.46 to
13.46, P < 0.01, respectively), compared with 1.3%
of the controls. In the last interview (mean age 47),
the G2 groups did not differ significantly, although
twice as many G2 individuals with histories of
abuse/neglect and neglect in particular reported
having a child placed in the custody of the courts.
Thus far, the informationpresented has focused

on the G2 parent generation. Because one might
be skeptical of abusive parents’ willingness to
report on their own behavior, it was important to
have an additional assessment based on reports
by G3 offspring of these individuals, along with
official CPS reports. We used multiple self-report
measures of physical abuse, sexual abuse, and
neglect (see the supplementarymaterials formore
detail) to ascertain whether the G3 offspring of
individuals with documented histories of child-
hood abuse and neglect compared to offspring of
nonmaltreated comparisons reported having been
abused or neglected (see Table 4). G3 offspring
of G2 parents with any history of abuse and/or
neglect and neglect were significantly more likely
to report having been sexually abused on one
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Table 4. G3 offspring reports of experiencing child abuse and neglect.Comparisons are to the controls. LONGSCAN, LS; LS 0–11 refers to the time period
from ages 0 to 11; LS 12–17 refers to ages 12 to 17; AH, Adolescent Health; LTVH, Lifetime Trauma and Victimization History; CTS, Conflict Tactics Scale; CEQ,
Childhood Experiences Questionnaire.

G2 parent histories
Comparison

group
(N = 209)

Abuse/Neglect
(N = 245)

Physical abuse
(N = 35)

Sexual abuse
(N = 37)

Neglect
(N = 197)

G3 offspring report of
abuse or neglect

% % AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

% AOR
(95% CI)

Physical abuse
(LS 0–11)

74.6 67.4 0.75
(0.49–1.16)

62.9 0.88
(0.38–2.01)

64.9 0.73
(0.31–1.71)

68.0 0.75
(0.47–1.18)

Physical abuse
(LS 12–17)

49.8 54.5 1.29
(0.87–1.92)

51.4 1.37
(0.62–3.02)

45.9 1.13
(0.51–2.53)

55.2 1.34
(0.88–2.04)

Physical
abuse (AH)

20.7 26.9 1.48
(0.93–2.36)

25.7 1.64
(0.68–3.95)

18.9 1.01
(0.39–2.63)

27.8 1.55
(0.95–2.52)

Physical
abuse (LTVH)

22.9 27.1 1.25
(0.80–1.97)

32.4 1.65
(0.72–3.76)

27.0 1.16
(0.50–2.72)

26.0 1.23
(0.76–1.98)

Sexual abuse
(LS 0–11)

15.8 24.1 1.46
(0.89–2.38)

25.7 2.03
(0.83–4.95)

24.3 1.54
(0.60–3.91)

24.4 1.40
(0.83–2.36)

Sexual abuse
(LS 12–17)

12.9 16.3 1.06
(0.61–1.84)

17.1 1.76
(0.63–4.90)

10.8 0.50
(0.14–1.82)

17.3 1.09
(0.61–1.94)

Sexual
abuse (AH)

4.0 13.0 3.03
(1.34–6.87)**

11.4 3.75
(0.92–15.34)

5.7 1.70
(0.29–9.92)

13.6 3.11
(1.34–7.21)**

Sexual
abuse (LTVH)

14.7 22.9 1.55
(0.92–2.60)

23.3 1.82
(0.69–4.83)

22.2 1.45
(0.54–3.87)

23.1 1.51
(0.88–2.60)

Neglect (CTS)
59.0 69.0 1.58

(1.03–2.40)*
76.5 2.65

(1.10–6.39)*
75.7 3.07

(1.15–8.17)*
67.4 1.44

(0.92–2.26)

Neglect (AH)
59.8 65.0 1.42

(0.95–2.13)
62.9 1.55

(0.69–3.47)
70.3 1.81

(0.77–4.25)
64.6 1.38

(0.90–2.11)

Neglect (CEQ)
40.1 48.1 1.51

(1.0–2.30)*
34.4 0.77

(0.33–1.80)
47.2 1.51

(0.69–3.31)
47.6 1.49

(0.96–2.33)
Was CPS ever
concerned?

7.4 16.7 2.51
(1.31–4.83)**

20.6 3.83
(1.32–11.16)**

18.9 4.76
(1.48–15.34)**

15.7 2.27
(1.14–4.52)*

Any of the above
90.0 90.2 1.13

(0.59–2.15)
91.4 1.54

(0.42–5.75)
89.2 1.12

(0.29–4.34)
90.9 1.23

(0.61–2.45)

*P < 0.05; **P < 0.01 ***P < 0.001
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of three measures, compared with reports by G3
offspring of parents without such histories. G3
offspring of G2 parents with histories of abuse/
neglect overall and histories of physical and sex-
ual abuse reported higher rates of being neglected
than controls.
The bottom of Table 4 shows that more than

twice as many of the G3 offspring of previously
maltreated G2 individuals answered affirmatively
to a question about whether “CPS was ever con-
cerned about you” (16.7% of the G3 offspring of G2
abused/neglected individuals compared with 7.4%
of the comparison group offspring, AOR = 2.51,
95% CI = 1.31 to 4.83, P < 0.01). G3 offspring of
G2 parents with all three types of maltreatment
were also more likely to report that CPS was con-
cerned about them (G3 offspring of G2 parents
with histories of physical abuse = 20.6%, sexual
abuse = 18.9%, and neglect = 15.7% compared with
7.4% of the comparison group offspring).
Finally, because of concerns about a possible

detection or surveillance bias thatmay occur with
increased surveillance of families involved with
CPS, we also examined the extent to which par-
ticipants (G2 and G3) who self-report child mal-
treatment have a CPS report. Presumably, because
these individuals have reported that they either
engaged in child maltreatment (G2 parents) or
were the victim of child maltreatment (G3 off-
spring), we should expect approximately equal
rates of official CPS reports, even though the
concordance between self-reports and CPS reports
is expected to be low (27, 28). Figure 1 shows that
the detection rates for maltreatment are not
equivalent across the groups. G2 parents with
documented histories of childhood abuse and
neglect are two and a half times more likely to
have a CPS report than comparison parents (30.9%
versus 15.0%, AOR = 2.53, 95% CI = 1.53 to 4.13,
P = 0.000), suggesting a detection or surveil-
lance bias. Similarly, among the G3 offspring
who reported being abused or neglected, 29.3%
of those whose parents had documented histories

of childhood abuse or neglect were detected (that
is, had an official CPS report), compared with
15.4% of the comparison group (whose parents
did not have documented histories of childhood
abuse or neglect), with an AOR = 2.28, 95% CI =
1.32 to 3.79, P < 0.003.
These findings suggest that our understanding

of the intergenerational transmission of child
abuse and neglect is more complex and chal-
lenging than expected. G2 parents with histories
of childhood abuse or neglect are more likely to
have G3 children who are reported to CPS agen-
cies. Parents with histories of childhood abuse
and neglect are more likely to report neglect of
their offspring, but not physical or sexual abuse,
compared to parents without documented his-
tories of abuse and neglect. Offspring of parents
with histories of childhood abuse and neglect are
more likely to report being sexually abused and
neglected. However, differences in these results
make clear that the substance and extent of the
intergenerational transmission of abuse andneg-
lect depend in large part on the source of the
information used to assess maltreatment. Hav-
ing only one source of information may lead to
incorrect conclusions.
The strongest evidence for the intergenerational

transmission of maltreatment indicates that off-
spring are at risk for neglect and sexual abuse.
Contrary to most theories, we found little evi-
dence of the intergenerational transmission of
physical abuse. Our findings were consistent
across sources (G2 parent self-reports, G3 off-
spring reports, and CPS reports) that individuals
with histories of child maltreatment were not at
increased risk to physically abuse their children.
Some have speculated that public education ef-
forts to call attention to physical abuse and cor-
poral punishment have had an effect on society
and attitudes toward abuse (29) or, at a mini-
mum, that these efforts have had an effect on
willingness to report physical abuse. There is
also trend data showing decreases in rates of

physical abuse in national statistics (30). On the
other hand, given that we found an increased
risk for sexual abuse and neglect, it is not im-
mediately apparent why these types of child
maltreatment would not be subject to the same
societal changes or attitudes.
Although there are numerous strengths asso-

ciated with this research, several caveats need to
be kept in mind. G2 abuse and neglect cases in
this study were identified through official records
from 40 years ago and represent children whose
cases were processed through the courts. Many
cases are not reported and never come to the at-
tention of the authorities. Also, the abuse/neglect
cases and comparisons in this study are predom-
inantly from lower socioeconomic strata, and the
association between poverty and child maltreat-
ment (31) may in part explain the high rates of
maltreatment in the sample in general. Thus,
these findings may not be generalizable to unre-
ported cases of abuse and neglect and to children
from middle- or upper-class families who were
abused or neglected. However, these results sug-
gest the need for expanded prevention services
and parent support within low-income commu-
nities. These findings are also not generalizable to
abused and neglected children who were adopted
in infancy or early childhood, because these cases
were excluded from the sample. It is also possible
that these findings represent an underestimate
of the extent of child abuse and neglect perpe-
tration, given that we may have missed older or
sealed cases or cases that were lost over time.
Finally, we are not able to report on the extent to
which genetic factors may contribute to the in-
tergenerational transmission of child abuse and
neglect.
It is not easy to determine causality for any

human behavior, especially in the natural envi-
ronment, where, in contrast to the laboratory,
comparisons are not easy to achieve. However,
results based on this study’s cohort design lead
us to conclude that further research is needed
to understand the mechanisms underlying the
intergenerational transmission of neglect and
sexual abuse. These findings also have impli-
cations for child protective service systems that
may be disproportionately scrutinizing fami-
lies with past histories of child maltreatment,
while overlooking instances of child abuse and
neglect among families in the broader public. Re-
search is needed to understand whether these
families present more opportunities for inter-
vention (e.g., are usingmore services) or whether
they are truly more dysfunctional.
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SNARE PROTEINS

Spring-loaded unraveling of a single
SNARE complex by NSF in one round
of ATP turnover
Je-Kyung Ryu,1,2* Duyoung Min,1,2* Sang-Hyun Rah,1,2* Soo Jin Kim,3 Yongsoo Park,4

Haesoo Kim,3 Changbong Hyeon,5 Ho Min Kim,3 Reinhard Jahn,4† Tae-Young Yoon1,2†

During intracellular membrane trafficking, N-ethylmaleimide-sensitive factor (NSF) and
alpha-soluble NSF attachment protein (a-SNAP) disassemble the soluble NSF attachment
protein receptor (SNARE) complex for recycling of the SNARE proteins. The molecular
mechanism by which NSF disassembles the SNARE complex is largely unknown. Using
single-molecule fluorescence spectroscopy and magnetic tweezers, we found that NSF
disassembled a single SNARE complex in only one round of adenosine triphosphate
(ATP) turnover. Upon ATP cleavage, the NSF hexamer developed internal tension with
dissociation of phosphate ions. After latent time measuring tens of seconds, NSF released
the built-up tension in a burst within 20 milliseconds, resulting in disassembly followed
by immediate release of the SNARE proteins. Thus, NSF appears to use a “spring-loaded”
mechanism to couple ATP hydrolysis and unfolding of substrate proteins.

S
oluble N-ethylmaleimide-sensitive factor
(NSF) attachment protein receptor (SNARE)
proteins are the essentialmolecularmachin-
ery for intracellular membrane fusion in
eukaryotic cells (1). Synaptic exocytosis is

among the best studied, in which synaptic vesicle–
associated VAMP2 engages with syntaxin-1A and
SNAP-25 on the presynaptic membrane to form
the neuronal SNARE complex (2, 3). Although
the formed SNARE complex is very stable after
synaptic vesicle fusion (4–6), the complex must
be disassembled for reuse of the SNARE proteins,
requiring a specializedmolecular machinery, con-
sisting of NSF and alpha-soluble NSF attachment
protein (a-SNAP) (7–12).
NSF belongs to the type II adenosine triphos-

phatase associatedwith various cellular activities
(AAA+) family, which assembles into a homohex-
amer (13–15). Despite the fundamental role of NSF
in synaptic transmission (7, 9, 16), surprisingly little
is known about how its adenosine triphosphate
(ATP) hydrolysis cycle is coupled to disassembly of
the SNARE complex. The NSF hexamer may dis-
assemble a SNARE complex by unwinding it in a
processive manner, similar to translocation of
AAA+ adenosine triphosphatases (ATPases) on
DNA or peptide substrates (17, 18). Alternatively,
NSF may exploit a critical conformational tran-
sition to evoke the disassembly of the SNARE
complex largely in one step (19). It is not clear

how many cycles of ATP hydrolysis are needed
and how these cycles are organized to disas-
semble the extraordinarily stable SNARE complex.
To gain insight into these questions, we first

formed single SNARE complexes on surface-
immobilized vesicles (20, 21), which were ob-
served as single-molecule fluorescence spotswhen
viewedwith total internal reflection (TIR)micros-
copy (Fig. 1, A and B, and fig. S1). Here the soluble
part of VAMP2 was used and labeled with the
Cy3 dye. We subsequently injected a-SNAP and
then the NSF hexamers (2, 11, 12) along with ATP
andMg2+ ions (Fig. 1, A and C, and fig. S1A). After
5 min of reaction, we counted the number of
fluorescence spots.
We observed that the fluorescence spots dis-

appeared only when a-SNAP, NSF, ATP, andMg2+

were added (Fig. 1, B and D). When any one
component was missing or either nonhydrolyz-
able ATPgS or a-SNAP L294A mutant that abol-
ished ATP hydrolysis in NSF (22) was used, no
disappearance of Cy3-labeled spots was observed
(Fig. 1D). Thus, the disappearance of Cy3 spots
strictly depended on the presence of both a-SNAP
and NSF and also on ATP hydrolysis by NSF,
indicating that the disassembly of single SNARE
complexes induced by NSF and a-SNAP was re-
constituted on our single-molecule fluorescence
microscope.
We next attempted to differentiate between

NSF binding and ATP hydrolysis. This time, we
introduced NSF with ATP and EDTA to induce
ATP-dependent NSF binding but without hydro-
lysis of ATP molecules (Fig. 1E). Using labeled
antibodies, we were able to confirm sequential
binding of a-SNAP and NSF (Fig. 1, F and G, and
fig. S2, A to C). After formation of the immobi-
lized 20S complexes (NSF/a-SNAP/SNARE com-
plex), we performed washing and injected Mg2+

andATP.Weobserveddisassemblyof singleSNARE
complexes, indicating that single NSF-binding
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was sufficient for the disassembly (Fig. 1H).
Moreover, we observed the SNARE complex
disassembly when we injected only Mg2+ ions
(Fig. 1H). Because free ATP molecules were com-
pletely removed before Mg2+ injection, the dis-
assembly was exclusively mediated by hydrolysis
of the ATP molecules already bound to NSF. By
imaging disassembly with high temporal resolu-
tion (fig. S2, F and G), we confirmed that the
disassembly using only one-round ATP turnover
was as fast as that observed in the presence of

excess NSF and ATP (Fig. 1I). Thus, binding of a
single NSF hexamer and only one round of ATP
hydrolysis in NSF was sufficient for disassembly
of a single neuronal SNARE complex.
To explore how such a tight coupling between

ATP hydrolysis andNSF activity can be achieved,
we used single-molecule fluorescence resonance
energy transfer (FRET) (23). We labeled either
the N- or C-terminal end of the SNARE motif
with the Cy3-Cy5 pair (Fig. 2A and fig. S3). We
observed that a-SNAP induces destabilization of

the C-terminal part of the SNARE complex, albeit
to different extents for individual SNARE com-
plexes (fig. S4) (11, 24). Next, we added NSF and
followed the protocol, allowing only one round of
ATP hydrolysis (Fig. 2B). Notably, when we mea-
sured FRET at the C-terminal end (EC-term), the
donor and acceptor fluorescence signals initially
remained stationary and then disappeared all of
a sudden (Fig. 2, C and D, and fig. S5). Such be-
havior was found in more than 96% of the entire
time-resolved traces evenwhen the traces started
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Fig. 1. Reconstitution of NSF-mediated SNARE complex disassembly on a
single-molecule fluorescence microscope. (A) Procedure of the experiment.
(B) Exemplary TIR microscopy images after immobilization of acceptor vesi-
cles (left), after SNARE complex formation (middle), and after disassembly
reaction (right). Scale bar, 10 mm. (C) NSF imaged using negative stain elec-
tron microscopy (left). Scale bar, 100 nm. Representative two-dimensional
class averages (right). Top views are shown. (D) Number of surface vesicles
containing Cy3-sVAMP2 measured with various components of the disas-
sembly reaction. (Left) Nonspecific binding of sVAMP2 in the absence of
acceptor vesicles (dark gray). Disassembly (loss of fluorescence) is observable
only when all components required for disassembly are present (red bar).
***P < 0.001, assessed using the paired t test, and all the errors are SD (n ≥
20 TIR images) unless otherwise specified. (E) Procedure to allow for one-
round ATP hydrolysis during the disassembly reaction. (F and G) Single-

molecule immunolabeling assays for confirmation of a-SNAP-binding (F) and
NSF-binding (G). Number of Alexa647 spots measured after incubation with
the depicted components of the disassembly reaction. (H) Number of
vesicles containing Cy3-sVAMP2 measured after SNARE complex formation
(black), nonspecific binding of Cy3-sVAMP2 (gray), and after the experimen-
tal protocol in (E) with Mg2+ and ATP (blue) or with Mg2+ (red). Other bars
indicate control experiments where, instead of Mg2+, either EDTA only, EDTA
and ATP, or ADP (white) were injected during the ATP hydrolysis step. (I)
Cumulative distributions of Dt for disassembly under conditions of one round
of ATP hydrolysis and in the presence of excess NSF, ATP, and Mg2+. Dt was
measured from t = 0 to the event of stepwise fluorescence decrease (fig. S2, F
and G). Fitting of the distributions using a single exponential function gives
time constants of 15.8 T 1.1 s and 14.1 T 1.9 s for disassembly with one-round
ATP hydrolysis and free NSF, ATP, and Mg2+, respectively.
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from a high FRET state (Fig. 2E and fig. S6).
Thus, after a quiescent waiting time, the SNARE
complex was disassembled in one step, and the
Cy3-labeled sVAMP2 was immediately released
from the 20S complex after disassembly. We
repeated the time-resolved measurements with
the N-terminal FRET pair (EN-term), and 95% of
the real-time traces showed the one-step dis-
assembly pattern (Fig. 2E and fig. S5). We also
observed disassembly in the presence of free
NSF and ATP. For bothN- and C-terminal FRET
pairs, the traces predominantly showed the one-
step disassembly (Fig. 2E and fig. S5). Finally, we
observed disassembly of the SNARE complexes
in their native configuration, with both syntaxin-
1A and full-length VAMP2 anchored to the same
membrane (Fig. 2F and fig. S7). Once again, one-
step disassembly comprised ~90% of the total
traces obtained during both disassembly via one-
round ATP hydrolysis and with free NSF and
ATP (Fig. 2G and fig. S8). Thus, the NSF hexamer
disassembled the entire SNARE complex in a
single burst and released the disassembled, in-
dividual SNARE components immediately after
disassembly.
Next, we wanted to gain more mechanistic

insights into the disassembly reaction using

single-molecule force spectroscopy (4, 25–27).
While pulling a single SNARE complexwith 3.9 pN
force, we introduced a-SNAP followed by a mix-
ture of NSF, ATP, and Mg2+ ions (Fig. 3, A to C,
and figs. S9 to S13). Upon addition of a-SNAP and
NSF, the extension was largely maintained at the
same level, although thedistributionbecamebroader
and the extension peak was slightly shifted to
higher values (Fig. 3D). Notably, in about half of
all experiments, the connection was lost abruptly
with a characteristic latency of 71.4 s. (Fig. 3A, red
arrow, and fig. S14). Such abrupt disappearance
of the signal indicates that the tweezed SNARE
complex was disassembled within our time res-
olution (16.7 ms) and the disassembled SNARE
proteins were immediately released from the 20S
complex, concordant with our single-molecule
FRET data. In the other half of the traces, the
extension value showed a sudden increase and
stayed there for a few seconds before complete
release (Fig. 3B). The extension burst corresponded
to disassembly up to the N-terminal end of the
SNAREmotif and was completed within 21.8 ms
(Fig. 3E, pink distributions, and fig. S15). Thus,
we conclude that virtually in all the observed
traces, the SNARE complex was disassembled by
NSF in one step even when resolved at a time res-

olution of 16.7 ms. Finally, we observed rare events
where the SNARE complex showed repetitive
unzipping and rezipping (Fig. 3C), giving a hint
as to why it is important to instantly release the
SNARE proteins after the disassembly. The re-
peated failures suggest either that some SNARE
complexes are more difficult to unzip or that cer-
tain 20S complexes show a looser coupling be-
tween ATP hydrolysis in NSF and SNARE complex
disassembly.
The question then arises how exactly the burst

disassembly is coupled to the steps of the given,
single ATP hydrolysis cycle. To answer this final
question, we replicated our disassembly experi-
ment with one difference: that free phosphate ions
(Pis) or Pi analogs were added along with Mg2+

ions (Fig. 4A). Addition of free Pis up to 10 mM
only minimally affected disassembly (Fig. 4B).
However, a Pi analog, orthovanadate (VO4

3-), signif-
icantly inhibited the disassembly at 1 mM concen-
tration (Fig. 4C). Addition of a different Pi analog,
10 mM AlFx, also inhibited disassembly. In addi-
tion, 1 mM VO4

3- impeded the disassembly of the
SNARE complexes with full-length VAMP2 (Fig. 4,
DandE). Given that the Pi analogs used here (but
not Pi) selectively stabilize a transition state con-
taining adenosine diphosphates (ADPs) (28, 29),
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Fig. 2. Intermediates of NSF/a-SNAP disassembly of SNARE complex
monitored by single-molecule FRET. (A) Labeling positions of Cy3 and Cy5
on either the N-terminal or the C-terminal end of the SNARE complex. Ac-
cording to the crystal structure (3), the expected distance between two dyes
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low FRET (<0.3) (C) and high FRET (>0.65) (D). (E) Relative abundance of
disassembly events classified as single burst (red) and other types (blue).
Disassembly was carried out under one-round ATP hydrolysis condition (left)
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Fig. 3. Observation of NSF-mediated SNARE-complex disassembly with
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and NSF. The traces are categorized according to the disassembly types:
complete disassembly within a temporal resolution of 16.7 ms (A), almost
complete disassembly but with a few seconds delay before the final release
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to the seventh layer. (D) Extension distributions of the sequential stages
colored as blue, red, and green in the extension traces of (A) to (C) (n = 23
traces). (E) Structure diagram of the SNARE complex mapping the extension
changes onto the corresponding positions in the structure. When a SNARE
complex is unzipped to specific layers at 3.9 pN, the expected extension values
are estimated with the wormlike chain model (shown at the bottom) (table S1).
The positions of destabilizations (red for a-SNAP only and green for a-SNAP/
NSF) and the position after the disassembly step (pink) are shown.

Fig. 4. Molecular model for
disassembly of the SNARE
complex mediated by NSF
and a-SNAP. (A) Experimental
design for sVAMP2 dissocia-
tion assay with Pi analogs.
(B) Pi titration experiment.
(C) Latency distributions of
sVAMP2 dissociation via one-
round ATP hydrolysis with Pi
analogs. (D) Experimental
design for SNAP-25 dissociation from the SNARE complex with full-length VAMP2 with Pi analogs. (E) Latency distributions of SNAP-25 dissociation with Pi
analogs. (F) and (G) Mechanochemical model of the dwell-burst disassembly process for the power-stroke model (F) and the spring-loaded model (G).
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we suggest that NSF is overall bound with ADP
during the latent time before disassembly.
Our observations suggest two alternativemod-

els for the NSF function (fig. S16). First, the dis-
assembly is precisely coupled to the release of
Pis, which is also the force-generating step for
the translocational motion of ClpXP and ϕ29
(17, 30). In this “power-stroke”model, release of
Pis from the subunits of NSF can occur in a
predetermined order (18, 30), which may be
viewed as processive unwinding of the SNARE
complex (Fig. 4F). The secondmodel implies that
ATP hydrolysis and Pi release need to be com-
pleted first to initiate disassembly. Because the
SNARE complex resists disassembly, NSF is trapped
in the conformation of the ATP-bound state while
it is actually bound to ADP. Mechanical tension
develops within the NSF hexamer and then is
delivered to the SNARE complex. In this “spring-
loaded” model, NSF tears the SNARE complex
into individual SNARE proteins upon brief destabi-
lization of the SNARE complex by thermal fluctua-
tions (Fig. 4G).
These two models are distinguished by the

type of nucleotides bound to NSF during the la-
tent time before disassembly. In the power-
stroke model, the NSF hexamer will remain in
the ATP-bound state, whereas in the spring-
loaded model, NSF will be essentially bound to
ADP during the latent time (Fig. 4, F and G). Our
experimental data, in particular those using Pi
analogs, favor the spring-loaded model for the
NSF function. With the spring-loaded model,
NSF takes advantage of thermal fluctuations,
eventually unraveling the target SNARE complex
if a long latent time is given (fig. S17). We pre-

sume that the Pi analogs diminish the internal
strain in the 20S complex and impede the dis-
assembly process. We cannot rule out the pos-
sibility that the Pi analogs negatively affect the
20S particles in a way other than described here.
Detailed conformational changes involved in dis-
assembly remain unclear (31). Because the AAA
domains are highly conserved, the spring-loaded
mechanism elucidated here for NSF may be
shared by many other AAA+ ATPases, which
provides a way to tightly couple their ATP hy-
drolysis and unfolding of protein substrates.
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OsakaUniversity

CANADAGAIRDNER INTERNATIONALAWARD

Discovered regulatory T (Treg) cellswhichhelp
maintain order in the immune system. Hedemon-
strated that increasing thenumberof Treg cells
canprevent and treat autoimmune diseases and
suppressing Treg cellshas applications in cancer
treatment.

Dr. YoshinoriOhsumi
HonoraryProfessor of Tokyo Institute of Technology (Tokyo Tech)

CANADAGAIRDNER INTERNATIONALAWARD

First to visuallyobserve the function of autophagy (self-eating),
whereby cells recyclenutrients and cleanup the garbage and invaders
within themkeeping healthy cells. Thisdiscoverymay aid in future
developments to treat Alzheimerís, cancer, andmanyotherdiseases.

Dr. JanetRossant
Chief ofResearch, TheHospital for SickChildren (SickKids)

CANADAGAIRDNERWIGHTMANAWARD

Mademajor scientiˇc contributions to developmental
biology andhas exceptional international leader-
ship in stem cellbiology andpolicy-making, and in
advancing researchprograms for childrenís illnesses.

Dr. Lynne E.Maquat
Director,Center forRNABiology,University of
Rochester School ofMedicine andDentistry

CANADAGAIRDNER INTERNATIONALAWARD

Discovered and elucidated in humansNon-
sense-MediatedmRNADecay (NMD),which is a
quality-controlmechanism thatdetectsmany
disease-associatedmRNAs, such as in cystic
ˇbrosis andDuchenemuscular dystrophy, and
alsomistakes routinely
made in our cells to
derail theproduction of
unwantedproteins that
initiate disease. NMD
is also regulated byour
cells tobetter adapt to
changingenvironmental
conditions.

Dr.PeterPiot
Director, London School ofHygiene
& TropicalMedicine

CANADAGAIRDNER

GLOBALHEALTHAWARD

Co-discovered the Ebola virus
and alsomademajor contri-
butions toHIV/AIDS research,
especially in Africa.Heplayed
an integral role inbringing the
AIDS epidemic to the forefront
of global attention, raising
international commitments
to its funding, control and
treatment.

Dr. LewisC.Cantley
Director, Sandra and EdwardMeyer
CancerCenter atWeillCornellMedicalCollege
andNew York-PresbyterianHospital

CANADAGAIRDNER INTERNATIONALAWARD

Discovered a growth signalingmolecule called
phosphoinositide 3-kinase (PI3K) that is leading
to treatments for cancer anddiabetes.

Findoutmore about theworkof the

Gairdner Foundationand this year's

winnersatwww.gairdner.org

www.gairdner.org ï @GairdnerAwards
TheGairdnerSymposia ïGairdnerNationalProgram ïGairdnerStudentOutreachProgram ïGairdnerAwardee LectureSeries
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and sterility, providing reliable cell
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Remote Access Blot and Gel 

Imager 

The new T:Genius imaging system allows 

high-performance, walk-away imaging of 

gels and blots on a smartphone or tablet. 

What makes the new T:Genius outperform 

other commercial imagers is the amazing 

ability to quickly and easily access stun-

ning quality images anywhere from a tab-

let, computer, or smartphone. Using the 

T:Geniusí StatusLink feature, researchers 

can stay updated and even share image 

results with colleagues in labs around the 

world. This is a great time saver when, for 

instance, scientists are developing a long 

exposure chemi blot and want to see how 

itís doing while having lunch or busying 

themselves with something else in the 

lab. The new T:Genius is both stylish and 

practical, comes in a choice of exciting 

colors and features a fantastic, sensitive 

camera that will give high-res images of 

even the biggest gels and blots as well 

as tricky applications such as stain-free 

protein gel imaging. 

Syngene

For info: +44-(0)-1223-727123

www.syngene.co.uk/t-genius

GPC Column

The SecurityGuard family of products has 

been extended to include a cartridge-

based system that protects any nonaque-

ous gel permeation chromatography 

(GPC) column. The cartridge system 

���������������������	
�������
������
��-

��	�����������������������������
�������

system for protecting expensive GPC 

���
�����������������	��	��
��������

contaminants and microparticulates. The 

unique cartridge design enables the user 

to visually inspect the surface of the col-

umnís packing material at any time and 

monitor contaminant buildup. The visual 

inspection allows for cartridge changes at 

the right time to maintain optimal column 

protection and performance. This is the 

only guard cartridge system on the market for GPC columns and it 

�
����������������	��������������������	
�������
��������
����-

Guard is compatible with any manufacturerís GPC column of any 

particle or pore size. The SecurityGuard is easy to use and con-

���������������������������
��������
������
����������������������	��

that can decrease column performance. 

Phenomenex

For info: 310-212-0555

www.phenomenex.com

Aspiration Controller  

BrandTech is introducing the new 

VACUUBRAND VHCPRO handheld 
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�����  �����

tissue culture. Its ergonomic design 
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����� ���	��������������

using Pasteur pipettes or pipette tips. 

All aspirated liquid is contained in the 

tubing for easy decontamination and 

minimizing air leakage. An optional 

eight-channel manifold with tip 

ejector is available. Supplied with the 

���������������� �����
��	���

aspiration systems, it can easily be 

�������������������������
��
��
�
�����

manufacturers. 

BrandTech

For info: 888-522-2726
www.brandtech.com

System Control Software

Unicorn 7.0 system control software 
has been designed for planning and 
controlling runs as well as analyzing 
results. The software controls protein 
�
�����������
��������������������
��
���

���������������������������������	����

to support the levels of collaboration 
required today, Unicorn 7.0 delivers a 
����������
���������
�����������������

features. Unicorn 7.0 provides a new 
evaluation module for quick insights to 
complex data, the ability to securely 
share developed methods, and an easy 
copy/paste function for preparation of 
reports. The software supports both 
simple and advanced tasks for both 
ƒKTA chromatography and ReadyTo-
Process WAVE 25 bioreactor systems. 
Fully scalable, the Unicorn platform is 
suitable for use within small-scale re-
search all the way to full-scale manufac-
�
���	������������������������
�������	�

features: easy-to-use intuitive interface 
to get started quickly with minimal train-
ing; secure data handling in a robust 

��������������������������������������������
���������������-
tive features; and quick evaluation of results through single-click 
operations.
GE Healthcare Life Sciences

For info: 800-526-3593

www.gelifesciences.com/unicorn
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Stereo Microscopes

Two new compact Greenough stereo 

microscopes are available for educa-

tional uses, lab routines, and industrial 

inspections: ZEISS Stemi 305 and ZEISS 

Stemi 508. Users are able to observe 

their samples in true color, 3-D, with high 

contrast, and free of distortion or color 


"��	#�����������#���������#"��������

zoom. The microscope is easy to use and 

everything is integrated: LED illumination, 

"#�#��#�������"�������#��$�	����$$
����-

tions, and documentation. Users choose 

between the phototube to have access 

to all ZEISS microscope cameras or the 

integrated 1.2 megapixel Wi-Fi camera to 

connect several microscopes via wireless 

Internet. This enables them to share im-

ages and documentation with colleagues 

or students. The optics and mechanics of 

ZEISS Stemi 508 are designed for a heavy 

workload. The microscope is equipped 

�������$�"	#����� ����������#"����������

$�"	#����#����#$���!�����������#�����	#-

able optics, users can observe specimens 

up to 120 mm in size as a whole. 

ZEISS

For info: 800-233-2343 

www.zeiss.com



Advertisement

1492

Produced by the Science/AAAS Custom Publishing Office

I
n September 2014, Japan’s Ministry of Education,
Culture, Sports, Science and Technology (MEXT)
announced the selection of 37 Japanese universities
for the 10-year, multimillion dollar Top Global

University (TGU) Project, with the goal of Òenhancing
the international compatibility and competitiveness of
higher education in Japan” (see Top Global University
Project designations). Notably, the funding for this project
is aimed at internationalizing education at Japanese
universities, in contrast to funding for research-based
reforms that was the aim of the 10-year Program for
Promoting the Enhancement of Research Universities
launched in the fall of 2013 (1).
The annual funding for the chosen universities is divided

into Type A (¥420 million, US$3.5 million) for those that
have the potential to be ranked as one of the top 100 in
the world, and Type B (¥172 million, US$1.4 million) to
support Òinnovative universities” in their efforts to interna-
tionalize.
With a view to openness and accountability, MEXT has

posted the original 37 winning proposals for this project
on its website (2). An examination of the proposals reveals
many common goals and aspirations as well novel initia-
tives based on the history of each institute. Several univer-
sities are planning to introduce a new quarterly semester
system to align Japan’s academic calendar with the rest of
the world, thereby enabling the launch of new English lan-
guage dual-degree programs. Another common theme is
a commitment to growing the number of international stu-
dents. Many universities have promised the construction of
new Òinternational dormitories” to house overseas and do-
mestic students in the same space as well as an expansion
of the powers of university presidents to hire new faculty
and set competitive salaries.

Sense of crisis within Japan’s university

administration

The TGU Project highlights a sense of crisis among Ja-
pan’s university administrators who feel that the country
is slow in coming to terms with the globalization of ed-
ucation. Some recent statistics published by MEXT that
compare the performances of Japanese universities with
those in the United States and Europe underscore these
concerns. For example, only 2.9% of students enrolled at
Japanese universities are from overseas and in Japan only
5.1% of teaching staff are from abroad, compared with
29.5% at Harvard University (U.S.) and 41.4% at Cambridge
University (U.K.).
Another, and perhaps equally important issue, is encour-

aging Japanese students to study abroad. According to
MEXT, only approximately 57,500 Japanese students went
abroad in 2011, compared with around 83,000 in 2004.
The consensus amongst Japan’s academia to explain this
trend is that there is no real need for Japanese students to
go overseas because they can find everything they need
for their studies and careers in Japan. A major concern is
that such inward-looking students will not readily become
part of the global network of scientists, thus further isolat-
ing Japan in terms of research and education in the future.

Paying for education

There are 775 universities in Japan: 86 national, 86
public, and 603 private, with approximately 5% of the 2.8
million students studying at national or public institutes.
So why are Japan’s university administrators spending so
much time and energy on internationalization? There are
two main reasons.
The first is the realization that the dramatic fall in Japan’s

birth rate—in 2014 there were 1.001 million births and
1.269 million deaths according to the health ministry—will
lead to excess capacity, with the possibility of serious fi-
nancial problems for both national and private universities.
The drive to recruit more international students is intended
to fill those places not taken by domestic students.
In terms of public sector university financing, national

universities have had to justify their existence following
passage of the National University Corporation Law in
2004 that gave Japan’s national universities much greater
autonomy to manage their own affairs, but importantly,
required them by law to submit strategies and plans to
the government in order to receive subsidies. Another
significant change in government funding support was
the introduction of a 2005 policy that reduced the annual
government subsidy by 1% each year. In 2007, the govern-
ment also began to reduce subsidies to private universities
by 1% annually. In general, government subsidies cover
approximately 80% of the running costs of national univer-
sities and about 10% of private institutes.
Tuition fees are an important source of income for uni-

versities. The annual tuition fee at Japan’s national uni-
versities is approximately ¥550,000 (US$4,600), while at
private universities it is between ¥1,000,000 (US$8,400)

The inception of the Top Global University Project was
precipitated by the perception amongst university admin-
istrators that Japan is losing ground in the globalization
of education and research. The Japanese government is
now undertaking a program to improve world rankings,
increase international student ratios, and change the mind-
set of faculty and staff at select universities.

By Adarsh Sandhu

Japan launches
multimillion
dollar program to
internationalize
university
education
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for arts, sciences, and engineering and over ¥3,000,000
(US$25,200) for medicine and other medical degrees.
Since this income is insufficient to cover the running costs
for most universities, they must compete for government
funding.
The second reason that projects to internationalize

Japan’s universities are being supported is the poor
showing of these universities in world ranking tables.
University presidents are puzzled and irritated in equal
measure to find that only the University of Tokyo and Kyoto
University were in the top 100 of the 2014 Times Higher
Education World University Rankings. This contrasts with
three each from China and South Korea, and two from
the tiny nation of Singapore. The performance of Japan’s
top universities appears to reflect the large disconnect
between how universities are evaluated within Japan
when compared with the criteria used internationally. The
president of one of Japan’s top institutes confides, “We
ignored the rankings for many years. However, the recent
world rankings were a trigger that led us to devise new
initiatives to improve our global competitiveness.”

The search for new career paths for university

graduates

Another driving force behind the TGU Project is that
Japanese companies have a greater presence overseas
now than a decade ago, especially in Asia. They are
increasingly global in their outlook and operations, and
need employees with a multidisciplinary education and
the ability to work globally. In response to the demands
of Japan’s industrial sector, the proposals submitted by
the 37 selected universities contain plans to give students
opportunities to study interdisciplinary undergraduate
courses and go abroad on industrial internships as well as
to provide internships for overseas students at companies
in Japan.

The next 10 years and beyond

Only time will tell whether Japan’s top 37 universities
will achieve their project goals, in particular whether
they are able to improve their world university ranking.
It seems theoretically possible to achieve all these aims
given innovative management, financing, and strategic
global networking. However, some prominent academics
in Japan have lingering concerns about just how far such
internationalization should go, with some saying that the
ultimate question will be whether Japan’s taxpayers want
to support universities that are educating so many over-
seas students.

Adarsh Sandhu is a freelance writer based in Tokyo.
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Type A Universities

Hokkaido University

Tohoku University

University of Tsukuba National

The University of Tokyo

Tokyo Medical and Dental University National

Tokyo Institute of Technology

Nagoya University National

Kyoto University

Osaka University National

Hiroshima University National

Kyushu University

Keio University*

Waseda University*

Type B Universities

Tokyo University of the Arts National

Nagaoka University of Technology

Kanazawa University National

Toyohashi University of Technology

Kyoto Institute of Technology

Nara Institute of Science and Technology

Okayama University

Kumamoto University

Akita International University (Public)

The University of Aizu (Public)

Hosei University*

International Christian University*

International University of Japan*

Kwansei Gakuin University*

Meiji University*

Rikkyo University*

Ritsumeikan University*

Ritsumeikan Asia Pacific University*

Shibaura Institute of Technology*

Soka University*

Sophia University*

Toyo University*

*Indicates private university; all others are
national universities.

Top Global University
Project designations
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Osaka University—
Modernizing Japanese
strategies for
internationalization
Osaka University envisionsWorld Tekijuku boosting diversity and

internationalization in academics for the 21st century.

Osaka University is of one of Japan’s top-tier

research-based comprehensive universities.

Its roots grew out of the philosophy on which

Tekijuku was built, explains Toshio Hirano,

president of Osaka University. Tekijuku—a

private school established in 1838 by

Ogata Koan during the Edo period—was based on the Dutch

educational system, or Rangaku (literally, “Dutch learning”),

and exposed students to Western concepts. The curriculum

primarily focused on medicine and used a rare collection of

Dutch dictionaries and encyclopedias owned by Ogata, a

prominent physician and scholar of the time.

During that time, Japan was isolated from the rest of the

world, but the unique, global

education enabled “graduates

to play pivotal roles in the

modernization of Japan during

the Meiji Restoration in the

late 19th century,” says Hirano.

“The Tekijuku evolved into the

forerunner of Osaka Medical

School, and then, following the

strong financial, administrative,

and logistical support from

the people of Osaka, in 1931

the Japanese government

formally established what is now

the modern Osaka University

as Japan’s sixth Imperial

University.”

Tekijuku goes global
Humans have faced a number of unique challenges over the

past century—including the rapid proliferation of information

technology, unprecedented growth in the world’s population,

and increased mobility of people. “We launched the idea

of World Tekijuku to help advance global efforts of finding

Demographics

Schools, Faculties, and Institutes at Osaka University

Osaka University encompasses 11 undergraduate schools, 16 graduate schools,

28 research institutes and centers, two university hospitals. In 2007, the univer-

sity merged with Osaka University of Foreign Studies, which provides majors in

25 different languages.

Main Campuses: (area in square meters)

Suita (997,071), Toyonaka (445,851), Minoh (140,400), and Nakanoshima Center

(1,000)

Budget

¥151.826 billion (2014) (US$1.28 billion)

People

23,429 students, 2012 international students, 3,460 academic staff members,

2,822 nonacademic staff members, and 860 international researchers.

Student exchange programs

Osaka University’s Short-Term Nondegree Programs

www.isc.osaka-u.ac.jp/en/education/student_exchange_programs.html

Osaka University Short-Term Student Exchange Program (OUSSEP)

www.osaka-u.ac.jp/en/international/inbound/exchange_program/oussep/

oussepguide

FrontierLab@OsakaU

www.osaka-u.ac.jp/jp/international/iab/e/Frontierlab.html

Japanese Short-Stay In-Session Pogram (J-ShIP)

ex.ciee.osaka-u.ac.jp/shortstay-programs/JShIP/index.html

Toshio Hirano
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solutions to some of

the major issues facing

humankind in the 21st

century,” says Hirano, an

internationally respected

immunologist and a

recipient of the Crafoord

Prize for his discovery

of interleukin 6, an

important mediator of

inflammation. One of the

goals of World Tekijuku

is reforming Osaka

University to become a

research-based, globally

recognizable institute that

ranks as one of the top 10

universities in the world by

its centenary in 2031. “The world is full of diversity,” says Hirano.

“Our ultimate goal is to eliminate barriers due to diversity

and prevent conflict by mutual understanding and respect

of people with different cultures and religions through the

common human language of scholarship. That is the meaning of

creating ‘harmonious diversity through scholarship,’ building on

the philosophy and spirit of free scholarship and inquiry taught

by Ogata Koan at the Tekijuku.”

The university’s Institute for Academic Initiatives (IAI),

which plays a key role in initiating interdisciplinary and global

research, is in charge of promoting initiatives to support World

Tekijku. “The IAI was established in 2012 and is managed

directly under the leadership of university president Hirano,”

says Yasuyuki Okamura, executive vice president in charge

of international strategies. “The institute offers five doctoral

programs and has world-class research divisions which focus

on drug development, cognitive neuroscience robotics, photon

science and technology, and global history.” Importantly,

students enrolled in these courses will have the opportunity

to establish international collaborations to both enhance the

quality of their research and gain first hand insights into the

global socio-economic issues being faced by their research

partners in other countries. This direct exposure will improve

their understanding of other cultures and expose them to

different ways of thinking, engendering cooperation rather than

conflict—the central goal of Tekijuku.

In 2014, Japan’s Ministry of Education, Culture, Sports,

Science and Technology (MEXT) selected Osaka University for

the Top Global University (TGU) Project as a Type A institution

(see editorial on page 1492), based on the university’s proposal

to advanceWorld Tekijuku. “The funding from the highly

competitive TGU Program will be used to continue reforms at

Osaka University to realize the goals of [this initiative],” says

Hirano.

“The original Tekijuku successfully nurtured scholars who

led the modernization of Japan and the birth of the Meiji

era,” continues Hirano. “This was an epoch-making period in

Japan’s history. We are confident that the concept of theWorld

Tekijuku will play an important role in the resolution of diversity

engendered conflicts by creating harmonious diversity through

scholarship.”

World Tekijuku strategies

• Establish a new generation of World Tekijuku graduate
schools by 2017 to accelerate international, interdisciplinary
research projects and related personnel management systems
initiated by the Institute for Academic Initiatives (IAI).
• Introduce a new quarter-based configuration for the
academic year, consisting of three terms and a summer
vacation, not widely used in Japan, but commonly used
internationally. This will enable more students to study
overseas and more international student to enroll in the
university’s summer programs, such as the Osaka University
Short-Term Student Exchange Program (OUSSEP), FrontierLab
@OsakaU, and J-ShIP (see student exchange programs box).
• Create a new entrance examination system that can increase
the number of international students accepted and improve
their Japanese language proficiency.
• Quadruple the number of international joint research
laboratories in which established scientists from overseas can
conduct research at an Osaka University campus.
• Introduce highly competitive salary systems and a “cross-
appointments” system with institutes around the world to
double the number of international faculty within three years.
• Offer high-quality courses to students globally as part of the
massive open online course (MOOC) platform, founded by the
Massachusetts Institute of Technology and Harvard University
in 2012. (Osaka University joined the consortium of top
universities offering classes via edX in 2014.)
• Construct the Osaka University “Global Village” using a
private, finance initiative to build 2,600 new student housing
units for both domestic and international students as well as
faculty and staff.
• Invite the University of California to set up an overseas office
on the Osaka University campus to enhance the interaction
between the institutions’ researchers and initiate new summer
programs.
• Enhance Osaka’s global presence by collaborating with
other universities via international frameworks and initiatives
(for example, in June 2015, Osaka University will organize
and host the annual meeting of the Association of Pacific Rim
Universities, an organization of 45 universities from across
the globe).

Winner Prize Achievement

Hideki Yukawa Nobel Prize in
Physics 1949

Theoretical prediction of
the existence of mesons

Hidesaburo
Hanafusa

Lasker Award in
1982

Demonstration of how RNA
tumor viruses cause cancer

Tadamitsu
Kishimoto and
Toshio Hirano

Crafoord Prize in
2009

Isolation of interleukins

Shizuo Akira Gairdner
International
Award in 2011

Discovery of proteins that
play a key role in innate
immunity

Tadamitsu
Kishimoto and
Toshio Hirano

Japan Prize in
2011

Discovery of interleukin 6

Osamu Hayashi Wolf Prize in
Medicine in 1986

Discovery of oxygenase
enzymes

Mikio Sato Wolf Prize in
Mathematics in
2002–2003

Foundation of algebraic
analysis

Prizes
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recently, the Top Global University (TGU) Project launched in

October 2014.

Top Global University Project
“Selection for the Top Global University Project Type B [see

editorial on page 1492] will enable us to increase our efforts

to raise our global profile,” explains Onishi. “Over the next 10

years, we want to create a multicultural campus for students

from Japan and overseas befitting the title of our program,

‘Creative Campus for Nurturing Global Technology Architects.’”

The main features of the Toyohashi Tech TGU Project include

the introduction of bilingual language education at the

undergraduate level and industrial internship opportunities for

foreign students of the Global Technology Architects course

at leading technology companies in Aichi Prefecture, where

Toyohashi Tech is located, as well as across Japan. Notably,

Aichi is the home to the headquarters and manufacturing

base of Toyota Motor Corporation and affiliated companies.

Additionally, it has the third largest gross domestic product in

Japan after Tokyo and Osaka.

“We will also support foreign students who graduate from

this course by helping them to find jobs in Japan,” says Takaaki

Takashima, who is responsible for implementing and managing

the TGU Project and was one of the first graduates of Toyohashi

Tech. “We have many close links with companies in Aichi and in

other parts of Japan. We are confident that students from this

course will be able to embark on career paths of their choice.”

Takashima graduated in 1982 and immediately joined IBM,

he explains. His initial role required him to communicate in

English—a task that his time at Toyohashi Tech helped facilitate.

“I was lucky to have had opportunities to travel overseas during

my student days,” explains Takashima. “Also, around 50% of

the course textbooks were in English, so I gained confidence

in my ability to communicate in English. This experience was

important for my role at IBM because my first boss was not a

native Japanese speaker.”

Since then, Takashima has had a productive 32-year career at

IBM and has worked on projects related to personal computer

development, hard disk business sales engineering, intellectual

property business development, and sales and contract

management.

Takashima commutes to Toyohashi from his home approxi-

mately 250 km away near Yokohama—approximately 100

Toyohashi University of
Technology—Creating an
international campus to
nurture global technology
architects
Established in 1976, Toyohashi University of Technology

(Toyohashi Tech) is one of the smallest and youngest national

universities in Japan with around 2,000 students and 200 faculty

members.

“About 80% of our students are from Japan’s

technical colleges who enroll as third year

undergraduates, and the majority of them

continue on to do a Master’s degree,” says

President Takashi Onishi, an expert on urban

regional development and president of the

Science Council of Japan. “Our graduates continue to make

important contributions to society as industry engineers,

university educators, and researchers at institutes all over

the world.”

Toyohashi Tech’s research and education success has been

recognized by being selected for four major program awards

from Japan’s Ministry of Education, Culture, Sports, Science

and Technology (MEXT), including the Program for Promoting

the Enhancement of Research Universities; the Program for

Leading Graduate Schools on “Brain Information Architect,” a

joint project with Universiti Sains Malaysia (USM) to establish

an overseas education base in Penang, Malaysia; and, most

Education centers at Toyohashi Tech

Institute for Global Network Innovation in Technology

Education (IGNITE)

Accelerates the university’s globalization and human

resources efforts.

ignite.tut.ac.jp/english/index.html

International Cooperation Center for Engineering

Education Development (ICCEED)

Facilitates international exchange and alliances with the

university.

ignite.tut.ac.jp/icceed/english/about/index.html

Center for International Relations

Contributes to the internationalization of the campus

by serving as a meeting place for students.

ignite.tut.ac.jp/cir/english/

Center for International Education/TUT-USM Technology

Collaboration Center in Penang Malaysia

Serves as an overseas education base.

ignite.tut.ac.jp/cie/penang/english/

Takashi Onishi Takaaki Takashima
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minutes on the Kodama

Shinkansen (bullet train)

from Odawara Station. “I

come here on Mondays

and return on Fridays al-

most every week, staying

locally during the week-

days,” says Takashima. “I

would not have moved

away from my home to the

rather remote location of

the Toyohashi campus if I

had not been a graduate of

this university. I am looking

forward to managing this

project to a successful

conclusion over the next

10 years.”

Milestones for the Top Global University Project
The first group of undergraduates accepted for the “Global

Technology Architects Course” will be graduates from technical

colleges who will enroll as third-year students in 2017. There-

after, the first group of graduating high school students will

enroll as first-year entrants in 2018. A total of 440 students (240

domestic and 200 international) are expected to enroll in the

course over the subsequent 10 years of the project. The aim is

to boost the total percentage of international students from the

current 10.3% to 27.2%. Toyohashi Tech is making major chang-

es to its curricula, with the ultimate goal of making all courses

bilingual within 10 years. The university will introduce new tutor-

ing systems incorporating mentors to strengthen language skills

in English and Japanese, with the aim of nurturing students to

achieve the best scores possible in language proficiency tests

for both languages.

The construction of a new multicultural boarding house is

one of the flagship projects of the Toyohashi Tech program. The

boarding house will be built with private financing and consist

of several buildings, with a total of 200 shared rooms. “The aim

is to have 42% of all students living, eating, and studying in an

international environment on campus, where 25% are interna-

tional students,” says Takashima.

The university also plans to increase the number of Japanese

students with international experience from 0.3% to 20.5%

by sending them on overseas internships and dual-degree

programs.

There are also plans to increase international exchanges be-

tween nonacademic staff with overseas partner universities,

increase foreign nonacademic staff from 1.4% to 7.1%, and in-

crease the number of nonacademic staff attaining top language

proficiency scores to at least 30%. Regarding faculty members,

the university plans to have at least 50% of academic staff show-

ing excellent language proficiency and to increase overseas

staff from 16.8% to 23.4% and female staff from 5.2% to 12.9%.

Research centers at Toyohashi Tech

Electronics-Inspired Interdisciplinary Research

Institute (EIIRIS)

Research flagship established in October 2010 to fuse

strengths in electronics, life sciences, medical care,

agricultural science, environment, telecommunications,

and robotics.

eiiris.tut.ac.jp

Venture Business Laboratory

Develops innovative technology and training programs

for the electronics industry.

www.vbl.tut.ac.jp

Incubation Center for Venture Business

Offers space and facilities for growing ideas from the bench

to the market place.

www.vbl.tut.ac.jp/icvb

Research Center for Collaborative Area Risk Management

Improves the disaster prevention capacity of the Higashi

Mikawa region.

www.carm.tut.ac.jp/index_eng.html

Research Center for Agrotechnology and Biotechnology

Introduces information and sensing technology into

agriculture.

www.recab.tut.ac.jp/contents/intro.html

Center for Human-Robot Symbiosis Research

Develops robot applications for rehabilitation and nursing,

support in daily life, and education and human resource

development.

robot.tut.ac.jp/english/index.html

Toyohashi Tech TGU Project overview

www.tut.ac.jp/english/docs/tgup2014-overview.pdf

Toyohashi Tech TGU Project concept description

www.tut.ac.jp/english/docs/tgup2014-concept.pdf
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Hiroshima University is one of the largest comprehensive 

academic institutes in Japan with an annual income of •85.9 

billion (US$732 million). It offers courses in subjects ranging from 

law, economics, and education to science, engineering, and 

medicine. The university has approximately 11,000 undergraduate 

students, 4,200 graduate school students, and 1,100 international 

students from 66 countries as well as 1,700 faculty and 1,600 

nonacademic staff. 

ìThe founding principles of Hiroshima 

University are embodied in its motto: ëa 

��	
����	�������	����������������	��������	
�

peace,íî says Masaki Sakakoshi, executive 

and vice president responsible for interna-

tional education and peace. ìThe univer-

sity is committed to nurturing students in 

a stimulating, international environment where scholars pursue 

cutting-edge research for the prosperity of humankind. Our 

mission is to be a base for knowledge creation.î 

The roots of Hiroshima University go back to 1874 with 

the establishment of the Hakushima School. The modern 

university was formed in 1949 by combining Hakushima with 

six other schools. ìThe university worked closely with the 


������������������������������������������������	��������������

atomic bomb attack in history,î says Sakakoshi. ìWe decided 

to move out of central Hiroshima and by 1995, had merged 

and relocated 9 of our 11 faculties to the Higashi-Hiroshima 

campus. The faculties of Medicine and Dentistry, and Hiroshima 

University Hospital are located at the Kasumi campus, while 

some departments of the faculties of Law, Economics, and the 

Graduate School of Social Sciences and the Law School are at 

the Higashi Senda campus. 

Top Global University Project
In 2014, Hiroshima University was selected by the Ministry of 

Education, Culture, Sports, Science and Technology (MEXT) as one 

of Japanís top 13 universities for the Type A (see editorial on page 

1492) Top Global University (TGU) Project. 

ìThe selection of Hiroshima University by MEXT for this highly 

competitive project underscores our accomplishments providing 

world-class research and education to date,î says Hajime Nishitani, 

vice president for internationalization. ìSome of our ambitious 

goals over the 10-year duration of the project include increasing 

the number of international students to 20%, offering 50% of 

courses in English, and increasing international faculty members 

to 50%.î    

Objective assessment of the quality of education is a high pri-

ority at Hiroshima University. One of the measures that will be 

implemented as part of the TGU Project is peer review of the new 

educational programs by representatives from the international 

universities involved in the Student Experience in the Research 

University consortium.  

Research is an integral part of the universityís strategy for global-

Hiroshima University—
Knowledge creation 
for the prosperity of 
humankind

ization. Internationally renowned 

research facilities include the 

Research Institute for Radiation 

Biology and Medicine (RIRBM)ó

set up in 1961 to provide med-

ical care for survivors of the Au-

gust 1945 atomic bombóand the 

Institute for Amphibian Biology, 

which holds unique expertise in 

rearing amphibians for studying 

the development, inheritance, 

and evolution of inbred strains of tropical clawed frogs.  

ìOur excellence in research was acknowledged in 2013 when 

we were selected by MEXT for the Program for Promoting the En-

hancement of Research Universities,î explains Fusahito Yoshida, 

executive and vice president for research. ìWe are an open-mind-

ed university that welcomes the global community of students 

and scholars to join us to solve challenging problems of the 21st 

century.î Notably, researchers at the RIRBM are now studying the 

effects of radiation on people affected by the Fukushima nuclear 

reactor accident caused by the earthquake 

and tsunami in March 2011.  

Aiming for the top
Hiroshima University is committed to creating knowledge on 

a global scale. ìWe offer a wide range of innovative educational 

programs, run unique research programs, and have launched 

highly successful industry-academia partnerships,î explains 

Sakakoshi. ìWe want to improve our global visibility over the next 

10 years to enhance our presence on the international stage. One 

of the goals of the TGU Project is to improve our international 

standing and be one of the top 100 universities in the world within 

10 years.î 

Masaki Sakakoshi

Fusahito Yoshida

Hajime Nishitani

Hiroshima University

www.hiroshima-u.ac.jp/index.html

Session on radiation emergency
medicine in a Ph.D. program

Institute for Amphibian Biology
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Nara Institute of Science and Technology (NAIST) is Japanís new 

%&'(�%&����&��&'���	
�����%(����('�
���	&'���(%��&�&%�������'�	&�('&��

city, Nara, NAIST was established in 1991 and focuses on informa-

tion, biology, and materials science. By implementing the concept 

of ìeducation through research,î NAIST has been consistently 

recognized among Japanís top-ranked universities in quality of 

research (Thomson Reutersí Essential Science Indicators). To date, 

approximately 6,300 Masterís level students and 1,200 doctoral 

students have graduated from NAIST and taken up leading posi-

tions both in Japan and overseas. 

Notably, NAIST has nurtured internation-

ally renowned scientists including Shinya 

Yamanaka, director of the Center for iPS 

Cell Research and Application in Kyoto 

and 2012 Nobel laureate in physiology or 

medicine, who conducted his early research 

at NAIST. ìWith the extremely high level of 

both its research environment and faculty, NAIST is one of the top 

research universities in Japan,î explains Yamanaka. ìAlthough I 

am now researching iPS cells at Kyoto University, most of the core 

members supporting me in my lab are colleagues and former stu-

dents from my time at NAIST who came to Kyoto to work with and 

support me. Nara is really an excellent place to conduct research.î 

Interdisciplinary education and research
ìThe instituteís selection for the Top Global University [TGU] 

Project by the Japanese government in 2014 and for the Research 

University Enhancement Promotion Project in 2013 acknowledg-

es the high quality of our graduate school education and cut-

ting-edge research,î says Naotake Ogasawara, president of NAIST. 

The TGU Project is a 10-year initiative funded by Japanís 

Ministry of Education, Culture, Sports, Science and Technology 

(MEXT) with the aim 

of strengthening the 

international competiveness 

of Japanís academic 

institutes. The objectives of 

NAIST during the decade-

long TGU Project include: (1) 

launching new joint degree 

programs with foreign 

universities to enhance its 

portfolio of doctoral course 

programs; (2) reforming 

the universityís governance 

�������������(�(�('��(%�

hiring staff in new research 

������������	��&'(%��&�����&��

campus environment to 

support interdisciplinary 

education and cultural diversity; and (4) reorganizing the current 

three graduate schools into a single entity to establish a unique 

and massive interdisciplinary platform to meet the needs of the 

information society of the 21st century.

Forging new career paths
ìSociety is changing at a rapid pace,î says Ogasawara. ìIn an 

increasingly cyber-based society, scientists of the 21st century will 

require a greater understanding of diverse topics such big data, 

information and communication technology, and data sciences. 

Indeed, the scope of science is expanding rapidly, while at the 

same time its role in society is also changing dramatically. To meet 

such challenges, we are transforming our three divisions of infor-

mation, biology, and materials into a single platform to prepare 

our students for new career paths in the interdisciplinary world of 

the future where knowledge of a wide range of specialties will be 

essential.î

���	(��	�'&���'�����(%��'
�������&�� !"�#��$�	'�(%	�����(%	��&��

ing the number of foreign doctoral students from the current 30% 

to 50%, and sending NAIST students for one-year stays overseas at 

partner universities such as Paul Sabatier University in France and 

the University of California, Davis in the United States. 

ìCreating new career paths is an important part of the project,î 

says Mikio Kataoka, executive director and vice president of NAIST. 

ìWe want to extend the abilities of our graduates so that they can 

become not only research 

scientists, but also have 

choices of other careers, 

such as in government policy 

and journalism.î 

The goals of the project 

are formidable and achiev-

ing them will require the 

full support of the staff at 

NAIST. ìOne of the key is-

sues will be changing the 

mindset of staff at NAIST,î 

stresses Ogasawara. ìWe 

are entering an era where 

academics and university 

administrators must think 

globally and outside of the 

box.î 

Nara Institute of Science 
and Technology—Creating 
new career paths through 
interdisciplinary education 
and research 

Naotake Ogasawara Mikio Kataoka

NAIST Global
3
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The Next Generation of

DNA Assembly and Cloning
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GIBSON ASSEMBLY® is a registered trademark of Synthetic Genomics, Inc.

* While supplies last. Offer valid in the US only. Limit one sample per customer.

NEBuilder® HiFi

DNA Assembly
The next generation of DNA assembly and
cloning has arrived. With NEBuilder HiFi DNA
Assembly, you’ll enjoy virtually error-free joining
of DNA fragments. More efficient assembly
is now possible, even with larger fragments,
low inputs, or 5´- and 3´-end mismatches.
Additionally, use NEBuilder HiFi to bridge two
dsDNA fragments with a ssDNA oligo. Save time
with less screening or re-sequencing, and benefit
from no licensing fee requirements from NEB
when choosing NEBuilder products.

Request a free sample*

at www.NEBuilderHiFi.com
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NEBuilder HiFi DNA Master Mix offers improved fidelity

over Gibson Assembly Master Mix

Fidelity of assembled products was compared between NEBuilder HiFI DNA Assembly Master Mix

(NEB #E2621) and Gibson Assembly Master Mix (NEB #E2611). Experiments were performed

using the various fragment and vector sizes, following suggested protocols. Experiments B and C vary

because sequences of fragments are different. Experiments D and F were performed with fragments

containing 3´-end mismatches.
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S
cience and technology research has been a reliable 

pillar of the Japanese economy. The steadily increas-

ing national research budget acknowledges the im-

portance of research and development (R&D) for the 
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Pro-Science Stimulus 

to Revitalize Japan’s 
R&D
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the status of its universities as well as reaching out globally for 

knowledge sharing and talent circulation. By Julian Tang
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extensive overseas research experience and understands the 

importance of global talent circulation. ìIn addition to allowing 

our researchers to go overseas to gain ample international 
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National Child Health and 
Development
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 ìUnder [the Brain/MINDS] project, 

we will address a fundamental 

question in neuroscience: How 

does the human mind work?î

                            ó Akira Yoshida



Numerous
other positions
are available tsukuba.ac.jp/english/update/jobs.html

www.tsukuba.ac.jp
1-1-1 Tennodai, Tsukuba, Ibaraki
305-8577, Japan

International Institute for Integrative Sleep Medicine (IIIS)

WPI-IIIS Postdoctoral Fellows

Junior Principal Investigators

Faculty Position:

Applications and Details

Total

20,423
as ofMay, 2014

Under-
graduate
Students

9,798Graduate
Students

6,656

Faculty

2,043

Administrators

1,926

■ Education

■Humanities and Social Sciences

■ Business Sciences
■ Pure and Applied Sciences
■ Systems and Information Engineering
■ Life and Environmental Sciences

■Comprehensive Human Sciences
■ Library, Information and Media Studies

8 Graduate Schools

■ School of Integrative and Global Majors (SIGMA)

1 Integrative School

■Humanities and Culture
■ Social and International Studies
■Human Sciences
■ Life and Environmental Sciences
■ Sciences and Engineering
■ Informatics
■Medicine and Medical Sciences
■Health and Physical Education
■Art and Design

Undergraduate Schools9

Tsukuba is one of the worldÕs largest

science and knowledge-based regions in

the wor ld . It has 32 research and

academic institutions, approximately

20,000 researchers, andmore than 7,000

foreign workers.

The University of Tsukuba campus is located at the heart

of Tsukuba Science City, about 45 minutes north of

Tokyo on the Tsukuba Express train. The modern

structure of the university was established in 1973 after

the reorganization of its predecessor , the Tokyo

University of Education, whose roots go back to 1872. The

huge campusÑsimilar in size to New YorkÕs Central

ParkÑis home to approximately 16,500 students and

4,000 faculty and administrative staff. The university

offers a comprehensive curriculum including arts and

social sciences, physical education and sports sciences,

physical sciences and engineering, and medicine.

Distinguished scholars affiliated with the university

include Nobel Laureates Leo Esaki (Physics, 1973),

Hideki Shirakawa (Chemistry, 2000), and Sin-Itiro

Tomonaga (Physics, 1965).

The University is nominated as one of the top eleven research universities named

RU11 in Japan. The university has been supported by ÒThe program for promoting

the enhancement of research universitiesÓ and ÒTop Global University ProjectÓ,

which are national projects aimed at the worldÕs top-level research university.

IIIS, founded in December 2012, is one of nine institutions in the

World Premier International Research Center Initiative (WPI)

supported by the Ministry of Education, Culture, Sports, Science

and Technology of Japan. The implementation period as a WPI

institution is 10 years.

The ultimate research goal of IIIS is

- To elucidate the fundamental mechanism of sleep/wakefulness

- To develop strategies to regulate sleep

- To contribute to the enhancement of world health through

combatting sleep disorders and associated diseases

All applicants must have obtained a Ph.D. degree.We offer enough

start-up funds for Junior Principal Investigators, a high degree of

work autonomy, and a highly international research environment

with new state-of-the-art equipment and facilities.Candidates are

1,889 internatonal students

from 106 countries

■Number of Students and Stafs

http://wpi-iiis.tsukuba.ac.jp/position/

Tsukuba city

Tokyo

45mins ride of Tsukuba Express from downtown

Tokyo to Tsukuba

Tsukuba Science City is the Center of Research and Development

encouraged to have a strong background in one or more of the

fo l low ing areas : Neurosc ience , Phys io logy , Behav iora l

Neurobiology, Molecular Genetics, Cell Biology, Biochemistry,

Medicinal Chemistry, Organic Chemistry, Bioinformatics, Clinical

and SocialMedicine, Psychiatry, SleepMedicine.

Candidates should send a curriculum vitae, bibliography,

statement of research interests and a list of references to

iiis-career@un.tsukuba.ac.jp. Only electronic submissions will be

accepted.
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researchers from the United States and 

experienced a net ìbrain gainî over the 

period 1996ñ2011. South Korea also 

became the worldís most R&D-intensive 

country in 2012, spending 4.36% of its 

GDP on R&D, versus an OECD average 

of 2.4%. The 2013 SCImago Journal and 

Country Rank list shows that Japan is 

also lagging behind China in terms of the 

0123����������0��	���
13�������0�
�

Nonetheless, the Abe government 

expects a prompt return on its invest-

ment in research. About a quarter of the 

science stimulus in the Japan Revitaliza-

tion Strategyósome US$1.8 billionóis 

allocated for commercialization of uni-

versity research. Much of the rest is for 

projects with industrial or clinical applications. The stimulus, for 

instance, will also aid in the renovation of the RIKEN SPring-8 

synchrotron, one of the top photon science research facilities in 

the world, and the construction of data links between Japanís 

universities and RIKENís K supercomputer, the worldís fastest 

computer in 2011 and still ranked fourth today. 

As MEXTís Program for Promoting the Enhancement of Re-

search Universities moves forward, improving global rankings 

and attracting top-class foreign researchers are two of the main 

challenges. Despite having the honor of producing the largest 

number of Nobel Prize laureates in Asia, Japan is not well rep-

resented in the ranking tables for global universities. With only 

two universities listed in the top 100 2014ñ2015 Times Higher 

Education World University Rankings, Japan is on par with Sin-

gapore, China, and Hong Kong, but behind South Korea, which 

has three. Many of the universities have declared that part of 

the MEXT programís funding will be used to push their institutes 

higher in the rankings by the end of the 10-year program. 

To nurture the next generation of researchers and health 

professionals, NCCHD has acquired funding from the MHLW 

to provide new training opportunities. ìIt is important to equip 

younger members of our community with up-to-date knowl-

edge and training. We need to adopt new ideas and system re-

forms to cater to the demands of this evolving world, especially 

in a country like Japan where we experience many dynamic 

changes and challenges,î states Igarashi, who emphasizes the 

importance of maintaining R&D and science education funding 

to make research careers attractive to young clinicians and sci-

entists in Japan and around the world. 

�����0����������������
�0���������02�0����������������
���

������2��0�����3�����0
�����������0�����0�����������0�����3������

tion is inevitable and Japan realizes it. Murayama sums it up, 

����0�������2��������0����1������������� 
�0���1��������0��

and stay connected globally. Looking at Japan in the context 

of this global community is like looking at the universe with the 

most powerful camera, we gain a new perspective by seeing 

the big picture.î

conditions and diseases in the pediatric population. NCCHD 

understands the importance of establishing a research-

intensive hospital to address these issues. Takashi Igarashi, 


������0���0��������� ��1������!���������"##�$�������������3��0��

together clinicians and basic scientists both at the domestic 

and international level. ìWe believe that medicine and basic 

research are complementary to each other. Clinicians are well-

versed with the human body and the delicate use of surgeries 

and drugs, while scientists understand the intricacies of how 

the body functions at the molecular and cellular level,î he 

explains. ìTackling childhood diseases at an early stage allows 

for a healthier general population in the long run.î NCCHD is 

the only hospital in the country that performs fetal surgery, 

particularly for cases with twin-to-twin transfusion syndrome, 

a rare condition in which the blood supply in the shared 

placenta is unequally distributed, leading to one twin lacking 

the necessary nutrients for normal growth and survival. The 

Ministry of Health, Labour and Welfare (MHLW) has designated 

NCCHD as the principal center to establish a national registry 

of rare pediatric diseases. 

%1�������"##�$���������0�����������������0����1����&������%1�

tures,î a national childrenís health promotion initiative that has 

been adopted by the American Academy of Pediatrics for well-

child care, in Japan. ìIt is crucial for every child to be followed 

up annually until the age of 21 by a pediatricianóas is done in 

the United Statesóto detect hereditary disorders and pediatric 

diseases as early as possible,î notes Igarashi. ìWe are working 

towards implementing a similar system here in Japan.î

The journey ahead 

Over the next 15ñ20 years, Japan must tackle key economic, 

human power, and demographic issues such as a declining 

birth rate, an aging population, and the challenge of sustaining 

���1!�����0��������������3��������
�%1�����2�������
�0��������0��

rising competition from regional nations in terms of attracting 

foreign talent and boosting research output. According to the 

Organization for Economic Co-operation and Developmentís 

(OECD) Science, Technology and Industry Outlook 2014, a 

review of key trends in science, technology, and innovation 

policies, and performance in more than 45 economies, 

South Korea and China are now the primary destinations for $'(��)*
))+,-����0��
�
2�
�).**)./

ìIt is crucial for every child to be followed 

up annually until the age of 21 by a 

pediatricianóas is done in the United 

Statesóto detect hereditary disorders and 

pediatric diseases as early as possible. We 

are working towards implementing a similar 

system here in Japan.î

                                        ó Takashi Igarashi

Julian Tang is a medical editor and freelance science writer based in 

Tokyo, Japan 



Japan Aerospace Exploration
Agency (JAXA) considers
diversity to be one of the
crucial factors for sustaining
vitality in its basic research
environment, and thus seeks

to recruit one or two full-time female and/or foreign-
nationality Academic staff(s). Successful applicant(s)
will work as an associate and/or assistant professor at
Institute of Space and Astronautical Science (ISAS), as
described below;

Title and Number of position(s):
One or two in total, associate and/or assistant professor(s),
to be selected from female and/or foreign-nationality
applicants.

Summary of the Position (Contents of Work and
Required Ability):
An applicant may either think of enhancing a research
theme that is already dealt at ISAS or propose to set-up a
new research theme that will expand the research horizon
of ISAS. While being productive in academic research,
a successful applicant is also expected to participate in
space science projects conducted at ISAS.

Please see < http://global.jaxa.jp/about/employ/index.
html > for further details.

Job Announcement for Academic Staff(s)
(full time, female and/or foreign nationality)

at
Institute of Space and Astronautical Science,
The Japan Aerospace Exploration Agency

Learn more and avoid
driving your job search
around in circles.

● Search thousands of job postings

● Create job alerts based on your criteria

● Get career advice from our Career Forum experts

● Download career advice articles and webinars

● Complete an individual development plan at “myIDP”

Target your job search using relevant

resources on ScienceCareers.org.

ScienceCareers.org

Jobs are updated 24/7

Search thousands of jobs
on your schedule

Receive push notifications
per your job search criteria

ScienceCareers.org

Get a job on the go.

Search worldwide for thousands of

scientific jobs in academia, industry,

and government. The application

process is seamless, linking you

directly to job postings from your

customized push notifications.

Scan this code to
download app or visit
apps.sciencemag.org

for information.

Download the
Science Careers jobs app from
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TWO TENURE-TRACK FACULTY POSITIONS IN

CANCER BIOLOGY ANDWOMEN’S HEALTH

The Department of Cell Biology and Biochemistry at the Texas Tech University Health Sciences Center in
Lubbock, TX invites applications for two tenure-track positions. One position will be at the Associate or
Professor level in the area of Cellular andMolecular Biology of Cancer and the other position will be
at theAssistant orAssociate level inWomen’sHealth. For the Cancer Biology position, an accomplished
senior level scientist with a vigorous research program and a history of extramural funding is being sought
to fll the Harry and Kayla Weitlauf Endowed Chair for Cancer Research. For the second position, an
outstanding junior level candidate is being sought who works in any area of Women’s Health, including
but not limited to breast /ovarian cancer and or endocrinology/reproductive biology.Appointments will be
in the School of Medicine and come with highly competitive start-up packages. Applicants should have
a Ph.D. and/or M.D. degree, a funded independent research program, and be willing to contribute to the
research and teachingmissions of the department.TTUHSC has recently established imaging andmolecular
core facilities available to all faculty including a newly acquired Nikon Ti-E microscope with A1 confocal
and STORM super resolution. The Department of Cell Biology and Biochemistry currently has thirteen
full-time faculty members with research programs in biochemistry, cancer, cell and molecular biology and
reproductive biology (http://www.ttuhsc.edu/SOM/cbb/ ).TheTTUHSCCancerCenter hasmany resources
available to researchers including the Texas Cancer Research Biobank, and the Texas Cancer Cell Repository
(http://cancer.ttuhsc.edu). The Cancer Prevention Research Institute of Texas (CPRIT) (http://www.cprit.
state.tx.us) provides outstanding opportunities for research funding (including recruitment grants) for cancer
investigators in Texas. The Department of Cell Biology and Biochemistry is committed to diversity in
education and employment and strongly encourages applications from women and minorities.

TTUHSC is in Lubbock,Texas, a city of over 230,000 residents on the South Plains of theTexas Panhandle.
The region has a diverse economy that is strongly inRuenced by agriculture, health care, and higher education.
Lubbock is home toTexasTechUniversity providing entertainment opportunities in collegiate athletics and
the performing arts. Lubbock weather is mild and averages 262 days of sunshine/year.

Interested candidates must apply online at http://www.ttuhsc.edu/som/cbb/positions.aspx. Candidates
should submit a single document in PDF format containing a cover letter describing their interest in the
department including possible collaborations with current faculty, a curriculum vitae, and a brief summary
of their research interests with the electronic application. Candidates should also arrange to have three
letters of recommendation sent in electronic format to cellbiology.biochemistry@ttuhsc.edu. Review of
applications will begin on April 15, 2015 and will continue until the positions are flled.

The TTUHSC is an Equal Opportunity/Affrmative Action/Veterans/Disability Employer. AAAS is here –
promoting universal
science literacy.

In 1985, AAAS founded Project 2061

with the goal of helping all Americans

become literate in science,matemat-

ics, and technology.With its landmark

publications Science for All Americans

and Benchmarks for Science Literacy,

Project 2061 set out recommenda-

tions for what all students should

know and be able to do in science,

mathematics, and technology by the

time they graduate from high school.

Today,many of the state standards

in the United States have drawn their

content from Project 2061.

As a AAASmember, your dues help

support Project 2061 as it works to

improve science education. If you are

not yet amember, join us. Together

we can make a difference.

To learn more, visit

aaas.org/plusyou/project2061

Conduct your job search
the easy way.

Target your job search using relevant

resources on ScienceCareers.org.

ScienceCareers.org



The School of Life Sciences at EPFL is expanding and

invites applications for a faculty position in the field of

microbiota with relevance to nutrition, metabolism,

gut-brain axis, or other aspects relevant to human

health & disease. We are primarily seeking candidates

for a tenure track assistant professor position but in

exceptional cases more experienced candidates will be

considered.

Successful candidates will develop an independent and

dynamic research program, participate in both under-

graduate and graduate teaching, and supervise PhD stu-

dents and postdoctoral fellows.

Significant start-up resources, research budget and state-

of-the-art research infrastructure are available, within the

framework of a campus that fosters very strong inter-

actions between life sciences, basic science, informatics

and engineering. Translational research is encouraged.

Salaries and benefits are internationally competitive.

Candidates should upload their application as PDF files

at the address

https://academicjobsonline.org/ajo/jobs/5418

and should include: cover letter, curriculum vitae, pub-

lication list, brief statement of research and teaching

interests, names and e-mail addresses of 3 references.

Interviews will start from June 1, 2015.

Further questions can be addressed to:

Prof. Stewart Cole

Director of the Global Health Institute

Email: GHI-recruit@epfl.ch

For additional information on EPFL, please consult

http://www.epfl.ch http://sv.epfl.ch/

EPFL is committed to increasing the diversity of its

faculty, and strongly encourages women to apply.

Faculty Position in Microbiota
at the Ecole polytechnique fédérale de Lausanne (EPFL)

The Department of Microbiology, Immunology and Cell Biology
West Virginia University School of Medicine

invites applications for the
Open Rank Faculty Position in Neural Injury-Related Infammatory Disease Research

The Department ofMicrobiology, Immunology and Cell Biology (http://medicine.hsc.wvu.edu/micro/) seeks a distinguished immunologist as tenure-track
faculty (rank open) to further its scientifc exploration and discovery that targets prevention and treatment of infammatory diseases associated with neural
injury or neurodegeneration. The successful applicant will hold a primary faculty appointment in the Department ofMicrobiology, Immunology and Cell
Biology as well as membership in theWVU Center for Neuroscience (http://www.hsc.wvu.edu/wvucn/) in theWVU School ofMedicine.

This joint recruitment with the Center for Neuroscience provides an exceptional opportunity to participate in robust, interdisciplinary basic and translational
research and training programs in a highly collaborative atmosphere. The appointed faculty will be expected to conduct research on neuroinfammatory
disease and teach immunology to medical, graduate and undergraduate students.The successful candidatewill be an investigatorwith a PhD in a biomedical
discipline or MD/PhD degree with the PhD in a biomedical discipline and at least two years of postdoctoral experience. The successful candidate will also
have an accomplished track record of independent research, demonstrated by high quality publications in peer reviewed journals. Applicants with expertise
and interest in the role of regulatory and/or non-coding RNA in neuroinfammation are encouraged to apply. Dedicated laboratory space and competitive
operating funds will be made available.

Founded inMorgantown,WV in 1867,West Virginia University is 1 of only 11 research intensive land grant institutions offering a single health sciences
campus with accredited Schools ofMedicine, Dentistry, Nursing, and Pharmacy and a formative School of Public Health. WVU isWest Virginia’s major
research and development center, and its only comprehensive doctoral granting institution. Our faculty conduct research totaling over $138 million in
sponsored contracts and grants per year. The Carnegie Foundation for theAdvancement of Teaching classifesWVU as a comprehensive doctoral institution
with medical programs – placing it among only 50 such public and 28 private institutions nationwide.

Nominations, applications (including a cover letter, vitae, statement of research interests, and list of 3 professional references), expressions of interest,
requests for information, or confdential inquiries should be directed (preferably electronically) to:

Christopher F. Cuff, Ph.D., Chair, Search Committee

c/o Barbara Pritt (bpritt@hsc.wvu.edu)

Department ofMicrobiology, Immunology and Cell Biology

West Virginia University School ofMedicine

Morgantown,WV 26506-9177

The position remains open until flled.

West Virginia University is an EEO/Affrmative Action Employer-Minority/Female/Disability/Veteran.
West Virginia University is the recipient of an NSF ADVANCE award for gender equity.
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POSITIONS OPEN

POSTDOCTORAL ASSOCIATE

The Gobler Laboratory within the School of Marine
and Atmospheric Sciences (SoMAS) at Stony Brook Uni-
versity (website: http://www.somas.stonybrook.
edu/~gobler/index.html) seeks to hire a full-time
post-doctoral associate with expertise in the application
of high throughput sequencing and other molecular
techniques to answer questions related to the ecology
and the physiology of aquatic plankton and microbes.
Applicants must have a PhD and background in ana-
lyzing high throughput sequencing data sets (transcrip-
tomic, genomic, metatranscriptomic, metagenomic).
Preference will be given to appropriate candidates with
background in comparative genomics, experimental ap-
proaches with plankton, and/or harmful algal blooms.
This one year appointment is renewable after the first
year pending satisfactory performance.

For additional information and to apply, please see
website: https://stonybrooku.taleo.net/careersection/
2/jobdetail.ftl?job=1500155

Equal Opportunity Employer, females, minorities, disabled,
veterans.
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“《科学》职业”

已经与Cernet/

赛尔互联开展合

作。中国大陆的

高校可以直接联

系Cernet/赛尔互

联进行国际人才

招聘。

“《科学》职业” 已经与

Cernet/赛尔互联开展合

作。中国大陆的高校可以

直接联系Cernet/赛尔互联

进行国际人才招聘。

请访问

Sciencecareers.org/CER

点得联系信息。

Cernet

招募学术精英，《科学》是您的不二之选

中国大陆高校以外的 招聘广告，或者高校的其它业

务，请与国际合作、出版副总监吴若蕾联系：

+86-186 0082 9345 rwu@aaas.org

“YOU ARE WATCHING THIS BEAUTIFUL

ECOSYSTEM BE DEGRADED BY CLIMATE

CHANGE OR HUMAN INTERACTION…

THEN YOU SORT OF PULL UP YOUR

SOCKS AND GO SEE WHAT YOU CAN DO.”

Every scientist
has astory
Read his story at

membercentral.aaas.org

Marine c

Kenyan coral reef expert,

Tim McClanahan, AAAS Member

Marine conservationist andMarine conservationist and

Kenyan coral reef expert,

Tim McClanahan, AAAS Member



Professor of Climate and

Weather Risks

→ The Department of Environmental Systems

Science (www.usys.ethz.ch) at ETH Zurich

invites applications for the above-mentioned

professorship.

→ The position will be jointly at the Swiss Federal

Office ofMeteorology and Climatology (MeteoSwiss)

and the Department of Environmental Systems

Science. This framework provides a wide range

of opportunities for collaboration in the areas of

climate variability and uncertainty, as well as cli-

mate impact scenarios, Earth system science, the

interpretation of climatemodel data, engineering

and societal risks and others.

→ The successful candidate is expected to develop

an innovative research program thatmakes im-

portant scientific contributions to methodologies

managing climate and weather risks associated

with both climate variability and climate change.

The research portfolio should include quantitative

methodologies using probabilistic approaches to

address climate and weather risks, and include

stakeholder involvement. The core research

activity could be in one or more fields related to

climate change adaptation, treatment of uncer-

tainties in risk assessment, or linking climate

and weather predictions and climate change

scenarios to decision making. Candidates should

have an excellent international track record in

disciplinary as well as system-orientedmultidis-

ciplinary research, and be able to effectively lead a

research team. Furthermore, the new professor is

expected to develop classes for students focusing

on the development of quantitativemethods, and

interdisciplinary courses introducing students to

the challenges and successful practices in applied

policy areas. Undergraduate level courses are

taught in German or English, and graduate level

courses in English.

→ Please apply online at

www.facultyaffairs.ethz.ch

→ Applications should include a curriculum vitae,

a list of publications, and a statement of future

research and teaching interests. The letter of

application should be addressed to the President

of ETH Zurich, Prof. Dr. Lino Guzzella. The closing

date for applications is 15May 2015. ETH Zurich is

an equal opportunity and family friendly employer

and is further responsive to the needs of dual

career couples.We specifically encourage women

to apply.

Institute Director,
Computational Biology

The NYU School of Medicine announces its search for the Director of the

Institute for Computational Biology. The Dean and faculty consider this an

exceptional opportunity to lead a preeminent institute in the City of NewYork in

close collaboration with the other schools and colleges of New York University.

The Institute Director for Computational Biology will drive the vision, strategy

and development of the Institute. Responsibilities will include leading research

and recruitment eforts. The selected Director should have a distinguished

record of scientific achievements, ability to foster collaborations and promote

innovation and creativity. The successful candidate will have a PhD and/or

MD degree and will have demonstrated leadership experience in a university,

medical center or research institute setting.

For additional information regarding the Institute for Computational Biology

at NYU please visit: http://www.nyuinformatics.org/

Applications and nominations should include a curriculum vitae and narrative

discussing areas of clinical (if applicable), research, education, administration, and

leadership. All materials should be sent electronically, for confidential review

by the search committee, to: Andrea Botta, Project Manager for Education,

Faculty and Academic Afairs, andrea.botta@nyumc.org

TheNYU School ofMedicine was founded in 1841 and is an equal opportunity,

afrmative action employer and provides a drug-free and smoke-free

workplace.

AAAS is here Ð
helping scientists achieve career success.

To learn more, visit aaas.org/plusyou/sciencecareers

Everymonth, over 400,000 students and scientists visit

ScienceCareers.org in search of the information, advice, and

opportunities they need to take the next step in their careers.

A complete career resource, free to the public, Science Careers

offers hundreds of career development articles, webinars

and downloadable booklets filledwith practical advice, a

community forumproviding answers to career questions,

and thousands of job listings in academia, government, and

industry. As a AAASmember, your dues help AAASmake this

service freely available to the scientific community. If you’re

not amember, join us. Together we canmake a difference.
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Q: What are the most important 

barriers for deaf students?

A: Hearing teachers have little 

understanding of the broad impact 

of deafness and how to meet the 

needs of deaf children. For example, 

deaf students often have poor access 

to English, so it’s more difficult for 

them to write answers to questions. 

Also, the insufficient specialist 

vocabulary within BSL makes it 

difficult for deaf students (and 

interpreters) to learn and communi-

cate technical details. 

Q: Tell us about your efforts to expand 

the BSL Glossary for mathematics. 

A: A friend led me to the Scottish 

Sensory Centre in Edinburgh. I 

initiated discussions geared toward 

expanding the signs available for 

mathematics and statistics, and in 2014 the center put me in 

charge of these efforts. We have secured funding and are 

about to have a workshop where deaf mathematicians and 

scientists will work with linguists to create signs and terms 

based on the national math curriculum.

Q: When you were being recruited for your current job, at what 

stage did you reveal your deafness?

A: On the application form, the Scottish government 

invited applicants to claim a guaranteed interview or 

assessment under the Positive About Disabled People 

scheme. I made the claim and was treated positively. 

Q: How would you advise scientists with a disability to 

respond to interview questions about performing the 

essential functions of a job?

A: I’d advise them to do it honestly, without dwell-

ing on their disabilities. The focus should be on the job 

and how they can do it. If they do things differently for 

any reason, that’s fine as long as it’s explained clearly 

and realistically. Interviewers will be reassured when 

there are positive solutions.

   It is perfectly possible to make a 

disability come across as a positive 

contribution to one’s work. I have 

excellent visual skills due to my use 

of sign language, which are helpful 

in mathematics. When asked about 

communicating with colleagues, I 

respond that my experience with 

both deaf and hearing cultures—the 

deaf community views itself posi-

tively as a linguistic and cultural 

minority—means that I’m bilingual 

and bicultural. I appreciate the 

importance of different languages 

and how messages need to be 

targeted toward a specific audience. 

   It is important to not emphasize 

how disabilities affect our jobs 

negatively. This sends false 

messages to employers that we are 

not confident in doing our jobs, and employers will often 

fear what they do not know. 

Q: What skills can scientists bring to the workplace as a 

result of their disabilities?

A: We have encountered problems or barriers in the 

workplace due to our disabilities and found ways to remove 

them. As a result, we tend to have a greater understand-

ing and awareness of problems and how to deal with 

them than do scientists who have no disabilities. We also 

view the world differently, so we can provide a differ-

ent perspective on real-world problems and models. 

   It is up to us to explain this clearly. We have to project con-

fidence that we know what we are doing and talking about.  

   So we have to deal with any underlying issues we have, 

including our own attitudes toward our disabilities. If we 

accept our disabilities, then we will inevitably be better 

equipped to go about our daily lives and work comfortably. ■

Sharon Ann Holgate is a science writer in the United King-

dom. For more on life and careers, visit sciencecareers.org.

“The focus should be on the 
job and how they can do it.”

Strength in disability

K
en O’Neill earned his Ph.D. in mathematics from the  University of Strathclyde in 2012. 

Today, he is assistant statistician in the input-output statistics branch of the Office of the 

Chief Economic Adviser in the Scottish government. In his spare time, O’Neill, who has 

been profoundly deaf since birth, heads a project aimed at expanding the representation 

of mathematical and statistical terminology in British Sign Language (BSL). This interview 

has been edited for brevity and clarity.

By Sharon Ann Holgate
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