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interface production 

(CLIP) uses a tunable 

photochemical 

process to rapidly 

transform 3D 

models into physical 

objects (such as 

this 9.2-cm-high 

Eiffel Tower). By balancing exposure of 

dissolved reagents to UV light, which 

triggers photopolymerization, and 

oxygen, which inhibits the reaction, 

Tumbleston et al. use CLIP to grow 

objects from a pool of resin at speeds 

25 to 100 times faster than traditional 

layer-by-layer 3D printing. See page 1349. 
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S
uppose future governments of the world discover 

that a single nation is taking the unprecedented 

action of spraying sulfur dioxide into the strato-

sphere to cool Earth’s surface temperature by a 

few degrees celsius? The move is intended to in-

crease the fraction of solar energy that is reflected 

from Earth back into space—a measure known as 

modifying Earth’s albedo. The nation was prompted by 

a failed harvest the previ-

ous year, the result of green-

house gas buildup in the 

atmosphere that boosted av-

erage summer temperatures 

above 32°C. National lead-

ers turn to the science com-

munity for answers: What 

does this action mean for 

any individual country? Will 

it make the drought in Saõ 

Paolo better or worse? If the 

wheat yield falls in north-

ern Russia, could it be due 

to the albedo modification? 

Can science apportion dam-

age caused by such an inter-

vention? Should the United 

Nations block such action?

For the moment, this sce-

nario remains hypothetical. 

However, the impacts of cli-

mate change are indeed real. 

Before long, they may well 

provoke citizens to demand 

that their leaders take more drastic actions for the sake of 

the economy and public health, and to avoid civil unrest 

and international conflict. If world leaders are to respond 

effectively, they must be equipped with an understanding 

of the risks in all dimensions, including environmental, 

political, social, and economic, that an albedo modifica-

tion action might present.

As demonstrated by the effects of large volcanic erup-

tions that inject particles into the stratosphere, albedo 

modification is the only option on the table that is known 

to cool Earth’s surface quickly. Given that greenhouse gas 

emissions continue to rise globally, the risks of not know-

ing more about the effects, hazards, and intended and un-

intended consequences of this procedure are starting to 

outweigh the risks of conducting research to learn more 

about it. For this reason, a recent U.S. National Research 

Council (NRC) report,* written by a committee that I 

chaired, says that more research is needed on albedo 

modification so that the scientific community can answer 

questions such as those posed in the scenario above. The 

committee also advocates the need for improved capacity 

to detect and measure changes in radiative forcing (the 

difference between solar energy absorbed by Earth and 

radiated back to space) that are associated with changes 

in albedo, and the resulting effects on climate. In par-

ticular, the committee prioritizes research directed at 

poorly constrained climate 

parameters, such as Earth’s 

radiation balance, as well as 

studies that address the hu-

man dimensions of albedo 

modification, such as the 

ethical, economic, and legal 

aspects. Some very small-

scale field research might be 

justified, but only under gov-

ernance that involves civil 

society in decisions on what 

should be allowed in order 

to advance understanding 

while reducing risk.

A few scientists and mem-

bers of the general commu-

nity have responded to the 

report’s recommendations 

with the concern that it is 

dangerous to discuss albedo 

modification openly and 

to propose research. The 

committee considered very 

carefully the “double moral 

hazard” that conducting research could lead society to 

regard albedo modification as an easy “backup plan” to 

needed mitigation and adaptation measures, whereas 

forgoing research could lead to irresponsible deployment 

of albedo modification without appropriate information 

on its likely consequences. Both communities expressed 

fear that research will lead to inevitable deployment. 

The committee hopes that the NRC report will stir wide-

spread concern about the prospect of albedo modifica-

tion as a response to climate change. While very strongly 

recommending against deployment of this measure at 

climate-altering scales at this time, the report’s first rec-

ommendation is to implement climate change mitiga-

tion and adaptation strategies: the lowest-risk options. 

Although we hope that a scenario like the one above will 

not present itself, society is no longer at the point where 

ignorance about albedo modification is acceptable.

– Marcia McNutt

 Ignorance is not an option

Marcia McNutt

Editor-in-Chief

Science Journals

EDITORIAL

10.1126/science.aab1102
*National Research Council, Climate Intervention: Reflecting Sunlight to Cool Earth (National Academies Press, 
Washington, DC, 2015); www.nap.edu/catalog/18988/climate-intervention-reflecting-sunlight-to-cool-earth.

“leaders...must be equipped with 
an understanding of the risks...

that an albedo modification action 
might present.”

Published by AAAS
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Rewarding staff scientists
BETHESDA, MARYLAND |  The U.S. National 

Cancer Institute (NCI) plans to test an idea 

aimed at bringing stability to biomedical 

research labs: an award to support 

scientists who want to spend their careers 

doing research but don’t want to be the 

harried principal investigator who runs 

the lab and chases research grants. Last 

week, the agency rolled out the details 

for the “research specialist award” at an 

NCI advisory board meeting. The 5-year, 

renewable award, which could cover up to 

100% of salary, would be aimed at scientists 

with a master’s, Ph.D., M.D., or other 

advanced degree holding positions such 

as lab research scientist or core facility 

manager. NCI plans to earmark $5 million 

for 50 or 60 awards over 18 months and 

will issue a request for applications later 

this year. http://scim.ag/NCIstaffaward 

23andMe tackles drug discovery
MOUNTAIN VIEW, CALIFORNIA | Armed 

with the DNA of its 850,000 customers, 

direct-to-consumer genetic testing company 

23andMe is shifting gears and plans to 

develop drugs itself. The firm announced 

last week that it will create a therapeutics 

group to mine its genomes—amassed from 

the sale of $99 saliva test kits—for new drug 

leads. The company has made several deals 

recently to sell portions of that database 

to pharmaceutical companies, including 

Pfizer and Genentech. Now, it will bring on 

Richard Scheller, former head of research 

and development at Genentech, to head its 

in-house discovery efforts. “I wanted to see 

if we could really take advantage of the full 

potential of the human genome,” Scheller 

told Forbes, “and thought that this is the 

best place to do that.”

Hunting genes in East London
LONDON | Researchers plan to recruit 

100,000 Pakistanis and Bangladeshis in 

East London and search their DNA for 

genes that, when missing, protect against 

disease. The East London Genes & Health 

study will focus on two groups who suffer 

T
he solar system’s largest moon, in orbit around Jupiter, harbors 

an underground ocean containing more water than all the oceans 

on Earth. Ganymede’s smooth icy surface—evidence of past re-

surfacing by the ocean—had already hinted that an ocean lay be-

neath. But new observations of the 5300-kilometer-wide moon 

by the Hubble Space Telescope, published online last week in 

the Journal of Geophysical Research: Space Physics, remove any re-

maining doubt. Ganymede’s magnetic fi eld produces two auroral belts 

(detectable in the ultraviolet, shown); these belts rock back and forth 

due to interactions with Jupiter’s own magnetic fi eld. But a third mag-

netic fi eld, emanating from the electrically conductive, salty ocean and 

induced by Jupiter’s fi eld, counterbalances the rocking of the auro-

ral belts. The Hubble study suggests that the ocean is no more than 

330 kilometers below the surface. Ganymede is the fourth moon with 

a subsurface ocean, joining Jupiter’s Europa and Saturn’s Titan and 

Enceladus; Ceres, the largest object in the asteroid belt, may also have 

one. Such oceans are considered good places to look for life.

Ganymede’s hidden ocean 

NEWS
Number of people with multidrug resistant 

tuberculosis in 2013 in the World Health 

Organization European region, the most of any 

area, according to WHO.75,000 

I N  B R I E F

Published by AAAS
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high rates of poor health, yet are left out of 

large genetics studies. Because of marriage 

between close relatives, they are also more 

likely to include “knockouts,” individuals 

who lack a functional copy of a gene. If 

such a person is unusually healthy, a drug 

that targets the same gene in other people 

might prevent or treat illness. Study leaders 

at Queen Mary University of London will 

spend 4 years recruiting volunteers age 16 

and older, healthy or ill, and will link their 

DNA data and health records. Funding of 

£4 million comes from the Wellcome Trust 

and the U.K. Medical Research Council. 

http://scim.ag/EastLondhealth 

Cholesterol drugs may help heart
SAN DIEGO, CALIFORNIA |  Two 

experimental cholesterol-lowering drugs 

may protect against heart attacks. The 

drugs, evolocumab and alirocumab, block 

a protein called PCSK9 that has drawn 

interest because people with mutations 

that disable its gene have extremely low 

low-density lipoprotein cholesterol levels. 

Now, studies presented at the American 

College of Cardiology conference this week 

and published in The New England Journal 

of Medicine show the drugs’ efficacy 

against heart disease. In the alirocumab 

trial, 27 of 1550 people on the drug (1.7%) 

had a cardiovascular event, compared 

with 26 of 788 people (3.3%) on placebo. 

The gap was similar for evolocumab: 

29 of 2976 (0.95%) people in two trials had 

heart trouble within a year on the drug, 

compared with 31 of 1489 (2.18%) of those 

not taking it. Doctors caution that more 

information is needed, especially on the 

long-term safety of both therapies. 

Scientists oppose air gun ban
ROME |  The heads of many of Italy’s 

research institutes are opposing a new 

bill that would, if made law, punish users 

of seismic air guns with jail sentences of 

between 1 and 3 years. Air guns are used 

in underwater seismic surveys around 

the world, but some evidence suggests 

the blasts of sound they emit can injure 

or kill whales, dolphins, and other sea 

life. The Italian institute heads last week 

signed a letter arguing that the proposed 

ban is based on bad science and would 

harm research, particularly studies aimed 

at better understanding earthquakes 

and volcanoes. They suggested that the 

bill’s real aim is to oppose hydrocarbon 

exploration. The research heads 

acknowledged that air guns can harm 

animals but argue for the use of measures 

to limit the harmful effects, such as 

carrying out surveys when ocean mammals 

are absent or present in limited numbers.  

Detente on NSF peer review?
WASHINGTON, D.C. |  Congressional support 

for peer review at the National Science 

Foundation (NSF) used to be a given. But 

for the past 2 years, Representative Lamar 

Smith (R–TX), chair of the science commit-

tee in the U.S. House of Representatives, 

has complained that NSF’s grantsmaking 

system has greenlighted research that 

is frivolous or unimportant. So it was 

noteworthy last week when Smith declared 

that his inquiry into dozens of NSF awards 

has found “nothing to suggest it is not 

the best available means for making very 

difficult, complex decisions.” Smith isn’t 

throwing in the towel; committee staffers 

visited NSF last Friday to pore over a dozen 

grants, some dating from 2008. But Smith’s 

backhanded compliment, combined with 

new NSF policies aimed at doing a better 

job of explaining the value of its research 

to society, could be good news for NSF’s 

beleaguered merit review process. 

http://scim.ag/NSFpeerturn

NEWSMAKERS

New director for DOE lab
Steven Ashby, a computational 

mathematician, will become director of 

Pacific Northwest National Laboratory 

(PNNL) in Richland, Washington, the 

Department of Energy’s (DOE’s) lead 

laboratory for chemistry, environmental 

science, and data analytics. Ashby, 55, 

has served as PNNL’s deputy director for 

science and technology since 2008 and will 

succeed Michael Kluse, who is retiring. 

“He’s a great choice,” says Mark Peters, 

associate lab director for energy and global 

security at Argonne National Laboratory 

in Lemont, Illinois. “When it comes to 

thinking about what the system can do 

to support science and national security, 

he’s one of the people [DOE leaders] call.” 

PNNL has a staff of 4283 and a $1.0 billion 

annual budget. Ashby takes the helm on 

1 April. http://scim.ag/AshbyPNNL 

An index of nonnative sea life

A 
catalog of more than a thousand alien species found in Earth’s oceans launched 

this week. The World Register of Introduced Marine Species describes an initial 

1457 species within the comprehensive World Register of Marine Species 

(launched in 2007) that have been spread by humans beyond their historic 

ranges. To create the list, a team of researchers sponsored by the Flanders 

Marine Institute in Ostend, Belgium, and the International Union for Conservation of 

Nature’s Invasive Species Specialist Group spent 2 years compiling databases of inva-

sive species and consulting nearly 2500 scientific papers. Entries note whether the 

alien species are causing economic losses or—like this red lionfish, a venomous native 

of the Indian and Pacific oceans now found in the Caribbean Sea—ecological trouble. 

Published by AAAS
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By Kai Kupferschmidt

A
s winter fades to spring in the Ara-

bian Peninsula, the deadly Middle 

East respiratory syndrome (MERS), 

discovered in 2012, is on the rise 

again. The region reported eight 

cases in December, 33 in January, 

and 68 in February, the vast majority of 

them in Saudi Arabia. March looks set to 

bring even more cases: When Science went 

to press, 30 infections had been reported. 

But worries that the MERS virus could 

cause a runaway human outbreak, as its 

distant cousin SARS did in 2003, have 

begun to subside. Scientists now know 

that MERS has been around for decades, 

is probably not nearly as lethal as they 

thought, and is unlikely to evolve into 

a pandemic, says Christian Drosten, a 

virologist at the University of Bonn in 

Germany. “With everything we have 

learned in the last 3 years, I now think 

it is much less likely that this will be-

come a global problem.”

Still, many things about the virus 

remain unknown, including how com-

mon human infections are and how 

exactly it spreads. That worries virolo-

gist Albert Osterhaus of Erasmus MC 

in Rotterdam, the Netherlands. “This 

is really something that is knocking on 

the door,” he says, “and the question is, 

do we take it seriously?”

Most scientists believe dromedary 

camels are the main reservoir for the 

virus. Camels show few symptoms 

when infected, but antibodies found in 

old blood samples show that the virus 

has been widespread in the animals for at 

least the past 20 years. Puzzlingly, most of 

the more than 1000 known patients so far 

have become infected not from camels but 

in a hospital, from other MERS patients; in 

the spring of 2014, hospital infections led 

to a huge spike in cases (see graphic). Ba-

sic infection control measures could put an 

end to this, according to the World Health 

Organization (WHO). Even many of those 

who became infected outside a hospital re-

port no exposure to camels, however.

Some clues to the mystery come from a 

massive, as-yet-unpublished study led by 

former Saudi Deputy Minister of Health 

Ziad Memish and Drosten. The research-

ers looked for antibodies against the MERS 

virus—a telltale sign of a past infection—in 

more than 10,000 blood samples taken in 

2012 and 2013 from a representative sam-

ple of the Saudi population. They found 

antibodies in 15 people, most of them from 

rural provinces. (In slaughterhouse work-

ers, who kill camels and handle meat, they 

found antibodies in five of 140 samples, a 

rate 23 times as high.)

Extrapolating those numbers—“a bit 

dangerous,” Drosten admits—suggests that 

more than 40,000 people in Saudi Arabia 

had a recent MERS infection. Clearly, the 

vast majority of infections goes undetected, 

which suggests that patients who report 

no exposure to camels probably caught the 

virus from others with a mild infection, 

Drosten argues. The data also suggest 

that the case fatality rate is much lower 

than current estimates of about 40%. 

“Something in the single digits is much 

more likely,” Drosten says.

The question is whether its occa-

sional forays into the human popu-

lation will give the virus a chance to 

adapt and become better at human-to-

human transmission, which could start 

a real epidemic. “We have pretty good 

evidence that if the virus stays the way 

it is, that each little entry into the hu-

man population quickly extinguishes,” 

says Stanley Perlman, a researcher 

studying MERS at the University of 

Iowa in Iowa City. “But we cannot be 

sure that it won’t mutate.”

Vincent Munster, a virologist at the 

National Institute of Allergy and Infec-

tious Diseases in Hamilton, Montana, 

thinks the genetics of MERS make that 

unlikely. Unlike other RNA viruses, 

I N  D E P T H

INFECTIOUS DISEASES 

MERS surges again, but pandemic jitters ease
The camel virus appears to be less lethal and more prevalent in humans than assumed
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Tip of the iceberg
Reported MERS cases, shown by month, may only be 
a fraction of the total.

Dromedary camels are 

an important reservoir 

of the MERS virus.

Published by AAAS
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By Eric Hand

T
he submarine never saw it coming. 

In 2005, the nuclear-powered USS 

San Francisco crashed into an un-

dersea extinct volcano, known as 

a seamount, in the western Pacific 

Ocean, killing one crew member 

and crippling the vessel. Although the sub 

returned to dock in Guam and a larger 

disaster was averted, the accident under-

scores one of marine geologists’ biggest 

complaints: Earth’s oceans are still mostly 

aqua incognita.

With only about 10% of the sea floor 

mapped with high-resolution sonar from 

ships, scientists assembling global maps 

have to rely on an indirect method: us-

ing orbiting radar satellites to trace subtle 

bumps and depressions in the water sur-

face, which mirror the shape of the sea 

floor. Even the most advanced map, pub-

lished in Science last October (Science, 

3 October 2014, p. 65), has trouble iden-

tifying and locating seamounts less than 

2 kilometers tall. But now, a new study 

demonstrates how a French radar 

instrument on an Indian satellite 

could greatly enhance seamount 

maps, putting submariners on 

safer courses while helping with 

climate science, fisheries science, 

and tsunami forecasts.

The French radar instrument, 

called AltiKa, could boost the 

number of known seamounts 

from 10,000 to 100,000, says 

Walter Smith, a marine geophysi-

cist at the National Oceanic and 

Atmospheric Administration in 

College Park, Maryland. “We’re 

going to find more of them with 

AltiKa than we’ve found before,” 

he says. “How many there are that 

are waiting to be discovered is an 

open question.”

AltiKa, on the Indian SARAL 

satellite that launched in 2013, is 

a radar altimeter that measures 

the height of the ocean surface. 

The instrument primarily serves 

climate researchers, who want to 

track sea-level rise. But like other 

satellite radar altimeters, it can 

also detect the subtle bulge of wa-

ter that gathers over a seamount, 

because of the slightly enhanced 

gravity at that spot. By sub-

tracting the effects of tides and 

weather on the shape of the water 

surface, scientists can nail down 

the gravity signal, and hence a seamount’s 

height and shape. Unlike most other sat-

ellite radars, which rely on the Ku radar 

band, AltiKa scans the sea with a Ka-band 

radar, which emits shorter wavelengths—

yielding a smaller footprint and a faster 

sampling rate. At three spots in the Pacific 

Ocean, Smith showed, AltiKa can spot sea-

which generally mutate quickly, MERS and 

other coronaviruses have enzymes to cor-

rect mistakes when their RNA is copied. 

From a public health point of view, MERS is 

still a niche virus, Munster says. “But then 

we would have said the same thing about 

Ebola 2 years ago,” he adds. 

MERS does seem to be perfectly adapted 

to camels. In a study published last year, 

Munster and colleagues infected three 

male camels with MERS virus isolated 

from a human patient. In humans, the 

pathogen infects the lower respiratory 

tract, making it hard to transmit from per-

son to person. In the camels, however, the 

virus infected the upper respiratory tract 

and was excreted in high concentrations in 

nasal secretions, ideal for infecting people 

and other camels. 

The seasonal pattern in human cases 

probably results from camel breeding cycles 

in the Middle East. Most camels are born 

in winter; they stay with their mother for 

a year before they are separated and gath-

ered into herds of young camels. There, the 

virus seems to spread quickly from animal 

to animal, an annual viral explosion that 

puts people at risk of infection, too.

That’s why vaccinating young camels 

may be the easiest way to protect humans, 

Perlman says. A group led by Gerd Sutter of 

Ludwig Maximilian University in Munich, 

Germany, has developed a vaccine based 

on a pox virus called modified vaccinia An-

kara (MVA). Safely testing the vaccine in 

MERS-free camels was a huge challenge, 

but a team at Erasmus MC bought eight 

such camels on the Canary Islands and 

shipped them to a biosafety level 3 facil-

ity in Barcelona. Late last year, four of the 

animals were vaccinated with the MVA 

strain; then all eight were inoculated with 

the MERS virus. The scientists are sorting 

through the data now and hope to pub-

lish results soon.  Meanwhile, scientists at 

the U.S. National Institutes of Health and 

Colorado State University have vaccinated 

three camels and three alpacas with a vac-

cine made of the MERS spike protein and 

an adjuvant.

The vaccines are unlikely to prevent in-

fection completely, because camels with 

antibodies still seem to harbor the virus. 

Osterhaus hopes that vaccination will 

reduce the amount of virus the animals 

secrete, which would lower the risk to 

humans. But the market for a vaccine is 

uncertain. Camel owners and traders are 

unlikely to be interested because the virus 

does not seem to harm their animals, says 

Elmoubasher Farag, who studies MERS at 

Qatar’s health ministry in Doha: “Frankly 

speaking, I know my people will not accept 

a camel vaccine.” ■

New satellite radar could find 
100,000 underwater mountains
Better seamount maps could improve tsunami predictions 
and models of carbon mixing in the deep ocean

OCEANOGRAPHY 

Anomaly

Theoretical ocean surface

Ocean bottom

Satellite orbit

Radar altimeter

Satellite

Bulge marks the spot
Extra gravity due to the mass of a seamount creates 
a bulge of water that can be measured from space.
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mounts as small as 1 kilometer tall.

Smith’s results were published online on 

12 March in Marine Geodesy in advance of 

a special issue on the AltiKa instrument. 

Paul Wessel, a marine geophysicist at the 

University of Hawaii, Manoa, says the 

study is a good proof of principle showing 

how AltiKa can enable marine geologists to 

see more clearly. “It pushes the envelope a 

bit further,” he says.

The scientific payoff extends beyond sub-

marine navigation. For example, tsunami 

waves are sensitive to the roughness on the 

ocean floor; seamounts slow a passing tsu-

nami, bending and deflecting its energy. A 

better map would improve tsunami predic-

tions. Also sensitive to seafloor roughness 

are the internal waves in oceans that bring 

up deep, cold, nutrient-rich waters to the 

surface and carry dissolved atmospheric 

carbon dioxide to ocean depths. “Knowing 

the seafloor bathymetry better would defi-

nitely improve the mixing models that we 

use,” says Steven Jayne, a physical oceanog-

rapher at Woods Hole Oceanographic Insti-

tution in Massachusetts.

Seamounts are also important for ecol-

ogy, because they provide a rich habitat 

for many species, sustained by the nu-

trient-rich deep waters that well up near 

seamounts. One drawback to a more re-

fined map, says Peter Auster, an ecologist 

at the Mystic Aquarium in Connecticut, is 

that it could aid certain destructive com-

mercial fishing operations, which have 

been known to target seamounts and 

quickly strip them of fish. On the flip side, 

Auster says, a more complete map could 

help ecologists piece together evolution-

ary patterns of biogeography: how related 

species leaped from one underwater island 

to another.

For now, AltiKa traces out the same nar-

row tracks across the ocean, orbit upon 

orbit, rather than varying its course to 

achieve global mapping coverage. Smith 

hopes that as SARAL approaches the end 

of its mission lifetime in a few years, proj-

ect managers will allow the satellite to 

drift into a mapping orbit. He notes that 

that same decision was eventually made 

for the satellites Jason and CryoSat-2—and 

the resulting gravity data helped create the 

map published in Science last year. “Until 

they do that,” Wessel says, “you’re only go-

ing to get good data on small strips.”

AltiKa’s principal investigator, Jacques 

Verron, of the Laboratory of Geophysical 

and Industrial Flows in Grenoble, France, 

says India and France have not seriously 

discussed changing the satellite’s orbit to 

make the global gravity map, but he plans 

to raise the issue at future meetings with 

India’s space agency. ■

By Robert F. Service

T
he origin of life is a set of paradoxes. 

To get it started, there must have 

been a genetic molecule—something 

like DNA or RNA—capable of passing 

along blueprints for making proteins, 

the workhorse molecules of life. But 

modern cells cannot copy DNA and RNA 

without the help of proteins themselves. 

Worse, none of these molecules can do their 

jobs without fatty lipids, which provide the 

cell membranes needed to contain them. In 

yet another chicken-and-egg complication, 

protein-based enzymes (encoded by genetic 

molecules) are needed to synthesize lipids. 

Now, researchers say they see a way 

out. A pair of simple compounds, which 

would have been abundant on early Earth, 

can give rise to a network of simple reac-

tions able to produce all three classes of 

biomolecules—nucleic acids, amino ac-

ids, and lipids. The new work, published 

online this week 

in Nature Chemis-

try, does not prove 

that this is how life 

started, but it may 

help explain a key 

mystery. “This is 

a very important 

paper,” says Jack 

Szostak, a molecu-

lar biologist and 

origin-of-life researcher at Massachusetts 

General Hospital in Boston. “It proposes 

[how] almost all of the essential building 

blocks for life could be assembled in one geo-

logical setting.” 

Scientists have long touted their own fa-

vorite scenarios for which set of biomole-

cules formed first. “RNA World” proponents 

suggest RNA may have been the pioneer; 

not only does it carry genetic information, 

but it can also serve as a proteinlike chemi-

cal catalyst. Metabolism-first proponents 

argue that simple metal catalysts, found in 

minerals, may have created a soup of or-

ganic building blocks that could have given 

rise to the other biomolecules.

The RNA World hypothesis got a big boost 

in 2009. Chemists led by John Sutherland at 

the University of Cambridge in the United 

Kingdom reported that two relatively sim-

ple precursor compounds, acetylene and 

formaldehyde, could undergo a sequence 

of reactions to produce two of RNA’s four 

nucleotide building blocks, showing a 

plausible route by which RNA could have 

formed on its own in the primordial soup. 

Critics, though, pointed out that acetylene 

and formaldehyde are still somewhat com-

plex molecules themselves. That raised the 

question of where they came from. 

So Sutherland and his colleagues set out 

to see if they could find a route to RNA from 

even simpler starting materials. They suc-

ceeded. Sutherland’s team now reports that 

it created nucleic acid precursors starting 

with just hydrogen cyanide (HCN), hydro-

gen sulfide (H
2
S), and ultraviolet (UV) light. 

What is more, Sutherland says, the same 

conditions also create the starting materials 

for amino acids and lipids. 

His team argues that early Earth was a 

favorable setting for those reactions. HCN 

is abundant in comets, which pelted the 

newborn planet. Impacts would also have 

produced enough 

energy to synthe-

size HCN from hy-

drogen, carbon, and 

nitrogen. Likewise, 

Sutherland says, H
2
S 

was thought to have 

been common on 

early Earth, as was 

the UV radiation 

that could drive the 

reactions and metal-containing minerals that 

could have catalyzed them.

Sutherland cautions that the reactions 

for the three sets of building blocks are dif-

ferent enough from one another—requiring 

different metal catalysts, for example—that 

they likely would not have all occurred in 

the same location. Instead, slight variations 

in chemistry and energy could have favored 

the creation of one set of building blocks or 

another in different places on land. “Rain-

water would then wash these compounds 

into a common pool,” says Dave Deamer, an 

origin-of-life researcher at the University of 

California, Santa Cruz.

Could life have kindled in that common 

pool? That detail is almost certainly lost to 

history. But the idea and the “plausible chem-

istry” behind it are worth careful thought, 

Deamer says. Szostak agrees. “I am sure that 

it will be debated for some time to come.” ■

Origin-of-life puzzle cracked
Study explains how three essential classes of molecules 
could have formed simultaneously

BIOCHEMISTRY 

“Almost all of the essential 
building blocks for life could 
be assembled in one 
geological setting.”
Jack Szostak, Massachusetts General Hospital
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By Kelly Servick

B
ack in 2012, it seemed like a critical 

find for obesity researchers: a mol-

ecule that regulates how the body 

stores and uses fat. The hormone, 

dubbed irisin after a Greek goddess, 

appeared to amp up energy expendi-

ture in mice after exercise, opening up po-

tential treatments for diabetes and obesity. 

But inconsistent follow-up studies caused 

some scientists to doubt that it plays any 

role in human metabolism. Now, a study 

questioning the reliability of the antibody-

based test kits often used to detect irisin has 

raised further doubts about the hormone—

and the use of such tests in general. 

In the original irisin study, published 

in Nature, cell biologist Bruce Spiegelman 

of Harvard Medical School in Boston and 

colleagues described how a protein called 

FNDC5 produced in muscles after exercise 

seemed to promote healthy metabolism in 

mice. They showed that an FNDC5 frag-

ment, irisin, was secreted into the blood-

stream and prompted energy-storing white 

fat cells to behave more like energy-burning 

brown fat cells. They also detected irisin 

in serum from human blood, and levels 

seemed to increase after weeks of endur-

ance training.

Spiegelman and Harvard licensed the dis-

covery to Ember Therapeutics, a company 

he had co-founded in 2011. And other labs 

tried to expand on the idea that irisin is a 

key regulator of metabolism and a poten-

tial drug target for metabolic disease. While 

some studies that measured the hormone’s 

levels in human blood saw surges in irisin 

after exercise, others found no effect.

Harold Erickson, a biochemist at Duke 

University in Durham, North Carolina, 

came across the 2012 paper while reading 

outside his field to design a lecture for med-

ical students on connective tissue, cartilage, 

and bone. As he studied it more closely, he 

became concerned about its validity. For 

one, the antibody Spiegelman’s team had 

used to react with irisin in a blood sample 

recognized a portion of the FNDC5 protein 

that is not part of irisin, according to a cata-

log from the company that made the anti-

body. Erickson published the observation in 

2013. Spiegelman countered that there was 

an error in the company’s description. 

Other groups raised separate concerns. 

In 2013, a team led by diabetes researcher 

Jürgen Eckel at the University of Düsseldorf 

in Germany found that the human gene that 

codes for FNDC5 has an unusual DNA start-

ing sequence that causes it to produce the 

protein at much lower levels than does the 

gene found in most other animals. The group 

concluded that the effects of irisin observed 

in mice are unlikely to hold for humans.

The field was soon polarized. “It seems 

there’s been … two very entrenched camps,” 

says Francesco Celi, an endocrinologist 

at Virginia Commonwealth University in 

Richmond who has studied irisin as part of 

research on energy expenditure after expo-

sure to cold. 

And more groups entered the fray, as 

companies put out standard enzyme-linked 

immunosorbent assays (ELISAs)—a simple 

way to test for irisin in serum. The tests de-

pend on irisin-binding antibodies isolated 

from animals injected with the hormone. 

Erickson wondered if these antibodies 

were reacting to multiple proteins in hu-

man blood, detecting irisin where there was 

none. “The people who bought these as-

says never seemed to question whether the 

ELISA was totally specific for irisin,” he says.

Now, Erickson and colleagues have found 

that the antibodies in four commercial 

ELISA kits react to proteins that are too 

large to be irisin. Their study, published 

last week in Scientific Reports, also failed to 

find any irisin in the blood of several animal 

species, including horses that had just done 

strenuous exercise.

The new paper “fundamentally changes 

the debate” about irisin, says James 

Timmons, a systems biologist at King’s 

College London who has also refuted the 

link between FNDC5 and exercise in hu-

mans. There is “no reliable positive data on 

[irisin] in humans,” he argues, and previ-

ous papers based on ELISA tests should 

be retracted. 

One irisin ELISA-maker contacted by 

Science points out that even the size of the 

circulating irisin molecule is still the sub-

ject of debate, which leads to inconsisten-

cies in how labs measure the hormone. “We 

are waiting for further studies that clarify 

and solve this issue,” says Olivier Donzé, 

chief scientific officer at Adipogen in San 

Diego, California, which supplied one of the 

kits tested in Erickson’s study.

Spiegelman stresses that not all the previ-

ous studies of irisin in humans have relied 

on ELISA kits. Last year, for example, Celi 

reported modest levels of the hormone in 

people’s blood, and increases after exercise, 

using a more complex technique called mass 

spectrometry, which identifies molecules in 

a sample by ionizing them and weighing 

their components. 

To some, the new concerns about iri-

sin tests point out a broader issue. “Every 

new substance, particularly if it’s interest-

ing, generates a rush to develop assays,” 

Celi says. “Most of these first assays are not 

that reliable.” Indeed, antibodies with poor 

specificity are “the elephant in the room for 

much of medical science,” Timmons says.

The first-generation irisin tests may have 

been particularly problematic, Celi adds, be-

cause the hormone belongs to a very com-

mon family of proteins called fibronectins, 

to which antibodies could also react. Based 

on his results, Celi believes irisin is impor-

tant, and wants to do more studies on its 

activity. Others have given up, however. Em-

ber Therapeutics says it’s no longer pursu-

ing the hormone. ■

Woes for ‘exercise hormone’
Challenged antibody assays raise new questions about 
hoped-for obesity drug target

BIOMEDICINE 

Exercising people produce 

plenty of heat, as this 

thermograph shows, 

but do they produce the 

hormone irisin?
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By John Bohannon

O
n 28 December 2014, Valentino 

Gantz and Ethan Bier checked on 

the fruit flies that had just hatched 

in their lab at the University of Cali-

fornia (UC), San Diego. By the clas-

sic rules of Mendelian genetics, only 

one out of four of the newborn flies should 

have shown the effects of the mutation 

their mothers carried, an X-linked reces-

sive trait that causes a loss of pigmenta-

tion similar to albinism. Instead, nothing 

but pale yellow flies kept emerging. “We 

were stunned,” says Bier, who is Gantz’s 

Ph.D. adviser. “It was like the sun rose in 

the west rather than the east.” They ham-

mered out a paper and submitted it to 

Science 3 days later.

In the study, published online this week 

(http://scim.ag/VMGantz), Gantz and Bier 

report that the introduced mutation dis-

abled both normal copies of a pigmentation 

gene on the fruit fly chromosomes, trans-

mitting itself to the next generation with 

97% efficiency—a near-complete invasion 

of the genome. The secret of its success: an 

increasingly popular gene-editing toolkit 

called CRISPR (Science, 23 August 2013, 

p. 833), which Gantz and Bier adapted to 

give the mutation an overwhelming ad-

vantage. The technique is the latest—and 

some say, most impressive—example of 

gene drive: biasing inheritance to spread 

a gene rapidly through a population, or 

even an entire species. At this level of ef-

ficiency, a single mosquito equipped with 

a parasite-blocking gene could in theory 

spread malaria resistance through an en-

tire breeding population in a single season 

(see diagram).

The paper comes amid intense soul-

searching among gene drive researchers, 

with calls for public dialogue and self-

policing for the technology (Science, 8 Au-

gust 2014, p. 626). George Church, a geneti-

cist at Harvard Medical School in Boston 

who is a leader in the field, believes the 

new study should not have been published, 

because it does not include measures to re-

strain the spread of unintended mutations. 

“It is a step too far,” he says.

Creating a gene drive system wasn’t 

Gantz’s original goal, Bier says. “We were 

just trying to solve a practical problem.” 

Gantz studies the development of fruit fly 

wing veins, for which he must create flies 

with multiple mutations. That’s typically 

painstaking work, requiring large numbers 

of flies over many generations to create a 

single multimutant. Last summer, Gantz 

made a tweak to the CRISPR system, in 

which an engineered bacterial protein, 

Cas9, uses a string of RNA to find and 

delete, replace, or otherwise edit a target 

DNA sequence. By equipping the CRISPR 

gene cassette with DNA sequences flanking 

the targeted gene, Gantz hoped to create a 

mutation that would “auto-catalyze.” Once 

incorporated on one chromosome, it would 

produce new copies of the CRISPR complex 

that would target and edit the gene every-

where it appeared. 

Bier realized that Gantz’s self-replicating 

gene cassette could cause gene drive. After 

discussions with UC San Diego, the univer-

sity gave the experiment the green light if 

certain biosafety measures were taken: The 

flies are kept in three layers of tubes and 

boxes, and the lab is locked behind five 

doors with fingerprint security.

Gantz and Bier knew they had achieved 

the first goal, making double mutants in 

one step, on 18 December last year, when 

yellow female flies developed from em-

bryos injected with a CRISPR cassette tar-

geting the X chromosome pigmentation 

gene. But they wanted to know whether 

the engineered gene could make it through 

the germ cells and invade the next genera-

tion. The yellow flies they saw on 28 De-

cember confirmed that it did, and with 

97% efficiency. 

The technique is “fantastic,” says geneti-

cist Anthony James of UC Irvine, whose 

lab made the first transgenic mosquitoes 

nearly 2 decades ago with a far more la-

borious technique. Bier and James are al-

ready collaborating to create a mosquito 

equipped with genes designed to block 

the transmission of malaria and dengue 

fever—and to quickly spread through a 

population. “We’re hoping for results by 

the end of the year,” James says.

It’s not the only horse in the gene drive 

race. Church’s group also has a CRISPR 

approach that works at near-perfect effi-

ciency in yeast. It includes built-in precau-

tions designed to prevent the system from 

running amok. For example, Church avoids 

incorporating Cas9’s gene and the target-

ing RNA sequence into a single cassette, so 

that unintended genes can’t become acci-

dentally incorporated and spread. Because 

Gantz and Bier’s method does not have 

such safeguards, “it encourages a standard 

of behavior that is much lower than what 

we’re recommending,” Church says. “What 

will spread is not literally their mutant 

flies, but their protocol.”

Bier rejects the criticism. “The safe-

guards that [Church] is using in yeast just 

can’t work in flies,” he notes. “I bristle 

when people say that we haven’t thought 

carefully about this,” adds James, who 

last year co-authored a World Health Or-

ganization report on precautions for use 

of transgenic mosquitos. “And how could 

we not publish this work? Nothing is 

served by hiding things. The whole point 

is to show that it is possible and have a 

public discussion.” ■

BIOTECHNOLOGY 

Biologists devise invasion plan for mutations
“Gene drive” technique could fight insect-borne disease, but some call for safeguards

Driven to excess
A method dubbed mutagenic chain reaction 
(MCR) may be able to drive an added gene, 
such as one for disease resistance, through
an insect population.
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By Gretchen Vogel

A
silomar. The word conjures up not 

only stunning California coastline but 

also vexing questions posed by new, 

potentially world-changing technolo-

gies. In 1975, the Asilomar conference 

center hosted a meeting where mo-

lecular biologists, physicians, and lawyers 

crafted guidelines for research that altered 

the DNA of living organisms. Now, scien-

tists are calling for another Asilomar—this 

time to discuss the possibility of genetically 

engineered human beings. 

In 1975, the notion of someday using re-

combinant DNA to design human babies 

was too remote to seriously consider, says 

David Baltimore, a molecular biologist and 

president emeritus of the California Insti-

tute of Technology in Pasadena, who helped 

organize the first Asilomar meeting. What’s 

changed now is the explosion of powerful 

new genome-editing technologies such as 

CRISPR-Cas9, zinc fingers, and TALENs. 

They have made it easy for anyone with basic 

molecular biology training to insert, remove, 

and edit genes in cells—including sperm, 

eggs, and embryos—potentially curing ge-

netic diseases or adding desirable traits. “The 

time has come where you can’t brush that 

possibility aside,” Baltimore says.

Rumors are rife, presumably from anony-

mous peer reviewers, that scientists in China 

have already used CRISPR on human em-

bryos and have submitted papers on their 

results. They have apparently not tried to 

establish any pregnancies, but the rumors 

alarm researchers who fear that such papers, 

published before broad discussions of the 

risks and benefits of genome editing, could 

trigger a public backlash that would block 

legitimate uses of the technology.

“If there were a rogue laboratory in the 

world somewhere that could get access to 

embryos, in principle it would be possible,” 

says Jennifer Doudna, a molecular biologist 

at the University of California, Berkeley, who 

helped develop CRISPR. Even before rumors 

surfaced, she organized a January meeting 

with scientists, ethicists, and law experts to 

discuss what steps the scientific community 

could take to ensure the technology would be 

used safely and ethically. 

In two commentaries, one published on-

line this week in Science (http://scim.ag/

DBaltimore) and one 

in Nature last week, 

two groups of scientists 

take a stab at recom-

mendations. In Nature, 

one of the researchers 

who helped develop 

zinc-finger nucleases, 

Edward Lanphier, and 

four colleagues call for 

a moratorium on any ex-

periments that involve 

editing genes in human 

embryos or cells that 

could give rise to sperm or eggs. “Should a 

truly compelling case ever arise for the thera-

peutic benefit of germline modification, we 

encourage an open discussion around the ap-

propriate course of action,” they write. 

In the Science commentary, which grew 

out of the January meeting, Doudna, Balti-

more, and 16 colleagues stop short of a blan-

ket moratorium. They call on scientists to 

“strongly discourage … attempts at germline 

genome modification for clinical application 

in humans,” but leave open the possibility of 

research with human cells as long as they are 

not used to establish a pregnancy. 

Most of the signatories of the Science com-

mentary think such experiments could an-

swer legitimate scientific questions, Doudna 

says. Editing genes in germ cells could help 

researchers understand certain kinds of in-

fertility, for example, and altering the genes 

in one-celled embryos could shed light on the 

earliest stages of human development. 

But scientists don’t yet understand all the 

possible side effects of tinkering with germ 

cells or embryos. Monkeys have been born 

from CRISPR-edited embryos, but at least 

half of the 10 pregnancies in the monkey ex-

periments ended in miscarriage. In the mon-

keys that were born, not all cells carried the 

desired changes, so attempts to eliminate a 

disease gene might not work. The editing can 

also damage off-target sites in the genome. 

Those uncertainties, together with existing 

regulations, are sufficient to prevent respon-

sible scientists from attempting any geneti-

cally altered babies, says George Church, 

a molecular geneticist at Harvard Medical 

School in Boston. Although he signed the 

Science commentary, he says the discussion 

“strikes me as a bit exaggerated.” He main-

tains that a de facto moratorium is in place 

for all technologies until they’re proven safe. 

“The challenge is to show that the benefits 

are greater than the risks.”

Doudna and others are not so sure current 

regulations suffice. Although many European 

countries ban germline genetic engineering 

in humans, the United States and China do 

not have such laws. Research with private 

funds is subject to little oversight in the 

United States, although 

any attempts to estab-

lish a pregnancy would 

need approval from the 

U.S. Food and Drug Ad-

ministration. In China, 

any clinical use is pro-

hibited by the Ministry 

of Health guidelines, but 

not by law. 

Whether or not an-

other Asilomar meeting 

is called, the topic has 

caught the attention of 

several science policy groups, including the 

Nuffield Council on Bioethics, the Hinxton 

Group, and the National Academy of Sci-

ences. Church hopes such discussions will 

tackle a question that he says both commen-

taries avoid: “What is the scenario that we’re 

actually worried about? That it won’t work 

well enough? Or that it will work too well?” ■

With reporting by Jocelyn Kaiser, Dennis 

Normile, and Christina Larson.

An early human 

embryo, the focus of 

controversy.

Embryo engineering alarm 
Researchers call for restraint in genome editing

BIOETHICS 

Past pauses
Biologists have called for research 

moratoriums before.

1975

Recombinant DNA studies

1997

Human reproductive cloning

2012

Influenza gain-of-function studies
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ust before dawn on an icy January 

morning, Doug Smith skied off a 

main trail and headed toward a 

branch of Blacktail Deer Creek, 

pushing into thickets of willow, 

aspen, and wild rose. I followed, 

picking my way through the bare 

branches. They arched above our 

heads, and we didn’t see the female 

moose until she burst from cover on the far 

side of the stream. She trotted smartly up a 

hill, then looked back to study us. 

“That’s a first,” said Smith, a park wild-

life biologist and the leader of its wolf, elk, 

and beaver projects. “I’ve never seen moose 

here. It used to be all elk.” He stopped to 

show me where a nibbling moose, perhaps 

the cow we’d startled, had trimmed a few 

willows. “That kind of browsing is actu-

ally good for the willows; it stimulates new 

growth,” he said. “Elk, though, eat willows 

almost to the ground.” 

He recalled riding along this same stretch 

of creek in the summer of 1995, when hun-

dreds of elk browsed the banks. Their drop-

pings littered the ground and the willows 

were mere stubs. “It’s so different now.”

Willows, aspen, cottonwood, and al-

ders are beginning to flourish again along 

streams in Yellowstone’s northern range, an 

area known for its elk herd. Biologists de-

bate just why this shift has occurred. But 

many agree that a key factor is an animal 

we didn’t see that morning, but whose pres-

ence we felt: the gray wolf.  

Twenty years ago this month, not far from 

Blacktail Deer Creek, Smith and other park 

biologists set radio collars on six wolves, 

opened the door of their pen, and watched 

them bound away. Today, 95 Rocky Moun-

tain gray wolves (Canis lupus) in 11 packs 

live in Yellowstone, hunting primarily elk, 

deer, and bison. The political controversy 

over the return of a feared predator con-

tinues, as does pressure to hunt them out-

side the park, but among ecologists there’s 

little dissent: “Putting the wolves back was 

a bold and remarkable move,” says Adrian 

Manning, an ecologist at the Australian Na-

tional University in Canberra. “Nothing on 

this scale had been done before in restora-

tion ecology.” 

The wolves’ return set in motion a natural

—and therefore uncontrolled—experiment 

that is still unfolding. “We were witnessing 

something that no one had seen before,” 

Smith said. “Bringing the wolves back gave 

us an unprecedented opportunity to see 

how apex predators affect an ecosystem.” 

With the reintroduction, Yellowstone be-

FEATURES

Yellowstone Park is a real-world 
laboratory of predator-prey relations

By Virginia Morell,
in Yellowstone National Park, Wyoming

LESSONS FROM

THE WILD LAB

Yellowstone’s elk, like this cow and calf near Old 

Faithful, face a changing ecosystem that includes 

wolves and cougars. 

Published by AAAS
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came only one of two places “in the lower 

48 where you find the entire assemblage of 

large carnivores and ungulates that were 

present at the end of the Pleistocene,” says 

Scott Creel, an ecologist at Montana State 

University (MSU), Bozeman, who has stud-

ied carnivores in the park and in Africa. 

It’s almost impossible to overestimate the 

park’s influence on conservation decisions 

around the world, Manning adds. “We know 

the ecological theory and how the bits and 

pieces are supposed to work. But to see it 

happening as you can in Yellowstone is re-

ally quite remarkable.”

Yet the wolves are only one of many 

such natural experiments playing out in 

Yellowstone, and some scientists are cau-

tious about attributing all the park’s recent 

changes solely to these carnivores. Since 

its founding in 1872, Yellowstone has been 

treated as something of a living laboratory, 

subject to shifting biases and ideas about 

how best to manage it. From shooting ev-

ery last wolf to managing the bison like 

livestock, each intervention has had long-

lasting consequences that scientists are still 

trying to understand and correct.

In recent years, biologists have gathered 

data on all of these perturbations and found 

clever ways to establish some controls and 

test hypotheses. Many think that the wolves 

triggered a cascade of changes in species 

from elk to coyotes to willows to bison to 

beavers. But other predators, including cou-

gars and grizzly bears, may also be reshaping 

the ecosystem. Other scientists argue that 

climate change—drought, in particular—has 

been an equal or even greater partner in the 

transformation. And ecologists disagree over 

just how restored Yellowstone actually is.

Yet all concur that the restoration has 

taught important lessons, perhaps the most 

important being “there’s no quick fix once 

an apex predator is gone,” as Tom Hobbs, 

an ecologist at Colorado State University 

(CSU), Fort Collins, puts it. “Maintaining 

an intact ecosystem is so much easier than 

trying to restore it once the pieces have 

been lost.” 

MOST PEOPLE THINK OF YELLOWSTONE 

in its early days as a pristine wilderness 

barely touched by people. Nothing could 

be further from the truth. Archaeologists 

know that human hunters were in the park 

at least 11,000 years ago: Part of a Clovis 

projectile point made from 

Yellowstone obsidian was un-

covered close to the park’s 

north entrance in 1959, and 

an intact 10,000-year-old atlatl 

(spear-thrower) was discovered 

near the park 5 years ago. 

By the time the first Euro-

pean-American trapper arrived 

in the early 1800s, at least a 

dozen groups of Native Ameri-

cans were hunting the region’s 

abundant wildlife. Herds of 

elk, pronghorn, bison, and 

mule deer roamed the north-

ern range; cougars and big-

horn sheep patrolled the rocky, 

mountainous interior; moose 

wandered the marshy meadows 

to the south; and grizzly bears 

ranged wherever they chose. 

The predator community of 

grizzly and black bears, wolves, 

coyotes, cougars, lynxes, bob-

cats, foxes, wolverines, and 

other, smaller species was in-

tact, and it included humans. 

Word soon spread about 

the area’s beauty, wildlife, and 

hydrothermal wonders. In 1872, 

Congress set aside 8297 square 

kilometers for Yellowstone Na-

tional Park, the first such park 

in the world—“the best idea 

America ever had,” as writer 

Wallace Stegner once said.

The congressional act stated 

that “wanton destruction of the 

fish and game” should be pre-

vented. But the young park’s 

authorities had no means of 

enforcing these words. Many naturalists 

of the time loathed big predators because 

they killed “noble” game animals such as 

elk, and officials encouraged the killing of 

carnivores. Meanwhile, hunters shot so 

many thousands of ungulates as well as 

predators that one historian described the 

slaughter as an “ecological holocaust.” 

In less than a decade, wolves, cougars, and 

many smaller predators were largely gone 

from Yellowstone—a drastic culling whose 

consequences are still playing out. Grizzly 

bears (Ursus arctos horribilis) escaped this P
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One of Yellowstone’s 11 wolf packs waits while grizzlies feed on the remains of an elk likely brought down by the wolves.
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fate because park visitors enjoyed seeing 

them. (In the 1930s, one hotel built an out-

door arena with bleachers so 1500 people 

could view the 50 or more bears snuffling 

among the garbage every night.)

In 1886, the U.S. Army was summoned to 

protect the park from poachers, and the sol-

diers also rid it of the last of the wolves and 

cougars. “Killing all these predators was the 

first natural experiment in the park,” says 

William Ripple, an ecologist at Oregon State 

University (OSU), Corvallis. “The idea was 

to make Yellowstone a paradise for the elk.”

As a result, for many decades, elk (Cervus 

canadensis nelsoni), vegetarian eating ma-

chines that both browse on shrubs and graze 

on grass, have been the “drivers of Yellow-

stone’s ecosystem,” Smith says. By the early 

1930s, when every large predator except 

coyotes and bears was gone, the elk popula-

tion stood at about 10,000 in the northern 

range. It was the largest elk herd in North 

America and another tourist attraction.

The abundant elk began cropping the 

park’s vegetation, particularly the tasty 

woody plants along streams, causing severe 

erosion and leading to worries that they and 

other herbivores would starve. From the 

1930s to the 1960s, park officials did every-

thing they could to shrink the herd. Rang-

ers and hunters shot and relocated elk by 

the tens of thousands. Some years they suc-

ceeded in reducing the numbers, but with-

out continual culling, the animals bounced 

right back. “They just shot and shot elk; they 

shot left and right, and they pulled the car-

casses out with Sno-Cats,” Ripple says. “And 

still the vegetation could not come back.” 

This experiment ended in 1968, because 

Americans felt that shooting elk clashed with 

the growing idea of national parks as sanctu-

aries for wildlife. For the next 27 years, until 

1995, the elk were left alone, neither fed by 

humans during the harshest winters as they 

once were, nor shot in the park. “Another ex-

periment,” Ripple says. 

In the absence of predators, the elk re-

bounded, soaring to at least 19,000 in 

the northern range by 1994. The elk were 

running the park, but from an ecologist’s 

viewpoint, they were running it right into 

the ground. 

To reduce the numbers, Montana allowed 

elk that migrated outside the park to be 

hunted, first bull elk in fall and then also 

female elk, including pregnant ones, in win-

ter. “Locals called it the ‘meat locker hunt,’ ” 

Smith said, “because the success rate was so 

high.” In 1995, the human hunt was upped so 

that hunters took about 9% of the elk popu-

lation each year. That same year, the wolves 

were brought back. Yellowstone’s ecosystem 

shifted yet again. 

For starters, elk numbers plunged. By 

2008, the northern range herd was down 

to just over 6000 animals—a drop of al-

most 70% from its peak. The combination 

of more wolves and fewer elk touched off 

a cascade of favorable effects, Smith and 

his colleagues say. Willows grew taller 

and stream banks greened, creating thick-

ets where songbirds once again sang and 

nested. Bison and deer increased, filling 

niches reopened by the decline of elk. To-

day, in terms of biological richness, “Yellow-

stone is as good as it’s ever been,” says 

Smith, who details the changes in the most 

recent issue of the Annual Review of Ecol-

ogy, Evolution, and Systematics. “Better 

even than it was in 1872.” 

Graphs of the numbers of wolf and elk in 

On the hunt. An adult male wolf (above, left) leads the hunt on an older cow elk in Yellowstone. Such kills have curbed the elk population and prevented the ungulates 

from overbrowsing, allowing shrubs and trees to regrow. As a defense against wolves, elk now roam Yellowstone (above, right) in smaller bands. 
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Yellowstone’s northern range now display 

a classic predator-prey correlation, similar 

to the iconic curve seen on Isle Royale in 

Michigan, where wolf and moose numbers 

cycled in tandem over decades, Smith says. 

As the wolves thinned the elk herds, their 

own numbers have suffered. In Yellowstone’s 

northern range, wolf and elk populations 

are both down 60% from their peaks. “The 

decline in the elk has led to a decline in 

the wolves,” explains MSU’s Creel. “They’re 

pretty tightly coupled.” 

Creel argues that wolf kills aren’t the only 

factor driving the elk decline. “The other half 

is behavioral,” he says. His research indicates 

that elk pregnancy rates have dropped by 

20% to 40% across the park since the wolves 

were reintroduced. That’s exactly the oppo-

site of what you’d expect, as pregnancy rates 

typically go up when the overall population 

numbers fall, he explained in PLOS ONE last 

July. Yellowstone’s elk may have changed 

when and where they feed to avoid the 

wolves. “They have to spend more time dig-

ging in the winter to begin to feed,” he says, 

“and the quality of the food they are eating is 

lower. And that’s all day every day.” 

The rise in predators has affected the elk’s 

movements on the landscape, Smith agrees. 

At the Mammoth Hot Springs Terraces, a 

hydrothermal feature that in winter resem-

bles an icy, tiered cake, about 20 elk, a mix of 

cows and calves, grazed on patches of brown 

grasses poking through a snowy crust when 

I visited in January. “We used to see groups 

of hundreds of elk here,” Smith said. “Now, 

it’s rare to see more than 15 to 20 together. 

We think that’s because of the wolves; 

[smaller herds] may make the elk harder 

to find and hunt.” (The wolves, though, are 

wise to their prey’s tactics and have even 

slain the Mammoth elk on the steps of the 

nearby buildings.) 

Creel’s ideas are hotly debated. Some argue 

that the wolves were initially too scarce to 

have greatly influenced elk feeding patterns. 

Others say that indirect measures of elk preg-

nancy rates (as determined by a pregnancy-

associated protein) do not reveal a decline. 

They also cite unpublished data that elk on 

the northern range, facing the park’s densest 

wolf population, have a high pregnancy rate. 

Several scientists think the wolves have had 

only a minor effect on the elk and other spe-

cies, arguing that drought and warmer win-

ters have played more crucial roles. 

Ecologist John Vucetich from Michi-

gan Technological University in Houghton 

blames the meat locker hunt, which felled 

females in their prime, for the elk’s dramatic 

decline between 1995 and 2005. “It’s exactly 

what you’d predict,” he says. Smith, too, 

thinks wolves are not the whole story. “We 

have to look at the full suite of predators—the 

cougars and grizzly bears, and smaller preda-

tors,” he says. “And the human hunters.”

 

WHILE ALL EYES were on the wolves, an-

other predator stealthily reclaimed Yellow-

stone: cougars. No one knows when the first 

cats crept back. But in 1972, officials spotted 

a mother and two cubs. In 1995, the year 

the wolves were reintroduced, research-

ers estimated that 15 to 20 cougars were 

already making their home in Yellowstone. 

“It’s been a natural experiment,” says 

park biologist, Dan Stahler, who oversees 

the park’s cougar study, using two words 

I became accustomed to hearing. “No one 

paid very much attention to cougars at 

first,” he says, “partly because they brought 

themselves back and partly because they’re 

very quiet and secretive. They kill a lot of 

deer and elk, but we don’t see them doing 

the killing. We don’t hear them howling.” 

His team now tracks the cats from Janu-

ary to March, collecting scat and fur for 
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1872

Founding of Yellowstone National Park

1886

Soldiers brought in to stop poaching

1902

21 bison in park’s northern 
range (NR)

1907

Soldiers directed to kill predators;
bears spared

1914

Elk numbers hit 35,000

1926

Last wolves and cougars 
in park eliminated

1936

Predator killing ends; 
coyotes protected

1944

Aldo Leopold recommends 
restoring wolves

1960

Program to reduce elk through 
hunting, shooting, relocating

1968

End of elk reduction program; 
about 3172 elk in NR

1972

Cougar spotted in park

1976

Winter “meat locker 
hunt” begins 

Late 1980s

Lake trout introduced to 
Yellowstone Lake; cutthroat 
(shown) decline

Late 1988

Moose populations are slow 
to recover from major fire

1994

Elk population 19,000 in NR

1995

Wolves reintroduced

2010

NR elk population 4635

Meat locker hunt ends

2013

95 wolves in park, 34 in NR

2014

4900 bison in park

3.6 million human visitors P
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genetic analysis and documenting kill sites. 

They have also set up camera and video 

traps at dens, trails, and kills, enabling 

them to witness behaviors rarely seen be-

fore. “Everyone talks about cougars be-

ing solitary animals,” Stahler said. “But 

the videos are revealing that they’re more 

social than we’d realized,” for instance leav-

ing scent markings to communicate with 

one another.

Preliminary data show that at least 

22 cougars have colonized the northern 

range, the same area that wolves and elk 

prefer. Stahler suspects that the cats’ popu-

lation may be close to that of the wolves’ in 

this area, about 35—and they may kill more 

elk than wolves do. Each adult cougar in 

the northern range killed about 52 elk each 

year, studies have shown. A wolf takes about 

22 elk per year. The cats kill more because 

they stash their prey and then typically 

lose much of the carcass to other predators, 

often a wolf.

Around 2013, cougars turned to eating 

more mule deer than elk. “We weren’t track-

ing them, so we can’t say when or why they 

made this switch, or if it will last,” Stahler 

said. “The lower numbers of elk may have 

made room for more mule deer.” That kind 

of change, a sign of growing biodiversity, is 

exactly what ecologists had predicted that 

carnivores—whether feline or canine—

would bring to Yellowstone. 

Although good for the park, such diversity 

adds extra complexity to all of those natural 

experiments. Many biologists say that an-

other, often underestimated predator also af-

fects elk and therefore the rest of the ecosys-

tem: the grizzly bear. Some 150 inhabit the 

park, and they target newborn elk. Although 

the bears’ numbers haven’t grown appre-

ciably since the wolves came back, their ap-

petite for tiny elk has ballooned, thanks to 

another case of human meddling—this one 

involving fish.

In the late 1980s and early 1990s, non-

native lake trout were moved into Yellow-

stone Lake, explains Todd Koel, a conserva-

tion biologist at the park who specializes in 

fisheries. No one knows who did the deed, 

but the results proved catastrophic for the 

native cutthroat trout, whose numbers 

plummeted. That in turn hurt the grizzlies, 

which once gorged on spawning cutthroat 

in streams every spring, as scientists ex-

plained in a 2013 study in the Journal of 

Wildlife Management. “The fish were one of 

the bears’ major sources of energy after hi-

bernating,” says David Mattson, an ecologist 

and grizzly bear expert at Yale University. 

But lake trout don’t spawn in streams, 

and they live at depths beyond the reach 

of the bears. Without cutthroat trout, the 

bears turned increasingly to another meaty 

Highs and lows
Since Yellowstone’s founding, animals 
have been removed, added, culled, or 
allowed to flourish. 
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item that showed up each spring: newborn 

elk. “Every elk population within grizzly 

bear areas has declined,” Mattson said. This 

web of trout-bear-elk offers another, often 

forgotten lesson, these ecologists say: Ter-

restrial and aquatic ecosystems aren’t sepa-

rate spheres, but are tightly linked.

WHATEVER DROVE THE ELK’S DECLINE, 

it has turned out to be good news for many 

other species, including bison, which com-

pete with elk for food and habitat. Today, 

bison number more than 3500 on the north-

ern range, up from about 250 in 1966 (and 

only 21 in 1902). “Elk were the 

drivers of Yellowstone’s eco-

system for the last 100 years,” 

Smith says, “but now their star 

is dimming. Bison are on the 

rise”—setting the stage for yet 

another natural experiment. 

This one, however, is compli-

cated because bison are heavily 

managed. Those that wander 

too far beyond park boundar-

ies are rounded up like live-

stock, corralled, and culled, 

because they carry brucellosis, 

a disease easily transmitted to 

cattle. With so many bison con-

fined to the northern range, the 

1-ton-truck-sized animals are 

cropping woody plants that had 

been recovering from the elk, 

says Ripple, who reported on 

this with OSU’s Robert Beschta 

last year in Ecohydrology. So 

far, the bison have proven to be 

too dangerous a prey for wolves 

to make any dent in the num-

bers of this big ungulate. 

Beavers, too, are prospering. 

Once common in the northern 

range (25 colonies were counted 

in the 1920s), they almost van-

ished in the 1950s after the 

abundant elk consumed the 

willows and aspen, which beavers need for 

food and building dams. After the wolves 

came back, Ripple and Beschta documented 

the regrowth of woody plants along several 

northern range drainages. A year after the 

wolf restoration, there was one beaver col-

ony in this area; now there are 12. 

But beaver habitat has not recovered as 

fast as researchers expected. In some areas, 

the willows remain stunted even when not 

heavily browsed. “They are not restored,” 

says CSU’s Hobbs. To find out why, he and 

CSU ecologist David Cooper are conducting 

the only controlled, gold-standard experi-

ment in Yellowstone. The park generally 

does not allow the ecosystem to be physi-

cally altered, but it made an exception af-

ter the National Research Council urged a 

study of beavers and willows. 

In 2001, Hobbs and Cooper built dams 

on four streams to imitate those of beavers, 

creating pools. They fenced both dammed 

and undammed areas to exclude browsing 

animals, mimicking the effects of wolves. 

After a decade, as they reported with Kristin 

Marshall in the Journal of Ecology last 

year, only willows in plots that were both 

dammed and fenced were fully restored. 

Willows need more than wolves, the 

team concluded. They need beavers to raise 

the groundwater table, so their roots have 

a steady supply of water, and to create the 

mud flats where their seeds can sprout. 

The Catch-22 is that the beavers can’t re-

turn until the willows do. Although the ro-

dents have recolonized larger rivers, such 

as the Lamar, they’ve been slow to return 

to many smaller streams. Hobbs thinks 

that’s because while the wolves were gone, 

the elk induced a change of state, turning 

some riparian areas into grasslands inhos-

pitable to willows. 

It’s not clear when—or if—that will 

change. Although beavers have been spotted 

along some of the willow-stunted streams, 

they have yet to build durable dams. “It 

may be that the elk population is only now 

reaching a level that’s low enough for a 

reversal of the effects of over-browsing,” 

Hobbs says. “That’s why our experiment 

is continuing.”

These new data have scientists backing 

away from the idea that the reintroduction 

of the wolves has fully restored Yellow-

stone’s ecosystem. Instead, they believe that 

the park—or some parts of it—remains in a 

state of recovery, struggling with the legacy 

of the predator removal decades ago. 

To Hobbs, one key lesson is just how 

long a landscape can be scarred. “Those 

profound effects are difficult to reverse. 

In some parts of Yellowstone, it’s doubtful 

you’ll ever get back to the original state, 

which is why maintaining an intact eco-

system is so important.”  

Other scientists, such as Ripple and 

Beschta, are more hopeful. “It’s only been 

2 decades” since the wolf reintroduction, 

Ripple says, “and look at all that’s happened 

and all we’ve learned.” 

Manning agrees. “People will look back in 

200 years and see the return of the wolves 

[to Yellowstone] as a profound moment in 

restoration ecology,” he says. “Yellowstone 

set a benchmark for the rest of the world.” 

And in conservation and restoration biology, 

fields that are all too often burdened with 

setbacks and losses, those inspirational ef-

fects may be the most important of all.          ■

Once exterminated, cougars are back in Yellowstone, although heavily hunted outside the park.
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A taste of tomorrow p. 1322INSIGHTS

R
ecent years have seen dramatic 

growth in the field of nanoscale op-

tics. The advantages of nanophoton-

ics—wide bandwidth, no cross-talk, 

high speed, and compactness—are 

key factors enabling optical technol-

ogies that have an impact on many areas of 

society, including information and commu-

nications, imaging and sensing, health care, 

energy, manufacturing, and national secu-

rity. Gold nanostructures have long been 

seen as building blocks for subwavelength 

optical and hybrid electronic-photonic sys-

tems providing functional solutions for the 

above-mentioned applications ( 1). By mak-

ing use of the resonant properties of metal 

nanostructures, particularly the subwave-

length coupled oscillations known as sur-

face plasmons, the fields of plasmonics and 

optical metamaterials have brought forth 

numerous nanoscale device concepts ( 1,  2).

Nanophotonics technologies offering ex-

treme durability would be of great use in 

defense and intelligence, information tech-

nology, and the aerospace, energy, chemi-

cal, and oil and gas industries. However, 

most of the optical systems commercially 

available or in development today fall short 

of meeting the challenges that such appli-

cations would require, particularly where 

wide temperature ranges, high pressure, 

MATERIALS SCIENCE

PERSPECTIVES

All that 
glitters need 
not be gold
Refractory plasmonic 
ceramics provide durable 
nanophotonic solutions

By Alexandra Boltasseva1, 2 and

Vladimir M. Shalaev 1 ,2   
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harsh chemical environments, and strong 

vibrations are present. Despite many device 

demonstrations for on-chip optics, data re-

cording, sensing, imaging, and solar energy 

harvesting, the proposed gold-based devices 

fail to meet the application-specific require-

ments that real devices face in extreme 

operational conditions. Because of the soft-

ness of noble metals and their low melting 

points, conventional plasmonic structures 

cannot provide chemically, mechanically, 

and thermally stable solutions for the real-

ization of rugged optical equipment.

The discovery of plasmonic ceramic ma-

terials as alternative “metals” marks the 

beginning of a technology-driven era for 

the fields of plasmonics and nanophoton-

ics ( 3,  4). Transition metal nitrides such 

as titanium nitride (TiN) and zirconium 

nitride (ZrN) have recently been proposed 

as refractory—that is, capable of sustaining 

high-temperature plasmonic materials ( 4) 

that exhibit good optical properties while 

also offering biocompatibility, compatibility 

with CMOS (complementary metal-oxide 

semiconductor) devices, chemical stabil-

ity, corrosion resistance, and mechanical 

strength and durability (see the figure). The 

attractiveness of TiN for practical devices 

is illustrated by its extensive use in semi-

conductor manufacturing, microelectron-

ics, and biotechnology.

Plasmonic ceramics can provide a unique 

platform for an emerging energy conver-

sion concept, namely solar thermophoto-

voltaics (STPV), which promises efficiencies 

up to 85% ( 5). The high operational temper-

atures (well above 800°C) and the low melt-

ing points of noble metals have hindered 

progress in the STPV field. By contrast, TiN 

absorbers have been shown to provide high 

optical absorption (about 95%) over a broad 

range while enduring strong light illumina-

tion ( 6). TiN also holds great promise to 

enable efficient, TPV-based waste heat re-

covery. Heat energy harvesting could have 

a transformative effect on many industries, 

including metal casting, aerospace, and 

gas and oil, by providing fossil fuel–based 

power generation, fuel-fired cells, and por-

table power generators. TiN’s properties 

are also well suited for solar thermoelectric 

generators ( 7), plasmon-mediated photoca-

talysis ( 8), and plasmon-assisted chemical 

vapor deposition ( 9).

Another heat-generating application of 

plasmonic nanoparticles is in health care. 

Because metallic nanoparticles can concen-

trate light and efficiently heat a confined 

nanoscale volume around the plasmonic 

structure ( 10), they can be used in thermal 

therapy, in which nanoparticles delivered 

to a tumor region can be heated via laser il-

lumination and induce the death of cancer-

ous cells. Gold nanoparticles are now being 

investigated for uses in cancer therapy as 

drug carriers, photothermal agents, con-

trast agents, and radiosensitizers. However, 

gold nanoparticles resonate at specific light 

wavelengths that lie outside the biological 

transparency window, thus requiring larger 

dimensions and complex geometries such as 

nanoshells ( 10); in turn, larger sizes affect 

nanoparticles’ pharmacokinetics, biodistri-

bution, and in vivo toxicity. TiN nanofabri-

cated particles have been shown to exhibit 

plasmonic resonance in the biological trans-

parency window and higher heating efficien-

cies than gold ( 6). Moreover, TiN obviates 

the need for complex geometries and pro-

vides a simple, small-size particle solution 

that is critical in optimizing cellular uptake 

and clearance from the body. Because TiN 

is a contamination-safe material already 

widely used in surgical tools, implants, and 

food-contact applications, TiN particles 

could become a solution for tumor-selective 

photothermal therapy and medical imaging.

Refractory plasmonic materials are also 

candidates for applications that make use of 

nanometer-scale field enhancement and lo-

cal heating. An example of such application 

is an emerging, higher-density data record-

ing approach, namely heat-assisted mag-

netic recording (HAMR) ( 11). In contrast to 

noble metals that are prone to deformations 

such as melting and creep, any degradation 

Optoelectronics in harsh environments

Materials

Gold: Soft, low melting point
TiN: Robust, durable, stable, refractory

Design concepts

Nanoantennas, nanoparticles, 
metasufaces: Plasmonic nanoscale 

building blocks

Extreme-durability photonics

High-T sensors and flat optics; 
thermophotovoltaics: 

heat-assisted data recording; thermal therapy

Golden titanium nitride. TiN, used nowadays to coat domes of Russian churches, is also seen as a replacement for gold in device concepts that make use of nanoscale plasmonic 

resonances enabling unparalleled optical functionalities. Because of their softness and low melting point, noble metals are not suitable for applications in extreme operational 

conditions such as high temperature and harsh chemicals. Plasmonic ceramic materials such as TiN serve as refractory (high temperature–stable) building blocks that could 

enable ultradurable photonic technologies for use in information technology, oil and gas production, and other industrial processes. (Top) Au (left) and TiN (right) nanostructures 

after exposure to heat; melting point ot TiN is 2930°C. (Middle) Schematics of a TiN-based plasmonic nanoparticle array and colloidal plasmonic particles (left) and light absorber 

designs (right). (Bottom) Plasmonic device applications.

1School of Electrical & Computer Engineering, Birck 
Nanotechnology Center, Purdue University, West Lafayette, 
IN 47907, USA. 2Nano-Meta Technologies Inc., 1281 Win 
Hentschel Boulevard, West Lafayette, IN 47906, USA. 
E-mail: aeb@purdue.eduIM
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of refractory plasmonic materials can be 

avoided with the proper material integration 

( 6). TiN antennae have recently been shown 

to satisfy the stringent requirements for an 

optically efficient, durable HAMR near-field 

transducer, thereby paving the way to the 

next-generation data recording systems ( 6).

The durability and refractory properties 

of TiN and ZrN could also make them the 

material building blocks for high-tempera-

ture, harsh-environment optical sensors and 

flat photonic components such as ultrathin 

lenses, as well as for spatial light modula-

tors using the concepts of the emerging field 

of metasurfaces ( 12). Refractory flat optical 

components would last longer in harsh en-

vironments, provide more reliable data, and 

offer ultracompactness combined with a pla-

nar fabrication process. In the oil and gas in-

dustry, for example, ultracompact, extremely 

durable plasmonic sensors could replace 

electrical sensors and enable new measure-

ment concepts for pressure, flow, drill bit 

temperature, and breakage detection.

The stability of TiN, along with its high 

conductivity and corrosion resistance, 

makes it an ideal material for nanofabrica-

tion. TiN can be used for making durable 

imprint stamps with unparalleled hardness 

and resistance to wet chemistry processes. 

When combined with emerging plasmonic 

nanolithography schemes, TiN films can be 

used to create multiple-use master molds 

and fabrication concepts for large-scale pat-

terning at resolutions below 10 nm.

Having an excellent combination of 

performance properties, durability and 

contamination safety, plasmonic ceramics 

hold promise for enabling highly robust, 

ultracompact, CMOS-compatible optical 

devices capable of addressing numerous 

application-specific challenges and operat-

ing in harsh environments containing high 

temperatures, shock, and contaminants.          ■ 
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          T
oy blocks such as Lego allow complex 

structures to be built from the simple 

blocks. Similarly, synthetic chemists 

are attempting to make large and com-

plex molecules from simple reagents 

( 1). On page 1329 of this issue, Qiu et 

al. ( 2) report an elegant strategy for making 

well-defined micrometer-scale superstruc-

tures by using a series of polymerization tech-

niques and selective self-assembly processes.

A classic strategy for making large mol-

ecules is polymerization, which yields mac-

romolecules as large as 10 nm. However, as 

the sizes increase, it becomes much harder to 

control their shapes and molecular weights. 

Also, conventional polymerizations produce 

macromolecules with a range of molecular 

weights. Living polymerization overcomes 

some of these problems, producing macro-

molecules with controlled molecular weight 

and narrow dispersity ( 3). This approach has 

allowed the synthesis of block copolymers 

that consist of at least two distinct polymer 

segments connected together.

To obtain even larger molecules (with di-

ameters of several hundred nanometers), 

chemists have developed supramolecules, 

which consist of molecules connected by 

noncovalent interactions. For example, am-

phiphilic block copolymers produced by liv-

ing polymerization can self-assemble into 

various micelles ( 4), such as spheres, cylin-

ders, vesicles ( 5), toroidal rings ( 6), caterpil-

lars ( 7– 9), and stars ( 10), when placed in a 

selective solvent in which one segment is 

soluble and the other is not. Again, control-

ling the sizes and shapes of the micelles is 

extremely challenging. Recently, Manners, 

Winnik, and co-workers reported crystalli-

zation-driven self-assembly (CDSA), a living 

supramolecular micellization strategy that 

yields polymeric nanostructures with very 

narrow dispersity ( 11– 13).

Qiu et al. now build on this strategy to cre-

ate much larger, but well-defined, microm-

eter-scale supermicelles from amphiphilic 

cylindrical triblock comicelles (which con-

sist of three connected micelle segments). 

The lengths and widths of each segment 

are precisely controlled through the living 

CDSA method. The first step for the super-

micellization is to prepare narrow-disperse 

block copolymers (see the figure, panels A 

and B) by living anionic polymerization. 

These polymers, which contain crystal-

line poly(ferrocenyldimethylsilane) (PFS), 

self-assemble in selective solvents to yield 

short seeds after sonication. From these 

exposed crystalline PFS seeds, cylindrical 

micelles can grow epitaxially upon adding 

unimeric block copolymers, because these 

unimers selectively crystallize on the seeds. 

This self-assembly process is exactly the 

same as a living polymerization, allowing 

the length and width of each segment to 

be controlled.

In the second step, the authors prepare 

amphiphilic triblock comicelles. Because 

both ends of cylindrical micelles are growing 

in the living polymerization manner, addi-

tion of different unimers with a block of PFS 

produces triblock comicelles with precisely 

controlled lengths and widths (see the figure, 

panels C and D).

Finally, Qiu et al. induce supermicelliza-

tion in selective solvents. For instance, the 

terminal P segments of P-H-P triblock comi-

celles are soluble in polar isopropanol, and 

these comicelles therefore undergo supermi-

cellization in i-PrOH to shield the insoluble H 

segment. Previously, comicelles with thick P 

segments yielded only simple supermicelles 

such as spheres (see the figure, panel E) 

and tilted-elongated micelles (panel F) ( 14). 

However, switching to thinner P segments 

leads to micrometer-scale train-track–like or 

cylindrical brushlike supermicelles, because 

side-by-side stacking of the H block is now 

favored (see the figure, panel G).

By In-Hwan Lee, Suyong Shin, 

Tae-Lim Choi   
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“Controlling the complexity 
of large molecules is one 
of the central themes in 
synthetic chemistry.”

Building supermicelles 
from simple polymers
Precise control of the polymer building blocks enables 
synthesis of a range of micrometer-scale structures
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Changing the solvent to nonpolar n-hex-

ane results in the formation of totally differ-

ent supermicelles. Now, n-hexane becomes 

the selective solvent for the H segments, and 

the terminal P segments become sticky ends 

to promote the supermicellization. As a re-

sult, loops are formed (see the figure, panel 

I). Adding n-decane leads to supermicelles 

resembling frameworks (panel H) or chain 

networks (panel J).

What happens when H-P-H triblock comi-

celles (with inverse polarity to the P-H-P 

ones) undergo supermicellization? Those 

comicelles containing short H-terminal seg-

ments produce three-dimensional super-

lattices (see the figure, panel K), whereas 

those with longer H segments form one-di-

mensional superlattices (panel L). Because 

these superstructures are larger than a mi-

crometer, they can be visualized not only by 

transmission electron microscope in the dry 

state but also by confocal laser scanning mi-

croscopy in solution.

Controlling the complexity of large mole-

cules is one of the central themes in synthetic 

chemistry. In this regard, the diversity and 

beauty of the micrometer-scale well-defined 

superstructures reported by Qiu et al. is re-

markable. The precise shape control is only 

possible because the length and the width 

of each comicelle are precisely controlled 

by both living covalent and supramolecular 

polymerizations, which then lead to a series 

of selective self-assembly processes. Future 

studies should aim to control the sizes of the 

supermicelles, add useful functions, or speed 

up the synthesis processes by employing di-

rect in situ self-assembly methods ( 8,  10,  15).

The supermicelles reported by Qiu et al. 

bear some analogy to biological machines 

such as the ribosome. Synthetic chemists are 

by no means approaching the complexity and 

elegance of these biological systems, but with 

this report, at least, we are one step closer.          ■ 
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I
t has been assumed that anticon-

vulsants or antiepileptic drugs, now 

called antiseizure drugs (ASDs), act 

on the underpinnings of nerve cell 

firing: ion channels that generate ac-

tion potentials, or neurotransmitter 

receptors that control synaptic transmis-

sion. The breakthroughs heralded by the 

first generation of ASDs, such as the GA-

BA
A
 (γ-aminobutyric acid type A) receptor 

modulator phenobarbital and the sodium 

channel antagonist phenytoin, are a major 

reason for this view. The emergence of sec-

ond- and third-generation ASDs that also 

inhibit ion channels provided additional 

support. However, as epilepsy research has 

matured, our understanding of ASDs has 

also. The report by Sada et al. (1) on page 

1362 of this issue exemplifies this trend. 

The study raises a surprising question: 

Should the focal point of ASD development 

actually be neurons?

Epileptic seizures result from exces-

sive and abnormal neuron activity in the 

brain. Suggesting that neuronal firing is 

tangential to epilepsy therefore may seem 

radical—and illogical—given that seizures 

are mediated by neurons. But there is now 

considerable evidence that inexcitable ele-

ments of the central nervous system, such 

as astrocytes, the vasculature, and the im-

mune system, play a far greater role than 

first thought (2–5). The observations of 

Sada et al. point to epilepsy as a disease of 

energy metabolism rather than neuronal 

discharge, a strong shift in the neurocentric 

view of epilepsy.

A so-called ketogenic diet consists mostly 

of fat, with minimal carbohydrates. Thus, 

ketones become a major source of energy. 

The use of this regimen for epilepsy arose 

after parents found it effective in their chil-

dren when ASDs were not. Other dietary 

manipulations, such as caloric restriction, 

have not played a major role in epilepsy 

treatment ( 6). That simply changing diet 

could quickly and dramatically reduce sei-

zures sparked a wave of new research and 

a greater understanding of how glucose 

metabolism, dependent on relationships 

between astrocytes and neurons, modulates 

seizures ( 7). Indeed, epilepsy might be con-

sidered a type of diabetes, as has been sug-

gested for Alzheimer’s disease, sometimes 

named “type 3” diabetes (8). In epilepsy, 

Metabolic control of epilepsy
Seizures may be controlled by targeting inexcitable 
elements of the nervous system

NEUROSCIENCE

“Should the focal point of 
ASD development actually 
be neurons?” 

By Helen E. Scharfman 
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Not so neurocentric. The classic view explains antiseizure drug action as directly blocking ion channels in neurons. 

An alternative view is that drugs that block energy metabolism in both neurons and astrocytes can treat epilepsy.
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lowering circulating glucose concentrations 

could be therapeutic ( 9).

Sada et al. report that inhibition of lactate 

dehydrogenase (LDH), an enzyme critical in 

the metabolic cross-talk between astrocytes 

and neurons, blocked neuron excitation 

(that typify seizures) in vitro, and also pre-

vented seizures in an animal model of epi-

lepsy. Although LDH may dehydrogenate 

several substrates, the one highlighted by 

the authors, and probably most important 

in the context of seizures, is lactate. Genera-

tion of lactate in astrocytes, followed by its 

transport to neurons [the lactate “shuttle”

(9)], allows lactate to become an energy 

substrate for neurons when energy demand 

is high, such as when seizures occur.

A compelling aspect of these data is the 

comprehensive use of recordings of electri-

cal activity when LDH is experimentally 

manipulated in single cells, pairs of neurons 

and astrocytes, as well as in a mouse model 

of epilepsy. The efficacy in vivo is important 

because treatments that inhibit neuron hy-

peractivation in vitro or block seizures in 

normal animals do not always have efficacy 

in “ASD resistant” epilepsy, where complex 

changes occur in neuronal gene expression, 

neuronal circuitry, astrocytes, blood vessels, 

and inflammation.

Sada et al. also show that one of the cur-

rently available ASDs, stiripentol, exerts its 

effect—at least in part—by inhibiting LDH. 

This finding raises the possibility that 

other ASDs may alter energy metabolism 

in the brain (see the figure). This idea is 

attractive because many ASDs have mecha-

nisms of action that are not well explained, 

or have modest effects on most ligand- or 

voltage-gated ion channels. The authors 

also make the case that K
ATP

 channels in 

neurons are likely to mediate the effects of 

LDH inhibition, consistent with the emer-

gence of these ion channels as the ultimate 

target of a ketogenic diet (10). By activating 

K
ATP

 channels, neurons hyperpolarize, mak-

ing it less likely that action potentials will 

be generated.

The findings of Sada et al. are not without 

some caveats, however. For example, the ac-

tions of LDH on metabolism, even in a nor-

mal nerve cell, are likely to be complex, and 

the metabolism in the epileptic brain even 

more so. One reason is that astrocytes typi-

cally become “reactive” in epilepsy, in re-

sponse to tissue injury or for other reasons. 

Yet all astrocytes may not change, leading 

to heterogeneous alterations in energy me-

tabolism that vary depending on brain area, 

type of epilepsy, and other factors.

Nathan Kline Institute for Psychiatric Research and New York 
University Langone Medical Center, Orangeburg, NY 10962, 
USA. E-mail: helen.scharfman@nyumc.org
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Indeed, there is some disagreement 

about the efficacy of a ketogenic diet in 

previous studies, and heterogeneity may be 

one reason. Sada et al. address this issue by 

showing that LDH inhibition hyperpolar-

izes diverse types of principal cells (neurons 

that extend axons to the next brain area in 

a functional pathway to mediate seizures),  

including those in the substantia nigra and 

in the hippocampus. Thus, LDH inhibition 

is effective across different brain areas. In-

terestingly, blocking LDH failed to affect 

GABAergic neurons, showing remarkable 

specificity for principal cells that generate 

seizures and not the interneurons that in-

hibit the principal cells.

Reducing pyruvate in cultured neurons 

results in dehydrogenation of lactate, which 

was protective against hyperactivity. How-

ever, increasing the exogenous pyruvate 

concentration was beneficial in previous 

experiments using different endpoints ( 11, 

 12). This discrepancy suggests that LDH 

inhibition will potentially be important in 

many contexts, but it is likely that the effect 

of blocking this enzyme will depend on how 

it is altered and where (e.g., neurons ver-

sus astrocytes). Fortuitously, it is possible 

to manipulate neurons selectively because 

LDH1 (one of the five forms of LDH) is pri-

marily neuronal ( 9).

In the short time that epileptic rodents 

were treated with stiripentol in the Sada et 

al. study, there was remarkable efficacy of 

LDH inhibition. Would it have continued? 

Metabolism is remarkably resilient, and 

compensatory changes are common. Would 

there be side effects, given the widespread 

and complex nature of metabolism? Sada et 

al. offer much food for thought as well as 

fuel for the fire between those who focus on 

the neurons to control epilepsy, and those 

who champion the astrocytes.   ■ 
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          P
rotonated methane, CH

5

+, is a quan-

tum dynamical system that challenges 

our understanding of chemical bond-

ing and structure. The bonding does 

not lead to a trigonal bipyramid. In-

stead, the five protons swarm around 

the central carbon, and this gives rise to 

an incredibly complex vibration-rotation-

tunneling infrared spectrum ( 1), making it 

an “enfant terrible” for spectroscopists. Ab 

initio theory has found that “there is essen-

tially no barrier to hydrogen scrambling” ( 2) 

and “the very concept of molecular structure 

becomes problematic for this molecule” ( 3). 

For its parent molecule, CH
4
, each rotational 

level corresponds to one quantum state, but 

for CH
5

+ it corresponds to 2 × 5! = 240 states. 

However, on page 1346 of this issue, Asvany 

et al. ( 4) report combination differences (Co-

Diffs) of the low-energy levels of CH
5

+, a first 

step at “taming” its spectrum.

For me, these results are exciting because 

I have been on the trail of this carbocation 

for decades. After I reported the infrared 

spectrum of H
3

+ in 1980 ( 5), I received a let-

ter from George Olah, in which he asked, “I 

wonder whether a similar technique would 

enable to observe the infrared spectrum 

of CH
5

+. It is of great interest to organic 

chemists….” I did not know Olah or CH
5

+, 

the pivotal reaction intermediate in Olah’s 

superacid chemistry that would lead to 

his 1994 Nobel Prize (see the figure) ( 6). I 

was simply delighted that my work of as-

trophysical interest was also important for 

organic chemists.

The “similar technique” became a gen-

eral method with the invention by Saykally 

of velocity modulation detection ( 7), which 

allowed the study of protonated ions, such 

as NH
4

+ and H
3
O+ ( 8). However, for plas-

mas containing CH
4
, we obtained extremely 

complicated spectra with over 10,000 lines. 

By Takeshi Oka 

VIBRATIONAL DYNAMICS

Taming CH
5

+, the “enfant 
terrible” of chemical structures
Ion-counting spectroscopy reveals the low-energy states of 
a molecule with highly dynamic bonds

Superacids and interstellar chemistry. The discovery of the infrared spectrum of H
3

+, a strong proton donor (acid) 

central in interstellar chemistry, prompted the query from George Olah to search for CH
5

+. This molecule is pivotal 

in the superacid chemistry pioneered by Olah. The molecular bonding is fluxional and its spectrum is extremely 

complicated, but the high-resolution ion-counting spectroscopy at 4 K and 10 K observed by Asvany et al. identify 

crucial CoDiffs of low-energy states.

“…the very concept of 
molecular structure 
becomes problematic for 
this molecule…”
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Many of these lines were found to be of 

other carbocations, such as CH
3

+, C
2
H

3

+, 

C
2
H

2

+, and CH
2

+ [for a review, see ( 8)]. Each 

time I proudly reported these discoveries, 

Olah responded, “impressive, but what 

about CH
5

+?” After “weeding out” those 

thousands of understood spectral lines, the 

remaining messy spectrum was undeci-

pherable, and the 900 lines of CH
5

+ were re-

ported without assignment ( 1). Even purely 

empirical attempts at finding some regular-

ity of the spectrum were not successful.

Asvany et al. have been able to determine 

the energy separation between several pairs 

of lowest levels using the action spectros-

copy invented by Schlemmer and Gerlich 

( 9). The proton affinity of CH
4
 (5.72 eV) is 

slightly greater than that of CO
2
 (5.68 eV) so 

the reaction CH
5

+ + CO
2
 → CH

4
 + CO

2
H+ is 

endothermic. Addition of a resonant 3.3-µm 

(0.37 eV) laser photon makes this reaction 

exothermic. Thus, they can do spectroscopy 

by counting CO
2
H+ ions rather than pho-

tons. This paradigm shift from photon- to 

ion-counting spectroscopy has increased 

the sensitivity—instead of needing 1013 ions, 

103 CH
5

+ suffice. Also, trapped ions can be 

cooled to cryogenic temperature, which 

leads to a 100 times increase in accuracy.

The 2897 lines observed by Asvany et al. at 

10 K demonstrate the complexity of the CH
5

+ 

spectrum. In contrast, CH
4
 at 10 K has only 

four rotational levels with quantum num-

ber J < 3 populated and only 10 transitions 

can be observed. The 300 times increase in 

spectral density from CH
4
 to CH

5

+ is caused 

by proton scrambling and inversion motion. 

Rotational assignments could be made that 

differ from those they reported, but these are 

minor details—the CoDiff values are correct 

and the key to advancing our understanding.

In spite of the complexity, each quantum 

level can be specified by using the total pro-

ton spin quantum number and the parity 

( 10). The scrambling of the five protons with 

spin 1/2 produces a total nuclear spin angu-

lar momentum I according to the formula

[D
1/2

]5 = D
5/2

 + 4D
3/2

 + 5D
1/2

This formula means that each of the lev-

els of CH
5

+ have I = 5/2 (A
1
), 3/2 (G

1
), or 1/2 

(H
1
), and the number of levels are in the 

ratio of 1:4:5 and the CoDiffs 1:16:25. Each 

level also has a definite parity of + or – and 

their numbers are equal. The CoDiffs re-

ported by Asvany et al. are for levels with 

I = 3/2 and 1/2 and the same parity. The 

next step will be to find CoDiffs with dif-

ferent parity, which the authors note could 

be tackled by applying their method for far-

infrared spectroscopy.

The results by Asvany et al. put the ex-

periment far ahead of the theory. To date, 

Wang and Carrington’s computation ( 11), 

based on the potential energy surface (PES) 

of Jin et al. ( 12), seems to be the only fron-

tal attack to this problem, but it does not 

include rotation. A brute-force variational 

calculation of the five protons with an ac-

curate PES may be the way to solve this 

problem. Such treatment has been success-

ful for H
3

+, but the formalism and compu-

tation will be much more demanding for a 

five-proton system.

As in Olah’s chemistry on Earth, CH
5

+ 

is pivotal for producing hydrocarbons in 

space. The lines list by Asvany et al. suf-

fices for detecting interstellar CH
5

+, but we 

badly need strongest lines for I = 5/2 (A
1
). 

The classical CH
3

+ ion is yet to be detected, 

so detection of the nonclassical CH
5

+ will 

be difficult but worth a try. Once the far-

infrared transitions are observed, including 

I = 5/2 levels, more sensitive observational 

techniques can be used. I anticipate that 

this enfant terrible will be caught in inter-

stellar space far ahead of its theoretical un-

derstanding, which will take at least a few 

more decades.    ■ 
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“As in Olah’s chemistry on 
Earth, CH

5
+ is pivotal for 

producing hydrocarbons 
in space… I anticipate that 
this enfant terrible will be 
caught in interstellar space 
far ahead of its theoretical 
understanding…”
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O
ver the past 2 years, increased focus 

on statistical analysis brought on by 

the era of big data has pushed the 

issue of reproducibility out of the 

pages of academic journals and into 

the popular consciousness ( 1). Just 

weeks ago, a paper about the relationship 

between tissue-specific cancer incidence 

and stem cell divisions ( 2) was widely misre-

ported because of misunderstandings about 

the primary statistical argument in the pa-

per ( 3). Public pressure has contributed to 

the massive recent adoption of reproducible 

research tools, with corresponding improve-

ments in reproducibility. But an analysis 

can be fully reproducible and still be wrong. 

Even the most spectacularly irreproducible 

analyses—like those underlying the ongoing 

lawsuits ( 4) over failed genomic signatures 

for chemotherapy assignment ( 5)—are ulti-

mately reproducible ( 6). Once an analysis is 

reproducible, the key question we want to 

answer is, “Is this data analysis correct?” We 

have found that the most frequent failure in 

data analysis is mistaking the type of ques-

tion being considered.

Any specific data analysis can be broadly 

classified into one of six types (see the fig-

ure). The least challenging of these is a 

descriptive data analysis, which seeks to 

summarize the measurements in a single 

data set without further interpretation. An 

example is the United States Census, which 

aims to describe how many people live in 

different parts of the United States, leaving 

the interpretation and use of these counts to 

Congress and the public.

An exploratory data analysis builds on 

a descriptive analysis by searching for 

discoveries, trends, correlations, or rela-

tionships between the measurements to 

generate ideas or hypotheses. The four-star 

planetary system Tatooine was discovered 

By Jeffery T. Leek and Roger D. Peng   

STATISTICS

Bloomberg School of Public Health, Johns Hopkins University, 
Baltimore, MD 21205, USA. E-mail: jleek@jhsph.edu, jtleek@
gmail.com

What is the 
question?
Mistaking the type of 
question being considered 
is the most common error 
in data analysis
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when amateur astronomers explored public 

astronomical data from the Kepler tele-

scope ( 7). An exploratory analysis like this 

seeks to make discoveries, but can rarely 

confirm those discoveries. Follow-up stud-

ies and additional data were needed to con-

firm the existence of Tatooine ( 8).

An inferential data analysis quantifies 

whether an observed pattern will likely hold 

beyond the data set in hand. This is the most 

common statistical analysis in the formal 

scientific literature. An example is a study 

of whether air pollution correlates with life 

expectancy at the state level in the United 

States ( 9). In nonrandomized experiments, 

it is usually only possible to determine the 

existence of a relationship between two mea-

surements, but not the underlying mecha-

nism or the reason for it.

Going beyond an inferential data analysis, 

which quantifies the relationships at popu-

lation scale, a predictive data analysis uses 

a subset of measurements (the features) 

to predict another measurement (the out-

come) on a single person or unit. Web sites 

like FiveThirtyEight.com use polling data to 

predict how people will vote in an election. 

Predictive data analyses only show that you 

can predict one measurement from another; 

they do not necessarily explain why that 

choice of prediction works.

A causal data analysis seeks to find out 

what happens to one measurement on av-

erage if you make another measurement 

change. Such an analysis identifies both the 

magnitude and direction of relationships 

between variables on average. For example, 

decades of data show a clear causal rela-

tionship between smoking and cancer ( 10). 

If you smoke, it is certain that your risk of 

cancer will increase. The causal effect is real, 

but it affects your average risk.

Finally, a mechanistic data analysis seeks 

to show that changing one measurement 

always and exclusively leads to a specific, 

deterministic behavior in another. For ex-

ample, data analysis has shown how wing 

design changes air flow over a wing, leading 

to decreased drag. Outside of engineering, 

mechanistic data analysis is extremely chal-

lenging and rarely achievable.

Mistakes in the type of data analysis and 

therefore the conclusions that can be drawn 

from data are made regularly. In the last 6 

months, we have seen inferential analyses 

of the relationship between cellphones and 

brain cancer interpreted as causal ( 11) or the 

exploratory analysis of Google search terms 

related to flu outbreaks interpreted as a pre-

dictive analysis ( 12). The mistake is so com-

mon that it has been codified in standard 

phrases (see the table).

Determining which question is being 

asked can be even more complicated when 

multiple analyses are performed in the same 

study or on the same data set. A key danger 

is causal creep—for example, when a ran-

domized trial is used to infer causation for 

a primary analysis and data from secondary 

analyses are given the same weight. To ac-

curately represent a data analysis, each step 

in the analysis should be labeled according 

to its original intent.

Confusion between data analytic ques-

tion types is central to the ongoing repli-

cation crisis, misconstrued press releases 

describing scientific results, and the contro-

versial claim that most published research 

findings are false ( 13,  14). The solution is to 

ensure that data analytic education is a key 

component of research training. The most 

important step in that direction is to know 

the question.  ■ 
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Common mistakes

REAL QUESTION TYPE PERCEIVED QUESTION TYPE PHRASE DESCRIBING ERROR

Inferential Causal “Correlation does not imply causation”

Exploratory Inferential “Data dredging”

Exploratory Predictive “Overftting”

Descriptive Inferential “n of 1 analysis” Published online 26 February 2015; 
10.1126/science.aaa6146
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          B
ecause proteins are largely the ulti-

mate effectors of genotype, control-

ling the process of protein synthesis 

in space and time can play a critical 

role in cell metabolism. The subcel-

lular localization of messenger RNAs 

(mRNAs) and their ensuing translation into 

proteins are known to be exploited to regu-

late processes such as development, cell 

motility, and neurotransmission. However, 

a dearth of tools for observing where and 

when mRNA translation occurs with single-

molecule resolution in live cells has limited 

analysis to primarily ensemble, often static, 

biochemical measurements. On page 1367 of 

this issue, Halstead et al. ( 1) have filled this 

need by developing a method for visualiz-

ing mRNA translation in both live cells and 

whole animals.

The ribosome is a large macromolecular 

machine that moves along the mRNA, read-

ing the genetic information encoded in the 

RNA template and catalyzing amide bond 

formation to generate polypeptides. In cells, 

the template mRNAs do not exist as naked 

polymers but rather are decorated with pro-

teins, forming messenger ribonucleoprotein 

(mRNP) complexes. Like a bulldozer, the 

large and highly processive ribosome can 

strip off mRNA-bound proteins, a fact that 

Halstead et al. exploit in their technique, 

termed “translating RNA imaging by coat 

protein knock-off” or “TRICK.” The authors 

label reporter mRNAs through the targeted 

binding of two engineered fluorescent pro-

teins. Two orthogonal stem-loop structures 

that can be translated are grafted into the re-

porter mRNA. One is the MS2 bacteriophage 

coat protein-binding site (MBS), and the 

other is the phage PP7 coat protein-binding 

site (PBS). These mRNAs are coexpressed 

with a nuclear localization signal (NLS)–

tagged red fluorescent protein (RFP) fused 

to the MS2 coat protein (MCP) (collectively 

NLS-MCP-RFP) that binds only to the MBS, 

and an NLS-tagged green fluorescent protein 

(GFP) similarly fused to the PP7 coat protein 

(PCP) (collectively NLS-PCP-GFP) that binds 

to the PBS ( 2).

Placement within the mRNA reporter is 

key: Six PBS hairpins are inserted in the 

mRNA coding region, and 24 MBS hairpins 

are located after the UGA stop codon in 

the 3�-untranslated region (3� UTR). Thus, 

during translation, any NLS-PCP-GFP pro-

teins bound to the PBS will be displaced 

by the ribosome, while any NLS-MCP-RFP 

proteins remain bound to the 3� UTR, un-

touched by the ribosome. Tagging the fluo-

rescent proteins with an NLS ensures that 

proteins removed during translation in the 

cytoplasm are returned to the nucleus and 

cannot rebind to cytoplasmic mRNA, creat-

ing a depot of fluorescent proteins that can 

immediately find their cognate RNA struc-

tures during nuclear mRNA biosynthesis 

(see the figure).

Using imaging and computer software, 

the authors are able to rapidly capture im-

ages of single mRNP particles as they are 

synthesized and transported in living cells. 

Color combinations indicate translational 

status: All reporter mRNAs were labeled 

with NLS-MCP-RFP in the 3� UTR. Although 

prior to translation, mRNAs are also bound 

by NLS-PCP-GFP in the coding region, this 

is no longer the case after the first round of 

translation. Indeed, at steady state, ~94% of 

all cytoplasmic reporter mRNAs were trans-

lated at least once and thus labeled with only 

NLS-MCP-RFP.

To demonstrate the utility of their tech-

nology, the authors examined the various 

claims that translation occurs in the nucleus, 

which was first reported in the 1950s ( 3) and 

periodically revived since ( 4,  5), although 

today largely discounted ( 6). Halstead et al. 

observed with single-molecule resolution 

that ~91% of reporter mRNAs were doubly 

labeled (untranslated) in the nucleus in live 

U-2 OS human osteosarcoma cells. The au-

thors further substantiated this conclusion 

with the finding that cycloheximide treat-

ment, which would freeze polyribosomes 

along the mRNA so as to occlude rebinding 

of NLS-PCP-GFP to the coding region, did 

not yield singly labeled nuclear species.

Halstead et al. next focused on stressful 

conditions, such as nutrient deprivation or 

oxidative stress, and how they decrease global 

translation and concomitantly induce forma-

tion of stress granules and processing bodies 

(P-bodies), which are non–membrane-delim-

ited cytoplasmic organelles that contain dis-

tinct mRNP constituents ( 7). Transcripts with 

a 5�-terminal oligopyrimidine (5� TOP) motif 

are sequestered within RNA granules during 

stress ( 8), a process that the authors moni-

tored using a TRICK reporter bearing the 

5� TOP motif. In response to oxidative stress 

in HeLa human adenocarcinoma cells, the 

pool of 5� TOP TRICK reporter mRNAs par-

titioned into two translationally repressed 

cytoplasmic pools: One resided within gran-

ules, and the other was not sequestered. The 

TRICK method made it possible to follow 

A neat translation TRICK. The TRICK methodology 

for monitoring translational status of individual mRNAs 

in live cells. AUG, translation initiation codon; UAA, 

translation termination codon.

By Maximilian W. Popp 1 ,2 and 

Lynne E. Maquat 1, 2   
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A TRICK’n way to see the 
pioneer round of translation
Watching where and when individual messenger RNAs 
direct protein synthesis in live cells
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both pools independently during stress re-

covery to show that those mRNAs in gran-

ules remained translationally repressed, 

whereas the nonsequestered pool went on to 

initiate translation.

Halstead et al. also demonstrated that the 

method is applicable to whole-animal stud-

ies by constructing transgenic flies (Drosoph-

ila) bearing the requisite fluorescent protein 

fusions, as well as an oskar mRNA-based 

TRICK reporter. The maternally produced 

oskar mRNA is transported from nurse cells 

in which it is made into the oocyte, where it 

localizes to the posterior pole at later stages 

and is necessary for germ cell formation ( 9). 

Halstead et al. were able to confirm that os-

kar mRNA is translationally repressed until 

it localizes to the posterior pole.

By design, the TRICK method assays the 

first round of translation. The basis of the 

method, i.e., the ability of the ribosome to 

strip off proteins from newly synthesized 

mRNAs, is also used by cells as a means 

of quality control via nonsense-mediated 

mRNA decay (NMD). During pre-mRNA 

splicing, the exon-junction complex (EJC) 

is deposited upstream of exon-exon junc-

tions ( 10). Generally, mRNAs containing 

premature termination codons (PTCs) are 

recognized as abnormal because during the 

first, or pioneer round of translation ( 11,  12), 

translating ribosomes do not strip off EJCs 

after the PTC. ( 13). Aside from clear utility 

as a sensor for the NMD-critical pioneer 

round of translation, the TRICK method will 

doubtless find useful applications in other 

areas in which translational repression and/

or bursts of localized translation control im-

portant processes such as long-term poten-

tiation in neurons during learning ( 14) and 

disruption of RNA granule formation during 

viral infection ( 15).    ■ 
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           A
lthough some ecosystem responses 

to climate change are gradual, many 

ecosystems react in highly nonlin-

ear ways. They show little response 

until a threshold or tipping point is 

reached where even a small perturba-

tion may trigger collapse into a state from 

which recovery is difficult ( 1). Increasing ev-

idence shows that the critical climate level 

for such collapse may be altered by condi-

tions that can be managed locally. These syn-

ergies between local stressors and climate 

change provide potential opportunities for 

proactive management. Although their clar-

ity and scale make such local 

approaches more conducive to 

action than global greenhouse 

gas management, crises in iconic UNESCO 

World Heritage sites illustrate that such 

stewardship is at risk of failing.

The term “safe operating space” frames 

the problem of managing our planet in 

terms of staying within acceptable levels 

or “boundaries” for global stressors ( 2). 

Uncertainty is accounted for by aiming to 

keep well on the safe side of such 

boundaries. The safe levels of dif-

ferent stressors at global scales are 

mostly considered independently. 

However, in ecosystems a safe level 

for one stressor is often strongly 

dependent on the level of other 

stressors. This implies that if such 

synergies are understood, local 

stressors may be effectively man-

aged to enhance tolerance to global 

climate change (see first figure).

LOCAL AND FEASIBLE. The feasi-

bility of managing the climate sen-

sitivity of ecosystems is becoming 

increasingly evident. Obviously, lo-

cal interventions are no panacea for 

the threats of climatic change. For 

example, melting of arctic sea ice 

with its far-reaching ecological con-

sequences cannot be arrested by lo-

cal management. However, ways of 

building climate resilience are emerging for 

a variety of ecosystems, ranging from con-

trol of local sources of ocean acidification 

( 3) to management of grazing pressure on 

dry ecosystems ( 4). We focus here on lakes, 

coral reefs, and tropical forests.

In lakes, warming and nutrient loading 

have similar effects on the likelihood that 

the ecosystem will tip into encroachment 

by floating plants or into dominance by 

toxic cyanobacteria ( 5). Experiments and 

field studies on different scales revealed in-

tricate mechanisms that drive the synergy 

between effects of warming and nutrient 

load—e.g., boosted nutrient cycling—and 

shifts in the competitive advantage that fa-

vor small, rapidly reproducing fish species, 

cyanobacteria, and floating plants ( 5,  6). Al-

though the synergy of climate and nutrient 

stressors implies double jeopardy to many 

wetlands, the good news is that reducing 

the nutrient load can compensate for the 

effects of warming. For example, data from 

lakes across continents and climate zones 

suggest that a reduction in nutrient con-

centrations by one-third can compensate 

for the effect of a 1°C increase in water tem-

perature when it comes to the risk of cyano-

bacterial dominance ( 6).

In coral reefs, resilience depends strongly 

on locally manageable stressors such as fish-

Schematic representation of safe operating space. In 

ecosystems at risk of collapse, safe boundaries for local stressors, 

such as harvest rates or pollution, often change with climate 

change. A local stressor that is currently at a safe level (I) needs 

to be adjusted to a lower value to keep the system within the safe 

operating space in a future climate (II).

Manage local stressors to promote resilience to global change

CLIMATE AND CONSERVATION

Creating a safe operating 
space for iconic ecosystems
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ing pressure and water quality. For example, 

the takeover of most Caribbean reefs by sea-

weeds was triggered by sea-urchin mortality 

but was facilitated in many locations by high 

nutrient loading and overharvesting of fish 

functional groups that controlled the sea-

weeds ( 7). On the Great Barrier Reef, coral 

recovery rates after the 1998 bleaching event 

were markedly suppressed by experimental 

exclusion of herbivorous fishes ( 8). Local 

conservation efforts can help in maintain-

ing and enhancing resilience and in limit-

ing longer-term damage from bleaching and 

other climate-related effects.

In tropical forests, resilience is under 

pressure from climate change as well as local 

stressors such as deforestation, logging, and 

fire ( 9). Forests become stressed by increases 

in temperature ( 10) and by greater rainfall 

variability ( 4). One important near-term risk 

from drought is a self-reinforcing shift to a 

contrasting fire-maintained state. Recent 

experiments confirm cascading effects of a 

decline in canopy cover, which favor inva-

sion by flammable grasses ( 11). The removal 

of trees makes the forest more fire-prone, 

increasing the risk of further transition to 

open woodland in dry years ( 9,  11). In addi-

tion, there is a substantial positive feedback 

effect of forest cover on regional precipita-

tion, implying that loss of forest contributes 

to overall reduction in rainfall ( 9). Thus, 

maintaining a critical mass of forested areas 

and preventing opening of the closed canopy 

structure are powerful tools to enhance the 

safe operating space of tropical forests in the 

face of rising drought risks.

WORLD HERITAGE AT RISK. Despite the 

solid scientific basis for managing climate 

resilience in such ecosystems, failure to do so 

is putting globally important ecosystems at 

risk. We highlight crises faced by three iconic 

World Heritage Areas (see  second figure).

The Doñana wetlands in southern Spain 

provide the most important wintering site 

for waterfowl in Europe. They contain the 

largest temporary pond complex in Eu-

rope, with a diversity of amphibians and 

invertebrates. Despite the site’s protected 

status, the marshes are threatened by eu-

trophication due to pollution and reduced 

flow of incoming streams, promoting toxic 

cyanobacterial blooms, and dominance 

by invasive floating plants that create an-

oxic conditions in the water. In addition, 

groundwater extraction for strawberry cul-

ture and beach tourism also has major ef-

fects ( 12). Little has been done to control 

these local stressors, leaving Doñana un-

necessarily vulnerable to climate change. 

UNESCO has just rated this World Heritage 

Site as under “very high threat.”

Examples of iconic ecosystems where climate change may trigger transitions to a different state. 

From top to bottom: the Doñana wetlands, the Amazon rainforest, and the Great Barrier Reef. 
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          A
ging is a complex process. Progres-

sive molecular changes lead to a de-

cline in the ability of living beings 

to maintain homeostasis and over-

come cellular stress, protein damage, 

and disease ( 1). At the organismal 

level, stem cells play a fundamental role 

in maintaining tissue integrity, and their 

functional and proliferative exhaustion is 

a major cause of aging ( 2). Hematopoietic 

stem cells, which reside in the bone marrow 

and give rise to all blood cell types, are a 

favored model for studying stem cell aging. 

However, the exact molecular mechanisms 

underlying their aging remain unknown. 

Sirtuins, a family of nutrient-sensing pro-

teins (SIRT1 to SIRT7) that regulate gene 

expression and protein function in mam-

malian cells, orchestrate multiple pathways 

that are associated with age-related pro-

cesses and longevity. On page 1374 of this 

issue, Mohrin et al. ( 3) connect SIRT7 to a 

metabolic checkpoint that controls aging in 

hematopoietic stem cells.

SIRT7 is a nicotinamide adenine di-

nucleotide (NAD)–dependent deacetylase 

that senses the nutrient status of a cell and 

adjusts cell function accordingly. Thus, un-

der nutrient deprivation, SIRT7 alters tran-

scription to reduce cell metabolism and 

decrease cell growth, thereby promoting 

cell survival. By analyzing all proteins that 

By Alejandro Ocampo and 

Juan Carlos Izpisua Belmonte  

A nutrient-sensing protein 
is important for the health 
of hematopoietic stem cells 
during aging

STEM CELLS

“…decline of stem cell 
function with age due 
to intrinsic factors…and 
extrinsic factors…could 
potentially be reverted…”

Holding your 
breath for 
longevity

The Great Barrier Reef is the largest coral 

system in the world. In response to multiple 

threats, fishing has been prohibited since 

2004 over 33% of the Great Barrier Reef 

Marine Park, and efforts have begun to re-

duce runoff of nutrients, pesticides, herbi-

cides, and sediments from land. However, 

these interventions may be too little, too 

late. Approximately half of the coral cover 

has been lost in recent decades ( 13), and 

the outlook is “poor, and declining,” with 

climate change, coastal development, and 

dredging as major future threats ( 14). The 

World Heritage Committee has warned that 

in the absence of a solid long-term plan, it 

would consider listing the reef as “in dan-

ger” in 2015 ( 15).

The Amazon rainforest is one of the 

world’s great biological treasures and a vital 

component of Earth’s climate system. Yet 

this ecosystem is under increasing pressure 

from climate change as well as local stress-

ors such as logging and forest fire ( 9). Bra-

zil has shown leadership by slowing down 

Amazon deforestation by 70% ( 16) and by 

creating the largest protected area (PA) net-

work in the world. Yet these successes are 

now being partially undermined by major 

infrastructure and natural resource extrac-

tion projects and by shifts in legislation ( 17).

FRAMING FOR ACTION. The evidence we 

have for enhancing climate resilience of 

ecosystems places direct responsibility on 

governments to ensure implementation. 

However, investment will only happen if 

costs of refraining from activities that under-

mine resilience are distributed in ways that 

lead to effective action. Realizing such incen-

tive schedules may be challenging. However, 

there are three specific reasons that build-

ing a safe operating space for ecosystems by 

controlling local stressors is more conducive 

to immediate action than global control of 

greenhouse gases.

From global to local commons. Potential 

incentives for local protection are much 

stronger than those to supply the global 

public good of abating greenhouse gas 

emissions ( 18), for the same reason that 

countries tend to favor adaptation over mit-

igation. Mitigation requires global collec-

tive action and is vulnerable to free riding, 

whereas adaptation can be done unilater-

ally, with benefits accruing almost exclu-

sively to the country doing the adaptation. 

However, iconic ecosystems also provide a 

global public good. This is why they are on 

the World Heritage list in the first place. 

In some cases, the local interventions can 

result in substantial global mitigation. For 

instance, slowing down Amazon deforesta-

tion made Brazil a global leader in climate 

change mitigation ( 16).

From high to low uncertainty. Perceived 

uncertainty has often paralyzed policy ( 19), 

and experimental evidence suggests that 

uncertainty about climate change tipping 

points undermines efforts to avoid crossing 

a dangerous threshold ( 20). There is less 

uncertainty on the ecosystem level than on 

the global level when it comes to effects of 

management options.

From negative to positive framing. 

Gloom-and-doom perceptions may back-

fire to block action. Terms such as “extreme 

events” and “catastrophic transitions” may 

express the urgency of the matter. However, 

social experiments reveal that accounts of 

disastrous future effects of climate change 

can invoke cognitive dissonance that causes 

many people to disbelieve climate change 

altogether. This response disappears if a 

feasible approach to take action and abate 

the problems is presented simultaneously 

( 21). A positive, action-oriented framing of 

a safe operating space for the world’s iconic 

ecosystems may help stimulate societal 

consensus that climate change is real and 

should be addressed.  ■ 
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B O O K S  e t  a l .

B
ut I should be very sorry if an inter-

pretation founded on a most conjec-

tural scientific hypothesis were to 

get fastened to the text in Genesis,” 

wrote the devout Christian physicist 

James Clerk Maxwell to a friend in 

1876. “The rate of change of scientific hy-

pothesis is naturally much more rapid than 

that of Biblical interpretations, so that if 

an interpretation is founded on such a hy-

pothesis, it may help to keep the hypothesis 

above ground long after it ought to be bur-

ied and forgotten.” Maxwell’s words were 

characteristically subtle. His first sentence 

suggests that his major concern was in pro-

tecting the integrity of Biblical scriptures, 

implying that serious damage could occur 

should these texts be linked to speculative 

scientific hypotheses that subsequently 

proved untenable. His second sentence, 

however, strongly suggests that any such 

bonding of conjectural scientific hypothesis 

to scriptural text would actually damage 

the progress of science.

In Huxley’s Church and Maxwell’s De-

mon, Matthew Stanley explores the histori-

cal and conceptual nuances of the complex 

relationship of science and religion in the 

late Victorian period. Stanley uses the con-

trasting values of the “genuinely religious” 

Maxwell and his contemporary—Thomas 

Henry Huxley, the agnostic biologist who 

was known as “Darwin’s bulldog” for his 

advocacy of Darwin’s theory of evolution—

to illustrate the transition from theistic to 

naturalistic science. 

Readers, however, may question the ex-

tent to which the rather unassuming and 

ever-subtle Maxwell can be portrayed as 

a representative member of the theistic 

camp. Indeed, the book’s very title reflects 

this inherent problem: Huxley’s “church” 

facetiously refers to the naturalistic canons 

widely enunciated in direct opposition to 

orthodox Christianity, but Maxwell’s “de-

mon” refers to the physicist’s largely private 

struggle to elucidate the concept of irrevers-

ibility that stood at the core of the new sec-

ond law of thermodynamics. 

With a long line of mainstream scientific 

practitioners, including Isaac Newton and 

Robert Boyle, theistic science, in recent 

decades, has been much investigated by 

historians. Natural philosophers regarded 

the laws of nature as divinely established 

for the orderly governance of the world, 

sustained as uniform and unchangeable, 

except by God’s will. Rightly undertaken 

in a spirit of humility, scientific investiga-

tion was believed to reveal these laws to 

humankind, along with the manifold ben-

efits that such knowl-

edge of the natural order 

could provide. Thus, the 

uniformity of nature, 

resting upon faith in a 

divine being who never 

acted arbitrarily, made 

possible the advance of 

human science. Stanley 

argues that traditional 

theistic science is radi-

cally different from the 

present-day theory of 

“Intelligent Design,” 

which, he emphasizes, 

lies outside mainstream 

science and refuses to 

acknowledge method-

ological principles such 

as the uniformity of na-

ture and the provisional 

character of scientific 

knowledge.

Challenging the val-

ues of theistic science, 

Thomas Huxley repre-

sented a new and ambi-

tious generation of sci-

entists who interpreted 

uniformity as naturalis-

tic rather than theistic. 

According to Stanley, Huxley believed that 

“one could only assume uniformity if there 

was no active deity able to disrupt natural 

processes.” Huxley had rich cultural re-

sources on which to draw to challenge the 

established views. For example, Charles 

Lyell’s Principles of Geology offered a com-

pelling model that explained Earth’s his-

tory using only observable agents such as 

water and heat (1). 

Stanley’s book draws upon a wealth of 

recent scholarship on Victorian science and 

religion. It is also extremely well grounded 

in a variety of primary texts, including pri-

vate correspondence, public lectures, and 

published scientific papers. Its primary 

goal—to demonstrate how the scientific 

enterprise gradually shifted from a theistic 

to a naturalistic approach—is impressively 

pursued. However, the book is not without 

flaws. For example, to identify Maxwell as an 

aristocrat, as Stanley does early in the book, 

is somewhat misleading. With no hereditary 

title, the “thick-accented 

Scot” scarcely fits the 

image of a fully fledged 

member of the British 

aristocracy. Stanley also 

tends to characterize Max-

well as “a fairly conserva-

tive evangelical” without 

placing him in opposition 

to what the British histo-

rian Boyd Hilton calls the 

“extreme evangelicals,” 

most of whom rejected 

uniformity in favor of ar-

bitrary divine action and 

retribution (2). Finally, 

more attention might 

have been given to the dif-

ference between formal 

and informal communi-

cations about theistic sci-

ence. Although informed 

by religious beliefs, natu-

ral philosophers tended 

to exclude religious and 

political claims from their 

published work, while 

often speaking freely on 

such matters in public 

lectures, sermons, and, 

of course, private letters. 

Nevertheless, Stanley has produced a book 

that will challenge the general reader, stim-

ulate academic discussion, and contribute 

much to understanding the subtleties and 

diversities of past and present scientific 

practice and religious debate. 

REFERENCES
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between science and 
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Maxwell’s Demon: From 

Theistic Science to 

Naturalistic Science
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The devout Christian physicist James 

Clerk Maxwell (above) and the agnostic 

biologist Thomas Henry Huxley (below). 
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I
n the surge of recent books dealing with 

our food, our diet, and the way we cook, 

two stand out for highlighting radical, 

modernist avenues toward the future of 

food. The In Vitro Meat Cookbook and 

Note-by-Note Cooking are each based on 

simple and straightforward ideas. The first 

focuses on cooking with meat grown in tis-

sue culture, whereas the latter book deals 

with food prepared from pure ingredients, 

such as hydrocolloids, emulsifiers, and fla-

vor compounds (the resulting tastes and 

flavors are referred to as “notes”). In con-

tent and presentation, the two books are 

very different; however, the central idea of 

each is developed in the context of estab-

lished and experimental scientific and tech-

nological approaches. Both, in addition, 

discuss aspects related to culinary creation, 

our emotional and cultural interaction with 

 food, and food sustainability. 

The In Vitro Meat Cookbook is an artfully 

designed book, the backbone of which con-

sists of 45 illustrated recipes using meat that 

might one day be grown in a bioreactor. The 

recipes are interspersed with chapters on 

meat production and consumption, animal 

welfare, and technological issues. 

Many of the dishes presented in The In Vi-

tro Meat Cookbook are enticing, at least for 

the meat lover, although it is rather optimis-

tically argued that if animals were removed 

from the equation, even vegetarians could 

now indulge in meat dishes. Would you not 

like to sink your teeth into a good portion of 

in vitro kebab or have a bite of “roast raptor”? 

Or what about trying the slippery, wriggling 

“throat tickler”? This synthetic sea anemone, 

like many of the meats featured in the book, 

is unfortunately relegated to the distant fu-

ture. Not all in vitro meats are that remote, 

however, as the authors acknowledge with 

a recipe for the first in vitro hamburger, 

created in 2013 by a team of researchers at 

Maastricht University. 

An important element of the book is the 

essay “Growing the Future of Meat,” which 

tones down the generally upbeat message 

by raising some key issues. One problem of 

in vitro meat is that, in addition to animal 

stem cells, fetal bovine serum is needed to 

efficiently culture animal cells. This should 

not be an issue, as it is likely that with ad-

vances in biotechnology, this serum can be 

replaced with a synthetic medium. More se-

rious are the risks of large-scale culturing of 

animal tissue. Who would like to be respon-

sible for the first outbreak of food poison-

ing due to infection of a meat cultivator, for 

example? The authors also raise the point 

that the negative consequences of novel 

technologies are usually underestimated 

and often cannot be foreseen and encourage 

us to adopt a broad approach toward the fu-

ture of our food, encompassing established 

as well as novel technologies.

Note-by-Note Cooking is a personal and 

occasionally idiosyncratic manifesto on the 

creation of dishes from pure ingredients and 

includes a discussion of food properties such 

as consistency, taste, smell, and color from 

a physical-chemical perspective. The central 

premise of the book is highly relevant for our 

food future, both in industrial food manu-

facturing and in innovative restaurant cook-

ing. In each of these venues, there is a trend 

toward the use of essentially pure ingredi-

ents, albeit almost always in combination 

with traditional ingredients. Note-by-Note 

Cooking extrapolates on this trend and pro-

vides it with a foundation on which to build. 

Ideally, this will help to bring the use of 

these “pure” ingredients from the industrial 

imitation of traditional foods to overt roles 

in the creation of truly innovative foods.

 Note-by-Note Cooking is marred by a sig-

nificant number of sloppy formulations and 

inadequate explanations. Meats, vegetables, 

and fruits are not gels but tissues, for exam-

ple. Implicitly using but not explaining Avo-

gadro’s number and discussing the physical 

and chemical properties of food constituents 

such as proteins and carbohydrates without 

invoking the concept of hydrogen bonding 

are also unsatisfactory. The lack of scientific 

rigor is a missed opportunity, as carefully 

formulated descriptions of the fundamen-

tal concepts are essential for a true interac-

tion between scientists and chefs. Moreover, 

“note-by-note” recipes only figure in a brief 

appendix and are not truly integrated into 

the book’s narrative. 

Aspects of food sustainability are dis-

cussed  in both books—but unconvincingly 

because quantitative analyses are lacking. 

In The In Vitro Meat Cookbook, the authors 

loosely claim that their approach promotes 

sustainability of meat production because 

the energy input of in vitro meat is lower 

than that of beef but still higher than 

chicken, while greenhouse gas emissions are 

reduced. In Note-by-Note Cooking, the effect 

of cooking with pure compounds on food 

sustainability is postulated but not substanti-

ated. Given the need to first isolate individual 

compounds from complex ingredient sources 

and then reconstitute them in new combina-

tions, this approach does not appear to be 

very sustainable, as it implies an entropic 

penalty of truly colossal dimensions. 

Both books capture the essence of impor-

tant technological developments currently 

pervading the food field, albeit in a hyper-

bolic way resembling the futuristic art of the 

early 20th century. Although it is unlikely 

that the ingredients, dishes, and cooking 

styles as presented in The In Vitro Meat Cook-

book and in Note-by-Note Cooking will come 

to our kitchens exactly as described, one can 

be sure that important aspects will affect our 

daily food sooner rather than later.

Food futurism
GASTRONOMY

By Job Ubbink

Note-by-Note Cooking

The Future of Food

Hervé This

Columbia University Press, 

2014. 286 pp.

The In Vitro Meat Cookbook

The Lab Grown Hamburger and 

45 Other Recipes

Koert van Mensvoort and 

Hendrik-Jan Grievink

BIS, 2014. 192 pp.

Today’s technologies, 
tomorrow’s dinner table

The reviewer is at Food Concept & Physical Design, “The Mill,” 

CH-4112 Flüh, Switzerland. E-mail: job.ubbink@themill.ch

The world’s first lab-grown 

burger debuted in 2013 with 

a hefty €250,000 price tag. 
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Drones: Balancing risk 
and potential 
WE AGREE WITH D. Shultz (“Game of 

drones,” News, special section on the End 

of Privacy, 30 January, p. 497) that “[t]he 

opportunities—and potential violations of 

privacy—seem endless” from the technol-

ogy of unmanned aircraft systems (UAS). 

Although implementation of privacy laws 

and Federal Aviation Administration (FAA) 

flight restrictions regarding UAS may seem-

ingly protect the public (1), they may also 

disrupt industrial UAS applications. All new 

technologies carry risks; the key is how we 

can better manage risks and establish best 

practices for operating within each industry.

Power distribution companies have been 

developing UAS to inspect power lines and 

power plant facilities commonly located in 

public regions, reducing the need to place 

their employees in high-risk situations 

(2). The use of drones greatly reduces the 

personal risk associated with power line 

inspections, allowing regular inspections to 

be performed more efficiently while reduc-

ing the number of major power shortages 

associated with normal wear and tear in 

power utilities. Unregulated privacy laws 

will stifle these applications, potentially halt-

ing related technological advances (3). 

Many other approaches to increase 

privacy protection are possible. DJI 

Innovations Inc., a leader in commercial 

drones, is implementing an “Opt-Out” 

program that covers airports and 

government-regulated sensitive areas (4). 

Drone Deploy, a third-party organization, 

is developing an international database for 

the public to register their home/property 

as a no-fly zone. Upon the next drone firm-

ware and software update, the drone will 

be prevented from flying over areas listed 

in the database (5).
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Cyber-attack risk low 
for medical devices
WE CONCUR WITH D. Clery (“Could your 

pacemaker be hackable?,” News, special 

section on The End of Privacy, 30 January, 

p. 499) that the U.S. Food and Drug 

Administration (FDA) has focused on 

reliability, safety, and efficacy for specific 

medical devices, with no targeted focus on 

protecting against malicious cyber attacks. 

Although cybersecurity is a legitimate con-

cern, sensationalized fictional entertainment 

like the television series “Homeland” may 

exaggerate the real risks.

Health care practitioners, industry, 

and insurance payers follow regulations 

from the FDA, Department of Health and 

Human Services, Centers for Medicare and 

Medicaid Services, and the Code of Federal 

Regulations (CFR). Cybersecurity, as part of 

the FDA’s mandate for risk profile assess-

ment (1, 2), should receive attention from 

device manufacturers, given that vulnerabil-

ities could potentially lead to downstream 

issues with CFR or FDA guidelines (3).

Despite reports about their potential 

cybersecurity vulnerability (4), medical 

devices are rarely accessible for hackers 

to attack. Also, patients and doctors can 

always disable and overwrite the remote 

control option. Medical devices requir-

ing occasional Internet access are rarely 

life-supporting equipment. Patient data 

is encrypted and transferred through a 

secured network with redundant securities 

and risk mitigation strategies (5).

Cybersecurity is a theoretical issue in 

interventional devices such as surgical 

robotics. The robotic da Vinci surgical 

systems are integrated into U.S. medi-

cal practice but are rarely connected to 

unsecured networks. Nevertheless, vulner-

abilities may exist despite FDA clearance, 

as the “FDA allows devices to be marketed 

when the probable benefits to patients 

outweigh the probable risks” (1). The 

FDA assesses the incremental risk-benefit 

ratio and decides whether a new device is 

cleared, using the current technology as 

the standard. Risk profiling and failure 

modes are identified and defined by the 

FDA routinely, and tangible cybersecurity 

risks should perhaps be factored into that 

assessment, even if the risk is small.
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pressure groups and politicians.

New genetic technologies have revolu-

tionized our ability to make precise changes 

in genomes that will enable the survival, 

increased yields, and improved nutritional 

value of plants and animals raised in 

diverse microenvironments that currently 

exist and are changing in response to 

climatic changes. These alterations can be 

constructed and evaluated at a genome 

level for about $200,000 and field tested 

for under $10 million each (7). Based on 

the only genetically modified animal that 

has gone through full regulatory review, the 

costs can be more than $60 million (8) and 

include years of legal wrangling. These are 

expenses that only a few large corporations 

can afford, and then only for products with 

enormous sales potential. As a result, many 

of the most effective products that agricul-

tural research can develop never make it to 

the consumer.

Another, pernicious result of the regula-

tory bottleneck is on young investigators 

who realize this problem and train in other 

areas. Regulators and political officials 

must recognize that genetically modified 

products are safe, well characterized, and 

capable of addressing substantial national 

and international needs (9, 10). Taxpayers 

have already paid for the research and 

should enjoy the benefits. It is a sad but 

inescapable reality that the government is 

running a bait-and-switch program, which 

citizens do not deserve.
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Regulatory hurdles for 
agricult ure GMOs
WE HAVE BEEN engaged for decades in 

genetic engineering and genome editing 

of organisms of agricultural importance. 

However, research on food organisms is 

suffering because of a failure of regulatory 

agencies. Since the first introduction of 

genetically modified germlines of animals 

in 1981 (1–3), and plants 2 years later (4), 

U.S. regulators have failed to approve 

a single genetically modified animal of 

agricultural importance (5), and most 

new crop varieties do not make it through 

governmental review (6). This reluctance to 

approve new products is not based on scien-

tifically sound analysis. Rather, it is largely 

due to pandering by officials to various 
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MICELLE ASSEMBLY 

Cylindrical polymer 
micelles pack in 3D 
When you control chemistry, 

solvents, temperature, and 

concentration, surfactants and 

block copolymers will readily 

assemble into micelles, rods, 

and other structures. Qiu et al. 

take this to new lengths through 

precise selection of longer poly-

mer blocks that self-assemble 

through a crystallization process 

(see the Perspective by Lee et 

al.). They chose polymer blocks 

that were either hydrophobic or 

polar and used miscible solvents 

that were each ideal for only one 

of the blocks. Their triblock com-

icelles generated a wide variety 

of stable three-dimensional 

superstructures through side-

by-side stacking and end-to-end 

intermicellar association. — MSL

Science, this issue p. 1329; 

see also p. 1310

STEM CELL AGING 

Keeping stem cells 
in tip top condition 
Stem cells are important in 

the maintenance and growth 

of tissues. For the health of 

the organism as a whole, it is 

important that only healthy 

stem cells be used. Mohrin et al. 

elucidated a regulatory branch 

of the mitochondrial unfolded 

protein response that is coupled 

to cellular energy metabolism 

and proliferation in stem cells 

Edited by Stella Hurtley
I N  SC IENCE  J O U R NA L S

RESEARCH

(see the Perspective by Ocampo 

and Belmonte). Mitochondrial 

protein folding stress triggered a 

metabolic checkpoint that regu-

lates the cell cycle. Deregulation 

of this pathway interfered with 

stem cell quiescence and com-

promised regenerative function. 

— SMH

Science, this issue p. 1374; 

see also p. 1319

EPILEPSY TREATMENT 

Targeting metabolism to 
tackle seizures
About 1% of us suffer from 

epilepsy. Unfortunately, pres-

ently available drugs do not 

work for a third of epileptic 

patients. Sada et al. wanted to 

develop compounds to treat 

drug-resistant epilepsy (see 

the Perspective by Scharfman). 

They focused on a metabolic 

pathway in the brain, the 

astrocyte-neuron lactate shuttle. 

They found that lactate dehy-

drogenase, a key molecule in 

nerve cell metabolism, controls 

brain excitability. Searching for 

a substance that selectively 

targets this molecule, they found 

a potential anti-epileptic drug 

that strongly suppressed drug-

resistant epilepsy in an animal 

model. — PRS

Science, this issue p. 1362; 

see also p. 1312

CRYSTAL GROWTH 

From iron clusters 
to iron mineral 
Growing a mineral out of 

solution, either in the lab or in 

nature, requires the assembly 

of atoms or clusters of ions. 

The structure of some com-

mon iron oxides hints that tiny 

iron-oxygen clusters may serve 

as mineral building blocks, but 

isolating these often unstable 

clusters is challenging. Sadeghi 

et al. not only isolated but were 

able to control the growth and 

dissolution of an iron-oxygen 

cluster that is a likely precursor 

to the most common iron oxide 

mineral, ferrihydrite. — NW

Science, this issue p. 1359

CONSERVATION ECOLOGY

Habitat fragmentation 
reduces biodiversity
The destruction of natural 

habits and encroachment by 

human activities lead to a loss 

of biodiversity and fragmented 

A sunspot emerges at the solar surface

SOLAR PHYSICS 

Sunspot cycle driven 
by linked fields 

S
unspots indicate magnetic flux 

emerging at the Sun’s surface. 

Sunspots change over an 11-year 

time scale, which depends on the 

behavior of the probable magnetic 

dynamo within. Cameron et al. suggest 

that the flux revealed by sunspot activity 

is effectively driven by the magnetic 

field strength at the Sun’s poles. Their 

mathematical reasoning explains why 

the polar field activity can predict the 

sunspot cycle. — MMM

Science, this issue p. 1333

Symmetry properties of a mysteriously 
ordered phase of URu

2
Si

2
   

Kung et al., p. 1342

Published by AAAS
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ecosystems. However, ecologists 

have long argued about the 

contribution of fragmentation to 

the loss of biodiversity. Haddad 

et al. synthesized a diverse 

set of studies of the impacts 

of habitat fragmentation that 

together covered multiple 

biomes over five continents and 

nearly four decades. Habitat 

fragmentation did indeed lower 

biodiversity of diverse species 

by around 50% within a few 

decades. Furthermore, 70% of 

the world’s forested areas are 

close enough to human activity 

for biodiversity to be threatened 

by fragmentation. — BJP

Sci. Adv. 10.1126/sciadv.1500052 

(2015).

PALEOANTHROPOLOGY 

Finding Homo nearly 
3 million years ago
The fossil record of humans is 

notoriously patchy and incom-

plete. Even so, skeletal remains 

and artifacts unearthed in Africa 

in recent decades have done 

much to illuminate human evolu-

tion. But what is the origin of the 

genus Homo? Villmoare et al. 

found a fossil mandible and teeth 

from the Afar region in Ethiopia. 

The find extends the record of 

recognizable Homo by at least 

half a million years, to almost 2.8 

million years ago. The morpholog-

ical traits of the fossil align more 

closely with Homo than with any 

other hominid genus. DiMaggio et 

al. confirm the ancient date of the 

site and suggest that these early 

humans lived in a setting that was 

more open and arid than previ-

ously thought. — AMS

Science, this issue p. 1352, p. 1355

IMMUNOLOGY

Limiting allergic 
responses with B cells
Although most immunological 

B cells promote immune 

responses, some B cells secrete 

the anti-inflammatory cytokine 

interleukin-10 (IL-10) and have 

immunosuppressive proper-

ties. Kim et al. found that these 

B cells inhibited the activation 

of mast cells, immune cells that 

are critical regulators of allergic 

reactions. Mice lacking these 

special B cells had more severe 

symptoms of anaphylaxis. Mast 

cell inhibition required physical 

contact with the B cells, which 

stimulated the B cells to produce 

more IL-10. Thus, IL-10–pro-

ducing B cells might provide a 

therapeutic target for treating 

allergic diseases. — JFF

Sci. Signal. 8, ra28 (2015).  

APPLIED OPTICS 

Color correcting planar 
optics 
The functionality of many bulk 

optical elements can now be 

replaced by specially designed 

structures fabricated in thin films. 

This planar optics approach, 

however, has generally been 

applicable to only a narrow 

band of wavelengths. Aieta et al. 

show that chromatic dispersion, 

or color dependence, can be 

compensated for by the judicious 

design of the surface. The results 

demonstrate a general approach 

for the fabrication of broadband 

and lightweight optical elements 

that can be engineered into pla-

nar thin films. — ISO

Science, this issue p. 1342

ELECTROCHEMISTRY

Silver’s salty twist on 
water splitting
When plants split water dur-

ing photosynthesis, they expel 

oxygen as a by-product. Ironically, 

it’s this oxygen-generating step 

that’s also proving the most 

difficult to optimize in artificial 

photosynthetic schemes, where 

the practical goal is simply to 

release the oxygen while accu-

mulating hydrogen for fuel. Du et 

al. explore an alternative scheme, 

whereby the electrons to make 

the hydrogen come from chloride 

ions—already abundant in 

seawater—instead of other water 

molecules. Specifically, they show 

that dissolved silver ions act 

as efficient electrocatalysts for 

chloride oxidation, provided that 

the chloride is present at a high 

enough concentration to form 

(AgCl
2
)– and (AgCl

3
)2– ions, both 

of which are more soluble and 

more reactive than AgCl. — JSY

J. Am. Chem. Soc. 10.1021/

jacs.5b00037 (2015).

Edited by Kristen Mueller 

and Jesse Smith
IN OTHER JOURNALS

NOSOCOMIAL INFECTION

No clear bacterial 
culprit for NEC

O
f all the obstacles faced by prema-

ture infants, necrotizing enterocolitis 

(NEC) is a particularly scary one. The 

disease kills developing intestinal 

tissues and sometimes the infants 

themselves. Scientists still don’t know 

what causes NEC, but because the disease 

responds to antibiotics, they suspect that 

a contagious bacterium may be to blame. 

Raveh-Sadka et al. used a metagenom-

ics approach to identify the microbes 

present in premature hospitalized infants 

during a NEC outbreak. They found that 

these babies shared very few bacterial 

strains, suggesting that no single bacte-

rium caused the outbreak. Although this 

indicates that hospitals have good barriers 

in place to stop the spread of dangerous 

bacteria in these fragile infants, the cause 

of NEC remains a mystery. — KLM 

eLife 4, e05477 (2015).

PALEOECOLOGY

Plant community 
structure through time
A wide variety of biotic and 

abiotic factors controls the 

abundance and biomass 

of plant species in ecologi-

cal communities over time. 

Although challenging to tease 

apart, doing so may help 

scientists to better understand 

the effects of climate change 

on various ecosystems. Jeffers 

et al. combined analysis of 

fossil pollen records, isotopic 

analysis, paleotemperature 

reconstruction, and population 

modeling to study the factors 

that influenced the structure of 

tree communities in Scotland 

12,700 to 5200 years ago. 

For most of the species in 

the community, interactions 

between plants controlled 

their abundance, more than 

soil nitrogen availability or 

growing-season temperature. 

— AMS

J. Ecol. 103, 459 (2015).

Ongoing deforestation in the Brazilian rainforest
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AGING

DNA mutations do 
not age yeast
The molecular basis of aging—

just what it is that wears out and 

causes the functional decline 

of an aged cell or organism—

remains unclear. In hope of 

better understanding this, Kaya 

et al. monitored individual yeast 

cells and sequenced their DNA 

to test whether accumulated 

DNA mutations are a cause 

of replicative aging in yeast. 

The number of daughter cells 

produced before a mother yeast 

cell dies defines the replicative 

life span of the mother cell. But 

the cells accumulated only 0.4 

mutations over the life span of 

an average cell. Thus, at least 

in yeast, DNA mutations do not 

seem to cause aging. — LBR 

Aging Cell  10.1111/acel.12290 (2015).

CLIMATE CHANGE

An underground route to 
the atmosphere
As climate changes and tem-

peratures rise, so do concerns 

that methane emissions from 

the Arctic may increase, because 

methane is a powerful green-

house gas. Arctic lakes are known 

to be an important source of 

methane, but the origins of their 

emissions are not well under-

stood. Paytan et al. investigated 

Toolik Lake, Alaska, in order to 

determine what fraction of the 

methane it emits is from micro-

bial activity within the lake versus 

how much is transported into 

the lake by groundwater. They 

find that groundwater supplies 

a major fraction of the lake’s 

methane, which implies that if 

Arctic warming causes this type 

of groundwater flow to increase, 

then the methane flux from lakes 

to the atmosphere could grow as 

well. — HJS

Proc. Natl. Acad. Sci. U.S.A. 10.1073/

pnas.1417392112 (2015)

NONCODING RNA

Circular RNA 
transcriptional circuits
Scientists first observed circular 

RNAs, a type of noncoding RNA, 

in mammalian cells over 30 years 

ago but are only now beginning 

to elucidate their functions. 

Circular RNAs generally contain 

either exclusively gene exon or 

gene intron sequences. Li et al. 

now describe an unusual class 

of circular RNAs in human cells 

that contain both exon and intron 

sequences. These RNAs local-

ized to the nucleus, where they 

bound to protein components of 

the transcription machinery and 

RNA components of the splicing 

machinery. By binding to the 

promoters of their own genes, 

they fine-tuned transcriptional 

activation of these genes. — GR 

Nat. Struct. Mol. Biol. 10.1038/

nsmb.2959 (2015). 

INFECTIOUS DISEASE

A virulence factor comes 
under scrutiny
The human pathogen 

Streptococcus pyogenes pro-

duces streptolysin S (SLS), a 

virulence factor that helps the 

pathogen to invade host cells 

and to evade recognition by the 

host immune system. Maxson 

et al. show that the HIV protease 

inhibitor nelfinavir blocks a key 

step during SLS biosynthesis. 

The authors synthesize and test 

nelfinavir analogs to study the 

role of the SagE protein in the 

SLS biosynthesis pathway. Use of 

these analogs to inhibit SLS pro-

duction will help to elucidate how 

SLS contributes to S. pyogenes 

virulence and may even lead to 

novel treatment strategies. — JFU

ACS Chem. Biol. 10.1021/cb500843r 

(2015) 

Pre-term infants are 

especially susceptible to 

necrotizing enterocolitis

Arctic lakes, like this one in eastern Greenland, could 

emit more methane due to climate warming
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Adding autonomy to 
materials science 
Shape-memory alloys can alter 

their shape in response to a 

change in temperature. This 

can be thought of as a simple 

autonomous response, albeit 

one that is fully programmed 

at the time of fabrication. It is 

now possible to build materials 

or combinations of materials 

that can sense and respond to 

their local environment, in ways 

that might also include simple 

computations and communica-

tion. McEvoy and Correll review 

recent developments in the 

creation of autonomous materi-

als. They look at how individual 

abilities are added to a material 

and the current limitations in the 

further development of “robotic 

materials.” — MSL

Science, this issue p. 1328

TRANSLATION

Measuring translation in 
space and time
The ribosome translates the 

information contained within 

messenger RNAs (mRNAs) 

into proteins. When and where 

ribosomes encounter mRNAs 

can regulate gene expression. 

Halstead et al. developed an 

RNA biosensor that allows 

single molecules of mRNAs 

that have never been translated 

to be distinguished from ones 

that have undergone transla-

tion by the ribosome in living 

cells (see the Perspective by 

Popp and Maquat). The authors 

demonstrated the utility of their 

technique by examining the 

spatial and temporal regulation 

of translation in single cells and in 

Drosophila oocytes during devel-

opment. — BAP

Science, this issue p. 1367; 

see also p. 1316

ADDITIVE MANUFACTURING 

Fast, continuous, 3D 
printing 
Although three-dimensional (3D) 

printing is now possible using 

relatively small and low-cost 

machines, it is still a fairly slow 

process. This is because 3D 

printers require a series of steps 

to cure, replenish, and reposition 

themselves for each additive 

cycle. Tumbleston et al. devised a 

process to effectively grow solid 

structures out of a liquid bath. 

The key to the process is the 

creation of an oxygen-containing 

“dead zone” between the solid 

part and the liquid precursor 

where solidification cannot occur. 

The precursor liquid is then 

renewed by the upward move-

ment of the growing solid part. 

This approach made structures 

tens of centimeters in size that 

could contain features with a 

resolution below 100 µm. — MSL

Science, this issue p. 1349

RNA BIOCHEMISTRY 

RNA kinetics may define 
regulatory hierarchy 
The double-helical structure of 

DNA suggests immediately how 

nucleic acid polymers can rec-

ognize and bind to homologous 

sequences. Target recognition 

by RNA is vital in many biological 

processes. Fei et al. used super-

resolution microscopy of tagged 

RNAs and computer modeling 

to understand how RNA-RNA 

base-pairing reactions occur in 

vivo. They studied a small RNA 

(sRNA) that targets a messenger 

RNA (mRNA) for degradation 

in bacteria. They observed a 

slow rate of association as the 

sRNA searched for its mRNA 

target, but thereafter a fast rate 

of dissociation. This explains the 

need for high concentrations of 

sRNA to cause mRNA degrada-

tion. The sRNA found different 

target mRNAs at different rates, 

allowing the generation of a 

regulatory hierarchy. — GR

Science, this issue p. 1371

REGENERATIVE MEDICINE

Healing heart borrows 
from development
With a limited ability to repair 

itself after injury, the mature heart 

may need to look to development 

for some lessons. By reactivating 

pathways that are present during 

mammalian development, it may 

be possible to encourage cardiac 

regeneration. In mice, Tian et 

al. found that the microRNA 

cluster mir302-367 stimulates 

cardiomyocyte proliferation 

during early heart development 

by inhibiting the Hippo signaling 

pathway. Transient treatment with 

mimics of miR302-367 promoted 

cardiac regeneration in mice after 

myocardial infarction, suggesting 

that such small RNAs can be har-

nessed therapeutically to repair 

the adult heart. — MLF

Sci. Transl. Med. 7, 279ra38 (2015).

HEAVY FERMIONS 

Uncovering the symmetry 
of a hidden order 
Cooling matter generally makes 

it more ordered and may induce 

dramatic transitions: Think 

of water becoming ice. With 

increased order comes loss of 

symmetry; water in its liquid 

form will look the same however 

you rotate it, whereas ice will not. 

Kung et al. studied the symme-

try properties of a mysteriously 

ordered phase of the material 

URu
2
Si

2
 that appears at 17.5 K. 

They shone laser light on the 

crystal and studied the shifts in 

the frequency of the light. The 

electron orbitals of the uranium 

had a handedness to them that 

alternated between the atomic 

layers. — JS

Science, this issue p. 1339

STATISTICS

Are you asking the right 
questions of your data?
Data analyses are cen tral to 

scientific inquiry. But not all 

data analyses are the same, and 

confusing one kind of analysis 

with another can lead to wrong 

interpretations. In a Perspective, 

Leek and Peng argue that data 

analyses can be grouped into 

six types, ranging from com-

paratively simple descriptive 

analyses to much more chal-

lenging predictive, causal, and 

mechanistic analyses. In studies 

that involve multiple analyses 

of different types, it is crucial to 

be aware of the analysis type at 

each step. — JFU

Science, this issue p. 1314 

Edited by Stella Hurtley
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SUPERCONDUCTIVITY 

Picking out the elusive 
stripes 
Copper-oxide superconductors 

have periodic modulations of 

charge density. Typically, the 

modulation is not the same for 

the whole crystal, but breaks up 

into small nanosized domains. 

Bulk experiments show that 

the density is modulated along 

both axes in the copper-oxide 

plane, but it is not clear whether 

this is true only on the scale of 

the whole crystal or also locally, 

for each domain. Comin et al. 

analyzed the charge order in the 

compound YBa
2
Cu

3
O

6+y
, using 

resonant x-ray scattering, and 

found that it was consistent with 

a local unidirectional, so-called 

stripy, ordering. — JS

Science, this issue p. 1335

VIBRATIONAL DYNAMICS 

Getting a handle on the 
CH5

+ spectrum 
Protonated methane, CH5

+, 

fascinates chemists because 

it seems to break the rules. 

There’s no obvious place for 

the fifth hydrogen to bind, and 

so what happens is that all five 

hydrogens shuffle about like par-

ticipants in an endless round of 

a musical chairs game. And yet 

the molecule has a vibrational 

spectrum that suggests some 

semblance of tighter ordering. 

Asvany et al. have now measured 

high-resolution vibrational spec-

tra at two low temperatures (10 

and 4 K). (See the Perspective 

by Oka). Their accompany-

ing analysis makes headway 

on assigning the peaks and 

enhancing understanding of the 

molecule’s dynamic structure. 

— JSY

Science, this issue p. 1346; 

see also p. 1313

Published by AAAS
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MATERIALS SCIENCE

Materials that couple sensing,
actuation, computation,
and communication
M. A. McEvoy and N. Correll*

BACKGROUND: The tight integration of sens-
ing, actuation, and computation that biological
systems exhibit to achieve shape and appear-
ance changes (like the cuttlefish and birds in
flight), adaptive load support (like the banyan
tree), or tactile sensing at very high dynamic
range (such as the human skin) has long served
as inspiration for engineered systems. Artificial
materials with such capabilities could enable
airplane wings and vehicles with the ability to
adapt their aerodynamic profile or camouflage
in the environment, bridges and other civil
structures that could detect and repair dam-
ages, or robotic skin and prosthetics with the
ability to sense touch and subtle textures. The
vision for such materials has been articulated
repeatedly in science and fiction (“program-
mable matter”) and periodically has undergone
a renaissance with the advent of new enabling
technology such as fast digital electronics in
the 1970s and microelectromechanical sys-
tems in the 1990s.

ADVANCES: Recent advances in manufac-
turing, combined with the miniaturization
of electronics that has culminated in pro-
viding the power of a desktop computer of

the 1990s on the head of a pin, is enabling a
new class of “robotic” materials that tran-
scend classical composite materials in func-
tionality. Whereas state-of-the-art composites
are increasingly integrating sensors and ac-
tuators at high densities, the availability of
cheap and small microprocessors will allow
these materials to function autonomously.
Yet, this vision requires the tight integration
of material science, computer science, and
other related disciplines to make fundamen-
tal advances in distributed algorithms and
manufacturing processes. Advances are cur-
rently being made in individual disciplines
rather than system integration, which has
become increasingly possible in recent years.
For example, the composite materials com-
munity has made tremendous advances in
composites that integrate sensing for non-
destructive evaluation, and actuation (for ex-
ample, for shape-changing airfoils), as well
as their manufacturing. At the same time,
computer science has created an entire field
concerned with distributed algorithms to col-
lect, process, and act upon vast collections
of information in the field of sensor networks.
Similarly, manufacturing has been revolu-

tionized by advances in three-dimensional
(3D) printing, as well as entirely new meth-
ods for creating complex structures from
unfolding or stretching of patterned 2D com-
posites. Finally, robotics and controls have
made advances in controlling robots with

multiple actuators, con-
tinuum dynamics, and
large numbers of distrib-
uted sensors. Only a few
systems have taken ad-
vantage of these advances,
however, to create mate-

rials that tightly integrate sensing, actuation,
computation, and communication in a way
that allows them to be mass-produced cheap-
ly and easily.

OUTLOOK: Robotic materials can enable
smart composites that autonomously change
their shape, stiffness, or physical appearance
in a fully programmable way, extending the
functionality of classical “smart materials.” If
mass-produced economically and available as
a commodity, robotic materials have the po-
tential to add unprecedented functionality to
everyday objects and surfaces, enabling a vast
array of applications ranging from more effi-
cient aircraft and vehicles, to sensorial robot-
ics and prosthetics, to everyday objects like
clothing and furniture. Realizing this vision
requires not only a new level of interdisci-
plinary collaboration between the engineer-
ing disciplines and the sciences, but also a
newmodel of interdisciplinary education that
captures both the disciplinary breadth of ro-
botic materials and the depth of individual
disciplines.▪

RESEARCH

1328 20 MARCH 2015 • VOL 347 ISSUE 6228 sciencemag.org SCIENCE

The list of author affiliations is available in the full article online.
*Corresponding author. E-mail: ncorrell@colorado.edu
Cite this article as M. A. McEvoy and N. Correll, Science 347,
1261689 (2015). DOI: 10.1126/science.1261689

(Top) Biological systems that tightly integrate sensing, actuation, computation, and communication and (bottom) the engineering appli-
cations that could be enabled by materials that take advantage of similar principles. (From left) The cuttlefish (camouflage), an eagle’s wings
(shape change), the banyan tree (adaptive load support), and human skin (tactile sensing). C
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MATERIALS SCIENCE

Materials that couple sensing,
actuation, computation,
and communication
M. A. McEvoy and N. Correll*

Tightly integrating sensing, actuation, and computation into composites could enable a
new generation of truly smart material systems that can change their appearance
and shape autonomously. Applications for such materials include airfoils that change
their aerodynamic profile, vehicles with camouflage abilities, bridges that detect and
repair damage, or robotic skins and prosthetics with a realistic sense of touch. Although
integrating sensors and actuators into composites is becoming increasingly common,
the opportunities afforded by embedded computation have only been marginally
explored. Here, the key challenge is the gap between the continuous physics of materials
and the discrete mathematics of computation. Bridging this gap requires a fundamental
understanding of the constituents of such robotic materials and the distributed
algorithms and controls that make these structures smart.

A
dvancements in material science, manufac-
turing processes, and the continual minia-
turization of electronic components have
enabled a class of multifunctional materials
that tightly integrate sensing, actuation,

communication, and computation. We refer to
such materials as “robotic materials,” analogous
to the field of robotics, which combines mech-
anisms with sensing and control. Unlike con-
ventional stimuli-response materials that change

one or two physical properties in response to an
external stimulus, robotic materials make the
relationship between signals measured from
embedded sensors and the material properties
activated by embedded actuators fully program-
mable. Such materials are inspired by the mul-
tifunctionality of biological systems and have a
wide range of applications, examples of both of
which are shown in Fig. 1.
For example, inspired by the impressive abil-

ities of the cuttlefish or chameleon (1) to change
their appearance in response to the environment,
various artificial mechanisms, ranging from op-

tical metamaterials (2, 3) to smart composites
(4), have been proposed. Although these mech-
anisms have the potential to induce appearance
change, few works have attempted the system-
level integration of sensing, pattern recognition,
and distributed control into a composite mate-
rial that can actually respond to the environment
in the way that animals do.
Morphing aerodynamic surfaces could im-

prove efficiency during different flight regimes,
reduce noise, and save fuel. Early designs used
mechanical actuators in series that would dis-
tort the shape of the wing (5–8). However, these
concepts do not scale: Every additional actuator
increases the required load-carrying capacity of
all actuators in the chain. This leads to increased
weight, which again requires stronger (and heavier)
actuators. Robotic materials might alleviate this
problem through a tighter integration of sensing,
actuation, and control—for example, by combining
variable stiffness with bending actuation.
Materials that self-diagnose and self-repair are

ubiquitous in biological systems, some of which
can adapt to changing structural loads such as
human bones or trees that can grow additional
roots to accommodate changing load require-
ments. In an engineering context, nondestructive
evaluation (NDE) devices embedded into wings,
bridges, and other safety critical systems should
make it possible to detect potential problems
before they appear while reducing costs for in-
spection and maintenance (9). Combined with
actuators, materials could self-repair by releasing
chemical agents in the material (10), or locally
change their stiffness to redistribute loads.
Artificial skins promise to equip prosthetic and

robotic hands with tactile sensing that comes
close to that of human performance. Existing sys-
tems do not yet provide the resolution, band-
width, and dynamic range of the human skin
(11). Here, integrating computation into the skin
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Fig. 1. Biological systems that tightly integrate sensing, actuation, and
controls and the engineering applications that could benefit from a similar
approach. (Top) Biological systems exhibiting multifunctionality such as
the cuttlefish (camouflage), an eagle’s wings (shape change), the banyan tree
(adaptive load bearing), and human skin (tactile sensing). (Bottom) Engineering
applications that could take advantage of similar principles, motivating novel

materials that tightly integrate sensing, actuation, computation, and commu-
nication. Credits: cuttlefish: N. Hobgood/WikiMedia Commons; bald eagle Alaska:
C. Chapman/WikiMedia Commons; banyan tree:W. Knight/WikiMedia Commons;
human skin: A. McEvoy; men in camouflage hunting gear: H. Ryan/U.S. Fish and
Wildlife Service; 21st century aerospace vehicle: NASA; Sydney Harbour Bridge:
I. Brown/WikiMedia Commons; cyberhand: Prensilia S.R.L/ Prensilia.com



can alleviate the bandwidth requirements of
high-resolution, high–dynamic range sensing by
preprocessing and help to discern task-relevant
information from background noise.
Creating robotic materials that address the

above applications with seamlessly integrated,
mass-produced products will require advances
in material science and manufacturing. How-
ever, macroscopic robotic materials with useful
functionality can already be realized with exist-
ing materials and processes. Examples shown in
Fig. 2 include an amorphous façade that recog-
nizes a user’s input gestures and responds with
changes in its opacity and color (12), a dress that
can localize sound sources and indicate their
direction using vibro-tactile feedback (13), a shape-
changing variable stiffness beam (14), and a ro-
botic skin that senses touch and texture (15).
High-value applications such as airfoils, pros-

thetics, and camouflage might be among the
first to find favorable trade-offs between added
functionality and increased cost, weight, and in-
ferior structural properties of embedding sensing,
actuation, and computation. In the long run,
solving system integration and manufacturing
challenges that are common to robotic mate-
rials, and therefore reducing the cost to make
them, might enable a new class of smart every-
day materials: dinner tables that selectively keep
dishes hot or cold by locally sensing the pres-
ence of objects and their initial temperature and
then controlling appropriate actuators; insoles
that measure pressure and locally change their
cushioning to adapt to fatigue of their wearer;
or print magazines that use semiconducting ink
to implement computation, capacitive sensing,
and light emission to print video games or movie
previews on their back.

Background

An early vision of smart materials with embedded,
networked computation are networks of micro-
electromechanical systems (MEMS) (16). MEMS
allowed for the manufacturing of microscale
structures with the same processes that are used
for making conventional analog and digital semi-
conductor circuits, permitting their tight integra-
tion. An example of a mainstream MEMS device
is an accelerometer that consists of a cantilev-
ered beam with a small mass and circuitry to
measure its displacement during acceleration,
and can easily be mass-produced. Whereas (16)
emphasizes the use of MEMS for creating high-
density sensing arrays and proposes the con-
cept of “smart dust,” tiny MEMS sensing devices
that could be deployed in large numbers and
carried away by the wind, this vision is extended
by (17) to millimeter-scale units that can locomote
by themselves, allowing the resulting structures
to reconfigure and form “programmable matter.”
In addition to the material science challenges,

such a vision poses a series of deep challenges
in networking and computation, which has in-
spired two active fields, namely, sensor net-
works and amorphous computing. Amorphous
computing (18) has laid the foundation for
computation in large-scale distributed systems

in which individual computing elements can be
unreliable and do not need to be manufactured
in a precise geometrical arrangement. Hardware
demonstrations that came out of this movement
include “paintable computing” (19), a distributed
system of locally communicating nodes that
used gradient information to display lines and
simple characters; pattern formation in bacterial
colonies that are receptive to chemical gradients
and can be designed to act as simple high-, low-
and band-pass filters (20); and a modular robotic
(21) system that can adapt its shape to the envi-
ronment via local sensing (22). At the same time,
the sensor network community has begun to
explore the foundations of networking and rout-
ing in these systems (23), although focusing
almost exclusively on geospatial sensing appli-
cations rather than integrating sensor networks
into materials.
The vision of materials that can change their

physical properties has also been explored in the
context of designing new interactions between
computers and people. “Tangible bits” (24) or
“radical atoms” (25) promote the idea of pres-
enting information in physical form, not limited

to pixels. This concept has found physical imple-
mentation in “pushpin computing” (26), which
seeks to engineer additional layers of informa-
tion in everyday objects such as push pins and
floor tiles, and a series of works that involve
interaction with materials that change their
physical properties such as stiffness (27), physical
extension (28), or weight (29). As such, these
works explore a series of applications as well
as their enabling principles, but leave their
implementation in systems or products to sci-
ence and engineering.
Distributed MEMS, the related concepts it

helped spawn, and modular robotics emphasize
the system-level integration of sensing, actua-
tion, computation, and communication, but fall
short in addressing the structural properties
of the resulting systems. The structural prop-
erties of a composite are an integral part of
“multifunctional materials,” a field that tradi-
tionally aims to optimize design by addressing
both structural (e.g., strength and stiffness) and
nonstructural (e.g., sensing and actuation, self-
healing, energy harvesting) requirements of a
system (30), but largely ignores the opportunities
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Fig. 2. Examples of robotic materials that combine sensing, actuation, computation, and com-
munication. (A) An amorphous façade that recognizes gestures and changes its opacity and color
(12); (B) a dress that can localize sound sources and indicate their direction through vibro-tactile
feedback (13); (C) a shape-changing variable stiffness beam (14); and (D) a robotic skin that senses
touch and texture (15).
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of integrated computation that have been artic-
ulated by (16, 18, 31). Multifunctionality at the
nano- and microscale has also been studied in
physics in the context of metamaterials. Meta-
materials are “macroscopic composites having
a man-made, three-dimensional, periodic cell-
ular architecture designed to produce an opti-
mized combination, not available in nature, of
two or more responses to specific excitation”
(32). Metamaterials classically exploit the fre-
quency properties of structures to deflect op-
tical waves in nonnatural ways, but the above
definition allows a broader interpretation, both
in terms of the constituents of individual cells
and their scale, making it applicable to some of
the computational systems discussed here.
The physical properties of the material itself af-

fect not just sensing and actuation, but also com-
putation. Indeed, material dynamics allow one
to shift classes of computation such as feedback
control (e.g., by exploiting thermal or chemical de-
formation to regulate a process), rectification
[e.g., to compensate for motion parallax in an
insect’s eye (33)], or transformation of a signal
into the frequency domain (e.g., in the cochlea
in the inner ear), by simply tuning the geometry
and material properties of a structure. This
effect is known as “morphological computation”
(34) and has become an important aspect of the
design of robotic systems.

Constituent parts of robotic materials

Robotic materials consists of sensors, actuators,
computing, and communication elements. While
these terms are very broad, this section focuses

on elements that have been developed, or are
suitable for, integration into composites, and
have the potential to enable robotic materials
with novel, unprecedented functionality.

Sensing

Classical stimuli-response materials “sense” their
environment in that they change some of their
properties in response to one or more external
stimuli, including acoustic, electromagnetic, op-
tical, thermal, and mechanical. Robotic materials
integrate dedicated sensors that, in combination
with appropriate signal processing, let the com-
posite identify and respond to environmental
patterns of arbitrary complexity, limited only by
available sensors and computation. An example
of complex signal processing that can be ac-
complished in a robotic material is to sense and
localize textures that touch an artificial skin
(15) (Fig. 2D). This artificial skin is made by
distributing nodes throughout a silicon-based
material. Each node is equipped with a micro-
phone and can analyze the high-frequency sound
signal generated by a texture rubbing the skin.
Local communication between nodes allows
the position of the touch to be triangulated. Once
triangulated, the node closest to the source
analyzes the material and classifies it. With this
approach, the nodes sample and process high-
bandwidth information locally and then route
high-level information back to a central com-
puter only when important events occur. This
example, using embedded MEMS microphones,
lends itself to many related material-centric ap-
plications such as sound localization (13, 35),

vibration analysis (36, 37), or—when combined
with piezo actuators—structural health monitor-
ing (9, 38–40).
Similarly, accelerometers can detect impacts

(9) or determine orientation of a robotic material
with respect to gravity. Capacitive touch sensors
(11) can be embedded into the surface of a ro-
botic material as input devices. Optical sensors
such as color sensors, infrared sensors, or photo-
resistors can measure ambient light levels for
camouflage applications. Thermistors would al-
low robotic materials to measure temperature
of either the environment or the material itself
at high resolution (41, 42). Mechanical sen-
sors that measure applied force (43, 44), strain
(45, 46), or deflection (47) can monitor the flow
over an aerodynamic surface and monitor its
shape change as it morphs into an optimal
shape.
Most of the sensors discussed above have been

developed for, or are at least suitable for, op-
eration while embedded in a material. Deploying
such sensors in large numbers and at high den-
sities requires, however, solving problems in sys-
tem integration, which can partly be alleviated
by colocating those sensors with computing ele-
ments to preprocess and network information,
as discussed below.

Actuation

In a robotic material, actuation refers to changing
the material properties of the underlying base
material. Some possible actuations are expanding,
contracting, changing stiffness, changing surface
texture, or changing color (Fig. 3), while possible
actuators include heat, electricity, light, magnet-
ism, or the release of chemicals.
Variable stiffness actuators have received at-

tention as the basis for morphing airfoils and
active vibration control, resulting in a large num-
ber of actuators that are potentially suitable for
use in robotic materials. One common approach
to variable stiffness is sandwiching a thermo-
plastic between two metal plates (48, 49) and
then exploiting the thermoplastic’s change in
stiffness with increasing temperature. When the
thermoplastic is at a low temperature, the metal
plates are tightly coupled together, acting as a
single stiff composite. At higher temperatures,
the thermoplastic has much less resistance to
shear and the plates act as if they were uncou-
pled from each other, creating a composite with
a much lower stiffness. A similar approach is
shown in (50, 51), which segments the rigid lay-
ers and uses a shape memory polymer (52) as
the sandwich layer. Instead of melting, friction
between plates can also be altered pneumati-
cally. In (27), a number of sheets are inserted
into a vacuum bag, which remains extremely flex-
ible until a vacuum is applied and the deformed
shape is locked in place. Similarly, particle jam-
ming (53) is a technique where a granular ma-
terial is encased in a very flexible material. When
pressed against an object, the granular material
conforms to the object’s shape. Evacuating the
case causes the material to contract and harden,
pinching the object.
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Fig. 3. The in situ actuators of a robotic material work to change the material properties of the
base material. Changes in (A) stiffness and (B) volume could enable shape-changing robotic materials.
Robotic skins could utilize changes in (C) appearance and (D) surface texture. Self-healing and self-
regenerating robotic materials could use venous systems enabled by (E) variable viscosity fluids or (F)
the rerouting of the healing compounds through the material.
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Simply changing the stiffness of a material,
however, will not result in a shape-changing ma-
terial; actuation forces must be applied to the
material to initiate the change. Recent advances
in the development of artificial muscles might
make their large-scale integration into robotic
materials feasible. An artificial muscle made
from fishing line or conductive sewing thread
is described in (54). The artificial muscles are
created by twisting the threads until they start
to coil up on themselves. The stroke and actua-
tion force can be tuned by changing the weight
used when coiling the thread, using multiple coils,
or by coiling around a mandrel. Shape memory
alloys have been used in many artificial mus-
cle applications (55). Typically nickel-titanium
or copper-aluminum-nickel alloys, shape mem-
ory alloys can change from a deformed shape
back to their parent shape when heated above
their transition temperature. Shape memory
alloy actuated joints were used in a fabricated
bat wing (56) and in origami-inspired robots
(57), demonstrating how artificial muscles could
be embedded into a robotic material. McKibben
actuators are pneumatic artificial muscles that
are light weight, flexible, and can achieve large
displacements (58–60). McKibben actuators place
an inflatable bladder inside of a woven mesh.
When the bladder is inflated, the diameter of
the woven mesh expands while the length con-
tracts. Efforts to miniaturize these devices are
reviewed in (60), while (59) presents a McKibben
actuator that makes use of shape memory poly-
mer to maintain the actuator’s displacement
without continuous control, demonstrating how
a robotic material could use both variable stiff-
ness materials and artificial muscles to achieve
shape change.
Pneumatic and hydraulic systems that create

volumetric changes have been extensively used
in soft robots and could be implemented in a
robotic material to create distributed volumetric
changes for shape-changing and morphing ap-
plications. Chambers embedded into a soft elas-
tomer can be filled with fluid or air, causing the
elastomer to expand and change its shape. This
effect has been used for locomotion in (61–64)
where soft robots are able to crawl, roll, swim,
and bend into an arbitrary two-dimensional (2D)
configuration, respectively. A challenge of pneu-
matic and hydraulic robotic materials is not only
pressure distribution, but also the requirement
for possibly large numbers of miniature valves.
A miniature electrorheological fluid based valve
(65) or a miniature latchable microvalve based
on low–melting point metals (66) could be em-
bedded into such robotic materials and enable
the control of fluidic channels in a self-healing
composite (10) or the control of embedded fluidic
channels for camouflage and display in soft ro-
bots (4). Here, the soft robots are designed with
microfluidic networks that can be filled with
colored, temperature-controlled fluid to change
their appearance in both the visible and infra-
red spectrum.
Volumetric change can also be influenced by

the construction of the base material itself. In

a cellular material, changing the geometry allows
designs with different Poisson ratios (67). This
also allows large changes in a material’s area or
volume; for example, (68) describes geometries
that are allowed to buckle in local regions, dras-
tically reducing their surface area. Similar to
sensors for robotic materials, the acutators dis-
cussed here lend themselves to implementation
in large numbers and parallel operation. Fur-
thermore, computation might overcome inte-
gration challenges by reducing communication
requirements due to local control.

Local computation

Although it might be possible to route actuation
signals and sensing information in and out of
the material to where this information is pro-
cessed centrally, this approach becomes increas-
ingly difficult with both the required bandwidth
and the number of sensors and actuators to be
embedded. A system such as the sensing skin
(15) illustrates this difficulty with respect to
sensing, a shape-changing material such as (14)
with respect to actuation, and the smart façade
with respect to a combination of both. Routing
vibration signals sampled at 1 kHz becomes in-
creasingly difficult when the number of sensors
increases. Instead, when computing information
locally, only selected information needs to be
transferred outside of the material. In the shape-
changing material (14) that controls local stiff-
ness by melting, temperature readings are only
used locally for feedback control and are not
needed outside of the material. Therefore, the
desired stiffness profile needs only to be sent
once and can then be controlled locally. Finally,
a facade whose transparency and color can be
adjusted by a user does not need to disseminate
sensed gestures through the system, but only
the resulting actuation command that the user
intends.
Algorithms that run on a robotic material

must have the following properties: (i) They
must scale as the material grows in size; (ii)
they must be able to run with the limited com-
putation and memory resources provided in
each node; and (iii) they have to be robust with
respect to the failure of individual nodes. A nec-
essary condition for scalability is to limit infor-
mation exchange to local communication, and
algorithms that run in constant time, indepen-
dent of the size of the network, are known as
local algorithms. An overview of such algorithms
is presented in (69, 70) in the context of wire-
less sensor networks. These local algorithms
are used to determine conflict-free sets of ac-
tivities, such as simultaneous data transmis-
sions, by using matching, independent sets, and
coloring algorithms, which are important prim-
itives in higher-level distributed algorithms. One
major limitation of the algorithms discussed
in (69) is that they assume synchronous com-
munication, which creates additional overhead;
see, e.g., (71).
From a computational perspective, robotic

materials can be viewed as an amorphous (18)
or spatial computer (72), which attempt to for-

malize a distributed computation model for
systems that are limited to local communication
and limited computational resources at each
node. A key challenge in amorphous comput-
ing is how to design local interactions so that
a desired global behavior can emerge. One ap-
proach to address this problem is using program-
ming languages that provide abstractions that
allow one to describe desired global behaviors
and then automatically compile the correspond-
ing local rules. What programming paradigm
(i.e., procedural or functional) is most conducive
to programming large numbers of distributed
computing elements remains an open ques-
tion, and (72) provides a comprehensive survey
of the field.
Designing distributed algorithms and solving

the global-to-local challenge are hard problems.
Their solution is not on the critical path for large-
scale deployment of computing infrastructure
into robotic materials, which might benefit from
enhanced signal processing, local control, and
networking, all of which are established fields.

Local communication

Robotic materials require embedded communi-
cation not only to transport sensing and control
information, but also for more complex spatial
dynamics to emerge. The key challenge for
transporting data is that point-to-point con-
nections from sensing locations to a central
processing unit quickly become infeasible owing
to the large number of cable crossings, the effect of
embeddedwiringon thematerial’s structural prop-
erties, or radio-frequency challenges. The local com-
putation in robotic materials offers not only local
preprocessing of sensing information, but also the
routing of information through a computer net-
work; i.e., a shared communication channel that
is arbitraged by all participants of the network, a
problem that has been widely studied in sensor
networks (73, 74).
Local computation becomes particularly in-

teresting when individual processing nodes can
access information from neighboring nodes via
local communication. Some example robotic
materials that take extensive advantage of this
feature are distributed gesture recognition in
an amorphous façade (12), where local commu-
nication is used to pass tactile sensing events
along the physical path where they occur; tex-
ture identification in a robotic skin (15), where
local communication allows triplets of nodes
to triangulate the location of a vibration event
by comparing local measurements; and distrib-
uted sensor-based control of a rolling robot (62),
where local communication is used to infer the
overall orientation of the material with respect
to the ground.
The speed of communication through a ro-

botic material has a notable effect on the per-
formance of the robotic material. For example,
a robotic skin that touches a hot surface needs
to process and route that event quickly through
the material, and might forgo the process-
ing and forwarding of high-bandwidth texture
information. In addition to actual bandwidth,
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communication speed is also highly depen-
dent on the network topology (75) and node
density (76), which leads to important design
considerations in robotic materials, as density
and topology affect not only the computational
properties of the system, but also its structural
properties. Finally, tighter integration of future
robotic materials, consisting of possibly mil-
lions of tiny computing elements, might require
a departure from traditional networking and
routing algorithms, necessitating solutions that
trade-off performance with memory (77) or com-
putational (78, 79) requirements.
There are only a few works that address hard-

ware implementations of wired communica-
tion infrastructure embedded into materials.
Various robotic skins use hierarchical standard
industry bus-systems, which, however, scale poorly
both with respect to bandwidth as well as to the
total number of nodes that the system can support
(11). A distributed optical sensor network built into
multifunctional materials that allows the distribu-
tion of both power and information for structural
health monitoring applications is described in (80).
Here, the use of optical wave guides that can trans-
port both power and information has the poten-
tial to minimize impact on structural properties,
but is limited in the power density that it can
achieve. In practice, combinations of peer-to-peer
wired communication and long-range, high-band-
width backbones using wired buses or wireless
links might allow a robotic material to maintain
both scalability and overall throughput.

System integration and manufacturing

Being able to integrate sensing, actuation, com-
putation, communication, and power infrastruc-
ture into composites at high densities in a scalable
fashion is a key challenge in making robotic
materials viable. This challenge is illustrated in
Fig. 4A, which shows a block of the amorphous
façade and the robotic skin before embedding
in rubber, providing a glance at the different man-
ufacturing and integration steps these systems
require. Yet, turning the amorphous façade proto-
type (12) shown in Figs. 2 and 4 into a composite
material that looks like glass to the naked eye,
but can change its opacity and integrates high-
resolution sensing to interact with its user, could
be accomplished by layering existing technology
such as liquid crystal sheets, organic light-emitting
diodes, and silicon-based analog electronics. Sim-
ilarly, a single element of a texture-sensitive skin
(15)—computation, analog electronics, and MEMS
microphone—is small enough to fabricate in dense
arrays on a soft, stretchable substrate that would
seamlessly integrate with robotic systems. A key
challenge here is that the scales of the individ-
ual computational nodes and that of the result-
ing robotic material vary by multiple orders of
magnitude. Current manufacturing techniques
for nano- and microscale manufacturing do not
scale well to create systems at the meter scale,
and vice versa.
If the required sensing and actuation can be

reduced to a single integrated system, CMOS and
MEMS processing techniques can be used to cre-

ate highly stretchable sensor and actuator net-
works such as those of (81, 82). Such a system is
illustrated in Fig. 4B, which shows a network of
temperature sensors that can be embedded into a
fiber composite. In (81), piezo sensor and actuator
arrays that can be used as sensors for structural
health monitoring were screen printed and then
deposited onto a polyimide layer. In both sys-
tems, the interconnects are made in a spiral spring-
like shape so that they can stretch to cover an
area that is orders of magnitude larger. These
approaches are currently limited by the number
of interconnect wires that can be run in parallel
while preserving the high degree of flexibility
and also by the feasibility of creating complex
circuits that require a variety of base materials.
Instead of silicon-based computation, robotic

materials could also perform computation using
polymer electronics (83). Although a series of
computational devices have been demonstrated
with ink-jet printing (84), this technology has
reached only a few mainstream applications be-
cause of the large size, low speed, and poor yield
of the resulting circuits. While these challenges
limit the use of polymer electronics in conven-
tional computing applications that require mil-
lions of transistors to function in concert, they
do not apply to a distributed computing system
in which each computational element performs
a limited number of functions.

The integration of rigid components into
a soft flexible substrate is also an active area of

study. Silicon-based materials, as well as other
elastomers, do not bond well with many mate-
rials. Embedding of components into such ma-
terials requires perforation of the material (62)
or attaching the rigid components to an em-
bedded mesh (15). Alternatively, rigid compo-
nents can be integrated into soft substrates by
embedding them into substrates with gradu-
ally decreasing stiffness (85). A promising ap-
proach to integrate electronic components into
solid materials of arbitrary shapes comes from
the local functionalization of a base polymer so
that a copper solution adheres to the surface (86).
The resulting structural part with embedded cop-
per traces can then be populated in a modified
printed circuit board assembly machine.
Electromechanical components, printed cir-

cuit boards, and interconnects can also be in-
tegrated by shape deposition manufacturing
(87). In this process, placeholders for parts
or interconnects are subtracted from the base
material. Once the components have been placed,
they can be embedded into the structure by
adding another precision machined layer. An-
other approach to create structural parts with
embedded interconnects is 3D printing with con-
ductive carbon-infused ABS (acrylonitrile buta-
diene styrene) or PLA (polylactic acid) filaments
(88). However, this approach is currently limited
by the high electrical resistance of the filaments.
Finally, multifunctional materials can be man-
ufactured by layering composites from which
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Fig. 4. Macroscale and microscale manufacturing techniques for robotic materials. (A) The inside
of the amorphous façade (12) (top) and the texture-sensitive skin (15) (bottom), both consisting of
discrete printed circuit boards, wiring, and structural materials. (B) A network of temperature sensors for
embedding into a composite from (82).The micromanufactured structure is produced by semiconductor
manufacturing techniques and is then stretched by an order of magnitude.
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unneeded pieces are removed by laser cutting,
before another layer is added. Together with
folding, this approach allows articulated, mini-
ature 3D objects to be mass-produced (89).
Because power and interconnections between

nodes must already be embedded into a robotic
material, actuators that require only electric
current promise to be the easiest type of actua-
tor to embed. Hydraulic and pneumatic actua-
tors, along with electro- and magnetorheological
fluids and low–melting point alloys, are much
more challenging to embed owing to the fluidic
channels that must also be incorporated into
the material, usually requiring the combination
of molding and embedding of parts such as
valves (62).
Despite the large selection of available sen-

sors and actuators, the lack of automated man-
ufacturing techniques that can bridge the micro
and macro scales is a key challenge to achieving
robotic materials that are economically viable.
Solving these problems might require advances
not only in processing techniques, but also in
automation and robotics in order to better in-
tegrate the existing techniques described above.

Control of robotic materials

Robotic materials require control at two differ-
ent levels: (i) local control of each actuator, either
in open or closed loop using feedback from an
appropriate sensor and/or state information
from neighboring controllers; and (ii) global con-
trol that implements a desired spatiotemporal
pattern across the material, either in a distributed
or centralized manner. For example, to achieve
shape change in (42), the material embeds a
thermistor, power electronics, and a small micro-
controller colocated with each heating element
to implement feedback control of a precise tem-
perature across a bar to vary its stiffness by
melting. In (14), a global controller then solves
the inverse kinematics of a beam with many
such variable stiffness elements in series to achieve
a desired shape, and disseminates appropriate
stiffness values into the robotic material where
they are controlled by local feedback. An exam-
ple of local control that requires neighborhood
information is the rolling belt from (62), where
a state transition from deflated to inflated to
induce rolling motion is a function not only of
the local sensor, but also of those to the left and
to the right of each controller.
These type of controllers pose two fundamen-

tal challenges: (i) Designing controllers requires
a fundamental understanding of the material
dynamics, e.g., how they heat, deform, or change
appearance as a function of energy provided and
time; and (ii) understanding how large numbers
of distributed controllers interact. Both of these
problems are further complicated by the fact
that the dynamics of the underlying physics
are continuous, whereas the computational as-
pects of the system are discrete. This is illustrated
in Fig. 5.
There are two approaches to making these

systems analytically tractable: discretizing the
material by describing it as a lumped element

model or maintaining its continuous properties
by modeling it as a distributed parameter sys-
tem. Lumped element models of mechanical sys-
tems can be solved relatively easily—e.g., by using
variational integrators (90, 91)—whereas distrib-
uted parameter systems require solving partial
differential equations (PDEs). Assuming that the
distribution of the computing elements is quasi-
continuous—consistent with the amorphous com-
puting paradigm (18)—allows part of this burden
to be moved into the material itself and permits
the individual computing elements to each solve
parts of the relevant PDEs (92).
Despite the large body of work on the control

of large-scale distributed systems, many of which
are relevant to the control of robotic materials
(93, 94), only a few of these approaches have
been explored experimentally owing to the ab-
sence of systems that provide access to thousands
of sensors and actuators. In addition to provid-
ing the ability to implement distributed control
inside the material, robotic materials also offer
the possibility of predicting their own dynamics,
which is an important capability in a distributed
model-predictive control framework (95).

Education

Understanding robotic materials requires an
interdisciplinary systems perspective, which is
currently not provided by materials science,
computer science or robotics curricula alone.
While the lack of a common language is a recur-
rent challenge in interdisciplinary fields, the
discrete nature of computation and continuous
nature of material physics share almost no com-
mon concepts and do not provide a smooth
transition such as exists between biology and
chemistry, material science and physics, or even
biology and physics. A possible way to introduce
system-based thinking that spans both the com-
putational and physical is by hands-on, intro-
ductory engineering courses (96). By providing
students with the basic skills of rapid proto-
typing, embedding computation (e.g., via the
Arduino platform), and materials knowledge,
and tasking them to design a robotic material
that combines sensing, actuation, and compu-
tation, the students can be led to think about

how material properties affect computation and
vice versa. For example, when designing a cell
phone cover that changes its color using ther-
mochromic polymers and embedded thermis-
tors and heating, students can choose to either
deepen their understanding of the feedback con-
trol aspects of the system or the relationships be-
tween energy, volume, and heat of the material.
Graduate classes on robotic materials could follow
a similar format, bringing together students with
expert knowledge in the various subdisciplines.

Conclusion

Robotic materials are a new class of multifunc-
tional materials that are enabled by recent ad-
vances in material science, electronics, distributed
computation, and manufacturing. Although com-
posites now include the ability to sense damage
or self-repair, for example, none of the state-of-
the-art composites fully integrate sensing, actu-
ation, computation, and communication.
Of the applications highlighted, many would

substantially benefit from integrated distributed
computation. In general, decentralized compu-
tation is critical when either the required sensing
bandwidth is high or when the material requires
high-speed feedback control. In both cases, rout-
ing of information to a central processing system
quickly becomes infeasible. These problems are
common to seemingly unrelated applications
such as camouflage or morphing airplane wings,
which are currently being investigated by dis-
joint communities.
Although a number of manufacturing processes

for robotic materials exist, ranging from deposi-
tion to folding, robotic materials will require ver-
tical integration of a number of these processes.
Additional challenges include programming tech-
niques that synthesize low-level code from a high-
level, emergent behavior provided by the designer,
and creating interfaces between disciplines that
allow experts from currently disjoint disciplines
to address common system challenges. If these
challenges can be overcome, robotic materials
will lead to robotic systems with unprecedented
sensitivity and adaptivity that address applica-
tions from shape-changing airplane wings to
sensitive prosthetic devices.
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Fig. 5. Relationship between cyber and physical components of a robotic material. Continuous
material properties can be sensed, processed in a computing element, and actuated upon. Whereas
sensors, actuators, and computing elements are at discrete locations and can communicate locally, the
material itself provides continuous coupling between sensors and actuators at different locations.
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Multidimensional hierarchical
self-assembly of amphiphilic
cylindrical block comicelles
Huibin Qiu,1 Zachary M. Hudson,1 Mitchell A. Winnik,2* Ian Manners1*

Self-assembly of molecular and block copolymer amphiphiles represents a well-established
route to micelles with a wide variety of shapes and gel-like phases. We demonstrate an
analogous process, but on a longer length scale, in which amphiphilic P-H-P and H-P-H
cylindrical triblock comicelles with hydrophobic (H) or polar (P) segments that are
monodisperse in length are able to self-assemble side by side or end to end in nonsolvents
for the central or terminal segments, respectively. This allows the formation of cylindrical
supermicelles and one-dimensional (1D) or 3D superstructures that persist in both solution
and the solid state. These assemblies possess multiple levels of structural hierarchy in
combination with existence on a multimicrometer-length scale, features that are generally
only found in natural materials.

A
mphiphiles such as molecular surfactants
and block copolymers have been shown
to form a rich variety of self-assembled
nanoscopic structures, including spherical
micelles, cylinders, nanotubes, bilayers,

and vesicles as well as gel-like phases (1, 2). The
construction of hierarchical colloidal materials
on a longer length scale by use of spherical nano-
particles (3, 4), branched nanocrystals (5), nano-

rods (6), and nanocubes (7) has also recently
been the subject of intense investigation. Con-
trol over the size, shape, and composition of
these nanoscopic building blocks has enabled
the formation of superstructures with substan-
tial structural diversity (3, 7). Self-assembly of
Janus and patchy nanoparticles formed by sur-
face modification (8, 9) or from block copolymers
(10), including diblock (11) and star (12) or linear
triblock copolymers (13–15), has further broadened
the range of superstructures that can be pre-
pared. Nevertheless, despite these impressive
recent advances, the use of anisotropic amphi-
philic building blocks derived from soft matter

remains limited; examples include polymer-based
(16) and polymer-metal hybrid nanorods (17, 18)
and self-assembled nanotubes and cylinders
(19, 20). These approaches represent the first
steps toward the creation of tailored, functional
hierarchical structures on the multimicrometer-
length scale, a size domain currently dominated
by biological assemblies.
We focused on the hierarchical self-assembly

of amphiphilic cylindrical P-H-P triblock comi-
celles, as well as H-P-H triblock comicelles with
an inverse sequence of the hydrophobic (H)
and polar (P) segments. Their hierarchical self-
assembly was controlled by means of solvent
composition by using nonpolar hydrophobic
hexane (or decane) and polar hydrophilic iso-
propanol (iPrOH). When added alone, these
miscible solvents induce the stacking of the P or
H segments, respectively. The triblock comicelles
were prepared by means of living crystallization-
driven self-assembly (CDSA) in a mixture of hex-
ane and iPrOH (1:3 v/v), a medium in which the
comicelles are individually dispersed. Block co-
polymers with a crystallizable poly(ferrocenyldi-
methylsilane) (PFS) core-forming block were used
as precursors and possessed either a nonpolar,
corona-forming H block [poly(dimethylsiloxane)
(PDMS) or poly(methylvinylsiloxane) (PMVS)], or
a complementary P block [poly(2-vinylpyridine)
(P2VP)], to form the micelle periphery (Fig. 1 and
fig. S1). The triblock comicelle building blocks
were monodisperse in both the H and P segment
lengths, a feature that is characteristic of the
living CDSA method (21–23).
Noncentrosymmetric H-H-P (24) and cen-

trosymmetric P-H-P (25) amphiphilic triblock
comicelles self-assemble in polar media to form
spherical supermicelles of size 1 to 5 mm with
various aggregation numbers. However, attempts
to prepare cylindrical morphologies from P-H-P
triblock comicelles by the use of a hydrophobic
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Fig. 1. Formation of amphiphilic cylindrical P-H-P and H-P-H triblock
comicelle building blocks via living CDSA. (A) P-H-P triblock comicelles
with a nonpolar, hydrophobic central segment (H) and two polar terminal
segments (P) formed by the addition of PFS48-b-P2VP414 unimers to a solution
of monodisperse cylindrical seed micelles of PFS49-b-PDMS504. (B) H-P-H tri-
block comicelles with an inverse sequence of the hydrophobic and polar seg-
ments formed by the addition of PFS49-b-PDMS504 unimers to a solution of
monodisperse cylindrical seed micelles of PFS48-b-P2VP414. PDMS corona
regions are not visible in the TEM image because of insufficient electron
density contrast. The widths of the PFS cores are different for the H and P
segments, which is often a feature of living CDSA processes that involve
compositionally different block copolymer structures. The PFS core-forming
block and the PDMS and P2VP corona-forming blocks are indicated by orange,
red, and green colors, respectively.
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segment of increased length led only to poorly
defined elongated structures (fig. S2). This is
likely a result of the use of a terminal P segment
with a large degree of polymerization (P2VP414),

which generates a voluminous hydrophilic co-
rona [overall diameter as observed with trans-
mission electron microscopy (TEM) in dry state,
~70 nm (fig. S3A)] that disrupts the stacking of

the hydrophobic segments through repulsive
interactions (fig. S2C) (25). We envisaged that
efficient side-by-side stacking of the central
core-forming segment of the triblock comicelle

1330 20 MARCH 2015 • VOL 347 ISSUE 6228 sciencemag.org SCIENCE

Fig. 2. 1D supermicelles through side-by-side
stacking of P-H-P triblock comicelles. (A) TEM
images of train track–like superstructures formed
by P55 nm-H35 nm-P55 nm (H = PFS55-b-PMVS825,
P = PFS34-b-P2VP272) triblock comicelles formed
on drying from a mixture of hexane and iPrOH
(1:3 v/v). (B) TEM images of supermicelles with a
tighter parallel stacking of P80 nm-H55 nm-P80 nm

(P = PFS34-b-P2VP272) triblock comicelles formed
in iPrOH. (C) TEM images of a cylindrical brushlike
supermicelle formed by P340 nm-H35 nm-P340 nm

(P = PFS20-b-P2VP140) triblock comicelles in iPrOH.
(D) TEM (left) and optical microscopy (right) im-
ages of cylindrical brushlike supermicelles formed
by P560 nm-H35 nm-P560 nm (P = PFS20-b-P2VP140)
triblock comicelles formed in iPrOH. (E) TEM and
optical microscopy (inset) images of longer cylin-
drical supermicelles formed by P220 nm-H55 nm-P220 nm

(P = PFS20-b-P2VP140) triblock comicelles in iPrOH.
TEM analysis was performed after solvent evapo-
ration. Optical microscopy characterization of the
solutions was performed in sealed rectangular
capillary tubes. Because of repulsions between the
solvated coronas of the P sections, in solution the
supermicelles in (C) to (E) likely take up a twisted
structure in which the parallel stacking of the H
sections is slightly compromised, rather than the
2D structure revealed by TEM in the dry state.

Fig. 3. Multidimensional superstructures through end-to-end stacking of
P-H-P triblock comicelles. (A) TEM images of mainly single-stranded chains
formed by the addition of hexane to a diluted solution (molar concentration =
1/6 original concentration, C0; details are provided in the supplementary
materials) of P145 nm-H110 nm-P145 nm (H = PFS49-b-PDMS504, P = PFS48-b-
P2VP414) triblock comicelles in 1:3 (v/v) hexane/iPrOH. (B) TEM images of an immobilized chain formed by intermicellar cross-linking of P2VP coronas of
stacked terminal segments. (C) TEM image of an irregular network formed by the addition of decane to a solution (concentration = C0) of P50 nm-H190 nm-
P50 nm triblock comicelles in 1:3 (v/v) hexane/iPrOH. (D) Optical microscopy (top left) and TEM (bottom left and right) images of chain networks formed
by the addition of decane to a diluted solution (concentration = 1/10 C0) of P145 nm-H110 nm-P145 nm triblock comicelles in 1:3 (v/v) hexane/iPrOH.
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is necessary to form well-defined and robust
cylindrical structures. Two block copolymers
with shorter P2VP blocks, PFS34-b-P2VP272 and
PFS20-b-P2VP140, were therefore used. The re-
sulting P-H-P triblock comicelles were shown by
TEM to possess substantially smaller overall ter-
minal P segment diameters (~40 nm and 20 nm
in dry state, respectively) (fig. S3), indicating
that the corresponding intermicellar steric inter-
actions in supermicelle coronas should be ap-
preciably reduced. Indeed, on formation of a
polar colloidal solution (hexane, iPrOH 1:3 v/v)
of the triblock comicelles P55 nm-H35 nm-P55 nm

(Hh = PFS55-b-PMVS825 and Pp = PFS34-b-P2VP272;
the subscripts “h” and “p” depict the segment
length in nanometers) with a P segment of
~40 nm diameter, well-defined “train track–
like” superstructures were observed by means
of TEM after solvent evaporation due to side-
by-side packing (Fig. 2A and fig. S4). The average
separation between two parallel triblock comi-
celles as observed with TEM (corresponding to
a low electron density and therefore an invisible
region of coronal overlap for the H segments)
was found to be ~44 nm, which is slightly larger

than the overall diameter of the terminal seg-
ments (~40 nm). Longer P80 nm-H55 nm-P80 nm

triblock comicelles with a slightly larger h/p ratio
(0.69 versus 0.64) from the same block copoly-
mer constituents were found to afford super-
micelles with a significantly tighter packing
(average separation, ~30 nm) (Fig. 2B). How-
ever, to increase the stacking interactions still
further so as to create robust cylindrical archi-
tectures, we studied the self-assembly of P-H-P
(P = PFS20-b-P2VP140) triblock comicelles with
terminal P segments ~20 nm in diameter and
various segment lengths and h/p ratios in
iPrOH. This afforded a variety of well-defined
supermicelles of length 1 to 10 mm with a cy-
lindrical morphology (Fig. 2, C to E). Presum-
ably with terminal P segments of even smaller
diameter, the steric repulsions are further re-
duced, and the central H segments were very
tightly stacked, as revealed by an apparent dark
thread via TEM. The formation of persistent cy-
lindrical supermicelles was confirmed by their
existence in solution, as demonstrated with op-
tical microscopy in iPrOH (Fig. 2, D and E, inset;
fig. S5).

We also explored the formation of multi-
dimensional superstructures by the intermicellar
association of terminal segments using P-H-P
triblock comicelles with spatially demanding
~70-nm-diameter P2VP414 coronas for the ter-
minal P segments so as to favor intermicellar
association. To trigger assembly, hexane or dec-
ane was rapidly added to a colloidal solution
of the triblock comicelles (in 1:3 v/v hexane/
iPrOH) so that the volume ratio of nonpolar to
polar solvent reached 3:1 v/v.
When hexane was used, the end-to-end asso-

ciation yielded discrete superstructures. For the
triblock comicelles with relatively short terminal
P segments (p = 50 nm), the association pre-
dominantly gave irregular loops (for example, for
P50 nm-H260 nm-P50 nm) (fig. S7). The terminal
segments became fully overlapped at p > 100 nm,
and the assembly was restricted to a single di-
rection, favoring the formation of linear chainlike
superstructures (for example, for P145 nm-H110 nm-
P145 nm) (Fig. 3A and fig. S8A). Multiply stranded
chains were formed by using more concentrated
triblock comicelle solutions (fig. S8A), whereas
single-stranded structures resulted when under

SCIENCE sciencemag.org 20 MARCH 2015 • VOL 347 ISSUE 6228 1331

Fig. 4. 3D and 1D superlattices through end-to-end stacking of H-P-H triblock comicelles. (A)
TEM images of a 3D superlattice formed by H105 nm-P160 nm-H105 nm (P = PFS48-b-P2VP414, H = PFS49-b-
PDMS504) triblock comicelles. (B) A 3D superlattice revealed with electron tomography and 3D
structural reconstruction. (C) TEM image of a 1D superlattice formed by H410 nm-P160 nm-H410 nm

triblock comicelles. (D) Preparation of fluorescent (H/HG)-P-(H/HG) triblock comicelles and CLSM
image of (H/HG)300 nm-P570 nm-(H/HG)300 nm triblock comicelles.The fluorescent corona-forming block of PFS62-b-(PDMS605-r-G21) is indicated in bright green.
(E) CLSM images of a 3D superlattice formed by (H/HG)300 nm-P570 nm-(H/HG)300 nm triblock comicelles in iPrOH. (F) CLSM images of a 1D superlattice formed
by (H/HG)745 nm-P570 nm-(H/HG)745 nm triblock comicelles in iPrOH.
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dilute conditions (Fig. 3A). These chainlike su-
perstructures can be readily made permanent
through intermicellar cross-linking of the P2VP
coronas of the interacting terminal segments,
via coordination of the P2VP pyridyl groups
with small Pt nanoparticles (Fig. 3B) (26, 27). The
ends of the triblock comicelles also remained
active toward living CDSA, as demonstrated by
the addition of further unimer, enabling the sub-
sequent growth of cylindrical micelle brushes
(fig. S10).
The degree of end-to-end association dramat-

ically increased when decane was used as the
nonpolar solvent. This led to an additional level
of hierarchical self-assembly, yielding large super-
structures that extended in more than one di-
mension. For example, the triblock comicelles
with short terminal segments (p = 50 nm) formed
irregular multidimensional architectures in dec-
ane [for example, for P50 nm-H190 nm-P50 nm (Fig. 3C)
and P50 nm-H110 nm-P50 nm (fig. S11)], in which the
end-to-end association was random in direction,
giving superstructures composed of cross looplike
units. In contrast, the association of micelles with
longer terminal segments (such as P145 nm-H110

nm-P145 nm) produced disordered superstructures
in more concentrated solutions (fig. S8B) but
large and continuous networks of chains, with
long, multiply stranded subunits connected by
“bridging” micelle chains in dilute solution
(Fig. 3D and fig. S12).
In previous studies (25), the nonpolar central

H segments of P-H-P triblock comicelles stacked
crosswise during the self-assembly in polar
media to form spherical supermicelles (fig. S2,
A and B). This type of organization for terminal
H segments yields higher-dimensional assem-
blies. For example, we found that H-P-H tri-
block comicelle cylinders (P = PFS48-b-P2VP414,
H = PFS49-b-PDMS504) self-assemble into a variety
of multidimensional superlattices in iPrOH (for
Hh-P160 nm-Hh, where h = 70, 105, 250, or 410 nm)
(Fig. 4 and fig. S13). When the terminal segments
were relatively short (such as h = 105 nm), the
H-P-H triblock comicelles preferred to form reg-
ular 3D superstructures. TEM analysis revealed
dark (electron-dense) regions derived from inter-
micellar association of the H segments and
lighter regions with relatively loosely bundled
central P segments (Fig. 4A and fig. S13B). TEM
images acquired in a thinner region of the
sample showed that the darker dots formed an
array with a d-spacing of ~310 nm (Fig. 4A). Fur-
ther insight into the organization of the tri-
block comicelles in the superlattices was revealed
through structural reconstruction based on elec-
tron tomography (Fig. 4B, fig. S14, and movie
S1). The darker areas consisting of cross-stacked
terminal H segments were woven together by
the central P segments across several layers. As
the length of the terminal segments was in-
creased, the three-dimensional (3D) superlat-
tices started to deform, and the darker regions
began to fuse into strips (for example, for h =
250 nm) (fig. S13C). In contrast, 1D super-
structures formed as the length of the terminal
H segments was increased to above 400 nm (for

example, h = 410 nm) (Fig. 4C and fig. S13D),
and the triblock comicelles aligned in a parallel
fashion, forming periodically segmented 1D co-
lumnlike structures. Analogous experiments for
triblock comicelle cylinders with a longer cen-
tral segment (p = 325 nm) revealed similar 3D
to 1D structural changes, with an increase in the
length of the terminal segments (h ≤ 350 nm for
3D and h ≥ 550 nm for 1D superlattices) (fig.
S15). In this case, values of h/p < ~1 favored 3D
assemblies, whereas h/p ratios > ~1.5 led to a
preference for 1D superstructures (table S4).
To enable direct characterization of the super-

lattices in solution, green fluorescent dye–labeled
PFS62-b-(PDMS605-r-G21) (28) was blended with
PFS49-b-PDMS504 to form fluorescent hydropho-
bic terminal segments, H/HG (Fig. 4D and fig.
S1). The resulting (H/HG)h-Pp-(H/HG)h (H/HG =
3:1 by mass) triblock comicelles were readily vis-
ualized in solution by means of confocal laser
scanning microscopy (CLSM) (Fig. 4D). Because
of the resolution limits of CLSM (fig. S16), we
focused on the superlattices formed by the tri-
block comicelles with longer central segments
(p = 570 nm) (Fig. 4D and figs. S17 and S19).
CLSM images (Fig. 4, E and F; figs. S18 and S19;
and movie S2) clearly showed that the (H/HG)

300 nm-P570 nm-(H/HG)300 nm triblock comicelles
with h/p ~ 0.5 formed 3D superlattices, whereas
the (H/HG)745 nm-P570 nm-(H/HG)745 nm triblock
comicelles, with longer terminal segments and
h/p ~ 1.3, formed segmented 1D superstructures.
It was also apparent that in several domains of
the 3D superlattices, the fluorescent dots were
arranged in a psuedorectangular lattice with
repeat spacing of ~760 nm (Fig. 4E, inset). The
use of triblock comicelles with either green- or
red fluorescent dye–labeled central hydrophobic
segments (H/HG or H/HR) also provided evidence
for the lack of micelle building block exchange in
solution for both cylindrical supermicelles (fig.
S6) and 1D chainlike superstructures (fig. S9)
over 7 days at 22°C. This indicated that the as-
semblies formed should be regarded as kinetically
trapped rather than equilibrium structures.
Amphiphilic cylindrical triblock comicelles af-

ford a wide variety of superstructures through
side-by-side stacking and end-to-end intermicellar
association (tables S1, S3, and S4). The process
is readily controlled by altering the comicelle
architecture in terms of the sequence, chemistries,
lengths, and diameters of the various segments, as
well as the nature of the solvent used. Despite
the observation that the self-assembled materials
are not formed under equilibrium conditions,
the spherical and cylindrical morphologies gen-
erated by side-by-side assembly can be qualita-
tively rationalized through trends in the critical
packing parameter, a concept developed for
molecular surfactants (table S2). The formation
of 1D or 3D superlattices by means of end-to-
end assembly is related to the h/p ratio where
a larger value favors parallel (1D) stacking
(table S4). The coronal blocks can be readily
functionalized (as illustrated with fluorescent
dyes) and cross-linked; moreover, the CDSA
method is applicable to a variety of crystallizable

block copolymers and related species (28, 29),
including those based on semiconducting (2, 30)
and biodegradable materials (31). The approach
described therefore offers opportunities to de-
velop functional and robust micrometer-scale
assemblies with potential applications in areas
such as sensing and biomedicine and also in
optoelectronics and as photonic crystals.

REFERENCES AND NOTES

1. D. Myers, Surfactant Science and Technology (Wiley, Hoboken,
NJ, ed. 3, 2005).

2. W. Zhang et al., Science 334, 340–343 (2011).
3. F. Li, D. P. Josephson, A. Stein, Angew. Chem. Int. Ed. Engl.

50, 360–388 (2011).
4. I.-H. Lee et al., J. Am. Chem. Soc. 135, 17695–17698 (2013).
5. K. Miszta et al., Nat. Mater. 10, 872–876 (2011).
6. T. Wang et al., Science 338, 358–363 (2012).
7. Z. Quan, J. Fang, Nano Today 5, 390–411 (2010).
8. Q. Chen, S. C. Bae, S. Granick, Nature 469, 381–384 (2011).
9. Q. Chen et al., Science 331, 199–202 (2011).
10. A. Walther, A. H. E. Müller, Chem. Rev. 113, 5194–5261

(2013).
11. K.-Y. Yoon et al., J. Am. Chem. Soc. 134, 14291–14294 (2012).
12. Z. Li, E. Kesselman, Y. Talmon, M. A. Hillmyer, T. P. Lodge,

Science 306, 98–101 (2004).
13. H. Cui, Z. Chen, S. Zhong, K. L. Wooley, D. J. Pochan, Science

317, 647–650 (2007).
14. J. Dupont, G. Liu, Soft Matter 6, 3654–3661 (2010).
15. A. H. Gröschel et al., Nature 503, 247–251 (2013).
16. J.-Y. Wang, Y. Wang, S. S. Sheiko, D. E. Betts, J. M. DeSimone,

J. Am. Chem. Soc. 134, 5801–5806 (2012).
17. K. Liu et al., Science 329, 197–200 (2010).
18. Z. Nie et al., Nat. Mater. 6, 609–614 (2007).
19. X. Yan, G. Liu, Z. Li, J. Am. Chem. Soc. 126, 10059–10066

(2004).
20. A. Walther et al., J. Am. Chem. Soc. 131, 4720–4728

(2009).
21. X. Wang et al., Science 317, 644–647 (2007).
22. J. B. Gilroy et al., Nat. Chem. 2, 566–570 (2010).
23. J. Qian et al., ACS Nano 7, 3754–3766 (2013).
24. P. A. Rupar, L. Chabanne, M. A. Winnik, I. Manners, Science

337, 559–562 (2012).
25. H. Qiu et al., Angew. Chem. Int. Ed. Engl. 51, 11882–11885

(2012).
26. R. K. O’Reilly, C. J. Hawker, K. L. Wooley, Chem. Soc. Rev. 35,

1068–1083 (2006).
27. H. Qiu, V. A. Du, M. A. Winnik, I. Manners, J. Am. Chem. Soc.

135, 17739–17742 (2013).
28. Z. M. Hudson, D. J. Lunn, M. A. Winnik, I. Manners, Nat.

Commun. 5, 3372 (2014).
29. J. Schmelz, A. E. Schedl, C. Steinlein, I. Manners, H. Schmalz,

J. Am. Chem. Soc. 134, 14217–14225 (2012).
30. J. Qian et al., J. Am. Chem. Soc. 136, 4121–4124 (2014).
31. L. Sun et al., Nat. Commun. 5, 5746 (2014).

ACKNOWLEDGMENTS

H.Q. acknowledges the European Union (EU) for a Marie Curie
Postdoctoral Fellowship and the European Research Council
(ERC) for a Postdoctoral Fellowship. Z.M.H. is grateful to the EU for
a Marie Curie Postdoctoral Fellowship. I.M. thanks the EU for an
ERC Advanced Investigator Grant. M.A.W. thanks the Natural
Sciences and Engineering Research Council of Canada for financial
support. The authors also thank J. Mantell and A. Leard (Wolfson
Bioimaging Facility, University of Bristol) for TEM, CLSM, and
optical microscopy imaging and tomography analysis. H.Q. and I.M.
conceived the project, and H.Q. performed the experiments.
Z.M.H. prepared the fluorescent PFS block copolymers. H.Q., Z.M.
H, and I.M. prepared the manuscript with input from M.A.W.
The project was supervised by I.M., with input from M.A.W.

SUPPLEMENTARY MATERIALS

www.sciencemag.org/content/347/6228/1329/suppl/DC1
Materials and Methods
Figs. S1 to S19
Movies S1 and S2
References (32–37)

29 September 2014; accepted 5 February 2015
10.1126/science.1261816

1332 20 MARCH 2015 • VOL 347 ISSUE 6228 sciencemag.org SCIENCE

RESEARCH | REPORTS



SOLAR PHYSICS

The crucial role of surface magnetic
fields for the solar dynamo
Robert Cameron* and Manfred Schüssler

Sunspots and the plethora of other phenomena occurring in the course of the 11-year
cycle of solar activity are a consequence of the emergence of magnetic flux at the
solar surface. The observed orientations of bipolar sunspot groups imply that they
originate from toroidal (azimuthally orientated) magnetic flux in the convective envelope
of the Sun. We show that the net toroidal magnetic flux generated by differential
rotation within a hemisphere of the convection zone is determined by the emerged
magnetic flux at the solar surface and thus can be calculated from the observed
magnetic field distribution. The main source of the toroidal flux is the roughly dipolar
surface magnetic field at the polar caps, which peaks around the minima of the
activity cycle.

T
he basic concept for the large-scale solar
dynamo involves a cycle during which the
poloidal field and the toroidal field are
mutually generated by one another (1, 2).
The winding of the poloidal field by dif-

ferential rotation creates a toroidal field. A re-
versed poloidal field results from the formation
of magnetic loops in the toroidal field, which
become twisted by the Coriolis force owing to
solar rotation. In turn, the reversed poloidal field
then becomes the source of a reversed toroidal
field. In this way, the 11-year cycle of solar ac-
tivity is connected to a 22-year cycle of magnetic
polarity.
Hale et al. (3) discovered that the magnetic

orientations of the eastward and westward parts
of bipolar sunspot groups in one solar hemi-
sphere are the same during an 11-year cycle and
opposite in the other hemisphere. This implies
that the sunspot groups originate from a toroidal
field of fixed orientation during a cycle. Toroidal
flux of the opposite polarity would lead to sun-
spot groups violating Hale’s law. Because only a
small minority of the sunspot groups are actually
observed to violate this rule (4), opposite-polarity
toroidal field is largely irrelevant as a source of
sunspot groups. In other words, it is the hemi-
spheric net toroidal magnetic flux given by the
azimuthal average of the toroidal field that is rel-
evant for the formation of sunspot groups.
Here we use a simplemethod based on Stokes’

theorem to show that the emerged surface fields
determine the net toroidal flux generated by
differential rotation in a solar hemisphere. The
time evolution of the net toroidal flux in the
convection zone can thus be calculated with
only observed quantities (differential rotation and
field distribution at the surface).We compare the
resulting net toroidal flux with the observed
large-scale unsigned surface flux and find that
they vary in a similar manner.

We consider spherical polar coordinates,
ðr;q;fÞ, and the azimuthally averaged induction
equation of magnetohydrodynamics

∂B
∂t

¼ ∇� ðU� Bþ 〈u� b〉 − h∇� BÞ ð1Þ

where Bðr;qÞ and Uðr;qÞ are the f-averaged
magnetic field and plasma velocity, respective-
ly, and h is the magnetic diffusivity. Angular
brackets indicate the azimuthal average. The
term 〈u� b〉 denotes the correlation of the fluc-
tuating quantities with respect to the azimuthal
averages, which gives rise to the a-effect and
to enhanced (“turbulent”) magnetic diffusiv-
ity (5).
We define the contour dS enclosing the area S

in ameridional plane of the Sun as shown in Fig. 1.
The direction of the contour is chosen such that
the vectorial surface element of S points into the
direction of positive azimuthal field, Bf. Applying
Stokes’ theorem to the integral of the induction
equation over S yields the time derivative of the
net toroidal flux, FN

tor, in the northern hemi-
sphere of the convection zone,

dFN
tor

dt
¼ d

dt

�
∫SBfdS

�

¼ ∫dS
�
U� Bþ 〈u� b〉 − h∇� B

�
⋅ dl ð2Þ

where dS is the surface element of S and dl is the
line element along dS. An analogous procedure
provides the net toroidal flux in the southern
hemisphere, FS

tor.
Rotation is by far the dominant component

of the azimuthally averaged velocity, so that
we write U ¼ Uf f

ˇ

¼ ðWrsinqÞf

ˇ

, where Wðr;qÞ
is the angular velocity and f

ˇ

the unit vector in the
azimuthal direction. The effect of ∫dS〈u� b〉 ⋅ dl
reduces to that of the turbulent magnetic dif-
fusivity, ht, since the contribution of the a-effect

to the generation of the toroidal field can be
neglected against that of differential rotation (1).
With ht ≫ h; we thus obtain

dFN
tor

dt
¼ ∫dSðU� B − ht∇� BÞ ⋅ dl ð3Þ

Guided by empirical results fromhelioseismol-
ogy (6, 7), we takeW to be independent of r in the
equatorial plane throughout the convection zone
(8), i.e., Wðr; p=2Þ ¼ Weq. This allows us to work
in a reference frame rotating with angular veloc-
ityWeq, for whichUf ¼ 0 in the equatorial plane.
We can further assume that the magnetic field
does not penetrate the low-diffusivity radiative
zone below the convection zone. Together with
Uf ¼ 0 along the rotational axis, these assump-
tions imply that only the surface segment (d) in
Fig. 1 contributes to the line integral of U� B
along the contour dS. We obtain

∫dSðU� BÞ ⋅ dl ¼ ∫
p=2

0 UfBrR⊙dq

¼ ∫
1

0ðW − WeqÞBrR
2
⊙dðcosqÞ ð4Þ

where Uf, W, and Br are to be taken at the solar
surface, r ¼ R⊙. This shows that the net toroidal
flux generated in the convection zone by the ac-
tion of differential rotation is determined by the
poloidal field threading the solar surface. Any
additional poloidal flux that is fully contained
within the convection zone would lead to equal
amounts of east-west– and west-east–orientated
toroidal flux, which do not contribute to the net
toroidal flux required by Hale’s law.
The diffusion term in Eq. 3 is most relevant

along the rotational axis, where toroidal flux can
be destroyed, and also in the equatorial segment
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a

b

c d

Fig. 1. Integration contour for the application
of Stokes’ theorem.The contour (thick solid line)
on a meridional plane of the Sun is used to cal-
culate the net toroidal flux in the northern hemi-
sphere generated by the action of differential
rotation on the poloidal field. The thin solid line
represents the solar surface, the dashed line the
bottom of the convection zone.The rotation poles
are at the top and bottom.The contour consists of
a radial segment in the equatorial plane (a), a cir-
cular arc slightly below the bottom of the convec-
tion zone (b), a part along the axis of rotation (c),
and the solar surface (d).
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of dS, where flux can be transported between the
hemispheres. These processes, which decrease
the netmagnetic flux, are difficult to quantify. To
estimate their effect, we approximate them with
an exponential decay term with e-folding time t.
Altogether, we then obtain

dFN
tor

dt
¼ ∫

1

0ðW − WeqÞBrR
2
⊙dðcosqÞ −

FN
tor

t
ð5Þ

and an analogous equation for the net toroidal
flux generation in the southern hemisphere of
the convection zone.
To evaluate the inductive part of Eq. 5, we use

the synoptic magnetograms from the Kitt Peak
National Observatory from 1975 to the present
(9). The azimuthally averaged radial component
of the magnetic field, Br , as a function of time
and cosq is shown in Fig. 2A, where cosq ¼ 0
represents the equator and cosq ¼ T1 the poles.
The profile of the surface differential rotation
taken from (10)

W − Weq ¼ −2:3cos2q − 1:62cos4q½○=day� ð6Þ
given in Fig. 2B is combined with Br to obtain
the quantitity ðW − WeqÞBr (Fig. 2C), which deter-
mines the generation of toroidal flux by differen-
tial rotation in Eq. 5. It is dominated by the
contribution from the polar regions.
We calculated the time integral of the induc-

tive part of Eq. 5, as well as its counterpart for the
southern hemisphere, to obtain the net toroidal
flux in both hemispheres as a function of time.
The integration begins with zero flux in February
1975, the starting time of the synoptic observa-
tions. This is near solar activity minimum, during
which time we expect the toroidal flux to change
sign. The result given in Fig. 3 shows that the
modulus of the toroidal flux generated from the
polar fields reaches peak values on the order of
1 ×1023 to 6 × 1023 Mx per hemisphere during
recent activity cycles. Note that the net flux
generated for the new cycle first has to cancel the
opposite-polarity flux from the old cycle, so that
it reaches its peak value around activity maxi-
mum of the new cycle.
The exponential decay term in Eq. 5 mainly

leads to a phase shift of the time evolution: The
sign reversals and the maximum values of the
toroidal flux occur earlier because the flux from
the previous cycle is continuously reduced by the
decay. At the same time, the newly generated flux
is also subject to the decay, so that the amplitude
of the toroidal flux is only weakly affected: Even
for the extreme case of t = 4 years, the peak
values for cycles 22 and 23 are reduced by at
most 20 to 30%. Plots analogous to Fig. 3 for
various values of t are provided in the supple-
mentary materials.
Is the inferred amount of net toroidal flux suf-

ficient to provide the magnetic flux actually
emerging in the form of bigger bipolar magnetic
regions and sunspot groups at the solar surface?
To estimate their combined fluxes, which provide
a rough measure of the subsurface toroidal flux,
we calculated the integrated unsigned radial sur-
face flux, FU ¼ ∫jBrjdA (where dA represents
the solar surface element), for each hemisphere

on the basis of the Kitt Peak synoptic magneto-
grams. Because the spatial resolution element of
the synoptic magnetograms is on average about
12 × 12 Mm2 on the solar surface, FU represents
the large-scale flux originating from the emer-
gence of bigger bipolar magnetic regions. Figure
3 shows that the time evolution of FU for both
hemispheres is very similar to that of the inferred
toroidal flux, both with respect to phase as well
as to amplitude (11). A short decay time, t, would
lead to a notable phase shift, suggesting that the
decay term in Eq. 5 has no strong effect on the net
flux. Figure 3 indicates that the toroidal flux gen-
erated from the polar fields is sufficient to ex-
plain the observed time profile and amount of
flux emerging in the resolved bipolar regions and

sunspot groups in the course of the solar cycle.
Because there is probably considerable randomness
in the flux emergence process, leading to elements
of toroidal flux emergingmore than once at various
longitudes or not emerging at all, we cannot expect
more than an order-of-magnitude agreement.
Our results demonstrate that the emergedmag-

netic flux and particularly the polar fields are by
far the dominating source of the net toroidal flux
in the convection zone, from which the sunspot
groups of the subsequent cycle originate. The
solenoidality of the magnetic field means that
the flux associated with the polar fields threads
through the Sun’s convection zone, where it is
wound up by differential rotation to generate
toroidal magnetic flux. We thus confirm the
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Fig. 2. Calculation of the
surface contribution to the
generation of net toroidal
flux. (A) Azimuthally averaged
radial surface field from
observed synoptic magneto-
grams as a function of cosq
and time. (B) Solar surface
differential rotation relative to
the equator as a function of

cosq. (C) Map of the quantity ðW − WeqÞBr, representing the source term for the generation of net toroidal
flux in Eq. 4, as a function of cosq and time.
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Fig. 3. Observed magnetic flux at the solar surface and calculated net toroidal flux. Hemispheric
total unsigned surface flux (dashed lines) from synoptic magnetograms and the modulus of the net
toroidal flux (solid lines) are given for the last three solar cycles. Red lines refer to the northern and blue
lines to the southern hemisphere.
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conjecture of H. W. Babcock (12) that the ob-
served polar fields represent the poloidal field
source for the subsurface toroidal field.
As also first suggested by Babcock, the net axial

dipole moment represented by the polar fields
results from the north-south dipole moments
contributed by the individual sunspot groups
and bipolar magnetic regions at the surface as a
result of their systematic tilt with respect to the
east-west direction (3). The tilt probably origi-
nates in oneway or another from rotation via the
Coriolis force: either by providing helicity to con-
vective flows bringing magnetic flux to the sur-
face or by twisting buoyantly rising flux loops.
The concept of Babcock was further developed
by Leighton (13), who introduced the notion of
surface flux transport for the buildup of the polar
fields in connection with the dynamo process.
More recently, surface flux transport models suc-
cessfully reproduced the observed evolution of the
surface fields and, in particular, the polar fields
on the basis of the observed records of sunspot
groups as flux input (14–18). This implies that the
tilt of the larger bipolar magnetic regions deter-
mines the polar fields. Small bipolar regions and
small-scale correlations are irrelevant in this re-
spect. Together with the results shown here, this
establishes the key part of the surface fields in
the solar dynamo process and thus corroborates
the basic dynamo concept of Babcock (12) and
Leighton (13).
The key role played by the polar fields in the

generation of toroidal flux explains the strong
empirical correlation between the strength of the
polar field (19) and the Sun’s open flux (20) around
activity minimum with the number of sunspots
of the subsequent activity cycle, which can be
taken as a proxy for the underlying toroidal flux.
Although the correlation is not perfect, which
can be ascribed to randomness associated with
the flux emergence process, it provides the best
available method to predict the strength of the
next cycle (21, 22). Our results put thismethod on
a firm physical basis.
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SUPERCONDUCTIVITY

Broken translational and rotational
symmetry via charge stripe order
in underdoped YBa2Cu3O6+y
R. Comin,1,2* R. Sutarto,3 E. H. da Silva Neto,1,2,4,5 L. Chauviere,1,2,5 R. Liang,1,2

W. N. Hardy,1,2 D. A. Bonn,1,2 F. He,3 G. A. Sawatzky,1,2 A. Damascelli1,2*

After the discovery of stripelike order in lanthanum-based copper oxide superconductors,
charge-ordering instabilities were observed in all cuprate families. However, it has proven
difficult to distinguish between unidirectional (stripes) and bidirectional (checkerboard)
charge order in yttrium- and bismuth-based materials. We used resonant x-ray scattering
to measure the two-dimensional structure factor in the superconductor YBa2Cu3O6+y

in reciprocal space. Our data reveal the presence of charge stripe order (i.e., locally
unidirectional density waves), which may represent the true microscopic nature of charge
modulation in cuprates. At the same time, we find that the well-established competition
between charge order and superconductivity is stronger for charge correlations across
the stripes than along them, which provides additional evidence for the intrinsic
unidirectional nature of the charge order.

R
ecent studies of Y-based copper oxides have
highlighted the importance of a charge-
ordered electronic ground state, also termed
a charge density wave (CDW), for the phe-
nomenology of high-temperature super-

conductors (1–14). Experiments on the family of
YBa2Cu3O6+y (YBCO) compounds have yielded a
wealth of experimental results that have enabled
advancements in our understanding of CDW in-
stabilities and their interplaywith superconductivity
(9–11, 15–22).

YBCO is a layered copper oxide–basedmaterial
in which hole doping is controlled by the oxygen
stoichiometry in the chain layer, characterized by
uniaxial CuO chains running along the crystallo-
graphic b axis. In addition to ordering within the
chain layer—attained via the periodic alterna-
tion of fully oxygenated and fully depleted CuO
chains—recent experiments have extensively
shown the presence of charge ordering in the CuO2

planes, with an incommensurate wave vector
Q ≈ 0.31 reciprocal lattice units (23), corresponding
to a period of approximately three unit cells in real
space (9–11). Although the stripy nature of La-
based cuprates is long established (1–3), the local
symmetry of the CDW in YBCO has not yet been
resolved. Both charge stripes (in the presence of
90° rotated domains) and a checkerboard pattern
are consistent with the globally bidirectional
structure of the CDW, which is characterized by
wave vectors along both the a and b axes, atQa ≈
(0.31, 0) andQb≈ (0, 0.31), respectively (10, 11,24–26).
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This leaves open the fundamental question of
whether stripes are the underlying charge in-
stability in thewhole class of hole-doped cuprates.
We used resonant x-ray scattering (RXS) to

study the local density correlations of the charge-
ordered state and the interaction of this state with
superconductivity (SC) in underdoped YBCO. The
RXS technique, which is now at full maturity, rep-
resents a unique combination of diffraction (to
probe reciprocal space) and resonant absorption
(allowing element specificity and therefore site
selectivity). RXS directly measures the structure
factor S(Qx, Qy), where Qx and Qy represent the
momenta along the reciprocal axes H and K, re-
spectively. The structure factor is linked to the
density-density correlation function and there-
fore to the CDW order parameter in momentum
space (27). To reconstruct the two-dimensional
(2D) structure factor with high resolution, we used
a specifically devisedRXS probing schemewhereby
a charge-ordering peak is sliced along different di-
rections in the (Qx,Qy) plane, parameterized by the
azimuthal anglea (Fig. 1). The resulting 2Dshapeof
theCDWpeaks rules out checkerboard order and is
instead consistent with a stripy nature of charge
modulations in YBCO (28). We carried out RXS

measurements in the vicinity of the CDW wave
vectorsQa ≈ (0.31, 0) andQb ≈ (0, 0.31) for three
detwinned, oxygen-ordered YBCO samples: YBa2-
Cu3O6.51 (Y651, with hole doping p ≈ 0.10), YBa2-
Cu3O6.67 (Y667, p≈ 0.12), and YBa2Cu3O6.75 (Y675,
p ≈ 0.13).
In our experimental scheme, the CDW peaks

are scanned in a radial geometry via control of
the azimuthal angle a (29) (Fig. 1A). At the Cu-L3
edge, the measured signal is mainly sensitive to
periodic variations in the Cu-2p→ 3d transition
energy (30, 31), which is a scalar quantity, even
though the detailed contribution of a pure charge
modulation versus ionic displacements to the RXS
signal cannot be decoupled (32). In addition, the
poor coherence of the CDW across the CuO2

planes (11, 24, 26) qualifies this electronic ordering
as a 2D phenomenon, thus motivating our focus
on the structure factor in the (Qx,Qy) plane. Rep-
resentative scans of the CDW peak for different a
values and at the superconducting critical temper-
ature T ≈ Tc are shown in the insets to Fig. 1A, for
the Qb and Qa CDW peaks of a Y667 sample. A
change in the peak half width at half maximum
(HWHM) DQ between a = 0° and a = 90° is al-
ready apparent but is even better visualized in

the color map of Fig. 1B, which shows the se-
quence of Q-scans versus azimuthal angle and
the corresponding variation of DQ for Qb in the
range a = –90° to 90°. This same procedure is
applied to all three YBCO doping levels, for both
the Qa and Qb CDW peaks; polar plots of DQ
versus a are shown in Fig. 1, C to E, for Y651,
Y667, and Y675, respectively. With the aid of the
ellipse fits to the CDW profiles (continuous lines),
four key aspects of these data stand out: (i) All
peaks show a clear anisotropy between the two
perpendicular directions a = 0° and a = 90°; (ii)
for each doping, the Qa and Qb peaks have dif-
ferent shapes, and in the case of Y651 and Y667
this is more evident as the peaks are elongated
along two different directions; (iii) the departure
from an isotropic case, quantified by the elonga-
tion of the CDW ellipses, increases toward the
underdoped regime and is opposite to the evo-
lution of orthorhombicity, which is instead max-
imized at optimal doping [see (27) and fig. S4 for a
more detailed discussion]; and (iv) the peak elon-
gation at Qa and Qb, evolving from biaxial (Y651
and Y667) to uniaxial (Y675), is inconsistent with
the doping independence of the uniaxial symmetry
of the CuO chain layer, which rules out the

1336 20 MARCH 2015 • VOL 347 ISSUE 6228 sciencemag.org SCIENCE

Fig. 1. Charge order topology in momentum space. (A) Schematic repre-
sentation of the momentum structure of charge modulations in YBCO. Left
inset: Selected momentum scans of the CDW peak along the b axis at Qb =
(0, 0.31), for different azimuthal angles (a = 0°, 45°, 90°). Continuous lines
represent Lorentzian fits; horizontal bars denote the linewidth DQ (HWHM).
Right inset: Same as for the left inset, but for the CDW peak along the a axis at
Qa ≈ (0.31, 0). (B) Color map of a series of Q-scans (normalized to the peak

height) slicing the Qb peak between a = –90° and a = 90°; black bars represent
the linewidth DQ, which is largest at a = 0°. (C to E) Polar plots of DQ as a
function of the azimuthal angle a for Qa (red) and Qb (blue) in YBa2Cu3O6.51

(Y651), YBa2Cu3O6.67 (Y667), and YBa2Cu3O6.75 (Y675), respectively. Concen-
tric gray circles are spaced by 0.01 Å–1; continuous lines are fits to an elliptic
profile. Bottom right insets: CDW peaks represented as solid ellipses and
compared with their rotated versions (hollow ellipses) for each doping.
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possibility that the observedCDWpeak structure is
exclusively controlledby the crystal’s orthorhombic
structure [however, theuniaxial anisotropyobserved
for Y675 might reflect a more pronounced inter-
action between the Cu-O planes and chains in
this compound, possibly caused by the increase in
orthorhombicity upon hole doping (27)].
The observed 2D peak shape indicates that the

four-fold (C4) symmetry is broken at both the
macro- and nanoscale, which is consistent with
the emergence of a stripe-ordered state. In fact,
under C4 symmetry the electronic density would
be invariant under a 90° rotation in real space
(x → y, y → –x), which is equivalent to a 90°
rotation inmomentumspace (Qx→Qy,Qy→ –Qx).
Instead, the CDW structure factor S(Qx, Qy) is
clearly not invariant under such operation, as
shown in the insets of Fig. 1, C to E, which
compare the original S(Qx, Qy) factors to their
90° rotated versions S(Qy, –Qx). This finding dem-
onstrates an unambiguous breaking of global C4
symmetry in all investigated samples and might
elucidate the origin of the anisotropy observed in
the Nernst effect (20) and in optical birefringence
measurements (33).
The real-space representation of charge order

branches off into two possible scenarios: (i) a bi-
axial anisotropy, where both x- and y-elongated
domains (34) are present (Fig. 2, A and C); (ii) a
uniaxial anisotropy, where only y-elongated (or,
equivalently, x-elongated) domains are found
(Fig. 2, B and D). Note that these domains need

not necessarily lie in the same layer, but they
need to be present at the same time within the
bulk of the material (e.g., they can be present in
alternating layers while still leading to the same
momentumstructure). Themomentum-space rep-
resentation of the order parameter—and therefore
of the electronic density fluctuations—is shown in
the corresponding panels in Fig. 2, E to H, where
Sa(Q) (red ellipses) and Sb(Q) (blue ellipses) rep-
resent the structure factor associated to the charge
modulations along a and b, respectively. The
profile of a single structure-factor peak is the
result of two contributions: the underlying CDW
symmetry as well as its 2D correlation length,
which can also be anisotropic.
As a net result, the anisotropy of a single peak

in Q-space cannot be used to discriminate be-
tween different CDW symmetries. Instead, the
latter can be resolved by probing the 2D CDW
structure factor—that is, by comparing the CDW
peak shapes for Qa and Qb. Inspection of the
diagrams in Fig. 2, E toH, reveals a common trait
of checkerboard structures in momentum space,
in that the following conditions (Fig. 2, G and H)
must always hold by symmetry: DQa

x = DQb
x

and DQa
y = DQb

y . That is, the peak broadening
along a given direction must coincide for Da and
Db (see bottom of Fig. 2, E to H, for case-specific
conditions on the peak linewidths). Intuitively,
this follows from the fact that for the checker-
board case, the charge modulations along a and
b axes must be subject to the same correlation

lengths within each domain—irrespective of its
orientation—andmust therefore lead to an equiv-
alent peak broadening along the same direction
in reciprocal space, in contrast to our findings for
the CDW linewidths (27). From this symmetry
analysis, we can conclude that for both uniaxial
and biaxial anisotropy it is in principle possible
(35) to discriminate between a pure checkerboard
and a pure stripe charge order, even in the presence
of a distribution of canted domains (see tables
S1 to S3 for a complete classification). Ultimately,
the inequivalence of the peak broadening DQ
along different directions for all studied YBCO
samples, combined with the macroscopic C4 sym-
metry breaking, provides clear evidence for the uni-
directional (stripe) intrinsic nature of the charge
order (28).
Having established the underlying stripelike

character of charge modulations in the CuO2

planes, we turn to the temperature dependence
of the longitudinal and transverse correlation
lengths, respectively parallel and perpendicular
to the specific orderingwave vector. These can be
extracted by inverting the momentum HWHM
DQ, as illustrated in Fig. 3A. Longitudinal corre-
lations are then given by x|| = DQ||

–1, where DQ||

represents the momentum linewidth in the direc-
tion parallel to the ordering wave vector; trans-
verse correlations are given by x⊥ = DQ⊥

–1, where
DQ⊥ represents the momentum linewidth in the
direction perpendicular to the ordering wave
vector.
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Fig. 2. Domainmesostructure in real and reciprocal space. (A and B) Stripy
domains along a (red stripes) and b (blue stripes) in the presence of biaxial (A)
and uniaxial (B) anisotropic correlations. The domains are visualized in the
same layer, although a situation in which they are present in alternating layers
in a 90°-rotated arrangement is equally possible. (C and D) Checkerboard

domains in the presence of biaxial (C) and uniaxial (D) anisotropic correlations.
(E to H) Corresponding structure factors in reciprocal (Q) space. In case of the
simultaneous presence of both CDWcomponents (checkerboard), the imprinted
correlations must be equal for the density wave along a and b, thus imposing an
equivalent peak structure at Qa and Qb as seen in (G) and (H).
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We subsequently studied the temperature
dependence of x|| and x⊥ for both the Qa and
Qb ordering wave vectors (Fig. 3, B to F). We
observed a rise of correlation lengths below the
CDW onset near 150 K, followed by their sup-
pression below the SC transition temperature Tc;
this confirms the competition between these two
orders, in agreement with recent energy-
integrated as well as energy-resolved RXS studies
(10, 11, 24, 25, 30). However, the drop in the cor-
relation lengths below Tc (Dx) was in all instances
larger for the longitudinal correlations, or Dx|| >
Dx⊥. In particular, the discrepancy between Dx||
and Dx⊥, although small for Y675, was quite
substantial for the more underdoped Y667 and
Y651. This anisotropy provides additional evidence
for the unidirectional nature of the charge order-
ing and thus the breaking ofC4 symmetry, because
a bidirectional order would be expected to ex-
hibit an isotropic drop in correlation length
across Tc. The anisotropy has an opposite doping
trend from the crystal orthorhombicity, whose
associated anomalies across Tc increase with hole
doping [as revealed, for example, by lattice expan-
sivity measurements (27, 36)].
The inferred real-space representation of the

evolution across Tc is schematically illustrated in
Fig. 3, G and H, where nanodomains are used to
pictorially represent a charge-ordered state with
finite correlation lengths. We conclude that the
largest change occurs along the direction per-
pendicular to the stripes. This reflects the tenden-
cy of the SC order to gain strength as temperature
is lowered, primarily at the expense of longitudi-
nal CDW correlations; the implication is that the

mechanism responsible for the density fluctua-
tions across the periodically modulated stripes
might be themain one competingwith the Cooper
pairing process.
Our resultsmay explainmany commonaspects

between CDW physics in YBCO and the stripy
cuprates from the La-based family, such as ther-
moelectric transport (37, 38), strength of the or-
der parameter (39), out-of-equilibrium response
(40, 41), and energy-dependent RXS response
(30, 31). The nanoscopic nature of the stripe insta-
bility and the presence of both a- and b-oriented
domains also clarify why this broken symmetry
has been difficult to disentangle from a native
bidirectional order (10, 11, 42), therefore requiring
a tailored experimental scheme to resolve the 2D
CDW structure factor S(Qx, Qy). The pronounced
directionality in the competition between super-
conductivity and stripe order reveals the under-
lying interplay between particle-particle and
particle-hole pairing in high-temperature super-
conductors and provides insights for an ultimate
understanding of these materials.
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HEAVY FERMIONS

Chirality density wave of the “hidden
order” phase in URu2Si2
H.-H. Kung,1* R. E. Baumbach,2† E. D. Bauer,2 V. K. Thorsmølle,1‡ W.-L. Zhang,1

K. Haule,1* J. A. Mydosh,3 G. Blumberg1,4*

A second-order phase transition in a physical system is associated with the emergence
of an “order parameter” and a spontaneous symmetry breaking. The heavy fermion
superconductor URu2Si2 has a “hidden order” (HO) phase below the temperature of
17.5 kelvin; the symmetry of the associated order parameter has remained ambiguous.
Here we use polarization-resolved Raman spectroscopy to specify the symmetry of the
low-energy excitations above and below the HO transition. We determine that the HO
parameter breaks local vertical and diagonal reflection symmetries at the uranium sites,
resulting in crystal field states with distinct chiral properties, which order to a
commensurate chirality density wave ground state.

I
n solids, electrons occupying 5f orbitals often
have a partly itinerant and partly localized
character, which leads to a rich variety of
low-temperature phases, such as magnet-
ism and superconductivity (1). Generally, these

ordered states are characterized by the symmetry
they break, and an order parameter may be con-
structed to describe the state with reduced sym-
metry. In a solid, the order parameter reflects the
microscopic interactions among electrons that
lead to the phase transition. In materials con-
taining f-electrons, exchange interactions of the
lanthanide or actinide magnetic moments typi-
cally generate long-range antiferromagnetic or
ferromagnetic order at low temperatures, butmul-
tipolar ordering such as quadrupolar, octupolar,
and hexadecapolar is also possible (2).
One particularly interesting example is the

uranium-based intermetallic compound URu2Si2.
It displays a nonmagnetic second-order phase
transition into an electronically ordered state at
THO ¼ 17:5 K, and then becomes superconduct-

ing below 1.5 K (3, 4). Despite numerous theo-
retical proposals to explain the properties below
THO in the past 30 years (5–10), the symmetry
andmicroscopicmechanism for the order param-
eter remain ambiguous, hence the term “hidden
order” (HO) (11). In this ordered state, an energy
gap in both the spin and the charge response has
been reported (12–18). In addition, an in-gap col-
lective excitation at a commensurate wave vector
has been observed in neutron scattering exper-
iments (13, 14, 16). Recently, fourfold rotational
symmetry breaking under an in-plane magnetic
field (19) and a lattice distortion along the crys-
tallographic a axis (20) have been reported in
high-quality small crystals. However, the availa-
ble experimental works cannot yet conclusively
determine the symmetry of the order parameter
in the HO phase.
URu2Si2 crystallizes in a body-centered tetrag-

onal structure belonging to the D4h point group
(space groupno. 139 I4/mmm, Fig. 1A). Theunique-
ness of URu2Si2 is rooted in the coexistence of
the broad conduction bands, composedmostly of
Si-p and Ru-d electronic states, and more local-
ized U-5f orbitals, which are in a mixed-valent
configuration between tetravalent 5f2 and tri-
valent 5f3 (21). When the temperature is lowered
below ~70 K, the hybridization with the conduc-
tion band allows a small fraction of each U-5f
electron to participate in formation of a narrow
quasiparticle band at the Fermi level, whereas the
rest of the electron remains better described as
localized on the uranium site.

In the dominant atomic configuration, the
orbital angular momentum and spin of the two
quasi-localized U-5f electrons add up to total mo-
mentum 4ℏ, having ninefold degeneracy (6, 22).
In the crystal environment ofURu2Si2, these states
split into seven energy levels denoted by irreduc-
ible representations of the D4h group: five singlet
states 2A1g⊕A2g⊕B1g⊕B2g and two doublet states
2Eg . Each irreducible representation possesses dis-
tinct symmetry properties under operations such
as reflection, inversion, and rotation. For example,
the A1g states are invariant under all symmetry
operations of the D4h group, whereas the A2g

state changes sign under all diagonal and vertical
reflections, and thereby has eight nodes (Fig. 1A).
Most of the physical observables, such as density-
density and stress tensors, or one-particle spec-
tral functions, are symmetric under exchange of
x and y axis in tetragonal structure and therefore
are impervious to the A2g excitations, whereas
these A2g excitations can be probed by Raman
spectroscopy (23–28).
Raman scattering is an inelastic process that

promotes excitations of controlled symmetry de-
fined by the scattering geometries, namely, polar-
izations of the incident and scattered light (22, 23).
Polarization-resolvedRaman spectroscopy enables
separation of the spectra of excitations into dis-
tinct symmetry representations, such as A1g , A2g ,
B1g , B2g , and Eg in the D4h group, thereby classi-
fying the symmetry of the collective excitations
(22, 26). The temperature evolution of these exci-
tations across a phase transition provides an un-
ambiguous identificationof the broken symmetries;
furthermore, the photon field used by the Raman
probe is weak, which avoids introducing external
symmetry-breaking perturbations.
We use linearly and circularly polarized light

to acquire the temperature evolution of the Raman
response functions in all symmetry channels. In
Fig. 2, we plot the Raman susceptibility in the
A2g channel, where the most significant temper-
ature dependence was observed. The Raman sus-
ceptibility above THO can be described within a
low-energy minimal model suggested in (6) (illus-
trated in Fig. 1B) that contains two singlet states
of A2g and A1g symmetries, split by an energy w0,
and a conduction band of predominantly A1g sym-
metry. In the following, we denote the singlet
states of A2g and A1g symmetries by |0〉 and |1〉;
the conduction band is labeled jCB〉.
At high temperatures, the Raman spectra ex-

hibit a Drude-like line shape, which in (25) was
attributed to quasi-elastic scattering. The maxi-
mum in the Raman response function decreases
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Fig. 1. Schematics of the local symmetry of the
quasi-localized states. (A) The crystal structure of
URu2Si2 above THO, belonging to the D4h point group.
Presented in three dimensions and xy-plane cut are
illustrations showing the symmetry of the A2g state
|0〉 and A1g state |1〉, where the positive (negative)
amplitude is denoted by red (blue) color. The A1g
state is symmetric with respect to the vertical (sv)
and diagonal (sd) reflections, whereas the A2g state
is antisymmetric with respect to these reflections.
(B) Schematic of the band structure of a low-energy
minimal model. The green dashed line denotes the
conduction band jCB〉; the red and black dashed
lines denote crystal field states of the U-5f electrons:
the ground state |0〉 and the first excited state |1〉
(22). Blue and red arrows denote the incident and
scattered light in a Raman process, respectively.
wL ¼ 1:65 eV is the incoming photon energy (energy
levels not to scale), W is the hybridization strength
between |1〉 and jCB〉; w0 and ek are the resonance
energies for |0〉→|1〉 and |0〉→jCB〉 excitations, respec-
tively. (C) The crystal structure of URu2Si2 in the HO
phase, and illustrations showing the symmetry of the
chiral states jℵþ〉 and jℵ−〉, and the excited state jℶ〉.
The left- and right-handed states, denoted by red
and blue atoms, respectively, are staggered in the
lattice. UL and UR denotes the two nonequivalent
uranium sites in the HO phase. (D) Schematics of
the chirality density wave in the HO phase. The
uranium sites UL and UR are occupied by jℵ−〉 and
jℵþ〉 states, respectively.

Fig. 2.Temperature dependence
of the A2g Raman susceptibility.
(A) The A2g Raman response
function decomposed from the
spectra measured in the XY;X0Y0,
and RL scattering geometries
(22). The solid lines are a guide to
the eye, illustrating the narrowing
of the Drude function (25):
cA2g

0 0 ðw;TÞºIm½GðTÞ−iw�−1, where
GðTÞ is the Drude scattering rate
(indicated by the arrows), which
decreases on cooling. Below
70 K, the Raman response
deviates from the Drude function.
Below THO, the Raman response
shows spectral weight suppression
below 6 meV and the appearance
of an in-gap mode at 1.6 meV
(7 and 13 K). (B) Temperature
dependence of the static Raman
susceptibility in A2g channel

cA2g

0 ð0;TÞ ¼ 2
p∫

0

25meVcA2g
0 0 ðw;TÞ
w−dw

(red dots), and the static magnetic
susceptibility along c and a axis
from (3) are plotted as blue
squares and black circles, respec-
tively. THO is marked by the
dashed line. (C) Temperature
dependence of the low-frequency Raman response in the XY scattering geometry, dominantly composed of A2g excitations. A gaplike suppression develops
on cooling, and an in-gap mode at 1.6 meV (black dashed line) emerges below THO. The full width at half-maximum of the mode decreases on cooling from

e0:75 meV at 13 K to e0:3 meV at 7 K. The white line shows the temperature dependence of the BCS gap function.
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from 5 meV at room temperature to 1 meV just
above THO (Fig. 2A). Below 70 K, the line shape
deviates slightly from the Drude function, track-
ing the formation of the heavy fermion states by
the hybridization of the itinerant conduction
band and the U-5f states. Below 17.5 K, the A2g

Raman response function shows suppression of
low-energy spectral weight resembling the tem-
perature dependence of the Bardeen-Cooper-
Schrieffer (BCS) gap function, and the emergence
of a sharp in-gapmode at 1.6meV (Fig. 2, A and C).
Figure 2B displays a comparison between the

static Raman susceptibility c
0
A2g

ð0;T Þ (left axis) and
the c-axis static magnetic susceptibility cmc ðTÞ
(right axis), showing that the responses are pro-
portional to each other at temperatures above THO.
This proportionality can be understood by noting
that both susceptibilities probeA2g-like excitations,
as given by the minimal model of Fig. 1B. The
extreme anisotropy of the magnetic susceptibility
(Fig. 2B) also follows from thisminimalmodel (22).
Having established the Raman response of

A2g symmetry and its correspondence with the
magnetic susceptibility, we now present our main
results describing the symmetry breaking in the
HO state. Figure 3 shows the Raman response in
six scattering geometries at 7 K. The intense in-
gap mode is observed in all scattering geometries

containingA2g symmetry. Themode can be inter-
preted as a w0 ¼ 1:6 meV resonance between the
|0〉 and |1〉 quasi-localized states, which can only
appear in the A2g channel of the D4h group. A
weaker intensity is also observed at the same
energy in XX and X

0
X

0
geometries commonly

containing the excitations of the A1g symmetry,
and a much weaker intensity is barely seen with-
in the experimental uncertainty in RL geometry.
The observation of this intensity “leakage” into

forbidden scattering geometriesmarks the lowering
of symmetry in the HO phase, indicating the reduc-
tion in the number of irreducible representations of
the parent point group, D4h. For example, the w0

mode intensity “leakage” from the A2g into the A1g

channel implies that the irreducible representation
A1g and A2g of the D4h point group merge into
the Ag representation of the lower group ℂ4h.
This signifies the removal of the local vertical and
diagonal reflection symmetry operators at the
uranium sites in the HO phase. Similarly, the tiny
intensity leakage into the RL scattering geometry
measures the strength of orthorhombic distortion
caused by broken fourfold rotational symmetry.
When the reflection symmetries are broken,

an A2g-like interaction operator YHO ≡ V |1〉〈0|
mixes the |0〉 and |1〉 states, leading to two new
local states

jℵþ〉 ≈ ð1 − V 2

2w2
0

Þj0〉 þ V

w0
j1〉 ð1Þ

jℵ−〉 ≈ ð1 − V 2

2w2
0

Þj0〉 − V

w0
j1〉 ð2Þ

with V being the interaction strength (6). A pair
of such states cannot be transformed into one
another by any remaining ℂ4h group operators:
a property known as chirality (or handedness).
The choice of either the right-handed or the left-
handed state on a given uranium site, jℵþ〉 or
jℵ−〉, defines the local chirality in the HO phase
(Fig. 1C). Notice that these two degenerate states
both preserve the time-reversal symmetry, carry
no spin, and contain the same charge, but differ
only in handedness.
The same 1.6-meV sharp resonance has also

been observed by inelastic neutron scattering at
momentum commensurate with the reciprocal
lattice vector, but only in theHO state (14, 16, 29).
The Raman measurement proves that this res-
onance is a long-wavelength excitation of A2g

character. The appearance of the same resonance
in neutron scattering at a different wavelength,
corresponding to the c-axis lattice constant, re-
quires HO to be a staggered alternating elec-
tronic order along the c direction. Such order with
alternating left- and right-handed states at the
uranium sites for neighboring basal planes has
no modulation of charge or spin and does not
couple to the tetragonal lattice; hence, it is hidden
to all probes but the scattering of A2g symmetry.
We reveal this hidden order to be a chirality den-
sity wave depicted in Fig. 1D.
The chirality density wave doubles the trans-

lational periodicity of the phase above THO; hence,
it folds the electronic Brillouin zone, as recently
observed by angle-resolved photoemission spec-
troscopy (30). It also gives rise to an energy gap, as
previously observed in optics (12, 17, 18) and tun-
neling experiments (15, 31) and shown in Fig. 2C
to originate in expelling the continuum of A2g ex-
citations. The sharp resonance is explained by ex-
citation from the ground state, inwhich a chirality
density wave staggers jℵþ〉 and jℵ−〉, to the ex-
cited collective state (22).
A local order parameter of primary A2g sym-

metry, breaking vertical and diagonal reflections,
with a subdominantB1g component, breaking four-
fold rotational symmetry, can be expressed in
terms of the composite hexadecapole local order
parameter of the form (6, 22)

−+V
−ðJx − JyÞðJx þ JyÞðJxJy þ JyJxÞ ð3Þ

where Jx , Jy are in-plane angular momentum
operators and the overline stands for symmetri-
zation. A spatial order alternating the sign of this
hexadecapole for neighboring basal planes is the
chirality density wave (Fig. 1D) that consistently
explains the HO phenomena as it is observed by
Raman and neutron scattering (13, 14, 16, 29),
magnetic torque (19), x-ray diffraction (20), and
other data (11, 12, 17, 18, 30). Our finding is an
example of exotic electronic ordering emerging
from strong interaction among f electrons, which
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Inc. XY
A2g+B2g

X�Y�
A2g+B1g

RL
B1g+B2g

XX
A1g+B1g

X�X�
A1g+B2g

RR
A1g+A2g

A
2g

 m
od

e

IXY = 2.7±0.1 IX�Y� = 2.9±0.1

IXX = 0.91±0.04 IX�X� = 0.73±0.06 IRR = 3.2±0.1

Fig. 3. The Raman response function in six scattering geometries at 7 K.The arrows in each panel
show the linear or circular polarizations for incident (blue) and scattered (red) light. The six scattering
geometries are denoted as eies ¼ XX;XY;X0X0;X0Y0;RR, and RL, with ei being the direction vector for
incident light polarization and es being the scattered light polarization. X ¼ ½100�, Y ¼ ½010� are aligned
along crystallographic axes; X0 ¼ ½110�, Y0 ¼ ½110� are at 45○ to the a axes; R ¼ ðXþ iYÞ=

ffiffiffi
2

p
and

L ¼ ðX−iYÞ=
ffiffiffi
2

p
are right and left circularly polarized light, respectively (22). The irreducible representa-

tions for each scattering geometry are shown within the D4h point group. The data are shown in black
circles, where the error bars show 1 SD.The red solid lines are fits of the in-gap mode to a Lorentzian, and
the fitted intensity using themethod of maximum likelihood is noted in each panel. By decomposition, the
in-gap mode intensity in each symmetry channels are IA2g ¼ 2:6 T 0:1, IA1g ¼ 0:7 T 0:1, IB1g ¼ 0:3 T 0:1,
and IB2g ¼ 0:1 T 0:1. The full width at half-maximum of the in-gap mode is about 0.3 meV at 7 K
(instrumental resolution of 0.17 meV is shown in the XY panel).
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should be a more generic phenomenon relevant
to other intermetallic compounds.
Note added in proof: While this paper was

being reviewed, J. Buhot et al. (32) reproduced
the A2g symmetry in-gap mode in a Raman ex-
periment with 561-nm laser excitation and showed
that the mode does not split in up to 10 T mag-
netic field.
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APPLIED OPTICS

Multiwavelength achromatic
metasurfaces by dispersive
phase compensation
Francesco Aieta,* Mikhail A. Kats,† Patrice Genevet,‡ Federico Capasso§

The replacement of bulk refractive optical elements with diffractive planar components
enables the miniaturization of optical systems. However, diffractive optics suffers from
large chromatic aberrations due to the dispersion of the phase accumulated by light
during propagation. We show that this limitation can be overcome with an engineered
wavelength-dependent phase shift imparted by a metasurface, and we demonstrate a
design that deflects three wavelengths by the same angle. A planar lens without chromatic
aberrations at three wavelengths is also presented. Our designs are based on low-loss
dielectric resonators, which introduce a dense spectrum of optical modes to enable
dispersive phase compensation. The suppression of chromatic aberrations in
metasurface-based planar photonics will find applications in lightweight collimators for
displays, as well as chromatically corrected imaging systems.

R
efractive and diffractive optical components
have fundamentally different responses
to broadband light. For a material with
normal dispersion, refractive lenses have
larger focal distances for red light than

for blue and prisms deflect longer wavelengths
by a smaller angle; the contrary occurs for dif-
fractive lenses and gratings (1, 2). This con-
trasting behavior arises because two different
principles are used to shape the light: Refractive
optics relies on the phase gradually accumu-
lated through propagation, whereas diffrac-
tive optics operates by means of interference
of light transmitted through an amplitude or
phase mask. In most transparent materials in
the visible, the refractive index n decreases with
increasing wavelength (l) (normal dispersion).
Because the deflection angle q of a prism in-
creases with n and a lens focal length f is in-
versely proportional to n – 1, the resulting effect
is the one shown in Fig. 1, A and B. In a diffrac-
tive optical element (DOE), the beam deflection
angle and the focal length instead increase and
decrease with l, respectively (Fig. 1, C and D),
generating an opposite dispersion compared
with standard refractive devices. Although for
many applications a spatial separation of dif-
ferent wavelengths is desirable, in many others
this represents a problem. For example, the de-
pendence of the focal distance on l produces
chromatic aberrations and is responsible for
the degradation of the quality of an imaging sys-
tem. Another difference between these technol-
ogies is the efficiency that is generally lower for

diffractive optics due to the presence of higher
diffraction orders. The wavelength dependence
is typically much more pronounced in diffrac-
tive optics than in refractive optics, when low-
dispersion materials are used in the latter (2). In
refractive lenses, complete elimination of chro-
matic aberrations at two and three wavelengths
is accomplished using, respectively, two and
three elements (achromatic doublet and apo-
chromatic triplet) arranged to achieve the same
focal length at the wavelengths of interest (3).
Superachromatic lenses are practically achro-
matic for all colors by correcting aberrations at
four suitable wavelengths (4). Although success-
ful, these strategies add weight, complexity, and
cost to optical systems. On the other hand, DOEs
have the advantage of being relatively flat, light,
and often low cost. Blazed gratings and Fresnel
lenses are diffractive optical devices with an ana-
log phase profile and integrate some benefits
of both technologies (e.g., small footprint and
high efficiency), but they still suffer from strong
chromatic aberrations. Multiorder diffractive
lenses overcome this limitation by using thicker
phase profiles to achieve chromatic correction for
a discrete set of wavelengths (1). However, the re-
alization of thick, analog phase profiles is chal-
lenging for conventional fabrication technologies.
Metasurfaces are thin optical components that

rely on a different approach for light control: A
dense arrangement of subwavelength resonators
is designed to modify the optical response of the
interface. The resonant nature of the scatterers
introduces an abrupt phase shift in the incident
wavefront, making it possible to mold the scat-
tered wavefront at will and enabling a new class
of planar photonics components (flat optics) (5–8).
Different types of resonators (metallic or dielec-
tric antennas, apertures, etc.) have been used to
demonstrate various flat optical devices, includ-
ing blazed gratings (9–11), lenses (12–14), holo-
graphic plates (15), polarizers, and wave plates
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(6, 16). The metasurface approach is distinct in
that it provides continuous control of the phase
profile (i.e., from 0 to 2p) with a binary structure
(only two levels of thickness), circumventing the

fundamental limitation of multiple diffraction
orders while maintaining the size, weight, and
ease-of-fabrication advantages of planar diffrac-
tive optics (5–8). However, the metasurface-based

optical devices demonstrated so far are affected
by large chromatic aberrations, though research
efforts have shown that relatively broadband op-
tical metasurfaces can be achieved (6, 10, 11, 13–15).
This claim of large bandwidth refers to the broad-
band response of the resonators, which is the
result of the high radiation losses necessary for
high scattering efficiency and, to a lesser extent,
of the absorption losses (6, 17). As a consequence,
the phase function implemented by the meta-
surface can be relatively constant over a range
of wavelengths. However, this is not sufficient to
eliminate chromatic aberrations. In this Report,
we demonstrate a new approach to planar op-
tics based on metasurfaces that achieves achro-
matic behavior at multiple wavelengths and offers
a potentially practical route to circumventing the
limitations of both refractive and standard dif-
fractive optics.
Any desired functionality (focusing, beaming,

etc.) requires constructive interference between
multiple light paths separating the interface and
the desired wavefront [i.e., same total accumulated
phase ϕtot modulo 2p for all light paths (Fig. 1, E
and F)]. The total accumulated phase is the sum
of two contributions: ϕtotðr; lÞ ¼ ϕmðr; lÞ þ
ϕpðr; lÞ, where ϕm is the phase shift imparted
at point r by the metasurface and ϕp is the
phase accumulated via propagation through
free space. The first term is characterized by a
large variation across the resonance. The sec-
ond is given by ϕpðr; lÞ ¼ 2p

l lðrÞ, where l(r)
is the physical distance between the inter-
face at position r and the desired wavefront
(Fig. 1, E and F). To ensure achromatic be-
havior of the device (e.g., deflection angle or
focal length independent of wavelength), the
condition of constructive interference should
be preserved at different wavelengths by keep-
ing ϕtot constant. The dispersion of ϕm has to
be designed to compensate for the wavelength
dependence of ϕp

ϕmðr; lÞ ¼ −
2p
l
lðrÞ ð1Þ

where l(r) contains information on the device
function [i.e., beam deflector (5, 6), lens, axicon
(12), etc.]. Equation 1 is the cornerstone for the
design of an achromatic metasurface. This ap-
proach to flat optics features the advantages
of diffractive optics, such as flatness and small
footprint, while achieving achromatic operation
at selected design wavelengths (Fig. 1). As an ex-
ample of an achromatic metasurface, we dem-
onstrate a beam deflector based on dielectric
resonators: Whereas the typical function of a dif-
fractive grating is the angular separation of dif-
ferent wavelengths, we show beam deflection with
a wavelength-independent angle of deflection q
for three discrete telecom wavelengths.
The basic unit of the achromatic multiwave-

length metasurface is a subwavelength-size res-
onator designed to adjust the scattering phase
shift at different wavelengths ϕmðr; lÞ to satisfy
Eq. 1. In this work, coupled rectangular dielec-
tric resonators (RDRs) are used as building blocks
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Fig. 1. Comparison between refractive optics, diffractive optics, and achromatic metasurfaces. In the
first two cases (A toD), the angle of deflection q and the focal length f change as a function of wavelength.The
achromatic metasurface (E and F) consisting of subwavelength spaced resonators is designed to preserve its
operation (same q and f) for multiple wavelengths.To achieve this, the phase shiftsϕm,i andϕm,j imparted by
the metasurface at points ri and rj of the interface are designed so that the paths li = l(ri) and lj = l(rj) are
optically equivalent at different wavelengths. a, apex angle of the prism; R, radius of curvature of the refractive
lens; L, period of the grating; RN and N, radius and number of rings of the diffractive lens, respectively.

Fig. 2. Achromatic metasurface. (A) Side view of the metasurface made of 240 unit cells, each con-
sisting of a slot of the same width s, comprising two coupled rectangular dielectric resonators of fixed
height t and varying widths w1 and w2 (inset). The resonators are assumed to be 2D in the simulations
because their length (240 mm) is much larger than the other dimensions.The metasurface is designed to
diffract normally incident plane waves at three wavelengths (l1 = 1300 nm, l2 = 1550 nm, l3 = 1800 nm)
by the same angle (q0 = –17°) by implementing a wavelength-dependent linear phase profile ϕm.

→
k⊙ and

→
Einc, incident wave vector and electric field, respectively. (B) Scattering efficiency Qscat (defined as the
ratio of the 2D scattering cross section, which has the dimension of a length, and the geometric length
w1 + w2) for one unit cell with geometry s = 1 mm, t = 400 nm, w1 = 300 nm,w2 = 100 nm, and g = 175 nm.
The spectrum has resonances due to the individual resonators (2 and 3) and to the coupling between
the resonators (1), as shown by the electric field intensity (jEj2) distributions. (C) Vector representation
of the interference between the electric fields scattered by the slot and by the resonators, proportional to
a and b, respectively. The vector sum of a (green) and b (blue) is represented by the phasor E (orange)
for two different wavelengths (solid and dashed lines). Im, imaginary; Re, real.
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(18). Figure 2A shows the side view of the meta-
surface: A 240-mm-wide collection of 240-mm-
long silicon (Si) RDRs patterned on a fused silica
(SiO2) substrate is designed to deflect normally
incident light at an angle q0 = –17° for three
different wavelengths (l1 = 1300 nm, l2 = 1550 nm,

l3 = 1800 nm). The target spatially varying phase
functions (Fig. 2A) are defined by (where x is
the spatial coordinate of the metasurface)

ϕmðx; liÞ ¼ −
2p
li

sinq0x for i ¼ 1; 2; 3 ð2Þ

The metasurface is divided into 240 subwave-
length unit cells of equal width s, and for each
section we choose two RDRs of fixed height t,
varying widths w1 and w2, and separation g so
that the phase response follows Eq. 2. Each
unit cell, comprising a slot of width s with two
RDRs (Fig. 2A), is different from the others, and
therefore the metasurface is completely ape-
riodic, unlike other gradient metasurfaces (5, 11)
(fig. S7A).
Figure 2B shows the scattering cross section

of an isolated unit cell excited with transverse-
electric polarization. Given a plane wave travel-
ing along the z axis and incident on the unit
cell, at large distance from the interface (r >> l)
the field amplitude is given by two contribu-
tions: the light diffracted by the slot of width s
and the field scattered by the coupled resona-
tors (19, 20)

EðrÞ ≈ ejkr

r
½aþ bðqÞ� ð3Þ

where j is the imaginary unit, k is the wave
number of the light, a is the diffraction amplitude
assuming the absence of the resonators and is
in phase with the incident light, q is the angle
between r and the z axis, and b(q) is the com-
plex scattering function. Equation 3 is valid when
the slot size s is much smaller than the free-space
wavelength l. This is not entirely applicable
for our feature size; however, this approxima-
tion is sufficient to demonstrate the concept.
The interference described by Eq. 3 makes it
possible to adjust the phase values at several
wavelengths simultaneously within a large range.
This effect can be visualized using the complex
field (phasors) representation in Fig. 2C. Whereas
a is in phase with the incident field, the phase of
b—associated with the scattered light due to the
resonances of the dielectric resonators—spans
the range (p/2, 3p/2) (11, 21). The vector sum E
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Fig. 3. Dispersion-free beam deflector. (A) Simulated far-field intensity (normalized to the maximum
value for each of the three wavelengths) as a function of the angle q from the normal to the interface.
a.u., arbitrary units. (Inset) Zoomed-in view around the angle q0 = –17°. (B) Far-field transmission
measurements. (Insets) Schematic of the experimental setup and scanning electron microscopy
image of a portion of the metasurface (s = 1 mm). (C) Measured (black circles) and simulated (pink
squares) deflection angles for wavelengths from 1100 to 1950 nm. The colored lines are calculated
from Eq. 2 for fixed phase gradients designed for q0 = –17° and l =1300 nm (blue), 1550 nm
(green), and 1800 nm (red), respectively. (D) Intensity measured by the detector at q0 as a func-
tion of wavelength.

Fig. 4. Performance of a simulated achromatic flat lens. (A) A broadband plane wave illuminates the backside of the lens with side D = 600 mm and
focal distance f = 7.5 mm. (B to H) Far-field intensity distribution for different wavelengths. The dashed lines correspond to the desired focal planes. (I)
Cross section across the focal plane for l1, l2, and l3. (J) Focal lengths as a function of wavelength, calculated as the distance between the lens center
and highest-intensity point on the optical axis. The three pink squares correspond to the wavelengths of interest.
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can thus cover all four quadrants. Note that the
scattering cross section Qscat (Fig. 2B) used to
visualize the resonance of the structure is related
to the forward scattering amplitude b(0) by the
optical theorem (20).
Finite-difference time-domain (FDTD) simu-

lations were performed to optimize the geome-
try of each unit cell to obtain the desired phase
response ϕmðx; lÞ and approximately uniform
transmitted amplitude for all unit cells at the three
design wavelengths (18). We also simulated the
entire structure and calculated the far-field dis-
tribution of light transmitted through the in-
terface at several wavelengths. The fabrication
procedure involving chemical vapor deposition
of amorphous silicon, electron-beam lithography,
and reactive ion etching, is described in the sup-
plementary materials (18). Both the simulation
and the experimental results show the multiwave-
length achromatic behavior of the metasurface
(Fig. 3): Whereas the dispersive nature of con-
ventional flat and diffractive optical components
would produce an angular separation of the three
wavelengths, the angle of deflection at l1, l2,
and l3 is the same (q = –17°). The diffraction order
at the opposite side (–q0) is completely suppressed
(fig. S7), confirming that the structure does not
present any periodicity and that the steering ef-
fect is the result of the phase gradient introduced
by the subwavelength resonators. Simulations
for different angles of incidence are presented in
fig. S8. Figure 3C shows the simulated and mea-
sured deflection angles for normal incidence in
the entire spectral range from 1150 to 1950 nm.
As expected from the modeling, the device de-
flects the incident light by an angle q0 only for
the designed wavelengths. The three colored lines
in Fig. 3C are the theoretical angular disper-
sion curves obtained from Eq. 2 for metasur-
faces designed for fixed wavelengths l1, l2, and
l3. The overlap of the experimental and sim-
ulated data with these curves indicates that wave-
lengths other than l1, l2, and l3 tend to follow
the dispersion curve of the closest designed wave-
lengths. Based on the same type of resonators
with identical number of degrees of freedom (w1,
w2, and g), we also designed four other metasur-
faces with one, two, four, and five corrected wave-
lengths, respectively; each metasurface deflects
the design wavelengths by the same angle, q0 =
–17° (fig. S9). These results show that our design
is wavelength scalable, paving the way for the
creation of broadband metasurfaces that are able
to suppress chromatic aberrations for a large
number of wavelengths, using a reduced num-
ber of components compared with achromatic
refractive optics (3, 4). An important requirement
for an achromatic optical device is uniform effi-
ciency within the bandwidth (1). We measured
the intensity at the angular position q = –17° as a
function of wavelength from 1100 to 2000 nm
(Fig. 3D) and observed intensity variations of less
than 13% at l1, l2, and l3 and large suppres-
sion ratios with respect to the other wavelengths
(50:1). These properties suggest that this device
can be used as an optical filter with multiple
pass-bands [the full width at half maximum for

each band is ~30 nm (fig. S10)]. The measured
absolute efficiency of the device (power at q0 di-
vided by the incident power) for the three wave-
lengths is 9.8%, 10.3%, and 12.6% for l1, l2, and
l3, respectively. From the analysis of the FDTD
simulations, we can understand the origin of
the limited efficiency and how it can be im-
proved (18).
The design of a flat lens based on RDRs for the

same three wavelengths is also presented. This
device is functionally equivalent to the bulk refrac-
tive lens known as apochromatic triplet or apo-
chromat (3). The parameters s and t are the same
as in the previous demonstration, and the val-
ues of w1, w2, and g for 600 unit cells are chosen
so that the target phase functions are (12)

ϕmðx; liÞ ¼ −
2p
li

ð
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
x2 þ f 2

p
− f Þ for i ¼ 1; 2; 3

ð4Þ
where the focal distance f = 7.5 mm. Because
we are using two-dimensional (2D) RDRs, the
hyperbolic phase gradient is applied only in
one dimension, imitating a cylindrical lens. The
multiwavelength properties of the lens are dem-
onstrated with FDTD simulations (Fig. 4). As ex-
pected, we observe good focusing at f = 7.5 mm
for l1, l2, and l3 (Fig. 4, C, E, and G) and fo-
cusing with aberrations at other wavelengths
(Fig. 4, B, D, F, and H). The diameters of the
Airy disks at the focal spots are 50, 66, and 59 mm
for l1, l2, and l3, respectively, achieving focus-
ing close to the diffraction limit (40, 47, 55 mm;
numerical aperture = 0.05) (Fig. 4I). For the wave-
lengths close to l1, l2, and l3, the focal distance
follows the dispersion curve associated with the
closest corrected wavelength (Fig. 4J). Recently, it
was pointed out that to achieve broadband focus-
ing, the phase shift distribution of a metasurface
should satisfy a wavelength-dependent function,
though a general approach to overcome this in-
herent dispersive effect was not provided (22).
In general, the phase function is defined up to

an arbitrary additive constant. Therefore, Eq. 1 can
be generalized as

ϕmðr; lÞ ¼ −
2p
l
lðrÞ þ CðlÞ ð5Þ

For linear optics applications, the quantity C(l)
can take on any value and thus can be used as
a free parameter in the optimization of the meta-
surface elements. More generally, C(l) can be
a relevant design variable in the regime of non-
linear optics, where the interaction between light
of different wavelengths becomes important.
Metasurfaces have potential as flat, thin, and

lightweight optical components that can combine
several functionalities into a single device, making
them good candidates to augment conventional
refractive or diffractive optics (5–8). The multi-
wavelength metasurfaces demonstrated here
circumvent one of the most critical limitations
of planar optical components: the strong wave-
length dependence of their operation (focusing,
deflection, etc.). These devices could find appli-

cation in digital cameras and holographic 3D
displays, in which a red-green-blue filter is used
to create a color image. Multiwavelength achro-
matic metasurfaces could also be implemented
in compact and integrated devices for nonlinear
processes. Our metasurface design is scalable
from the ultraviolet to the terahertz and beyond
and can be realized with conventional fabrica-
tion processes. Finally, the versatility in the choice
of the wavelength-dependent phase allows for
functionalities that are very different (even op-
posite) from the achromatic behavior discussed
in this paper. For example, an optical device with
enhanced dispersion (e.g., a grating able to sep-
arate different colors further apart) can be use-
ful for ultracompact spectrometers.
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VIBRATIONAL DYNAMICS

Experimental ground-state
combination differences of CH5

+

Oskar Asvany,1 Koichi M. T. Yamada,2 Sandra Brünken,1

Alexey Potapov,1 Stephan Schlemmer1*

Protonation of methane (CH4), a rather rigid molecule well described by quantum
mechanics, produces CH5

+, a prototypical floppy molecule that has eluded definitive
spectroscopic description. Experimental measurement of high-resolution spectra
of pure CH5

+ samples poses a formidable challenge. By applying two types of action
spectroscopy predicated on photoinduced reaction with CO2 and photoinhibition of helium
cluster growth, we obtained low-temperature, high-resolution spectra of mass-selected
CH5

+. On the basis of the very high accuracy of the line positions, we determined a
spectrum of combination differences. Analysis of this spectrum enabled derivation of
equally accurate ground state–level schemes of the corresponding nuclear spin isomers
of CH5

+, as well as tentative quantum number assignment of this enfant terrible of
molecular spectroscopy.

F
or stable molecules, rotational-vibrational
spectra are unique fingerprints of their
geometry and chemical bonding. There-
fore, high-resolution spectroscopy is the
classical tool to determine the moments of

inertia and the distances between the nuclei, as
well as the frequencies of the vibrational mo-
tions and thus the forces underlying the bonds.
For example, the electrons in methane (CH4)
mediate four equivalent bonds from the cen-
tral carbon to the four protons in a tetrahedral
configuration that is a global minimum of the
multidimensional potential energy surface (PES).
Around this minimum, methane performs only
small-amplitude motions, making its ro-vibrational
spectrum well understood. This simple picture
breaks down for very floppy but rather stable
molecules such as protonated methane (CH5

+),
known from mass spectra since the early 1950s
(1), which accommodates the extra proton via
three-center–two-electron (3c-2e) bonding (2).
CH5

+ is thus a prototype of one class of hyperco-
ordinated carbocations (3).
CH5

+ has challenged theory for a long time, as
it requires the inclusion of higher-level inter-
actions [e.g., electron correlation (4)] to repro-
duce even low-lying transition states on the PES
correctly. Until the 1990s there was debate over
whether CH5

+ had a structure at all (5). Today
(6–8) there is consensus that CH5

+ has 120 equiv-
alent global minima on the PES. The minimum
energy configuration consists of a CH3 tripod
and a 3c-2e–bonded H2 moiety (Fig. 1, inset). The
high zero-point vibrational energy of CH5

+ ex-
ceeds the potential barriers that arise on the
path from one minimum to another. This in-
duces a delocalization of the vibrational wave
function among all these equivalent minima

by large-amplitude internal rotation and flip
motions, even at low temperature, resulting in
a very complicated and hitherto poorly under-
stood spectrum. Not a single transition in the
only published high-resolution line list (9) could
be assigned, and only the gross features of the
spectrum are qualitatively known (8, 10).
Nonetheless, the high-resolution spectra (9)

demonstrate that CH5
+ has a well-defined ro-

vibrational energy level structure. Here, we de-
cipher this level structure by recording cryogenic

spectra of the CH-stretching vibrations in the
range where the CH3 tripod modes are expected
(10). The enabling experimental technologies have
been documented in (11–13), with further details
given in the supplementary material. Two dif-
ferent action spectroscopy methods were applied
to a few thousand mass-selected and trapped
CH5

+ ions at two different temperatures: laser-
induced reaction (LIR) (10, 14, 15) with CO2 at a
nominal temperature of 10 K, followed by laser-
induced inhibition of complex growth (LIICG) at
a nominal temperature of 4 K. In LIICG (13, 16, 17),
the attachment of helium is hindered by resonant
excitation of the bare ion. Besides the cryogenic
temperatures, the usage of a narrow-band optical
parametric oscillator as the light source and a
frequency comb (12) for frequency determina-
tion allowed measurement of all line centers of
the ro-vibrational transitions with high accuracy
and precision, often below 1 MHz. In the ob-
tained spectra, 2897 lines are in the range 2886
to 3116 cm−1 comprising the LIR spectrum (Fig.
1A), and, upon further cooling, only 185 lines are
in the LIICG spectrum (Fig. 1B).
The CH5

+ spectrum changes markedly upon
cooling, and therefore our cryogenic spectra dif-
fer substantially from those measured by the
Oka group (9), indicated as black bars in the ex-
emplary 0.9 cm−1–wide experimental spectrum
(Fig. 1, inset). In general, many of the strongest
lines from their study do not appear in our spec-
tra, but of their 770 lines contained in our mea-
surement range, 215 are present in our 10 K
spectrum (within 0.003 cm−1 tolerance) and 14 are
present in our 4 K spectrum. This simplification
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Fig. 1. High-resolution
CH-stretching vibrational
spectrum of CH5

+. The
vibrations mainly involve the
three tripod hydrogens (see
inset molecule sketch). (A)
Experimental stick spectrum
recorded by LIR at a nominal
temperature of 10 K. (B) Stick
spectrum recorded by LIICG
nominally at 4 K. The inset shows
an experimental scan (2973.34
to 2974.26 cm−1) that demon-
strates the high density of lines
at 10 K and the simplification
upon cooling. From our 19 lines
and six lines reported by Oka’s
group (9) (shown as black
bars) in that range, only two
survive in the 4 K spectrum.
(C and D) Two disjunct sets of
lines extracted from the 4 K
line list, likely belonging to the
different nuclear spin symmetry
species (see text).
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upon cooling allows the band centers to become
more apparent. In both the 10 K and 4 K spec-
tra, the strongest lines gather around 3043 cm−1,
which implies that this is one of the CH-stretching
band centers. This finding is also supported
by the density of lines peaking there. However,
it becomes obvious that even at 4 K, where only
the lowest rotational levels are populated, the
bands are still very numerous and heavily over-
lapping. This is caused by combination bands
with low-lying vibrational levels (18), as well
as large rotational constants due to the light
protons rotating around the heavy carbon nu-
cleus. The wide spread of the lines and the very
irregular patterns make an assignment of the
band centers by simple inspection impossible.
Moreover, there is no realistic model prediction
for the spectrum of this enigmatic molecule. How-
ever, we make use of the first principles of quan-
tum mechanics for the assignment of the rich
spectra taken at different temperatures.
The narrow ro-vibrational lines in our spectra

are connected to a well-defined energy level di-
agram by the basic formula hnfi = Ef – Ei, where
Ei and Ef denote the initial and final states of
the transition, respectively. The transitions shown
in Fig. 2 as arrows share the same energy level
diagram. The energy levels are labeled 0 through
3 for the lowest-energy states (Ei) and a through
d for states with one quantum of C-H stretch
vibration excited (Ef). The arrows (transitions)

drawn in blocks share the same upper level. As
a consequence, the energy differences between
these transitions, the so-called combination dif-
ferences (CoDiffs), will reveal the relative energy
structure of the lower states of this term dia-
gram. As indicated by the many bands observed
in the present experiment, the upper states ac-
cessed are numerous. Therefore, CoDiff values
belonging to such energy differences will appear
many times. Derived from the experimental spec-
trum, each CoDiff has a frequency uncertainty.
Neighboring CoDiffs are considered to coincide
with this CoDiff value when their values overlap
within the frequency uncertainties (see supple-
mentary materials).
Accordingly, we constructed a CoDiff coinci-

dence spectrum. Figure 3A shows the number
of coincidences of CoDiffs up to 60 cm−1, as de-
rived from the 1617 strongest lines of the 2897
lines in the 10 K spectrum (Fig. 1A). This CoDiff
spectrum shows a tremendous number of very
narrow peaks that appear from an almost noise-
free background (Fig. 3, inset). The construction
of the CoDiff spectrum is such that coincidence
peaks associated with the energy differences
of the term diagram exhibit a bell-shaped prob-
ability distribution (Fig. 3, inset). For some peaks,
the number of coincidences significantly exceeds
a statistical average value. These are the CoDiffs
that we clearly associate with the desired energy
structure.

To assign the observed CoDiff peaks to dif-
ferences in the ground state or the excited state,
we make use of the fact that we measured the
spectrum at two temperatures. The 4 K line list
contains only N = 185 lines, originating from
the lowest level (green arrows originating from
level 0 in Fig. 2); higher levels (denoted 1 through
3 in Fig. 2) may not be populated under the
conditions of the LIICG experiment. Thus, if we
require both lines of a CoDiff to be contained in
the 4 K LIICG spectrum, the number of CoDiffs
is reduced considerably to N(N − 1)/2 = 17,020,
although we risk missing ground-state CoDiffs.
In order to exploit the full information of our spec-
tra, we therefore created another list of CoDiffs
based on both line lists. For CoDiffs from the
full 10 K spectrum (rejecting only 134 weak lines),
we required that the higher-frequency transi-
tion also appear in the 4 K spectrum (Fig. 2, green
arrows) because the lower initial state should
be populated. The resulting CoDiff spectrum is
shown as the green trace in Fig. 3B. This spec-
trum has far fewer CoDiffs than the 10 K spec-
trum in Fig. 3A, and strong peaks appear only
for CoDiff values larger than 20 cm−1. These are
the energy differences that we associate with the
differences between state 0 and states 1 to 3 in
Fig. 2. The prominent peaks in the low-frequency
part of Fig. 3A, on the other hand, belong to
transitions from states that are populated at
10 K but not at 4 K (Fig. 2, gray arrows). The

SCIENCE sciencemag.org 20 MARCH 2015 • VOL 347 ISSUE 6228 1347

Fig. 2. Energy level diagram of ground and vi-
brational excited states connected by the ob-
served ro-vibrational transitions.The green arrows
indicate transitions from the lowest level, which
should thus be contained in the 4 K line list shown
in Fig. 1B.The multitude of upper levels (a through
d) is indicated by dashed lines. If two transitions
share a common upper level—for example, the
transitions from level 0 to a and from level 1 to a—
the difference of the two transition frequencies is
the energy difference of levels 0 and 1, which is
called a ground-state combination difference. Such
CoDiffs reveal themselves by their multiple ap-
pearance. The energy values (in cm−1) shown ex-
emplarily for the ground-state levels are those of
set 1 (marked “x” in Fig. 3). There is one or more
such diagram for each set (symmetry species)
of CH5

+.
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Fig. 3. Number of coincidences of combination differences (CoDiffs) as a function of their ener-
gy difference. Strong peaks arise from nonaccidental CoDiffs based on the numerous bands
observed and are associated with ground-state CoDiffs (see text). (A) Coincidence spectrum based
on a selection of the 1617 strongest lines from the 2897 lines of the 10 K spectrum. (B) Coincidence
spectrum based on nearly all 2897 lines of the 10 K spectrum, but with the additional condition that
the higher-frequency transition of the CoDiff be contained in the 4 K spectrum (see supplementary
text for details). The inset is a magnification of the CoDiff peak at 26.4725 cm−1. The CoDiff peak
positions are summarized in Table 1.
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strong peaks found in the CoDiff spectra are
summarized in Table 1.
According to Fig. 2, all ground-state CoDiffs

participating in such a level scheme, called a set
in the following, should be linked by common 4 K
lines. By checking these lines, we could clearly
identify two such distinct sets that do not share
common transitions (“x” and “o” in Fig. 3; sets
1 and 2 in Table 1), with the obtained ground
state–level energies of set 1 given explicitly in Fig. 2.
The extracted 4 K lines belonging to these two
distinct sets are plotted in Fig. 1, C and D, re-
spectively. The distinction of the sets arises from
the selection rules of the corresponding tran-
sitions. These selection rules are dictated by the
symmetry of the CH5

+ molecule (see supplemen-
tary material). We associate the distinct sets with
the three different nuclear spin isomers (I = 5=2,
3=2, and 1=2) that are formed by the five protons
(I = 1=2) in CH5

+, analogous to the ortho (I = 1)
and para (I = 0) spin isomers in H2. Transitions
between these different nuclear spin isomers
are forbidden because the nuclear spin does
not flip in ro-vibrational transitions. Therefore,
upon cooling to 4 K, only the three lowest lev-
els of the different spin isomers will remain.
Apparently we only found two of these levels,
denoted as 0 in Fig. 2 and Table 1. The third set
of CoDiffs we expect is not as easily identified
in our data because the number of lines, and
thus the number of CoDiffs, appears to be too
small to emerge as a strong peak in the co-
incidence spectrum.
Because of the Pauli exclusion principle, the

three nuclear spin configurations (A1 for I =
5=2, G1 for I = 3=2, and H1 for I = 1=2) are each
associated with exactly one symmetry species
(A2, G2, and H2) of the ro-vibrational states in the
molecular symmetry group G240 for CH5

+. Apply-
ing the rules of group theory, it therefore be-
comes possible to identify the nuclear spin
configuration associated with the sets appear-
ing in our spectra, and thus to address the
symmetry of the ro-vibrational states denoted
as 0 through 3 in Fig. 2 and Table 1. This is of

fundamental importance when trying to find
the lowest rotational state J´́ = 0 and for com-
parison with theoretical spectra. The intensity
of the lines observed in our spectra is governed
by the nuclear spin statistical weights (2I + 1),
which are 6, 4, and 2 for the ro-vibrational states
A2, G2, and H2, respectively. Likewise, the num-
bers of states of A2, G2, and H2 symmetry are 1:4:5
[see (9, 19) or supplementary materials], and we
therefore expect the proportions of the corre-
sponding CoDiff coincidences to be approximately
the square of this ratio, namely 1:16:25. As a re-
sult of these considerations, the lines of set 1 (Fig.
1C) are associated with G2 states, and those of
set 2 (Fig. 1D) likely belong to the H2 symmetry.
For the latter state, the number of CoDiffs is
quite numerous (Fig. 3B) but the intensity is
rather small, and thus the CoDiff peaks arise
only when lower-intensity lines of the 10 K
spectrum are considered in combination with
the 4 K spectrum. In contrast, the transitions of
the A2 ro-vibrational states are rather intense
but create few CoDiffs. Therefore, we are certain
that the missing CoDiff set 3 is associated with
this state.
The G2 spectrum shown in Fig. 1C comprises

transitions from the rotationless state J´́ = R´́ = 0
(20), as pointed out before (21). Therefore, one
might assign this quantum number and molec-
ular symmetry label (G2) to the lowest-energy
state denoted 0 in Fig. 2. Because of the con-
struction of the CoDiffs and a DR = T1 propensity
rule for the observed transitions, the state de-
noted 1 in Fig. 2 might then be associated with
R´́ = 2. For a more rigid molecule, one would
predict a value of 6B for the spacing of these two
states, where B would be an effective rotational
constant. For a reasonable value of B ≈ 4 cm−1

[see, e.g., (21)] for the almost spherical CH5
+,

this agrees well with the first peak of set 1 at
26.4725 cm−1 (Fig. 3A). Likewise, the smallest com-
bination difference, 39.6850 cm−1, found for set
2 (Fig. 3B) is close to 10B, which corresponds to
the energy difference between J´́ = 1 and J´́ = 3
(22). Provided these last assumptions are cor-

rect, our findings may support the unexpected
notion that CH5

+, even though highly fluxional
in the bending and torsional degrees of freedom,
behaves more rigidly in the stretching coordi-
nates, thus giving rise to an effective rotational
constant. This idea was suggested some years
ago (23), as the C-H bond lengths remain almost
constant in the PES.
However, the assignments of the rotational

states have to be taken with care, as the order-
ing of the states may be irregular because of
splittings of the J´́ ≥ 1 states to the extent that
levels with higher J´́ are lower in energy. This
has already been predicted in the particle-on-a-
sphere (POS) model of Deskevich et al. (24) for
CH5

+. This stands in contrast to the regular
energy level schemes of more rigid molecules.
Because of the complex ro-tunneling structure
of CH5

+, the exact positions of the individual
CoDiffs are a result of its PES, as discussed in
detail by Wang and Carrington (18) for the J´́ =
0 ground state. Future work for J´́ > 0 may un-
fold the detailed structure of the lowest-energy
states. More sophisticated tools are needed to
find more transitions, more CoDiffs, and more
complex spectroscopic patterns that are linked
by the symmetry of CH5

+. Also, some of the
strongest peaks in the CoDiff spectrum (e.g.,
at 5.46036 cm−1) still need to be assigned. Even
so, the values in Table 1 will challenge theoretical
predictions at the highest level of sophistica-
tion. The analysis of the wealth of experimen-
tal data allowed a tentative assignment of the
lowest-energy levels of this enigmatic molecule
based on the high-resolution spectra taken at two
low temperatures. Transitions from the rotational
ground state are likely identified. The problem
is not solved, but the method of LIR is ready to
take on the next experimental challenge—to di-
rectly test the lowest ro-vibrational transitions
in the quest for a proper description of CH5

+.
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ADDITIVE MANUFACTURING

Continuous liquid interface
production of 3D objects
John R. Tumbleston,1 David Shirvanyants,1 Nikita Ermoshkin,1 Rima Janusziewicz,2

Ashley R. Johnson,3 David Kelly,1 Kai Chen,1 Robert Pinschmidt,1 Jason P. Rolland,1

Alexander Ermoshkin,1* Edward T. Samulski,1,2* Joseph M. DeSimone1,2,4*

Additive manufacturing processes such as 3D printing use time-consuming, stepwise
layer-by-layer approaches to object fabrication. We demonstrate the continuous generation
of monolithic polymeric parts up to tens of centimeters in size with feature resolution
below 100 micrometers. Continuous liquid interface production is achieved with an
oxygen-permeable window below the ultraviolet image projection plane, which creates a
“dead zone” (persistent liquid interface) where photopolymerization is inhibited between
the window and the polymerizing part. We delineate critical control parameters and
show that complex solid parts can be drawn out of the resin at rates of hundreds of millimeters
per hour. These print speeds allow parts to be produced in minutes instead of hours.

A
dditive manufacturing has become a use-
ful technique in a wide variety of applica-
tions, including do-it-yourself 3D printing
(1, 2), tissue engineering (3–5), materials
for energy (6, 7), chemistry reactionware

(8), molecular visualization (9, 10), microfluid-
ics (11), and low-density, high-strength mate-
rials (12–15). Current additive manufacturing
methods such as fused deposition modeling,
selective laser sintering, and stereolithography
(2, 16) are inordinately slow because they rely
on layer-by-layer printing processes. A macro-
scopic object several centimeters in height can
take hours to construct. For additive manufactur-
ing to be viable in mass production, print speeds
must increase by at least an order of magnitude
while maintaining excellent part accuracy. Al-
though oxygen inhibition of free radical polym-
erization is a widely encountered obstacle to
photopolymerizing UV-curable resins in air, we
show how controlled oxygen inhibition can be
used to enable simpler and faster stereolithography.
Typically, oxygen inhibition leads to incom-

plete cure and surface tackiness when photo-
polymerization is conducted in air (17, 18). Oxygen

can either quench the photoexcited photoinitia-
tor or create peroxides by combining with the
free radical from the photocleaved photoinitiator
(fig. S1). If these oxygen inhibition pathways can
be avoided, efficient initiation and propagation of
polymer chains will result. When stereolithography
is conducted above an oxygen-permeable build
window, continuous liquid interface production
(CLIP) is enabled by creating an oxygen-containing
“dead zone,” a thin uncured liquid layer between
the window and the cured part surface. We show
that dead zone thicknesses on the order of tens of
micrometers are maintained by judicious selection
of control parameters (e.g., photon flux and resin
optical and curing properties). Simple relationships
describe the dead zone thickness and resin curing
process, and, in turn, result in a straightforward
relationship between print speed and part resolu-
tion. We demonstrate that CLIP can be applied to
a range of part sizes from undercut micropaddles
with stem diameters of 50 mm to complex hand-
held objects greater than 25 cm in size.
Figure 1A illustrates the simple architecture

and operation of a 3D printer that takes advan-
tage of an oxygen-inhibited dead zone. CLIP pro-
ceeds via projecting a continuous sequence of UV
images (generated by a digital light-processing
imaging unit) through an oxygen-permeable, UV-
transparent window below a liquid resin bath.
The dead zone created above the window main-
tains a liquid interface below the advancing part.
Above the dead zone, the curing part is contin-
uously drawn out of the resin bath, thereby creat-

ing suction forces that constantly renew reactive
liquid resin. This nonstop process is funda-
mentally different from traditional bottom-up
stereolithography printers, where UV exposure,
resin renewal, and part movement must be con-
ducted in separate and discrete steps (fig. S2).
Even for inverted top-down approaches in which
photopolymerization occurs at an air-resin in-
terface [i.e., the part is successively lowered into
a resin bath during printing (16, 19)], these steps
must be conducted sequentially for the formation
of each layer. Because each step takes several sec-
onds to implement for each layer, and because
each layer of a part has a typical thickness of 50
to 100 mm, vertical print speeds are restricted to
a few millimeters per hour (16). By contrast, the
print speed for CLIP is limited by resin cure rates
and viscosity (discussed below), not by stepwise
layer formation. For example, the gyroid and ar-
gyle structures shown in Fig. 1B were printed at
500 mm/hour, reaching a height of ~5 cm in less
than 10 min (movies S1 and S2). An additional
benefit of a continual process is that the choice
of 3D model slicing thickness, which affects part
resolution, does not influence print speed, as
shown in the ramp test patterns in Fig. 1C. Because
CLIP is continuous, the refresh rate of projected
images can be increased without altering print
speed, ultimately allowing for smooth 3D objects
with no model slicing artifacts.
Establishing an oxygen-inhibited dead zone

is fundamental to the CLIP process. CLIP uses
an amorphous fluoropolymer window (Teflon
AF 2400) with excellent oxygen permeability
(1000 barrers; 1 barrer = 10–10 cm3(STP) cm cm–2

s–1 cmHg–1) (20), UV transparency, and chemical
inertness. Dead zone thickness measurements
using a differential thickness technique (fig. S3)
demonstrate the importance of both oxygen sup-
ply and oxygen permeability of the window in
establishing the dead zone. Figure 2 shows that
the dead zone thickness when pure oxygen is
used below the window is about twice the thick-
ness when air is used, with the dead zone becom-
ing thinner as the incident photon flux increases
(see below). When nitrogen is used below the win-
dow, the dead zone vanishes. A dead zone also
does not form when Teflon AF 2400 is replaced
by a material with very poor oxygen permeability,
such as glass or polyethylene, even if oxygen is pre-
sent below the window. Without a suitable dead
zone, continuous part production is not possible.
For the case of ambient air below the window,

Fig. 3A shows the dependence of dead zone thick-
ness on incident photon flux (F0), photoinitiator
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absorption coefficient (aPI), and resin curing
dosage (Dc0). These three control parameters are
related to dead zone thickness according to

Dead zone thickness ¼ C
F0aPI
Dc0

� �−0:5

ð1Þ

where F0 is the number of incident photons at
the image plane per area per time, aPI is the
product of photoinitiator concentration and the
wavelength-dependent absorptivity, Dc0 quantifies
the resin reactivity of a monomer-photoinitiator
combination (fig. S4), and C is a proportionality
constant. This relationship is similar to the one
that describes photopolymerizable particle for-
mation in microfluidic devices that use oxygen-
permeable channel walls (21, 22). The dead zone
thickness behaves as follows: Increasing either
F0 or aPI increases the concentration of free rad-
icals in the resin (fig. S1) and decreases the ini-
tial oxygen concentration by reaction. Additional
oxygen diffuses through the window and into
the resin but decays with distance from the win-
dow, so that free radicals will overpower inhib-
iting oxygen at some distance from the window.
At the threshold distance where all oxygen is con-
sumed and free radicals still exist, polymerization
will begin. Increasing the reactivity of the resin
(i.e., decreasing Dc0) causes the polymerization
threshold distance from the window to also

shrink, thus making the dead zone thinner. The
proportionality constant C in Eq. 1 has a value
of ~30 for our case of 100-mm-thick Teflon AF
2400 with air below the window, and has units
of the square root of diffusivity. The flux of oxygen
through the window is also important in main-
taining a stable dead zone over time, which is
commonly described in terms of the ratio of
film permeability to film thickness (23). Using
these relationships enables careful control of the
dead zone, which provides a critical resin renewal
layer between the window and the advancing part.
Above the dead zone, photopolymerization

occurs to a certain cured thickness that depends
on F0aPI/Dc0 along with exposure time (t) and
the resin absorption coefficient (a) according to
the relationship

Cured thickness ¼ 1

a
ln

F0aPIt
Dc0

� �
ð2Þ

Figure 3B shows cured thickness for three dif-
ferent resins with varying a (holding aPI constant)
where thicknesses were measured for different
UV photon dosages (products of F0 and t) (fig.
S3). These curves are akin to the so-called “work-
ing curves” used in stereolithography resin char-
acterization (16, 19). For these resins, a is varied
by adjusting the concentration of an absorbing
dye or pigment that passively absorbs light (i.e.,

does not produce radicals) but contributes to
overall resin absorption via a = aPI + adye. Note
that a is the inverse of the characteristic optical
absorption height (hA) of the resin:

hA ¼ 1

a
ð3Þ

The value of hA, in conjunction with the model
slicing thickness (Fig. 1C), projected pixel size,
and image quality, determines the part resolution.
The projected pixel size (typically between 10
and 100 mm) and image quality are functions of
the imaging setup and determine lateral part reso-
lution. As with slicing thickness, hA affects vertical
resolution but is a property of the resin. If hA is
high, then previously cured 2D patterns will con-
tinue to be exposed, causing unintentional over-
curing and “print-through,” which in turn results
in defects for undercut and overhang geometries.
From the expressions for dead zone thick-

ness and cured thickness, a simple relationship
among print speed, hA (i.e., resolution), and
F0aPI/Dc0 is derived:

Speed

hA
º

F0aPI
Dc0

ð4Þ

(see supplementary materials). Figure 3C shows
a contour plot of speed as a function of hA and
the ratio F0aPI/Dc0; the dead zone thickness
(Eq. 1) is indicated. For a given hA, speed can be
increased by increasing F0 or aPI or by using a
resin with lower Dc0. However, as speed increases,
dead zone thickness decreases and will eventually
become too thin for the process to remain stable.
For CLIP, the empirically determined minimum
dead zone thickness is ~20 to 30 mm. Part pro-
duction with a dead zone thickness below this
minimum is possible but can lead to window
adhesion–related defects. Once the minimum
dead zone thickness is reached, the print speed
can only be increased by relaxing the resolution
(i.e., using a resin with higher hA).
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Fig. 1. CLIP enables fast print speeds and layerless part construction. (A) Schematic of CLIP printer
where the part (gyroid) is produced continuously by simultaneously elevating the build support plate
while changing the 2D cross-sectional UV images from the imaging unit. The oxygen-permeable window
creates a dead zone (persistent liquid interface) between the elevating part and the window. (B) Re-
sulting parts via CLIP, a gyroid (left) and an argyle (right), were elevated at print speeds of 500 mm/
hour (movies S1 and S2). (C) Ramp test patterns produced at the same print speed regardless of 3D
model slicing thickness (100 mm, 25 mm, and 1 mm).
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Fig. 2. The dead zone is created by oxygen per-
meation through the window. Dead zone thick-
ness is shown as a function of incident photon flux.
When pure oxygen is used below the gas-permeable
window, the dead zone thickness increases. If ni-
trogen is used, the dead zone vanishes, resulting
in adhesion of the cured resin to the window. Error
bars represent SD of 10 measurements of the same
conditions.
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This analysis shows that for a dead zone thick-
ness of 20 mm, speeds in excess of 300 mm/hour
with hA = 100 mm are accessible. By increasing
hA to 300 mm and sacrificing resolution, speeds
greater than 1000 mm/hour are readily achieved.
The trade off between speed and resolution is
demonstrated in Fig. 3D with resolution test
patterns using the resins with different hA from
Fig. 3B (all have equivalent F0aPI/Dc0 and dead
zone thickness). As dye loading is increased, hA
is reduced, leading to less print-through and ul-
timately higher resolution. However, dye absorp-
tion does not produce free radicals, so resins
with lower hA require greater dosages to ade-
quately solidify; that is, parts must be elevated
more slowly for constant photon flux. On the
other hand, the resin without dye and with the
highest hA can be printed at the greatest speed
but with poor resolution (as shown by uninten-
tional curing of the overhangs in the test pattern).
Using this process control framework, Fig. 4

shows an array of expediently produced parts rang-
ing in size from undercut micropaddles with
stem diameters of 50 mm (Fig. 4A) to full-size shoe
cleats 25 cm in length (Fig. 4C). The Eiffel Tower
model in Fig. 4B illustrates that fine detail is
achieved even in macroscale parts: The horizon-
tal railing posts (diameter <500 mm) are resolved
on this 10-cm-tall model. This ratio of scales (1:200)
confirms that the CLIP process enables rapid
production of arbitrary microscopic features over
parts having macroscopic dimensions. For these
parts, the speed-limiting process is resin curing
(Eq. 4); however, for other part geometries, the
speed-limiting process is resin flow into the build
area. For such geometries with comparatively
wide solid cross sections, parameters that affect

SCIENCE sciencemag.org 20 MARCH 2015 • VOL 347 ISSUE 6228 1351

Fig. 4. A variety of parts
can be fabricated using
CLIP. (A) Micropaddles
with stems 50 mm in
diameter. (B) Eiffel Tower
model, 10 cm tall. (C) A
shoe cleat >20 cm in
length. Even in large parts,
fine detail is achieved, as
shown in the inset of (B)
where features <1 mm in
size are obtained. The
micropaddles were
printed at 25 mm/hour;
the Eiffel Tower model and
shoe cleat were printed at
100 mm/hour.

Fig. 3. A trade off exists between print speed
and part resolution. (A) Liquid interface dead
zone (DZ) thickness as a function of F0aPI/Dc0.
These parameters have typical ranges: 5 × 1014

cm2 s–1 <F0 < 2 × 1016 cm2 s–1; 2 × 10–4 mm–1 < aPI <
1 × 10–2 mm–1; 5 × 1012 cm2 mm–1 < Dc0 < 5 × 1013

cm2 mm–1. (B) Cured thickness as a function of UV
photon dosage (F0t) for three resins with different
hA controlled with dye loading. (C) CLIP print speed
contours as functions of hA and F0aPI/Dc0. (D) Pho-
tographs of resolution test patterns using resins
with different hA from (B). Colored triangles corre-
spond to process conditions in (C). The dye-free
test pattern produced at highest print speed (blue
triangle) is semitransparent.
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resin flow (e.g., resin viscosity, suction pressure
gradient) become important to optimize.
Preliminary studies show that the CLIP pro-

cess is compatible with producing parts from
soft elastic materials (24, 25), ceramics (26), and
biological materials (27, 28). CLIP has the poten-
tial to extend the utility of additive manufacturing
to many areas of science and technology, and
to lower the manufacturing costs of complex
polymer-based objects.
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PALEOANTHROPOLOGY

Early Homo at 2.8 Ma from
Ledi-Geraru, Afar, Ethiopia
Brian Villmoare,1,4,6* William H. Kimbel,2* Chalachew Seyoum,2,7

Christopher J. Campisano,2 Erin N. DiMaggio,3 John Rowan,2 David R. Braun,4

J Ramón Arrowsmith,5 Kaye E. Reed2

Our understanding of the origin of the genus Homo has been hampered by a limited
fossil record in eastern Africa between 2.0 and 3.0 million years ago (Ma). Here we report
the discovery of a partial hominin mandible with teeth from the Ledi-Geraru research
area, Afar Regional State, Ethiopia, that establishes the presence of Homo at 2.80 to
2.75 Ma. This specimen combines primitive traits seen in early Australopithecus with
derived morphology observed in later Homo, confirming that dentognathic departures from
the australopith pattern occurred early in the Homo lineage. The Ledi-Geraru discovery
has implications for hypotheses about the timing and place of origin of the genus Homo.

F
ifty years after the recognition of the spe-
cies Homo habilis as the earliest known rep-
resentative of our genus (1), the origin of
Homo remains clouded. This uncertainty
stems in large part from a limited fossil

record between 2.0 and 3.0 million years ago (Ma),
especially in eastern Africa. Some taxa from this
time period, such as Australopithecus africanus
(~2.8 to 2.3 Ma) and the less well known A. garhi
(~2.5 Ma) and A. aethiopicus (~2.7 to 2.3 Ma), ap-
pear too specialized cranially and/or dentally
to represent the probable proximate ancestral
conditions for Homo species known in Africa
by ~2.0 Ma (H. habilis and H. rudolfensis). This
leaves a thin scatter of isolated, variably inform-
ative specimens dated to 2.4 to 2.3 Ma as the only
credible fossil evidence bearing on the earliest
known populations of the genus Homo (2, 3).
Here we describe a recently recovered partial

hominin mandible, LD 350-1, from the Ledi-Geraru
research area, Afar Regional State, Ethiopia, that
extends the fossil record of Homo back in time a
further 0.4 million years. The specimen, securely
dated to 2.80 to 2.75 Ma, combines derived mor-
phology observed in later Homo with primitive
traits seen in early Australopithecus. The discov-
ery has implications for hypotheses concerning
the timing and place of Homo origins.
The LD 350 locality resides in the Lee Adoyta

region of the Ledi-Geraru research area (Fig. 1).
Geologic research at Lee Adoyta (4) identified
fault-bounded sedimentary packages dated 2.84
to 2.58 Ma. The LD 350-1 mandible was recov-
ered on the surface of finely bedded fossiliferous

silts 10 m conformably above the Gurumaha
Tuff (Fig. 1). The matrix adherent to the speci-
men is consistent with it having eroded from
these silts [for details on stratigraphy and depo-
sitional environment, see (4)]. The Gurumaha
Tuff is radiometrically dated to 2.822 T 0.006 Ma
(4), a date that is consistent with the normal
magnetic polarity of the Gurumaha section, pre-
sumably the Gauss Chron. An upper bounding
age for LD 350-1 is provided by an adjacent down-
faulted younger block that contains the 2.669 T
0.011 Ma Lee Adoyta Tuff. A magnetostratigraphic
reversal 12 m conformably above the Lee Adoyta
Tuff is inferred to be the Gauss/Matuyama bound-
ary at 2.58 Ma (4). Because no significant erosional
events intervene between the Gurumaha Tuff
and the fossiliferous horizon, the age of LD 350-1
can be further constrained by stratigraphic scaling.
Applying a sedimentation rate of either 14 cm per
thousand years (ky) from the Lee Adoyta fault
block or 30 cm/ky from the Hadar Formation
(5) provides age estimates of 2.77 and 2.80 mil-
lion years (My), respectively, for LD 350-1. Based
on the current chronostratigraphic framework
for Ledi-Geraru, we consider the age of LD 350-1
to be 2.80 to 2.75 My.
The hominin specimen, found by Chalachew

Seyoum on 29 January 2013, comprises the left
side of an adult mandibular corpus that preserves
the partial or complete crowns and roots of the
canine, both premolars, and all three molars. The
corpus is well preserved from the symphysis to
the root of the ascending ramus and retromolar
platform. Surface detail is very good to excellent,
and there is no evidence of significant transport.
The inferior margin of the corpus and the lingual
alveolar margin are intact, but the buccal alveolar
margin is chipped between P3 and M1. The P4,
M2, and M3 crowns are complete and well pre-
served, but the C, P3, and M1 crowns are incom-
plete (Fig. 2 and text S2). The anterior dentition
is represented by the broken root of the lateral
incisor and the alveolus of the central incisor.
Given its location and age, it is natural to ask

whether the LD 350-1 mandible represents a
late-surviving population of A. afarensis, whose
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youngest known samples date to ~3.0 Ma at the
neighboring Hadar site (6). Indeed, in overall
dental and mandibular size, LD 350-1 matches

smaller specimens of A. afarensis (figs. S1 to S4
and tables S1 to S3). In addition, LD 350-1 shares
with A. afarensis a primitive anterior corpus, in-

cluding an inclined symphyseal cross section, a
bulbous anterior symphyseal face, and a project-
ing inferior transverse torus that is only slightly
elevated above the corpus base (Fig. 2A). There
are, however, substantial differences between LD
350-1 and the mandibles and teeth of A. afarensis.
LD 350-1 lacks the lateral corpus hollow in which
the mental foramen is located, which distinguishes
A. afarensis mandibles across their size range.
Instead, the LD 350-1 corpus is slightly convex
inferosuperiorly, with the mental foramen lo-
cated lateralmost on this arc (fig. S5). Unlike in
A. afarensis, the anterior corpus of LD 350-1 bears
a distinct symphyseal keel, accentuated by a flat-
tened area between it and a pronounced canine
jugum (Fig. 2). It lacks both an incisura mandibu-
lae anterior and a mentum osseum, and thus does
not have a chin. The P3 buccal crown profile is
symmetrical in occlusal view, lacking the prom-
inent mesiobuccal extension that skews the P3
crown outline in A. afarensis. The P3 occlusal
enamel is worn through to dentine buccally, yet
the moderately worn molars retain considerable
occlusal relief. In A. afarensis, a reversed wear
pattern is typical: The canine and mesial moiety
of P3 remain relatively unscathed by wear even
when molar occlusal enamel is exhausted (6).
The wear disparity in LD 350-1 may signal mod-
ification of the relatively primitive C/P3 complex
of A. afarensis, which, while non-honing, retained
apelike aspects of crown shape and occlusal wear
(6, 7). The basally expanded hypoconid that cre-
ates the characteristic “bilobate” buccal crown
contour in A. afarensis M1s and M2s is not evi-
dent in LD 350-1 (7). Finally, there is a distinct C7
cusp on the LD 350-1 M1 (Fig. 2), yet no such
cusp has been recorded for an A. afarensisM1 (n =
18) (8, 9).
Despite a well-developed lateral prominence

that swells the corpus anterior to the ascending
ramus, LD 350-1 lacks the great corpus thicken-
ing, inflated corpus contours beneath P3-M1, and
anterior dental arch constriction seen in robust
australopith mandibles, including Omo 18-1967-
18 (holotype of A. aethiopicus, ~2.6 Ma). Postcanine
dental expansion, including the differential en-
largement of lower molar entoconids typical of
robust australopiths, is also absent (8) (figs. S1
to S3 and table S4).
LD 350-1 also differs from Australopithecus

in features that align it with early Homo. The in-
ferior and alveolar margins of the corpus are
subparallel, resulting in similar corpus depths
at P3 and M2 (Fig. 2), whereas in A. afarensis,
A. africanus, and A. sediba, the corpus is typically
deepest under the premolars (10, 11). Some spec-
imens of early Homo, such as SK 45 and KNM-ER
60000 (10, 12), have a deeper corpus anteriorly,
but LD 350-1 resembles many others that are
relatively uniform in depth along the corpus
(10, 13–16) (figs. S5 and S6 and table S5). In LD
350-1, the mental foramen opens directly poste-
riorly into a short groove on the corpus. A pos-
teriorly opening foramen is the most common
condition in early and modern Homo (13, 17). The
foramen always opens anteriorly or anterosu-
periorly in A. afarensis mandibles, whereas in
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Fig. 1. The geographic and geologic setting of the LD 350-1 hominin mandible. (A) Map of the Lee Adoyta
region in the Ledi-Geraru research area. (B) Stratigraphic section of the Lee Adoyta sequence indicating the
provenience of LD 350-1. (C) The LD 350 locality, with the position of the LD 350-1 mandible on the surface in
relation to the Gurumaha Tuff. Resistant ledges in the center of the photo are localized cemented sand and
carbonate nodule pebble conglomerate.The section in (B) is indicated by the black line at left in (C). Details in (6).

Fig. 2. The LD 350-1
mandible. (A) Medial
view. (B) Lateral view.
(C) Occlusal view.
(D) Basal view. (E)
Enlarged occlusal view
of dentition. Scale
bars, 1 cm.
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A. africanus its orientation ranges from ante-
roinferior to directly lateral. The anterior margin
of the ascending ramus in LD 350-1 becomes in-
dependent from the corpus opposite the mid-
dle of the M3 crown, and in lateral view only the
distalmost part of this crown is hidden (Fig. 2
and fig. S5). In the great majority of Australopith-
ecusmandibles, the anterior margin of the ramus
is positioned further anteriorly, between mid-
and distal M2. A posterior origin of the ramus
margin is most common in specimens of early
Homo (fig. S7 and table S6).
The LD 350-1 molars have simple occlusal sur-

faces, with salient, marginally positioned cusp
apices and broad occlusal basins. With the ex-
ception of a tiny protostylid on M3, the crowns
are devoid of cingular remnants. Estimated M1

length is small (fig. S4). The breadth across the
mesial aspect of M2 and M3 measures less than
the distal breadth, giving these crowns a mesially
tapered occlusal outline. This distinctive outline
is due in part to a relatively confined mesiolin-
gual cusp (metaconid) on these teeth (Fig. 2 and
table S4). In A. afarensis and A. africanus, and
also in A. sediba specimenMH1, M2 and M3 crown
outlines are square or distally tapered (especial-
ly M3) (fig. S8). Although some early Homo dis-
tal molars show reduced mesial breadths, there
is significant overlap with Australopithecus in
mesial:distal breadth ratio, and none approaches
the uniquely tapered outline of LD 350-1 (table
S7). Whereas Australopithecus M2 and M3 crowns
usually have a sloping buccal face up to the point
of advanced occlusal wear, the buccal walls of
these teeth in LD 350-1 descend almost vertical-
ly from the occlusal rim, as frequently observed
in early and laterHomo (fig. S8). LD 350-1 departs
from the A. africanus dental pattern, which in-
cludes buccolingually expanded postcanine teeth
(especially M2-3) and flattened molar occlusal sur-
faces in specimens with similar degrees of premo-
lar wear (6, 7). LD 350-1 possesses a mesiodistally
shorter M3 than M2, which is common in Homo
but occurs only in 1 out of 16 A. afarensis and 3
out of 14 A. africanus specimens in our sample. In
crown length, the LD 350-1 M3 falls outside the
distribution of 20 A. africanus and 19 A. afarensis
M3s (fig. S3).
With an age of 2.80 to 2.75 My, the Ledi-Geraru

mandible is younger than the youngest known
A. afarensis fossils fromHadar, ~3.0 Ma. Although
it shares with A. afarensis primitive anterior cor-
pus morphology, the specimen falls outside the
range of variation for most other diagnostic man-
dibular and dental traits of this species. In the
majority of traits that distinguish it from this spe-
cies, LD 350-1 presents morphology that we in-
terpret as transitional between Australopithecus
and Homo.
The Homo postcanine dental pattern (18) is

present in members E through G of the Shungura
Formation of Ethiopia (~2.4 to 2.0 Ma) and is best
represented by mandible Omo 75-14, which has
a reduced M3 crown and a C7 cusp on M1 (18),
features shared with LD 350-1. The A.L. 666-1
maxilla from the Busidima Formation at Hadar
also establishes the Homo dentognathic pat-

tern by ~2.3 Ma (19). A small collection of post-
canine teeth from members B and C (~2.9 to
2.6 Ma) of the Shungura Formation evinces more
derived morphology than A. afarensis and has
been affiliated with A. africanus/Homo (18, 20).
Although A. africanus is usually thought to have
been endemic to southern Africa, the correspond-
ing time period in the East African record is
notoriously poor in hominin fossils. At ~2.80 to
2.75 Ma, LD 350-1 falls within the member B-C
temporal interval and is broadly contemporane-
ous with A. africanus samples from Makapansgat
and Sterkfontein (21). Morphologically, however,
it is distinguished from A. africanus by its subequal
anterior and posterior corpus heights, posterior
position of the anterior ramus margin, posteriorly
oriented mental foramen, steeper premolar-
molar wear gradient, vertical buccal walls of
M2-3, and reduced M3. In the combination of
these features, LD 350-1 resembles younger East
African Homo specimens more than it does ge-
ologically contemporaneous or older Australo-
pithecus. Summarizing the Shungura Formation
dental evidence, Suwa et al. [(18) pp. 270–271]
identified the 2.9- to 2.7-Ma interval as “the
transitional period when evolution occurred
from an A. afarensis-like to a more advanced
species…close in overall dental morphology to
the A. africanus condition but also mostly with-
in the A. afarensis and/or early Homo ranges of
variation.” We consider the Ledi-Geraru mandi-
ble to sample a population from this transition
and to point to a close phyletic relationship
with Homo at 2.4 to 2.3 Ma.
A set of teeth comprising the isolated left and

right P3-M2 crowns of a single individual (KNM-
ER 5431) from the upper Tulu Bor Member at
Koobi Fora, Kenya (22), is germane to the status
of LD 350-1. Constrained in age between ~2.7 and
~3.0 Ma (23), these teeth show a mix of austra-
lopith (premolar cusp morphology) and early
Homo-like (C7 cusp on M1 and M2) characters
(15), whereas its P3 form has been character-
ized as “intermediate between A. afarensis…and
A. africanus or early Homo” [(24), p. 199]. The
KNM-ER 5431 teeth could represent the same
East African transitional form as the LD 350-1
mandible.
Arguments for the role of 2.5-Ma A. garhi as

the direct ancestor of Homo are relevant to in-
terpretations of LD 350-1 (25). The tremendous
postcanine dental size and differentially enlarged
P3 of A. garhi holotype cranium BOU-VP 12/130
are a poor match for the modest-size teeth of the
Ledi jaw (in resampling analyses, the LD 350-1
lower second molar and the BOU-VP 12/130 up-
per second molar were found to be diminishing-
ly unlikely to sample the same species; see text
S3). To include LD 350-1 and BOU-VP 12/130
in the same species lineage and simultaneously
postulate an ancestor-descendant relationship
between A. garhi and Homo would require a
dramatic increase in tooth size between ~2.8
and ~2.5 Ma, and then an equally dramatic de-
crease in tooth size in a ~2.5- to 2.3-Ma transi-
tion to Homo. Although nonrobust mandibles
with derived corpus morphology and smaller

teeth are approximately contemporaneous with
A. garhi in the Middle Awash of Ethiopia (25, 26),
it is unclear whether these represent A. garhi or
a second lineage, potentially of Homo. For all of
these reasons, we consider the hypothesis that
posits LD 350-1 as representing a population an-
cestral to ~2.4- to 2.3-Ma Homo, to the exclusion
of A. garhi, to be more parsimonious than ones
that include this taxon in the Homo lineage [con-
sistent with the phylogenetic analysis in (27);
see text S3].
By ~2.0 Ma, at least two species of the genus

Homo were present in Africa, H. habilis and
H. rudolfensis (3, 28), but primitive anterior cor-
pus morphology distinguishes LD 350-1 from both
of them. These species are distinct from one an-
other in dental arcade shape (12, 29), and LD 350-1
suggests the primitively arched canine/incisor
row seen in H. habilis sensu stricto (fig. S9). For
the present, pending further discoveries, we as-
sign LD 350-1 to Homo, species indeterminate.
The identification of the 2.80- to 2.75-Ma Ledi-
Geraru mandible as representing a likely phyletic
predecessor to early Pleistocene Homo implies
that phylogenetic schemes positing the origin
of the Homo lineage from A. sediba as late as
1.98 Ma are likely to be incorrect [contra (30);
see text S3].
The time period 2.8 to 2.5 Ma witnessed cli-

matic shifts that are frequently hypothesized
to have led to the origin of the Homo lineage
(3, 31–33). Although the open habitats recon-
structed for the Lee Adoyta faunal assemblages
provide a new window on these changes (4), too
little is known of the pattern of hominin evo-
lution during this period to forge causal links to
specific evolutionary events. The Ledi-Geraru
specimen confirms that divergence from austra-
lopith dental and mandibular anatomy was an
early hallmark of the Homo lineage. Additional
discoveries are needed to determine whether or not
these dentognathic changes were accompanied
by neurocranial expansion, technological innova-
tion, or shifts in other anatomical/behavioral sys-
tems that are familiar components of the Homo
adaptive pattern.
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Late Pliocene fossiliferous sedimentary
record and the environmental context
of early Homo from Afar, Ethiopia
Erin N. DiMaggio,1* Christopher J. Campisano,2 John Rowan,2

Guillaume Dupont-Nivet,3† Alan L. Deino,4 Faysal Bibi,5 Margaret E. Lewis,6

Antoine Souron,7 Dominique Garello,8 Lars Werdelin,9

Kaye E. Reed,2 J Ramón Arrowsmith8

Sedimentary basins in eastern Africa preserve a record of continental rifting and contain
important fossil assemblages for interpreting hominin evolution. However, the record of
hominin evolution between 3 and 2.5 million years ago (Ma) is poorly documented in
surface outcrops, particularly in Afar, Ethiopia. Here we present the discovery of a
2.84– to 2.58–million-year-old fossil and hominin-bearing sediments in the Ledi-Geraru
research area of Afar, Ethiopia, that have produced the earliest record of the genus Homo.
Vertebrate fossils record a faunal turnover indicative of more open and probably arid
habitats than those reconstructed earlier in this region, which is in broad agreement
with hypotheses addressing the role of environmental forcing in hominin evolution at
this time. Geological analyses constrain depositional and structural models of Afar and
date the LD 350-1 Homo mandible to 2.80 to 2.75 Ma.

S
urface exposures of fossiliferous sedimen-
tary rocks dated between 3.0 and 2.5 mil-
lion years ago (Ma) are rare throughout
Africa, yet are of great interest because this
interval overlaps with shifts in African cli-

mate (1–5), corresponds to faunal turnover (6–8),
and represents an important gap in our knowl-
edge of evolutionary events in the human lineage
(9). The time period coincides with changing geo-
logic conditions in eastern Africa, as rifting pro-
cesses (10, 11) and extensive volcanism (12) altered
the architecture of sedimentary basins (13–15),
controlling the paleogeography of hominin and
other mammalian habitats. In tectonically active
areas such as the lower Awash Valley (LAV), Afar,
Ethiopia, rift-basin dynamics create spatially var-
iable and often incomplete records of deposition.
At other fossil sites in the LAV, the fluvio-lacustrine

sediments of theHadar Formation (~3.8 to 2.9Ma)
are separated from the younger fluvial sediments
of the Busidima Formation (~2.7 to 0.16 Ma) by
an erosional unconformity (14, 16). The Hadar re-
gion contains early Homo dated to ~2.35 Ma (9)
andanexcellent recordofAustralopithecusafarensis
from 3.5 to 2.95Ma (17). However, the absence of
fossiliferous sediments in the Hadar region due to
theunconformity has impededefforts to document
a continuous record of hominin and other faunal
evolution, and limits our understanding of regional
habitat change in the LAV. Recent field investiga-
tions and geochronological analysis of sedimen-
tary deposits at Ledi-Geraru (LG), located northeast
of Hadar, Gona, and Dikika (Fig. 1), confirm the
presence of late Pliocene fossiliferous sedimen-
tary rocks dated to the interval represented else-
where in the region by the erosional unconformity

(18). Here we present the geology, chronostra-
tigraphy, and paleontology of the Lee Adoyta
region of LG, where the LD 350-1 early Homo
mandible (19) and 614 other mammal specimens
were recovered from sediments dated 2.84 to
2.58 Ma (Fig. 1).
The Lee Adoyta region preserves an ~70–m-

thick sedimentary sequence that is cut by multi-
ple closely spacedNW-SE (320° to 340°)–trending
faults that postdate deposition (Figs. 1 and 2).
Geologic mapping documents drag folds and
stratigraphic juxtaposition to define the normal
sense of motion along the faults, which is con-
sistent with faulting patterns oriented NW-SE
associated with Red Sea rift extension (14). There
are four major fault-bounded blocks, each of
which comprises a discrete sedimentary pack-
age (Fig. 2).
The Bulinan sedimentary package is 10m thick

and consists of lacustrine deposits (laminated
silty claystone with dispersed gastropod shells)
with five intercalated 2- to 12-cm-thick altered
tuffs (Fig. 3). The crystal-rich Bulinan Tuff lies 4m
above the base of the section. It is 2 to 3 cm thick,
light pink in color, and composed of altered vol-
canic glass with <15% subangular lithic fragments
and feldspar grains. The Bulinan Tuff was dated
by the laser single-crystal incremental heating
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(SCIH) 40Ar/39Ar technique on individual grains
of phenocrystic Na-plagioclase feldspar from a
single sample. Age “plateaus” as revealed in 39Ar
release spectra indicate the characteristic age
of the feldspars. The population of those ages
yielded aweighted-mean result of 2.842 T 0.010Ma
(1s internal error; T 0.014 Ma external error; n = 4
grains) (figs. S2 to S4 and table S2). Just four fos-

sils have been recovered from this fault block,
and therefore an inference of habitat based on
fauna is precluded.
The Gurumaha sedimentary package, which

yielded the LD 350-1 hominin, is ~21m thick and
dips 3° to 5° E-SE. Gurumaha sediments coarsen
up-section and include laminated mudstone with
thin, fine sandstones, siltstone, and coarse cross-

bedded sandstone with pebble lags. The package
is capped by a fluvial sequence composed of a
carbonate nodule–rich, cross-bedded pebble con-
glomerate and overlying sands with minimal ba-
sal scour. The Gurumaha Tuff is a crystal-rich
lapilli tephra-fall deposit that contains pumice
(table S5) and forms a continuous white to light
gray stratigraphic marker 8 to 10 cm thick (Fig. 2).

1356 20 MARCH 2015 • VOL 347 ISSUE 6228 sciencemag.org SCIENCE

Fig. 1. Geographic and geologic setting of the Lee
Adoyta hominin site. (A) The LAV (yellow square),
Afar Depression (gray area), Ethiopia. RS, Red Sea;
GOA,Gulf of Aden;MER,Main Ethiopian Rift. (B) LAV
project areas and the approximate mapped extent
of the Hadar Formation senso stricto. The Busidima
Formation is largely exposed in the areas of Hadar,
Gona, and Dikika. (C) Sediments and volcanic rocks in
the eastern LG research project area are cut by two sets
of faults striking NWand NNE, indicating the influence
of both the RS and MER extensional systems, respec-
tively. At Lee Adoyta, NW-trending faults are most sig-
nificant and appear to cross-cut NNE faults. Regions
referred to in the text are labeled in black.

Fig. 2. Geologic map and cross section of the Lee Adoyta hominin site. (A) Geologic map of the region surrounding the Lee Adoyta hominin site (yellow
star) showing NW-SE–oriented faults dissecting sedimentary packages into discrete blocks. We mapped the 900 × 500–m area in the field using high-
resolution (1 m) stereo imagery and Global Positioning System technology. (B) West-to-east cross section of Lee Adoyta.The older Bulinan and Gurumaha
fault blocks are uplifted relative to the younger adjacent Lee Adoyta and Garsalu fault blocks.
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TheGurumahaTuffwasdatedby theSCIHtechnique
applied to four samples containing anorthoclase
toNa-plagioclase feldspar phenocrysts. Aweighted
mean of the plateau ages yielded 2.822 T 0.006Ma
(T 0.015Ma external error; n = 23 grains) (figs. S2
to S4 and table S2). This age falls within chron
C2An.1n (Gauss) of the astronomical polarity time
scale (20), consistent with the normal paleomag-
netic polarity measured for the entire Gurumaha
sequence (Fig. 3). The age on the tuff provides a
maximum age for the LD 350-1 hominin fossil,
which was recovered from a vertebrate fossil–
rich silt horizon 10 m conformably above the
Gurumaha Tuff and 1 m below the base of the
capping pebble conglomerate (19). Based on local
and regional sedimentation rates, a refined age
estimate of 2.80 to 2.75million years is calculated
for the fossiliferous horizon (19).
Ecological community structure analysis based

onmammalian faunarecovered fromtheGurumaha
fault block indicates amore open habitat (mostly
mixed grasslands/shrublands with gallery forest)
that probably experienced less rainfall than any

of those reconstructed for the members of the
Hadar Formation (6). The landscape was sim-
ilar to modern African open habitats, such as the
Serengeti Plains, Kalahari, and other African open
grasslands, given the abundance of grazing spe-
cies and lack of arboreal taxa, although the pres-
ence of Deinotherium bozasi and tragelphins
probably indicates a gallery forest (fig. S6). The
existence ofKobus sigmoidalis, aff.Hippopotamus
afarensis, crocodiles, and fish in this package re-
flects the presence of rivers and/or lakes. Approx-
imately one-third of the mammalian taxa present
are shared with those in the youngest Hadar For-
mation (~3Ma), whereas one-third are first appear-
ances of these taxa in the LAV (Table 1). The
remaining one-third of mammals recovered can
only be identified to the genus level.
The Lee Adoyta sedimentary package is ~22m

thick and approximately horizontal. Two tuffs
separated stratigraphically by ~8 to 10 cm approx-
imate the base of the Lee Adoyta package. The
lower tuff is a 5- to 6-cm-thick basaltic ash typ-
ically altered to a yellowish bentonite. The upper

unit is a 4- to 5-cm-thick light gray vitric-crystal
tuff (table S6). The Lee Adoyta Tuffs are encased
in brown fissile mudstone that directly overlies a
green Vertisol. The overlying sedimentary units
include brown mudstone, basalt-rich sandstone,
and a pebble conglomerate. A 1.5-m-thick, cross-
laminated, unnamed glassy tuff caps the section
(table S6). Na-plagioclase phenocrysts from the
upper Lee Adoyta Tuff have a weighted-mean
SCIH age of 2.669 T 0.011 Ma (T 0.03 Ma exter-
nal; n = 5 grains) (figs. S2 to S4 and table S2).
Paleomagnetic measurements record a transition
from normal to reverse polarity ~12 m above
the Lee Adoyta Tuffs (Fig. 3), which is probably
the Gauss/Matuyama reversal at 2.581 Ma (20).
The date and stratigraphic position of the Lee
Adoyta Tuffs are consistent with its assignment
to the C2An1.n chron (Gauss), and provide amin-
imum age constraint for the LD 350-1 fossil. The
Lee Adoyta fault block yieldedmammalian fauna
with ~80% taxonomic overlapwith theGurumaha
fauna, and the ecological community structure
also reconstructs an open habitat (fig. S6 and
Table 1).
TheGarsalu sedimentary package encompasses

strata exposed along themargins of the LeeAdoyta
drainage (Fig. 2). We correlate these packages
based on the similarity of sedimentary facies and
downfaulting against adjacent fault blocks. These
fluvial deposits are ~26 m thick, gently dipping,
and include paleosols, sandstones, siltstones, and
conglomerates (Fig. 3). The Garsalu sedimentary
package is the youngest (<2.58 Ma) in the Lee
Adoyta region, based on faulting relationships
and the presence of Connochaetes gentryi.
The combined 70-m-thick section at LeeAdoyta

is placed within the chronostratigraphic frame-
work of the LAV in an interval previously un-
documented in the regional sedimentary record
(fig. S8). In general, the sedimentary deposits at
Lee Adoyta coarsen upward and represent a va-
riety of depositional environments. At LeeAdoyta,
a paleolake (~2.84 Ma) extended at least 6 km
north to Ambare and Mafala (Fig. 1C), where
lacustrine deposits are present in similarly aged
strata (18). The depositional environment pro-
gressed to a nearshore delta plain by 2.82 Ma, as
indicated by sandy channel bodies and the presence
of crocodiles, fish, andmammals in theGurumaha
sediments. At present, sedimentary deposits be-
tween the top of theGurumaha sedimentary pack-
age (2.80 to 2.75 Ma) and the Lee Adoyta Tuffs
(2.67Ma) have not been observed. The Lee Adoyta
fault block strata (<2.67 Ma) are coeval with a
portion of the Busidima Formation and sim-
ilarly capture a fluvial record probably depo-
sited by tributaries to the ancestral Awash River
system (16).
Geological investigations at Lee Adoyta allow

us to place constraints on regional basin models.
The presence of deposits dated to 2.8 Ma in east-
ern LG is consistent with continued deposition
in the Hadar Basin as a result of northeastern
migration of paleo Lake Hadar during the late
Pliocene to early Pleistocene (14, 21–23). Some-
time between 2.95 and 2.7 Ma, changes in base
level associatedwithMainEthiopianRift extension
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Fig. 3. Stratigraphy and magnetostratigraphy of the sedimentary packages at Lee Adoyta.The dip
and sense of motion along each fault bounding the sediment packages are shown to separate the
packages and thus establish relative ages. Section locations (numbered) are provided in Fig. 2.
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eroded Hadar Basin sedimentary deposits in
the areas of Gona, Hadar, Dikika, and central
and southern LG, creating an erosional uncon-
formity (Fig. 1B and fig. S8) (14, 15, 18, 24). The
preservation of 2.8-Ma sediments in eastern LG,
but not elsewhere in the lower Awash, suggests
that the unconformity did not extend as far east
as Lee Adoyta (or at least was not as long in du-
ration). This may be related to the proximity of

Lee Adoyta to border faults, spatial variability of
base level changes, or localized downfaulting
of eastern LG before erosion. Lee Adoyta lies be-
yond theproposed easternmarginof theBusidima
half-graben (14, 15). Therefore, the <2.7-Ma depo-
sits at Lee Adoyta were either deposited in a dif-
ferent basin, or the Busidima half-graben was
larger and more variable than proposed. After
~2.6 Ma, NW-SE trending faults that cross-cut

all sedimentary packages (Fig. 1C) indicate that
Red Sea rifting was the dominant extensional
regime.
Global climate change at ~2.8Ma and resultant

increases in African climatic variability and arid-
ity are hypothesized to have spurred cladogenetic
events in various mammalian lineages, includ-
ing hominins (1, 2, 7). The faunal changes evi-
dent at Lee Adoyta appear to be in accord with
these hypotheses, because the 2.8-Ma record
shows a mammalian species turnover that in-
cludes first appearancedatumsand thedispersal of
immigrant taxa previously unknown in Afar. Ad-
ditionally, mammal communities in the Gurumaha
and Lee Adoyta sedimentary packages indicate
open habitats, with most vegetation cover consist-
ing of grasses or low shrubs, a pattern that contrasts
with theolder,Australopithecusafarensis–bearing,
Hadar Formation. Although the Lee Adoyta data
provide enticing evidence for a correlation be-
tween open habitats linked to African aridifica-
tion and the origins of the genusHomo, evidence
from other sites in eastern Africa shortly after
3 Ma does not show a uniform transition toward
open habitats (8, 25–27). Ongoing research ef-
forts in the eastern LG continue to explore pre-
viously undocumented sedimentary exposures
that may allow us to test the hypothesis that
the Lee Adoyta record samples a drier habitat
of a larger, more variable ecosystem or repre-
sents a distinct arid phase in Afar during the
late Pliocene.
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CRYSTAL GROWTH

Aqueous formation and manipulation
of the iron-oxo Keggin ion
Omid Sadeghi, Lev N. Zakharov, May Nyman*

There is emerging evidence that growth of synthetic and natural phases occurs by the
aggregation of prenucleation clusters, rather than classical atom-by-atom growth. Ferrihydrite,
an iron oxyhydroxide mineral, is the common form of Fe3+ in soils and is also in the ferritin
protein.We isolated a 10 angstrom discrete iron-oxo cluster (known as the Keggin ion, Fe13) that
has the same structural features as ferrihydrite.The stabilization andmanipulation of this highly
reactive polyanion inwater is controlled exclusively by its counterions.Upon dissolution of Fe13 in
water with precipitation of its protecting Bi3+-counterions, it rapidly aggregates to ~22 angstrom
spherical ferrihydrite nanoparticles. Fe13 may therefore also be a prenucleation cluster for
ferrihydrite formation in natural systems, including by microbial and cellular processes.

I
ron oxides and oxyhydroxides are ubiquitous
in the environment and serve vital roles in
interrelated phenomena of contaminant
transport, pH control of surface and ground
water, and microbial activity (1–4). Relevant

phases include hematite, magnetite, goethite,
and ferrihydrite. The structure of ferrihydrite,

the most common iron oxyhydroxide in soil and
in the core of the ferritin protein, is isostructural
to the Al-mineral akdalaite (5). The ferrihydrite
structure has been highly debated (6–9), but the
general framework contains linked and fused
iron-oxyhydroxide Keggin units. The Keggin ion
or molecule is a metal-oxo structural motif in nat-
ural and synthetic materials (10). Even before the
proposed structure of ferrihydrite, an iron Keggin
cluster (henceforth referred to as Fe13) was pre-
sumed to be synthetically attainable—analogous to

the Al13-Keggin cluster [AlO4Al12(OH)24(H2O)12]
7+,

which was first crystallized and structurally char-
acterized over 50 years ago. (11)
The identified nonclassical growth behavior

of iron oxides in both nature (3) and the lab-
oratory (12)—defined by the aggregation of pre-
nucleation clusters rather than atom-by-atom
growth—supports the existence of a discrete
Fe13 ion as a precursor to ferrihydrite and mag-
netite (Fig. 1). However, the higher reactivity
(acidity) of Fe3+-bound H2O as compared with
Al3+-bound H2O in the Al13 Keggin ion has thus
far thwarted all synthetic efforts to capture a
discrete Fe13 ion from water. Instead, iron oxy-
hydroxide nanoparticles and precipitates are
obtained, bypassing the intermediate discrete
cluster state. The closest specie to Fe13 reported
thus far is [FeO4Fe12F24(OCH3)12]

5– (13). Although
possessing the Keggin structure, this cluster was
synthesized in anhydrous conditions and is
surface-passivated entirely with nonaqua ligands;
it is neither a likely precursor for iron oxide nucle-
ation, nor provides identification of the aqua lig-
ands and ion-charge of Fe13 derived from water.
Here, we present strategies to stabilize and

crystallize the discrete Fe13 Keggin ion from
water and redissolve it in water, both as un-
associated and aggregated forms. Because Fe13
is a very highly charged polyoxoanion, contrary
to the analogous Al13 polyoxocation, we chose
likewise highly charged countercations (Bi3+)
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Fig. 1. The iron Keggin ion. Views of the iron Keggin ion in different structures. (Left) Magnetite, (FeIItet)(Fe
III
oct)2O4 emphasizing the e-Keggin

isomer building unit (red polyhedra). The four trimers of edge-sharing octahedra are likewise connected together by edge-sharing. (Middle) Bi6-
a-[FeO4Fe12O12(OH)12(O2C(CCl3)12]

17–, Bi6Fe13L12. In the a-isomer, the four trimers are linked together by corner-sharing. (Right) A view of ferrihydrite, structure
determined from pair distribution function (5). The red polyhedra emphasize the d-Fe13 building block. In the d-isomer, three of the trimers are edge-
sharing, and the fourth is corner-linked.
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for charge-stabilization. We used small-angle
x-ray scattering (SAXS) to probe the self-assembly
of Fe13 and its behavior in solution. In addition,
we simulated scattering data (14) from the x-ray
structure for “nude” Fe13, Fe13 with associated
Bi3+ (Bi6Fe13), and the complete cluster ligated
with trichloroacetate (Bi6Fe13L12) (table S1), as
well as Keggin-ion dimers, for comparison with
the experimental data. Last, transmission elec-
tron microscopy (TEM) was used to support the
x-ray scattering data.
Fe13 crystallizes in a monoclinic lattice and is

fully formulated Bi6[FeO4Fe12O12(OH)12(O2C(CCl3)12]·
[O2C(CCl3)]•14H2O (Fig. 1 and table S2). The 13
Fe and six Bi of the cluster are all trivalent, as
determined by bond valence sum (BVS) calcu-
lations (tables S3 to S5). The oxo and hydroxyl
ligands were likewise identified by BVS, which
provides a Fe13-cluster charge of –17, balanced
by six Bi3+ cations and a single lattice trichloro-
acetate (TCA) co-ion; TCA also serves as the lig-
and cap to each octahedral iron. This –17 charge
represents the highest charge-density ever ob-
served for Keggin ions, either polyoxocations
or polyoxoanions. The closest is [TNb12O40]

16–

(T=Si, Ge) (15, 16). The Fe13 core is the a-isomer
(Fig. 1), with 12 Fe3+ octahedra and a central
Fe3+-tetrahedron. The four octahedra-triads are
linked together by corner-sharing. Within the
triads, the bridging ligands of the edge-sharing
octahedra are hydroxyls, and the ligands between
the corner-sharing octahedra are oxos. In con-
trast, the Al13-polycation has hydroxyl-ligands at
all the bridging positons, related to the lower
acidity of an aqua ligand bonded to Al3+.
In contrast to the a-isomer of Fe13, the Al13

polycation has been synthesized as the e (11), d
(17), and g (18) isomers, and ferrihydrite is com-
posed of d-Fe13 Keggin units (Fig. 1). In the
d-isomer of ferrihydrite, three of the triads are
edge-sharing, and the fourth is corner-linked.
The e-isomer of magnetite and Al13 features
edge-sharing between all the triads. In a rare
example from nature, the a-aluminum Keggin ion

(with Si4+ in the tetrahedral site) is the building
block for the mineral zunyite (19). Specula-
tions (without structural evidence) reported a
Fe13 polycation analogous to the Al13 polycation
(20), presumed by similarities of aqueous Al and
Fe chemistry. Understanding the multiple chem-
ical and structural factors that dictate Keggin-
isomer stability and interconversion in both
discrete ions and frameworks is complex and
will likely require computational studies to
elucidate.
To synthesize Fe13 in water, Fe3+ and Bi3+ ni-

trate along with trichloroacetic acid and sodium
bicarbonate (base) are dissolved in water to give
a solution of pH ~ 1.4. With heating, a red-brown
crude product precipitates. The precipitate is
dissolved in tetrahydrofuran (THF), from which
Bi6Fe13L12 crystallizes. SAXS analysis (Fig. 2,
fig. S2, and table S1) of the crude product dis-
solved in THF suggests that the dominant form
is discrete Bi6Fe13 [based on radius of gyration
(Rg) and (q−0) slope at low q where q is the x-ray
scattering vector, directly proportional to the scat-
tering angle], without the TCA ligand coordi-
nated. Rather, THF probably coordinates at the
terminal site [Bi6Fe13THF12]. Although THF lig-
ands are similar in size to TCA, they do not
possess any heavy atoms that provide contrast
to the solvent, whereas the chlorides of TCA
do provide contrast, and a TCA-ligated cluster
therefore appears larger via the x-ray scattering
(fig. S2). This suggests that the role of TCA is
not necessarily to stabilize Fe13 but perhaps to
aid in crystallization by providing suitable pack-
ing and space-filling in a lattice; but it can be
readily displaced, as demonstrated through-
out this study.
SAXS of Bi6Fe13L12 dissolved in acetone bench-

marks x-ray scattering of the fully intact cluster,
for comparison with other derivatives observed
in water (Fig. 1 and figs. S1 and S2). The log(q)-
log(I) plots of three different concentrations
(Fig. 3 and fig. S1) show ideal nonaggregated,
monodisperse solutions of spherical clusters

over the concentration range of 5 to 100 mM.
Simulated scattering curves for Fe13, Bi6Fe13,
and Bi6Fe13L12 along with normalized inten-
sity scattering curves of 5, 50, and 100 mmol
Bi6Fe13L12 dissolved in acetone show clearly the
specie dissolved in acetone is intact Bi6Fe13L12,
with minimal deligation or dissociation of Bi
(fig. S2). This is in contrast to other conditions
discussed later, in which Bi and the ligand are
displaced to provide a nude Fe13 cluster. Addi-
tionally, the Rg determined from the Guinier
analysis of all three concentrations agrees well
with the Rg of the simulated scattering curve
of Bi6Fe13L12 (table S1). Last, the pair distance
distribution function (PDDF) real-space rep-
resentation (21) of simulated and experimen-
tal Bi6Fe13L12 dissolved in acetone (Fig. 3, right)
are identical in radius and maximum linear ex-
tent. The small difference in the P(r) in the
“tail” of the curve likely relates to the differ-
ence in conformation of the flexible and mo-
bile ligands in a rigid lattice as compared with
in solution.
In the solid-state structure of Bi6Fe13L12, the

six Bi3+-cations cap the square “windows” of the
Keggin ion with four Bi-O bonds each (~2.1 to
2.3 Å). To assess the role of Bi3+ in stabilizing
Fe13 clusters during self-assembly, we performed
the synthesis with only iron and TCA. Again, a
precipitate formed that was dissolved in THF,
and the scattering curve is shown in Fig. 2. The
difference between this product and that con-
taining bismuth is evident. The substantially
higher scattering intensity and slope at low-q
indicates a polydisperse system with larger par-
ticles, which was modeled with a log-normal
distribution of spherical particles (Fig. 2, inset)
with a mean radius of 16.8 Å and a mode radius
of 11.2 Å (maximum population of the log-normal
distribution). This is in good agreement with
prior studies on ferrihydrite nanoparticles, in
which a radius of ~12 Å for a freshly prepared
sample was reported (22). This control study
shows that Bi3+ is necessary for stabilizing Fe13
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Fig. 2. SAXS data illus-
trating the effect of Bi on
isolation of Fe13.The crude
product of Fe13 dissolved in
THF, made with (green curve)
and without (red curve) bis-
muth, and pure crystals of
Bi6Fe13L12 dissolved in acetone
for comparison. The black
curve-fit model is a log-normal
distribution of spherical par-
ticles. (Inset) Log-normal size
distribution of particles from
Bi-free synthesis with a mean
particle size of 16.8 Å, and
mode size of 11.2 Å. A.U.,
arbitrary units for all SAXS
data presented.
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in solution by both neutralizing the high nega-
tive cluster charge and preventing linkage and
eventual precipitation of iron oxyhydroxide. Both
the high cation charge of Bi3+ and the inert pair
effect contribute to this stabilization.
Bi6Fe13L12 cannot dissolve in water without

an electrolyte that partially or fully displaces
the strongly associated Bi3+ to yield a higher
polyanion charge. Bi6Fe13L12 exhibits the same
anomalous solubility behavior as polyoxonio-
bates in aqueous ACl solutions (A, alkali) (table
S6) (16, 23). Solubility of Bi6Fe13L12 in A+(aq) trends
Cs>Rb>K>Na>Li. SAXS of Bi6Fe13L12 dissolved
in CsCl(aq) reveals spherical clusters intermedi-
ate in size between Bi6Fe13 and Bi6Fe13L12 (Fig. 3
and table S1). The ligand is hydrolyzed, replaced
by aqua ligands, evident in the ultraviolet-visible
(UV-vis) spectrum (fig. S3). Likely a mixture of Cs
and Bi is bonded to the cluster in water, pre-
venting direct association between Fe13 units, in
contrast to experiments described below. Last,
there is slight aggregation of the clusters in
CsCl(aq), evidenced by the rise in I(q) between
q = 0.03 to 0.07 Å−1. Indeed, precipitates from

this solution contain Fe, Bi, and Cs, but no Cl,
which is further evidence that the ligand is
completely replaced by aqua ligands. The abil-
ity to replace TCA with aqua ligands provides
access to well-defined and discrete Fe13. Organic
and inorganic carboxylic acids similar to TCA
used in this study are plentiful in nature, suggest-
ing that these too could coordinate and stabilize
iron-oxyhydroxide prenucleation clusters during
self-assembly in the environment.
Two solution conditions have been identified

in which Bi6Fe13L12 dissolves with both removal
of the ligand (hydrolysis) and complete precip-
itation of bismuth (BiOCl ICSD-24608): (i) wet
ethanol and (ii) aqueous surfactant solution.
Dissolution of Bi6Fe13L12 in ethanol gives both
a scattering profile and PDDF typical of a dimer
of clusters (Fig. 3, table S1, and fig. S4). Hydrolysis
of the ligand was also identified by means of UV-
vis spectroscopy (fig. S3). In fig. S4, we compare
the scattering curves and PDDFs of Bi6Fe13L12
dissolved in ethanol with that of two simulated
dimers. This comparison is limited to available
structures; therefore, we used other polyoxme-

talate a-Keggin compositions because the size
and shape are essentially identical, regardless of
the metal. One simulated dimer is two complete
dodecaniobate a-Keggin ions linked by a single
alkali (15). The second dimer is a derived from
the ferrihydrite structure, with some of the shared
octahedra removed (fig. S4). The experimental
and simulated scattering curves all have the same
characteristic shape with an inflection at high q
(0.6 Å−1 for the experimental scattering curve), a
feature not present in the scattering curve of sim-
ulated Fe13 (fig. S4). Comparison of the PDDFs
reveals that the experimental dimer is closer in
size to the fragment from the ferrihydrite struc-
ture. This suggests that conversion from Fe13 to
ferrihydrite (discussed below) takes place by first
eliminating iron octahedra and joining the result-
ing lacunary fragments together. This would be
consistent with decreasing the Feoct:Fetet ratio
from the isolated cluster (12:1) to that of fer-
rihydrite (4:1). This is also consistent with the
well-studied behavior of the Group V/VI poly-
oxometalates. Specifically, (i) lacunary clusters
have coordinatively unsaturated oxo-ligands that
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Fig. 4. Ferrihydrite forma-
tion of Bi6Fe13L12 dissolved
in aqueous surfactant.The
SAXS data (red symbols)
indicate a linear arrangement
of ~11 Å radius spherical par-
ticles. The black line is a
cylindrical model fit to the
experimental data. The TEM
image and selected area elec-
tron diffraction respectively
show spherical particles of
this size, with a tendency
toward a linear arrangement
(fig. S5), and diffraction spots
consistent with ferrihydrite
(inset).

Fig. 3. SAXS data of Bi6Fe13L12 in three solvents and associated PDDFs.The scattering data shows in acetone the cluster is dissolved intact as Bi6Fe13L12,
with partial deligation and displacement of Bi in aqueous CsCl, and with dimer formation in wet ethanol (table S1 and figs. S3 and S4).
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become more stable by linking together and (ii)
lacunary clusters more readily undergo rotational
isomerization (24)—for example, from a-Fe13 of the
isolated cluster to d-Fe13 of ferrihydrite. The limited
amount of water in this experiment slowed the
conversion to ferrihydrite, affording this possible
intermediate state.
An aqueous solution of a cationic surfactant

[cetyltrimethylammonium chloride (CTACl)] dis-
solves Bi6Fe13L12 and persists for months, pro-
viding opportunity for extensive aqueous-phase
studies of Fe13 and its soluble derivatives. The
dissolution occurs with complete precipitation
of BiOCl (no Bi detected in solid obtained from
drying the solution) and complete ligand hydro-
lysis (fig. S3). Fe13 in this solution that is devoid of
associating countercations such as Bi or Cs under-
goes rapid (within a few hours) transformation to
resemble incipient ferrihydrite. The background
solution containing only CTACl shows no signif-
icant scattering or “diffraction” peaks, indicating
that CTACl is below the critical micelle con-
centration, and therefore features in the scattering
data (Fig. 4) are from the metal-oxo clusters.
The power-law dependence of the slope between
q = 0.01 to 0.18 Å−1 is ~q−1, which is consistent
with a linear arrangement of clusters. The scat-
tering data fits well with a cylindrical model
with a radius of ~11 Å, the same dominant size
observed in the crude synthesis product without
Bi (Fig. 1 and table S1), and the same size of
synthetic ferrihydrite nanoparticles, which are
likewise organized in chains (22, 25). Natural
ferrihydrite nanoparticles are also observed in
linear arrangements (3). With dialysis to remove
the supporting surfactant ions, a precipitate is
obtained (Fig. 4). Spherical particles, around 20
to 30 Å diameter, are observed than tend toward
linear structures, and selected area electron dif-
fraction (SAED) is consistent with natural (3)
and synthetic (26) 2-line ferrihydrite. This pre-
cipitate can be redissolved in water and gives a
solution with a self-buffering pH of 6 and a po-
sitive surface charge (zeta potential = +35 mV),
which is also consistent with ferrihydrite (27).
The mild conditions of dissolution (neutral

pH, room temperature) suggest that features of
the Keggin isomers should be preserved upon
transformation to the incipient ferrihydrite nano-
particles, strengthening the prior supposition
that Fe13 is a key prenucleation cluster for com-
mon iron-oxyhydroxides in the environment.
Our synthetic approach to Fe13 provides a long-
sought missing link between iron monomers
and ferrihydrite nanoparticles that will enable a
deeper understanding of one of the most ubiq-
uitous phases in the geosphere and biosphere.
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EPILEPSY TREATMENT

Targeting LDH enzymes with a
stiripentol analog to treat epilepsy
Nagisa Sada,1 Suni Lee,2 Takashi Katsu,1* Takemi Otsuki,2 Tsuyoshi Inoue1†

Neuronal excitation is regulated by energy metabolism, and drug-resistant epilepsy can
be suppressed by special diets. Here, we report that seizures and epileptiform activity
are reduced by inhibition of the metabolic pathway via lactate dehydrogenase (LDH),
a component of the astrocyte-neuron lactate shuttle. Inhibition of the enzyme LDH
hyperpolarized neurons, which was reversed by the downstream metabolite pyruvate.
LDH inhibition also suppressed seizures in vivo in a mouse model of epilepsy. We further
found that stiripentol, a clinically used antiepileptic drug, is an LDH inhibitor. By
modifying its chemical structure, we identified a previously unknown LDH inhibitor,
which potently suppressed seizures in vivo. We conclude that LDH inhibitors are a
promising new group of antiepileptic drugs.

A
pproximately 1% of the world population
suffers from epilepsy. Clinically available
antiepileptic drugs are not effective for one
third of epileptic patients (1); therefore, new
medicines are needed for drug-resistant

epilepsy. Surprisingly, the ketogenic diet was
developed in the 1920s and is still in use today
for some patients with drug-resistant epilepsy (2).
Thus, it is theoretically possible to target meta-
bolic systems, similar to the ketogenic diet.
The ketogenic diet is a high-fat and low-

carbohydrate diet. The energy source for the

brain is switched from glucose to ketone bodies
(acetoacetate and b-hydroxybutyrate). Ketone
bodies directly regulate neural excitation and
seizures via adenosine 5´-triphosphate (ATP)–
sensitive K+ channels (KATP channels) (3–5) and
vesicular glutamate transporters (6). Ketogenic
diets also suppress seizures via adenosine A1 re-
ceptors (7). These molecules are involved in gen-
erating electrical currents (ion channels, synaptic
receptors, and neurotransmitter transporters) [re-
viewed in (8)]. Although ketogenic diets act on
energy metabolism (for example, glycolysis and
the TCA cycle), metabolic enzymes that control
epilepsy have not yet been identified. Antiepi-
leptic drugs that act on metabolic pathways are
also not known (9).
We first examined how membrane potentials

in neurons were changed by a switch from glu-
cose to ketone bodies (Fig. 1A) because this meta-
bolic switch is elicited by ketogenic diets (10).
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We used patch-clamp recording from neurons
in slices from the subthalamic nucleus (STN) of
the basal ganglia (11). The basal ganglia [the
STN and substantia nigra pars reticulata (SNr)]
are important for the propagation of some forms
of seizures (12, 13), and SNr cells are electrically
responsive to ketone bodies (3). We also used
2.5 mM glucose in artificial cerebrospinal fluid

(ACSF) to study neuronal activities under in vivo–
like metabolic conditions. This concentration is
lower than that of commonly used ACSF for in
vitro electrophysiology (10 to 25 mM). However,
because brain glucose concentrations are ~2.4 mM
in vivo (14), this in vivo–like glucose (2.5 mM) has
been used for in vitro electrophysiology such
as glucose sensors in the hypothalamus (15)

and metabolic state–dependent cortical activ-
ities (16).
STN cells were markedly hyperpolarized by a

switch from 2.5 mM glucose in ACSF to 2.5 mM
b-hydroxybutyrate, a ketone body (Fig. 1, B and C;
n = 10 cells), or to 2.5 mM acetoacetate, another
ketone body (fig. S1, A and B; n = 9 cells). Al-
though mild neuronal inhibition by ketone bodies

SCIENCE sciencemag.org 20 MARCH 2015 • VOL 347 ISSUE 6228 1363

Fig. 1. LDH regulates membrane potentials in neurons. (A) A scheme of
energy metabolic pathways. Glucose is transported into neurons and con-
verted to pyruvate in glycolysis (pathway 1). Ketone bodies directly activate
the TCA cycle in neurons (pathway 2). Glucose is also transported into astro-
cytes and converted to lactate by LDH, which is then released to neurons and
converted to pyruvate by LDH (pathway 3, the astrocyte-neuron lactate shut-
tle). (B) Hyperpolarization in an STN cell induced by a switch from 2.5 mM
glucose to 2.5 mM sodium b-hydroxybutyrate (b-HB) for 29 min. These
reagents were bath-applied. (Inset) Horizontal expansion at the vertical arrow.
(C) A summary of the data from (B) (n = 10 cells). Data are mean T SEM.
**P < 0.01; NS, not significant from the data of glucose [one-way repeated
measures analysis of variance (ANOVA) followed by Dunnett’s test]. (D) This
hyperpolarization by a switch from glucose to b-hydroxybutyrate was com-
pletely reversed by addition of 5 mM sodium lactate. Spikes are truncated for
clarity. (Right) Schemes of metabolic pathways in the three experimental
conditions. Glucose, lactate, and pyruvate are depicted as “Glu,” “Lac,” and

“Pyr,” respectively. (E) A summary of the data from (D) (n = 8 cells). Lactate
was applied at 0 min. Data are mean T SEM. **P < 0.01; *P < 0.05; NS, not
significant from the baseline (one-way repeated measures ANOVA followed
by Dunnett’s test). (F) Changes in the membrane potential of STN cells in-
duced by intracellular application of 6 mM sodium oxamate (black), oxamate
plus 6 mM sodium lactate (blue), or oxamate plus 6 mM sodium pyruvate
(red). No reagents were applied in the control (black). These reagents were
intracellularly applied for 15 min through a patch pipette. (Left) Schemes of
metabolic pathways in the four experimental conditions. Although spikes
were observed before the patch membrane was ruptured (Cell-attached),
the intracellular application of oxamate hyperpolarized STN cells, and this
hyperpolarization was blocked by the addition of pyruvate. Cell-attached spikes
are truncated for clarity. (G) A summary of the data from (F) (n = 8 cells for
control, n = 14 cells for oxamate, n = 9 cells for oxamate + lactate, n = 9 cells for
oxamate + pyruvate). The patch membrane was ruptured at 0 min. Data are
mean T SEM. The statistical evaluation is shown in fig. S2C.
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has been reported (3), STN cells were not hyper-
polarized by the addition of b-hydroxybutyrate
to glucose-containing ACSF in our recording con-
ditions (fig. S1, C and D; n = 8 cells). However,
STN cells were hyperpolarized by the removal of
glucose from ketone body–containing ACSF (fig.
S1, E and F; n = 9 cells).
We further examined why neurons were hyper-

polarized by decreases in glucose during the
switch to ketone bodies. Glucose is transported
into neurons and then converted to pyruvate in
glycolysis (Fig. 1A, pathway 1), whereas ketone
bodies directly activate the TCA cycle in neu-
rons (Fig. 1A, pathway 2). Glucose is also con-
verted to lactate in astrocytes, and this lactate
is then converted to pyruvate in neurons [Fig.

1A, pathway 3; known as the astrocyte-neuron
lactate shuttle (17)]. Thus, there are two path-
ways of glucose into neurons (pathways 1 and
3). This lactate shuttle directly regulates brain
functions such as synaptic transmission (18),
neuronal membrane potentials (19), memory
acquisition (20), salt-intake behavior (21), and
central nervous system (CNS) regulation of blood
glucose (22). We found that the hyperpolarization
by a switch from glucose to b-hydroxybutyrate
(Fig. 1B) was completely reversed by the addi-
tion of lactate (Fig. 1, D and E; n = 8 cells).
The lactate pathway is mediated by the en-

zyme LDH (Fig. 1A). We therefore examined the
effects of LDH inhibition on membrane poten-
tials in STN cells. Oxamate has been used to

inhibit LDH in the CNS (22). To inhibit LDH only
in the recorded neuron, we intracellularly ap-
plied oxamate through a patch pipette (Fig. 1F,
left scheme). Intracellular oxamate (6 mM) hyper-
polarized STN cells, suppressed spike firing, and
decreased input resistances (“Oxamate” in Fig.
1, F and G, and fig. S2; n = 14 cells). To further
confirm that oxamate selectively blocked LDH
in neurons, the upstream metabolite (lactate) or
downstream metabolite (pyruvate) was co-applied
into the neuron (Fig. 1F, bottom left scheme). If
oxamate is selective, the upstream lactate cannot
reactivate the pathway, whereas the downstream
pyruvate must reactivate the pathway. We found
that the oxamate-induced hyperpolarization was
recovered by the co-application of 6 mM pyruvate
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Fig. 2. LDH in the brain regulates epileptiform
activity in the kainate model in vivo. (A and C)
Spontaneous high-voltage spikes in the hippocam-
pus of mice 2 weeks after the kainate injection,
changed by the intrahippocampal injection of (A)
NaCl (control) or (C) sodium oxamate. Reagents
(75 nmol in 100 nL) were directly injected into
the hippocampus at the vertical gray bars. In (C),
horizontal expansions of the trace are shown in
green. (B and D) A summary of the data from (A)
and (C), showing the number of high-voltage spikes
changed after (B) NaCl (n = 7mice) or (D) oxamate
(n = 7 mice). The number of all spikes for every
30 min after the injection was normalized by that
for 30 min before the injection (baseline). Data are
mean T SEM. **P < 0.01 from the baseline (one-way
repeated measures ANOVA followed by Dunnett’s
test). (E) Spontaneous paroxysmal discharges in
the hippocampus of mice >3 weeks after the kainate
injection, changed by the intrahippocampal injection
of sodium oxamate (75 nmol in 100 nL). Horizontal
expansions of the traces are shown in green, rep-
resenting a clear paroxysmal discharge in baseline.
(F to H) A summary of the data from (E). Changes
in the number of paroxysmal discharges (F), the
total duration of paroxysmal discharges (G), and
the mean duration of each paroxysmal discharge
(H) are shown in every 30-min time frame. Baseline
events were calculated from 30-min recordings be-
fore the injection. Data were obtained from 10 mice,
whereas data in (H) were from 9 mice because no
paroxysmal discharges were observed in one mouse
after the injection. Data are mean T SEM. **P < 0.01
from the baseline (one-way repeated measures
ANOVA followed by Dunnett’s test).
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(“Oxamate + Pyruvate” in Fig. 1, F and G; n = 9
cells) or 600 mM pyruvate (“Oxamate + Pyr” in
fig. S3, B and E; n = 7 cells) but not recovered by
that of 6 mM lactate (“Oxamate + Lactate” in
Fig. 1, F and G; n = 9 cells). Oxamate-induced
decreases in membrane excitability were also
recovered by pyruvate but not by lactate (fig. S2).
The mechanism underlying the hyperpolariza-

tion by LDH inhibition was further examined
(figs. S3 to S5 and supplementary text S1). We
found that the hyperpolarization by LDH inhibi-
tion was recovered by pyruvate and oxaloacetate,
downstream metabolites of LDH (fig. S3); how-
ever, it was not recovered by energy substrates
(fig. S4). We also found that the hyperpolariza-
tion by LDH inhibition was recovered by KATP

channel blockers (fig. S5).
We then explored which neurons in the brain

were responsive to LDH inhibition. Oxamate
markedly hyperpolarized neurons in the basal
ganglia (n = 21 STN cells and n = 8 SNr cells)
and pyramidal cells in the hippocampus (n =
8 cells) (fig. S6). In CA1, excitatory pyramidal
cells were strongly hyperpolarized by 2.5 to 10 mM
oxamate, but inhibitory fast-spiking cells were
not (fig. S7, A and B). The hyperpolarization was
reversed by 5 mM pyruvate (n = 7 cells) but not
by lactate (n = 8 cells) (fig. S7, C and D), which
further supports electrical regulation by LDH.
Oxamate hyperpolarized pyramidal cells by
~10 mV (fig. S8, A and C) and decreased voltage
deflection by current injection (fig. S8, A and D),
which resulted in marked reduction in firing
(fig. S8, B, E, and F; n = 9 cells). The lack of
hyperpolarization in inhibitory fast-spiking cells
(fig. S7A) is possibly because there is no link
between the downstream metabolites of LDH
and KATP channels (fig. S9 and supplementary

text S2). In pyramidal cells, oxamate also reduced
excitatory postsynaptic currents (EPSCs) (n = 7
cells) more strongly than inhibitory postsynaptic
currents (IPSCs) (n = 8 cells) (fig. S10). The ex-
citatory components (pyramidal cells and EPSCs)
in the hippocampus are thus strongly responsive
to LDH inhibition.
There are two LDHs in the astrocyte-neuron

lactate shuttle (Fig. 1A). We next examined elec-
trical regulation by LDH in astrocytes. In double
recordings from neighboring pairs of pyramidal
cells and astrocytes (fig. S11, A and B), pyram-
idal cells were recorded in whole-cell, whereas
astrocytes were recorded in cell-attached con-
figuration (fig. S11C, before “rupture”). Because
oxamate was included in the patch pipette of
astrocytes, we could selectively inhibit LDH in
astrocytes by rupturing their patch membranes
(“rupture” in fig. S11C) and examine its effects
on neighboring pyramidal cells (fig. S11C, after
“rupture”). Small molecules, such as oxamate,
can easily diffuse to neighboring astrocytes via
gap junctions but not to neurons (18, 23). We
found that pyramidal cells were hyperpolarized
by oxamate into neighboring astrocytes (fig. S11,
C and D; n = 8 pairs). This hyperpolarization
was due to reduction in lactate release from as-
trocytes (fig. S11A) because pyramidal cells were
not hyperpolarized by oxamate into astrocytes
in lactate-containing ACSF (fig. S11, E and F; n =
6 pairs). These results show that pyramidal cells
are electrically regulated by the astrocyte-neuron
lactate shuttle via LDH.
We then asked whether LDH inhibition could

suppress seizures in vivo. We first examined an
acute seizure model in mice (figs. S12 and S13
and supplementary text S3). Pilocarpine-induced
paroxysmal discharges in the electroencephalo-

gram (EEG) (fig. S12) and pilocarpine-induced
behavioral seizures (fig. S13) were both suppressed
by LDH inhibition.
We then investigated whether LDH inhibition

could suppress chronic seizures in vivo using a
kainate model (supplementary text S4) (24). We
injected kainate into the hippocampus and then
placed electrodes at the injected site for the local
field potential (LFP) recordings (fig. S14A). Spon-
taneous high-voltage spikes were evaluated in
mice 2 weeks after the kainate injection, and
spontaneous paroxysmal discharges were eval-
uated in mice >3 weeks after the kainate injection
(fig. S14C and supplementary text S4). Oxamate
[500 mg/kg intraperitoneally (ip)] suppressed
the spontaneous high-voltage spikes (fig. S15;
n = 7 mice) and paroxysmal discharges (fig. S16;
n = 6 mice). To confirm that LDH in the brain
regulated these epileptiform activities, we direct-
ly injected the LDH inhibitor into the hippocam-
pus. The spontaneous high-voltage spikes were
not changed by a control solution (Fig. 2, A and
B, and fig. S17A; n = 7 mice) but were sup-
pressed by the intrahippocampal injection of
oxamate (75 nmol in 100 nL) (Fig. 2, C and D, and
fig. S17B; n = 7 mice). The spontaneous par-
oxysmal discharges were also not changed by a
control solution (fig. S18; n = 9 mice) but were
suppressed by the injection of oxamate (Fig. 2E;
n = 10 mice). Quantitatively, the number of par-
oxysmal discharges (Fig. 2F) and total duration
of paroxysmal discharges (Fig. 2G) were signifi-
cantly reduced by the LDH inhibitor (n = 10 mice).
We then knocked down LDHA, a subunit of

LDH, by means of an intrahippocampal injection
of antisense oligodeoxynucleotide (ODN). Ex-
pression of LDHA proteins in the hippocam-
pus was decreased 2.5 to 3 hours after the
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Fig. 3. Stiripentol is an LDH inhibitor. (A) Inhibition of mammalian LDH activ-
ity by clinically used antiepileptic drugs (500 mM). LDH activity was calculated
as the reaction velocity in the presence of antiepileptic drugs (n = 4 to 5 exper-
iments in each drug), normalized by the mean value of the reaction velocity in
the control. LDH activity in the direction of lactate to pyruvate was measured by
using 20 mM lactate. The chemical structure of stiripentol is shown at right.
Only stiripentol inhibited the lactate-to-pyruvate conversion by LDH. (B and C)
Reaction velocities of the (B) lactate-to-pyruvate conversion and (C) pyruvate-
to-lactate conversion by two human LDHs (LDH1 and LDH5) and their inhibition by 500 mM stiripentol. The data in each point were from n = 3 to 8 experiments.
Data are mean T SEM.
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injection of an antisense ODN to LDHA, com-
pared with the injection of a control ODN (fig.
S19A; n = 12 mice in each group). Spontaneous
high-voltage spikes in the kainate model were
not changed by the control ODN but were sup-
pressed by the LDHA antisense ODN (fig. S19, B
to F; n = 7 mice in each group).
On the basis of our in vitro and in vivo exper-

iments, LDH inhibition weakens the lactate path-
way, hyperpolarizes neurons, and suppresses
seizures in vivo. We then asked whether LDH in-
hibition (or reduction in lactate, a mediator of the
lactate pathway) was actually induced by keto-
genic diets. Ketogenic diets reduce plasma glucose
concentrations (10) and extracellular glucose con-
centrations in the brain (25). Lactate concentra-
tions in the hippocampus were significantly lower
in mice fed a ketogenic diet than in control mice
(fig. S20A; n = 11 mice in each group). LDH ex-
pression and activity in the hippocampus were not
changed by the ketogenic diet (fig. S20, B and C).
Taken together, our results indicate that LDH

is a molecular target to suppress epilepsy and
mimic ketogenic diet treatment. As the next step,

we explored antiepileptic drugs acting on this en-
zyme. Although several dozen antiepileptic drugs
have been used clinically, antiepileptic drugs act-
ing on LDH are not known (9). We hypothesized
that some antiepileptic drugs, which were clearly
not designed to act on LDH, might actually in-
hibit LDH. If this hypothesis is correct, LDH in-
hibitors are relatively safe as antiepileptic drugs
because partial LDH inhibition already has been
used in humans.
We explored clinically used antiepileptic drugs

that act on LDH. Inhibition of LDH activity by
20 antiepileptic drugs was measured as the con-
version of lactate to pyruvate by purified mam-
malian LDH (Fig. 3A). Although most of the
drugs did not influence LDH activity, we found
that stiripentol had an inhibitory effect (Fig. 3A).
Stiripentol is used for the treatment of Dravet
syndrome, a rare form of epilepsy (26). We exam-
ined the effects of stiripentol on human LDH
isoform 1 (hLDH1, composed of LDHB subunits)
and human LDH isoform 5 (hLDH5, composed
of LDHA subunits). Stiripentol (500 mM) inhib-
ited the lactate-to-pyruvate conversion as well

as the pyruvate-to-lactate conversion by both hu-
man LDHs (Fig. 3, B and C). Lineweaver-Burk
plots revealed that the inhibition by stiripentol
was noncompetitive (fig. S21), suggesting that
stiripentol binds to the LDHs at a different site
with lactate and pyruvate.
Stiripentol is a new-generation antiepileptic

drug, and its chemical structure is unrelated to
other antiepileptic drugs. Thus, it is highly impor-
tant to further modify its chemical structure for
developing new antiepileptic drugs. Stiripentol
(300 mg/kg ip) had a small effect on high-voltage
spikes in the kainate model (STP in Fig. 4, C
and D, and fig. S22A; n = 8 mice). We therefore
explored stiripentol-like compounds that inhibit
the LDH enzymes and strongly suppress sei-
zures in vivo. By screening stiripentol derivatives,
we found that isosafrole was a potent LDH in-
hibitor (Fig. 4, A and B). Isosafrole is a substruc-
ture of stiripentol that lacks the hydroxyl group
and tertiary-butyl group of stiripentol (Fig. 4A).
Isosafrole strongly inhibited the pyruvate-to-
lactate conversion by both LDH1 and LDH5 (Fig.
4B), suggesting that it inhibits lactate produc-
tion itself (Fig. 1A). Isosafrole (200 to 300 mg/kg
ip) strongly suppressed spontaneous high-voltage
spikes (ISO in Fig. 4, C and D, and fig. S22B; n =
8 mice) and paroxysmal discharges (fig. S23; n =
9 mice) in the kainate model in vivo. Major side
effects were not observed (figs. S24 and S25 and
supplementary text S5). Thus, the LDH-targeting
stiripentol analog has antiepileptic actions in vivo.
In the present study, we found that neural ac-

tivities and seizures can be suppressed by LDH
inhibition and also found that LDH can be in-
hibited by stiripentol and its analog (fig. S26).
This antiepileptic action was based on an anti-
epileptic mechanism of ketogenic diets (fig. S26
and supplementary text S6). There are no anti-
epileptic drugs that act on metabolic pathways
(9); therefore, LDH inhibitors would be the first
antiepileptic drug to mimic ketogenic diets. There
are some candidates as LDH inhibitors. First,
clinically used stiripentol is an LDH inhibitor
(Fig. 3). Stiripentol is an antiepileptic drug for
Dravet syndrome (26), and ketogenic diets are
also effective in such cases (27). Second, LDH5
inhibitors have been chemically synthesized as
antimalarial and antitumor drugs (28, 29). Third,
a stiripentol analog (isosafrole) is an LDH in-
hibitor that suppresses seizures in vivo (Fig. 4).
Going by the lactate reduction by ketogenic
diets (fig. S20), LDH inhibitors for the pyruvate-
to-lactate conversion, such as isosafrole (Fig. 4B),
would be more effective for antiepileptic actions.
Because antiepileptic drugs generally act on multi-
ple molecular targets (9) [(30, 31) for stiripentol],
it would be interesting to identify other targets
of LDH inhibitors developed as antiepileptic drugs.
Our study opens a realistic path to develop com-
pounds for drug-resistant epilepsy by targeting
LDH enzymes with stiripentol derivatives.
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TRANSLATION

An RNA biosensor for imaging the
first round of translation from single
cells to living animals
James M. Halstead,1* Timothée Lionnet,2,3,4* Johannes H. Wilbertz,1,5* Frank Wippich,6*
Anne Ephrussi,6† Robert H. Singer,2,3,4† Jeffrey A. Chao1,2†

Analysis of single molecules in living cells has provided quantitative insights into the
kinetics of fundamental biological processes; however, the dynamics of messenger RNA
(mRNA) translation have yet to be addressed. We have developed a fluorescence
microscopy technique that reports on the first translation events of individual mRNA
molecules. This allowed us to examine the spatiotemporal regulation of translation during
normal growth and stress and during Drosophila oocyte development. We have shown that
mRNAs are not translated in the nucleus but translate within minutes after export, that
sequestration within P-bodies regulates translation, and that oskar mRNA is not translated
until it reaches the posterior pole of the oocyte. This methodology provides a framework
for studying initiation of protein synthesis on single mRNAs in living cells.

D
uring translation, mRNAs are bound by
the ribosome. Measurements of ribosome
occupancy ofmRNAsandprotein abundance
provide a genome-wide view of translation
regulation (1, 2). Fluorescence microscopy

complements these global approaches because it
allows analysis of gene expression with single-
molecule resolution in living cells and provides
mechanistic insights obscured by ensemblemea-

surements (3, 4). Imaging methods have been
developed that allow newly synthesized proteins
to be discerned from the preexisting population
or enable actively translating ribosomes to be iden-
tified within the cell; however, these approaches
are limited by low signal-to-noise ratio and lack
the resolution to correlate these events with spe-
cific mRNA molecules (5). Here, we describe a
single-molecule assay that allows untranslated
mRNAs to be distinguished unequivocally from
previously translated ones and provides a foun-
dation for investigating the spatiotemporal regu-
lation of translation in living cells.
Because the ribosome or its associated factors

must displace endogenous RNA-binding proteins
during the first round of translation, we reasoned
that it would be possible to construct an RNA bio-
sensor whose fluorescent signal would depend
on this process. The orthogonal bacteriophage
PP7 andMS2 stem-loops were used to label a tran-
script within both the coding sequence (PP7) and

the 3′ untranslated region (UTR) (MS2) with spec-
trally distinct fluorescent proteins (6). Simulta-
neous expression of the PP7 coat protein fused to
a nuclear localization sequence (NLS) and green
fluorescent protein (NLS-PCP-GFP) and the MS2
coat protein fused to an NLS and red fluorescent
protein (NLS-MCP-RFP) resulted in nuclear tran-
scripts labeled with both fluorescent proteins
(Fig. 1A). Upon export of the reporter mRNA, the
first round of translation displaces NLS-PCP-GFP
from the transcript, as the ribosome traverses the
coding region that contains the PP7 stem-loops.
The NLS limits the concentration of free NLS-
PCP-GFP in the cytoplasm, yielding translated
mRNAs that are labeled with only NLS-MCP-
RFP bound to the stem-loops in the 3′ UTR
(Fig. 1, A and B). We refer to this technique as
translating RNA imaging by coat protein knock-
off (TRICK).
Efficient translation of a 6xPP7 stem-loop cas-

sette required optimization of the distance between
adjacent stem-loops, stem-loop folding, and codon
usage so that they would not block or stall elon-
gation of the ribosome, which might elicit decay
of the transcript (7) (Fig. 1C). The polypeptide
encoded by the PP7 stem-loops has a molecular
mass of ~14 kD and is not homologous to any
known protein. Binding of NLS-MCP-RFP to the
3′UTR had no effect on translation, and binding
of NLS-PCP-GFP to the PP7 stem-loop cassette in
the coding region also did not result in reduced
translation of the reporter mRNA (Fig. 1C and
fig. S1). Similarly, binding of the fluorescent pro-
teins to the reporter mRNA also did not alter the
stability of the transcript (fig. S2).
TheTRICKreportermRNAwas expressed inaU-

2OShumanosteosarcomacell line stablyexpressing
NLS-PCP-GFP andNLS-MCP-RFP. Fluorescence-
activated cell sorting isolated cells with small
amounts of both fluorescent proteins, allowing
detection of all reporter mRNAs (figs. S3 and S4).
The cells were imaged on a fluorescence micro-
scope equipped with two registered cameras, al-
lowing simultaneous visualization of singlemRNA
molecules in both channels. In the nucleus, single
mRNAs were fluorescently labeled with both red
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and green proteins and thus appeared yellow
(Fig. 1D). In contrast, almost all of the mRNAs
appeared as red particles in the cytoplasm, indi-
cating that only NLS-MCP-RFP was bound (Fig.
1, D and E). Quantification of the steady-state
number of yellow mRNAs in the cytoplasm re-
vealed that ~94% of TRICK reporter mRNAs had
been translated at least once (Fig. 1, E and H). To
confirm that loss of NLS-PCP-GFP from cyto-
plasmic transcripts was translation-dependent,
we induced transcription of the TRICK reporter
by ponasterone A (ponA) in the presence of trans-
lational inhibitors (8). Adding either cycloheximide,
which inhibits elongation, or puromycin, which
causes premature termination, for 30 min before
induction of TRICK reporter mRNA expression
resulted in an increase in the number of untrans-
lated mRNAs in the cytoplasm (Fig. 1, F to H, and
movies S1 to S3). Consistent with the imaging,
polysome analysis indicated that NLS-PCP-GFP
was absent from actively translating mRNAs,
whereasNLS-MCP-RFP could be detectedwithin
polysomes (fig. S5). This demonstrated that trans-
lation of the PP7 stem-loops by the ribosome was
required for displacement of the green signal from
the mRNA.

Although translation is thought to occur exclu-
sively in the cytoplasm, recent studies suggest
that protein synthesis can occur in the nucleus
(9, 10). Because the TRICK assay can distinguish
between untranslated and translated mRNAs, we
imaged TRICK reporter mRNAs in the nucleus
30min after ponA induction. Single-particle track-
ing (SPT) of nuclear mRNAs determined that they
undergo both corralled (D = 0.02 mm2 s−1) and
random diffusion (D = 0.09 mm2 s−1), similar to
themovements observed for other nuclearmRNAs
(11, 12). We found 91.3 T 0.9% of mRNAs labeled
with both colors, which is not significantly differ-
ent from the fraction of double-labeled mRNAs
in the cytoplasm of cells treated with transla-
tional inhibitors (P = 0.75, unpaired t test) (fig. S6,
A and B, and movie S4). We cannot, however, ex-
clude the possibility that the fusion protein rebound
the PP7 stem-loops immediately after translation.
If translation were occurring in the nucleus, ad-
dition of small amounts of cycloheximide would
increase polysome formation, causing occlusion
of the PP7 stem-loops and thereby preventing
NLS-PCP-GFP from rebinding (13) (fig. S7A). Sim-
ilar to experiments in the absence of cycloheximide,
90.7 T 0.6% of nuclear mRNAs were labeled with

both colors when cells were treated with 1 mgml−1

cycloheximide (P = 0.44, unpaired t test) (fig. S7, B
and C, andmovie S5). Although it is possible that
nuclear translation could occur for specificmRNAs,
this was not observed for the TRICK reporter.
These findings are consistent with the previous
observation that mRNAs containing premature
stop codons are exported before undergoing de-
cay in the cytoplasm (14).
The rapid diffusion ofmRNAs in the cytoplasm

and photobleaching prevented us from imaging
a single mRNA from the time it entered the cy-
toplasm until it was translated (figs. S8 and S9).
UntranslatedmRNAs, however, could be detected
after export from the nucleus and were observed
throughout the cytoplasm (fig. S8). To verify these
live-cell observations, we measured the spatial
distribution of untranslated reporter mRNAs in
fixed cells, using a combined immunofluorescence–
fluorescence in situ hybridization (IF-FISH) ap-
proach.FISHprobes targeted to theMS2 stem-loops
allowed detection of all reporter mRNAs, whereas
a GFP nanobodywas used to identify the untrans-
lated ones (fig. S10, A and B). In agreement with
live-cell results, we observed a large percentage of
cytoplasmic translated mRNAs (93.7%). As mRNAs
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Fig. 1. Imaging translation of mRNAs in living cells. (A) Schematic of
TRICK assay. (B) Schematic of TRICK reporter transcript. 6xPP7 stem-loops
(PBS) inserted in-frame with the C terminus of a protein-coding sequence
and 24xMS2 stem-loops (MBS) in the 3′ UTR. (C) Expression of TRICK re-
porter mRNA in U-2 OS cells. The protein encoded by the TRICK reporter
(51.4 kD) is translated in U-2 OS cells, and expression is not affected by NLS-
MCP-RFP and NLS-PCP-GFP. (D) U-2 OS cell expressing TRICK reporter.
Arrows indicate untranslated nuclear mRNA and three untranslated mRNAs

detected in the cytoplasm. Scale bar, 10 mm. (E) Cytoplasmic region of
untreated U-2 OS cells. (F) Addition of cycloheximide (100 mg ml−1) and (G)
addition of puromycin (100 mgml−1) during ponA induction of TRICK reporter
mRNAs. Scale bar (E to G), 2 mm. (H) Percentage of untranslated TRICK
mRNAs in U-2 OS cells. In untreated cells, 5.8 T 1.4% of mRNAs colocalize
with both NLS-PCP-GFP and NLS-MCP-RFP compared to 91.0 T 3.0% for
cycloheximide-treated and 92.6 T 1.0% for puromycin-treated cells. n = 5
cells for each condition.
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diffuse away from the nucleus, their chances to
collide with the 43S preinitiation complex and
become translated increase over time. Indeed, we
observed that the fraction of untranslatedmRNAs
decreased gradually as the distance from the
nucleus increased (fig. S10C). Spatial profiles of
untranslated mRNAs demonstrated that some
mRNAs diffused micrometers away from the nu-
cleus before undergoing translation, indicating
that translation does not occur immediately upon
export, but occurs minutes after the mRNA has
entered the cytoplasm (the time before anmRNA
translates should scale as L2/D, where L ~ 5 mm is
the radial extent of the untranslated mRNA pro-
file and D = 0.02 to 0.13 mm2 s−1 is the range of
diffusion coefficients; fig. S9). Furthermore, we
find no evidence for enrichment or depletion at
specific cytosolic locations, suggesting that transla-
tion can occur homogeneously throughout the
cytoplasm.
We next investigated how stress conditions

affect translation.Upon a variety of cellular stresses,
signaling pathways inhibit translation through
phosphorylation of eukaryotic translation initia-
tion factor 2a (eIF2a), resulting in disassembly of
polysomes and formation of cytoplasmic stress
granules and processing bodies (P-bodies), cyto-

plasmic organelles whose role in RNA metabo-
lism is not well understood (15, 16). The mRNAs
and proteins that constitute these organelles are
dynamic and rapidly exchange with the cytosol
(17, 18). However, mRNAs containing 5′ terminal
oligopyrimidine (TOP)motifs accumulate in stress
granules upon amino acid starvation, suggest-
ing that certain mRNA classes may be differen-
tially regulated within these compartments (19).
To characterize the spatiotemporal regulation
of 5′ TOP mRNA translation during stress, a
tetracycline-inducible HeLa cell line expressing
a 5′ TOP TRICK reporter mRNA with green
(NLS-PCP-GFP) and red (NLS-MCP-Halo; JF549)
fluorescent proteins required for single-molecule
RNA imaging were stressed with arsenite. 5′
TOP TRICK mRNAs were detected as single
molecules distributed throughout the cytosol or
locatedwithin stress granules and P-bodies. Only
mRNAs sequesteredwithin P-bodies formed large
clusters. This association with P-bodies was spe-
cific for the 5′ TOP TRICK mRNAs because a re-
porter that lacked the 5′ TOP motif did not form
multimeric assemblies within these cytoplasmic
foci (Fig. 2, A to C).
To address the translational regulation of cy-

tosolic mRNAs and those clustered in P-bodies,

we induced transcription of the 5′ TOP TRICK
reporter mRNA for a short period before addi-
tion of arsenite. This resulted in an increase in the
number of untranslated mRNAs in the cytoplasm
to be detected compared to unstressed cells, con-
sistentwithan inhibitionof eIF2.GTP.Met-tRNAiMet

formation (Fig. 2, D and F). The untranslated
5′ TOP TRICK reporter mRNAs in the cytoplasm
were detected as either single mobile mRNAs or
static clusters within P-bodies. Photobleaching of
the clustered mRNAs indicated that they were
stably associated with P-bodies (fig. S11). Upon
removal of arsenite, 5′ TOP TRICKmRNAs in the
cytosol underwent translation; however, the clus-
tered transcripts retained in P-bodies remained
untranslated, indicating that these cellular struc-
tures can provide a distinct level of regulation
(Fig. 2, E and F, and movies S6 to S7).
Messenger ribonucleoprotein (mRNP) granules

form not only during cellular stress, but also as
part of normal regulatory pathways. InDrosophila,
localized expression of Oskar protein at the pos-
terior pole of the oocyte is essential for correct
body patterning and germ cell formation (20).
Precise spatiotemporal translational regulation
is crucial during long-range transport of oskar
mRNA (osk) from thenurse cells, where themRNA

SCIENCE sciencemag.org 20 MARCH 2015 • VOL 347 ISSUE 6228 1369

Fig. 2. P-bodies are sites of translation regulation during stress in HeLa
cells. (A and B) IF-FISH of cells expressing D5′ TOP TRICK reporter mRNA
[(A), gray] or 5′ TOP TRICK reporter mRNA [(B), gray] during arsenite stress
(0.5 mM) contain stress granules (TIAR, green) and P-bodies (DDX6, red).
Arrows: mRNA clusters in P-bodies. (C) Fraction of cytoplasmic D5′ TOP (n =
19 cells) and 5′ TOP (n =17 cells) mRNAs located within P-bodies after 60min
of arsenite (0.5 mM) stress (P = 0.0009, unpaired t test). (D and E) Live-cell
image of 5′ TOP TRICK reporter mRNA during arsenite stress (D) and relief of

stress (E). In stressed cells, mRNAs (red, green) in cytosol and P-bodies (cyan)
are untranslated. In relieved cells, many mRNAs (red, green) in cytosol have
been translated whereas mRNAs retained in P-bodies (cyan) remain untrans-
lated. Arrow: clusteredmRNAs. Scale bar (A, B, D, E), 10 mm. (F) Percentage of
untranslated mRNAs (cytosol and P-bodies) during stress (n = 9 cells) and
relief of stress (n = 10 cells). Upon relief of stress, 5′ TOP mRNAs in P-bodies
are not translated (P = 0.31, unpaired t test); mRNAs in the cytosol have
undergone translation (P < 0.0001, unpaired t test).
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is transcribed, to the posterior pole of the oocyte,
where Oskar protein first appears during mid-
oogenesis (stage 9) (21, 22). Additional mecha-
nisms ensure degradation of ectopically expressed
Oskar protein; hence, absence of the protein does
not indicate lack of translation of its mRNA (23).
To monitor translation, we generated an osk-

TRICK reporter mRNA by placing 12xPP7 stem-
loopswithin the coding region of a construct that
contained 6xMS2 stem-loops in the 3′ UTR (fig.
S12) (24). Introducing 12xPP7 stem-loops into the
open reading frame of oskmRNA did not inhibit
translation of the reporter transcript, and the fu-
sion protein was expressed at levels comparable
to that of thewild-type protein (Fig. 3A). In early-
stage oocytes of flies coexpressing osk-TRICK
mRNA, NLS-MCP-RFP, and NLS-PCP-GFP, osk-
TRICKmRNA was labeled by both NLS-PCP-GFP
andNLS-MCP-RFP, indicating translational repres-
sion consistent with the absence of Oskar protein
(Fig. 3B). In later stages, the NLS-PCP-GFP fluo-
rescent signal was reduced at the posterior pole
and Oskar protein was detected by immunofluo-
rescence, consistent with translation of a portion
of the transcripts (Fig. 3, B and C). This method-
ology provides a framework for analyzing the
cascade of regulatory mechanisms required for
local translation during Drosophila development.
It will also be informative in neurons where reg-
ulation of the first round of translation has been

shown to be important for local protein synthesis
in axons and dendrites (25, 26).
This methodology pinpoints the precise time

and place of the first translation event of single
mRNA molecules. It reveals the translation con-
trol of mRNAs sequestered within cytoplasmic
organelles or when and where the translation of
a key cell fate determinant occurs in an organism
undergoing development. The kinetics of transla-
tional regulation can now be coupled with single-
molecule imaging of proteins to provide insights
into mechanisms of regulation that were previ-
ously unapproachable by ensemble biochemical
or genetic approaches (27). Observing regulation
ofmRNA translation in single living cells will lead
to a better understanding of disease mechanisms.
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RNA BIOCHEMISTRY

Determination of in vivo target search
kinetics of regulatory noncoding RNA
Jingyi Fei,1 Digvijay Singh,2 Qiucen Zhang,1 Seongjin Park,1 Divya Balasubramanian,3

Ido Golding,1,4 Carin K. Vanderpool,3* Taekjip Ha1,2,5,6*

Base-pairing interactions between nucleic acids mediate target recognition in many biological
processes.We developed a super-resolution imaging and modeling platform that enabled the
in vivo determination of base pairing–mediated target recognition kinetics.We examined a
stress-induced bacterial small RNA, SgrS, which induces the degradation of target messenger
RNAs (mRNAs). SgrS binds to a primary target mRNA in a reversible and dynamic fashion, and
formation of SgrS-mRNA complexes is rate-limiting, dictating the overall regulation efficiency
in vivo. Examination of a secondary target indicated that differences in the target search
kinetics contribute to setting the regulation priority among different target mRNAs.This
super-resolution imaging and analysis approach provides a conceptual framework that can
be generalized to other small RNA systems and other target search processes.

B
ase-pairing interactions between nucleic
acids constitute a large category of target
recognition processes such as noncoding
RNA-basedgene regulation [e.g.,microRNAs
(1) and long noncoding RNAs (2) in eukary-

otes and small RNAs (sRNAs) in bacteria (3)],
bacterial adaptive immunity [e.g., the clustered
regularly interspaced short palindromic repeat
(CRISPR) system (4)], and homologous recombi-
nation (5). Although target search kinetics by tran-
scription factors has been studied in vivo (6), the
rate constants for target identification via base-
pairing interactions in vivo are not known for any
system. Here, we developed a super-resolution
imaging and analysis platform to assess the kinet-
ics of base-pairing interaction-mediated target
recognition for a bacterial sRNA, SgrS. SgrS is
produced upon sugar-phosphate stress, and its
function is dependent on an RNA chaperone pro-
tein Hfq. SgrS regulates several target mRNAs
posttranscriptionally through base-pairing inter-
actions that affect mRNA translation and stabil-
ity (7). We combined single-molecule fluorescence
in situ hybridization (smFISH) (8) with single-
molecule localization-based super-resolution
microscopy (9) to count RNAs and obtain infor-

mation on subcellular localization. High spatial
resolution is required for accurate quantification
of the high-copy-number RNAs and sRNA-mRNA
complexes. Here, simultaneous measurements of
sRNA, mRNA, and sRNA-mRNA complexes to-
gether with mathematical modeling allow deter-
mination of key parameters describing sRNA
target search and downstream codegradation of
sRNA-mRNA complexes.
We first studied the kinetic properties of SgrS

regulation of ptsG mRNA, encoding a primary
glucose transporter. SgrS binds within the 5′
untranslated region (UTR) of ptsGmRNA, blocks
its translation, and induces its degradation
(10). We induced stress and SgrS production in
Escherichia coli strains derived from wild-type
MG1655 (table S1) using a nonmetabolizable
sugar analog, a-methyl glucoside (aMG) (10, 11).
Fractions of cell culture were taken at different
time points after induction and fixed (12). Oligo-
nucleotide probes (table S2) labeled with photo-
switchable dyes, Alexa 647 and Alexa 568, were
used to detect SgrS (9 probes) and ptsGmRNA
(28 probes), respectively, using smFISH (8). We
then imaged the cells using two-color three-
dimensional (3D) super-resolution microscopy
(9, 12) (Fig. 1A; compare to diffraction limited
images in Fig. 1B).
In the wild-type strain (table S1), we observed

production of SgrS and corresponding reduction
of ptsGmRNA over a few minutes (Fig. 1A), con-
sistent with SgrS-mediated degradation of ptsG
mRNA (10). In a strain producing an SgrS that
does not base pair with ptsG mRNA due to mu-
tations in the seed region (13, 14) and in an Hfq
deletion (Dhfq) strain (table S1), ptsG mRNA re-

duction was not observed (figs. S1 and S2). To
quantify the copy number of RNAs in each cell,
we employed adensity-based clustering algorithm
to map single-molecule localization signal to in-
dividual clusters corresponding to individualRNAs
(12, 15, 16) (Fig. 1C and movies S1 and S2). The
absolute copy number quantification was vali-
dated by quantitative polymerase chain reaction
(qPCR) (12) (Fig. 1D).
We next built a kinetic model containing the

following kinetic steps: transcription of SgrS (with
rate constant aS) and ptsG (ap), endogenous deg-
radation of ptsG mRNA (with rate constant bp),
degradation of SgrS in the absence of codegrada-
tion with ptsG mRNA (bS,p), binding of SgrS to
ptsGmRNA (with rate constant kon), dissociation
of SgrS from ptsG mRNA (koff), and ribonuclease
E (RNase E)–mediated codegradation of SgrS-ptsG
mRNA complex (kcat) (Fig. 1E). We independently
measured bp and the total SgrS degradation rate,
including endogenous and mRNA-coupled degra-
dation [table S4, fig. S3, and supplementary mate-
rials section 1.9 (SM 1.9)]. Because ptsG mRNA
levels remained constant in the absence of SgrS-
mediated degradation, as observed in the base-
pairing mutant strain (fig. S1), we determined ap
as the product of bp and ptsG mRNA concentra-
tion before SgrS induction (table S4 and SM 1.10)
To determine kon and koff, it is necessary to

count the SgrS-ptsG mRNA complexes. Colocal-
ization of ptsG mRNA and SgrS at the 40-nm
resolution was rarely observed in the wild-type
strain (up to ~5%, similar to ~3% colocalization by
chance, estimated using the base-pairing mutant
as a negative control) (Fig. 2). This is possibly be-
cause SgrS regulates several other target mRNAs
(7) and/or the SgrS-ptsG mRNA complex may
be unstable due to rapid codegradation or dis-
assembly. In an RNase Emutant strain, in which
codegradation is blocked (17, 18) (table S1), ptsG
mRNA levels stayed the same as SgrS levels in-
creased (fig. S4) (17, 18), and a fraction of ptsG
mRNA colocalized with SgrS, increasing over
time to reach ~15% (Fig. 2 and fig. S5). A positive
control using ptsGmRNA simultaneously labeled
with two colors (Fig. 2 and SM 1.8) showed a high
degree of colocalization (~70%), similar to the
reported detection efficiency of colocalization by
super-resolution imaging (19).
We then applied these measured parameters

(ap and bp), used total SgrS degradation rate as a
constraint for bS,p, and determined the remain-
ing parameters (aS, bS,p kon, koff, and kcat) by
fitting equations (Fig. 1E) to the six time-course
changes of SgrS,ptsGmRNA, andSgrS-ptsGmRNA
complex in both the wild-type and the RNase E
mutant strains (Fig. 3A, table S4, and SM 1.10).
We further validated the model by changing
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experimental conditions to vary only the transcrip-
tion rates of SgrS (with lower aMG concentra-
tion) and/or ptsG mRNA (in the absence of
glucose in the growthmedia), and themodel could
account for the data with the same set of kon,
koff, and kcat values (table S4, figs. S6 to S8, and
SM 2.2).
We can now quantitatively examine the effect

of Hfq, which functions by stabilizing the sRNA
or promoting its annealing with the target mRNA
(20). In the Dhfq strain, the degradation rate of
SgrS increased by a factor of 20, whereas the SgrS-
ptsG mRNA association rate decreased slightly
(table S4, figs. S1 and S8, and SM 2.2). Therefore,
for the SgrS-ptsGmRNApair, the primary effect of
Hfq in regulation kinetics is in SgrS stabilization.

This in vivo determination of base pairing–
mediated target search kinetics revealed two im-
portant characteristics of SgrS-mediated ptsG
mRNA degradation. First, the target search pro-
cess is characterized by slow association [kon =
(2.0 T 0.2) × 105M−1 s−1] and fast dissociation (koff =
0.20 T 0.04 s−1), resulting in a dissociation con-
stant (KD = koff/kon) of 1.0 T 0.2 mM (Fig. 3B and
SM 1.11). To get a comparable apparent association
rate, ka,app (kon×[S]), and koff, about one thousand
SgrS molecules per cell need to be produced. The
large KD explains the need for excessive produc-
tion of sRNAmolecules to enable rapid regulation
when cells experience high levels of stress. De-
spite the crowded cellular environment and large
excess of non–target RNA molecules, the kon is

within thewide range ofHfq-mediated sRNA and
targetmRNA association rates reported by in vitro
measurements. In contrast, koff is 1 to 2 orders
ofmagnitude larger than in vitro estimates (21–23).
The large KD for target search in vivo is likely
due to the limited availability of key players in
the cell. For example, Hfq was suggested to be
limited in the cell due to the dynamic competi-
tion for Hfq among different sRNAs (24, 25).
Second, kcat and koff are comparable such that
both codegradation and dissociation can occur
with similar probabilities upon target binding.
Disallowing dissociation by setting koff to zero
cannot explain our experimental data (fig. S9
and SM 2.1). The observed fast kcat (0.4 T 0.1 s−1)
may be due to the formation of a ribonucleo-
protein complex comprised of SgrS, Hfq, and
RNase E, as suggested by biochemical studies
(18); if so, once SgrS-Hfq-RNase E binds the
ptsG mRNA, RNase E would be readily availa-
ble for codegradation.
The kinetic model suggests that the overall

rate of ptsG mRNA degradation is limited by its
association with SgrS: At early time points after
SgrS induction, when the copy number of SgrS is
on the order of tens per cell, ka,app is about two
orders of magnitude smaller than the codegra-
dation rate kcat. The nonhomogenous spatial dis-
tribution of the sRNA and its target mRNA may
also contribute to the slow target search. We ob-
served membrane localization of ptsG mRNA,
whereas SgrS is primarily localized in the cyto-
plasm (fig. S10). Further modeling incorporating
the spatial information and stochastic gene ex-
pression may improve the kinetic analysis.
Regulation prioritization among multiple tar-

gets by one sRNAwas suggestedby computational
modeling (26, 27) and experimental observation
(28). However, how the kinetic prioritization is
achieved remains to be elucidated. We propose
that the combination of kon, koff, and kcat is char-
acteristic of a specific sRNA-mRNA pair and de-
termines the regulatory outcome. kcat may reflect
the regulatory mode (codegradation versus trans-
lation repression) and target search kinetics (kon
and koff) could contribute to the regulatory spec-
ificity and priority among many targets. To in-
vestigate this possibility, we examined manXYZ
mRNA, which encodes a general sugar trans-
porter for mannose and glucose and is also neg-
atively regulated by SgrS. Compared with ptsG,
manXYZ mRNA showed slower degradation ki-
netics (28) (figs. S11 to S13). The prioritization of
ptsG overmanXYZ by SgrS is consistent with the
observation that SgrS regulation of ptsG (but not
manXYZ) is absolutely essential for continued
cell growth under most stress conditions (29).
Using the RNase E mutant strain, we found that
formation of SgrS-manXYZ mRNA complexes is
slower than SgrS-ptsGmRNA complex formation
(fig. S13C). The KD for SgrS binding to manXYZ
mRNA, 2.3 T 0.2 mM, was also higher than 1.0 T
0.2 mM for SgrS binding to ptsG mRNA (Fig. 3B
and SM 1.11). This result indicates that the slower
regulation kinetics observed formanXYZmay, at
least partially, originate from the differences in
target search kinetics.
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Fig. 1. Super-resolution imaging and analysis. (A) 3D Super-resolution images of SgrS and ptsG mRNA
labeled by smFISH projected in 2D planes. (B) Diffraction-limited fluorescent images of SgrS and ptsGmRNA.
Cell boundaries imaged by differential interference contrast in (A) and (B) are depicted by white solid lines. (C)
Examples of clustering analysis with comparison of raw data (left) and clustered data (right). (D) Comparison
of average RNA copy number per cell measured by super-resolution imaging and qPCR. (E) Kinetic scheme of
SgrS-induced ptsGmRNA degradation. Kinetic steps are described in the main text. [p], [S], and [Sp] are the
concentrations of ptsG mRNA, SgrS, and their complex, respectively, in the mass-action equations.
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Overall, our results indicate that the formation
of sRNA-mRNA complexes is reversible and high-
ly dynamic in the cell, providing additional layers
for regulating individual targets. Our kineticmod-
el highlights the importance of target search
kinetics on regulation prioritization. This super-
resolution imaging and analysis platform provides
a conceptual framework that can be generalized to
other sRNA systems andpotentially to other target
search processes.
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Fig. 3. Estimation of kinetic parameters. (A) Modeling of time-course changes of SgrS, ptsG mRNA, and SgrS-ptsG complexes. Average copy numbers per
cell are plotted as a function of time. Rate constants and weighted R2 for modeling are reported in tables S4 and S5. (B) Extraction of KD for SgrS-mRNA
complex formation. The ratio of mRNA in complex with SgrS to free mRNA is plotted against average SgrS copy number and the slope of the linear fitting
reports 1/KD. Error bars in (A) and (B) report standard errors from 200 to 600 cells from two independent measurements.

Fig. 2. Colocalization analysis of SgrS-ptsG com-
plex. (A) Example of colocalization under various
conditions. (B) Quantification of colocalized fraction
of ptsG mRNA in cases (ii), (iii) (at 10 min after SgrS
induction), and (iv) (at 10 min after SgrS induction).
Error bars are standard deviations from three to eight
images. (C) Time-course changes in the fraction of
colocalized ptsG mRNA with SgrS. Error bars are
standard errors from 200 to 600 cells from two in-
dependent measurements.
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STEM CELL AGING

A mitochondrial UPR-mediated
metabolic checkpoint regulates
hematopoietic stem cell aging
Mary Mohrin,1* Jiyung Shin,1* Yufei Liu,2* Katharine Brown,1* Hanzhi Luo,1

Yannan Xi,1 Cole M. Haynes,3,4 Danica Chen1†

Deterioration of adult stem cells accounts for much of aging-associated compromised
tissue maintenance. How stem cells maintain metabolic homeostasis remains elusive.
Here, we identified a regulatory branch of the mitochondrial unfolded protein response
(UPRmt), which is mediated by the interplay of SIRT7 and NRF1 and is coupled to cellular
energy metabolism and proliferation. SIRT7 inactivation caused reduced quiescence,
increased mitochondrial protein folding stress (PFSmt), and compromised regenerative
capacity of hematopoietic stem cells (HSCs). SIRT7 expression was reduced in aged
HSCs, and SIRT7 up-regulation improved the regenerative capacity of aged HSCs. These
findings define the deregulation of a UPRmt-mediated metabolic checkpoint as a reversible
contributing factor for HSC aging.

A
ging is characterized by physiological de-
cline and increased susceptibility to pathol-
ogies and mortality. The rate of aging is
controlled by evolutionarily conserved ge-
netic pathways (1, 2). The general cause of

aging is the chronic accumulation of cellular
damage (2, 3). This conceptual framework raises
fundamental questions about aging. What are
the origins of aging-causing damage?What is the
cell or tissue specificity for sensing or responding
to such damage? Are the effects of cellular dam-
age on physiological aging reversible?
Adult stem cells mostly reside in a metaboli-

cally inactive quiescent state to preserve their
integrity but convert to a metabolically active
proliferative state to replenish the tissue (4–6).
The signals that trigger stem cells to exit the cell
cycle and enter quiescence, and the signal trans-
duction leading to the transition, remain elusive.
SIRT7 is a histone deacetylase that is recruited

to its target promoters by interactions with tran-
scription factors for transcriptional repression (7).
We took a proteomic approach to identify SIRT7-
interacting transcription factors. We transfected

human embryonic kidney–293T (HEK-293T) cells
with Flag-tagged SIRT7, affinity-purified the Flag-
tagged SIRT7 interactome, and identified SIRT7-
interacting proteins bymass spectrometry. Among
the potential SIRT7-interacting proteins was nu-
clear respiratory factor 1 (NRF1), a master regu-
lator of mitochondria (8). Transfected Flag-SIRT7
and endogenous SIRT7 interacted with NRF1 in
HEK-293T cells (Fig. 1, A and B).
SIRT7 bound the proximal promoters of mito-

chondrial ribosomal proteins (mRPs) and mito-
chondrial translation factors (mTFs) but not other
NRF1 targets (Fig. 1C and fig. S1A) (7). NRF1 bound
the same regions as SIRT7 at the proximal pro-
moters ofmRPs andmTFs but not RPS20 (Fig. 1D
and fig. S1B), where SIRT7 binding is mediated
through Myc (9). SIRT7 binding sites were found
adjacent toNRF1 consensus bindingmotifs at the
promoters of mRPs and mTFs (fig. S1C). NRF1
knockdown (KD) using small interfering RNA
(siRNA) reducedSIRT7occupancy at thepromoters
of mRPs and mTFs but not RPS20 (Fig. 1C and
fig. S2). SIRT7 KD using short hairpin RNAs led
to increased expression ofmRPs andmTFs, which
was abrogated by NRF1 siRNA (Fig. 2, A and B,
and fig. S3). Thus, NRF1 targets SIRT7 specifically
to the promoters of mRPs and mTFs for tran-
scriptional repression.
Transcriptional repression of mitochondrial

and cytosolic (7, 9) translation machinery by
SIRT7 suggests that SIRT7 might suppress mito-
chondrial activity and proliferation. SIRT7 KD
cells had increased mitochondrial mass, citrate
synthase activity, adenosine triphosphate levels,

respiration, and proliferation, whereas cells over-
expressing wild type (WT) but not a catalytically
inactive SIRT7 mutant (H187Y) showed reduced
mitochondrial mass, respiration, and prolifera-
tion (Fig. 2, C to E, and fig. S4, A to G) (10, 11).
NRF1 siRNA abrogated the increased mitochon-
drial activity and proliferation of SIRT7 KD
cells (fig. S4, H to J). Thus, SIRT7 represses NRF1
activity to suppress mitochondrial activity and
proliferation.
Sirtuins are increasingly recognized as stress

resistance genes (12–14). Nutrient deprivation
induced SIRT7 expression (fig. S5A). Upon nu-
trient deprivation stress, cells reduce mitochon-
drial activity, growth, and proliferation to prevent
cell death (15, 16). When cultured in nutrient-
deprived medium, cells overexpressing SIRT7
showed increased survival, whereas SIRT7 KD
cells showed reduced survival, which was im-
proved by NRF1 siRNA (fig. S5). Thus, SIRT7 sup-
presses NRF1 activity to promote nutritional
stress resistance.
Perturbation of mitochondrial proteostasis, a

form of mitochondrial stress, activates the mito-
chondrial unfolded protein response (UPRmt), a
retrograde signaling pathway leading to tran-
scriptional up-regulation of mitochondrial chap-
erones and stress relief (17, 18). Mitochondrial
dysfunction results in attenuated translation,
which helps restore mitochondrial homeostasis
(19). SIRT7-mediated transcriptional repression
of the translationmachinery suggests that SIRT7
may alleviate mitochondrial protein folding stress
(PFSmt). PFSmt induced SIRT7 expression (Fig.
2F). Induction of PFSmt by overexpression of an
aggregation-pronemutantmitochondrial protein,
ornithine transcarbamylase (DOTC), results inUPRmt

activation and efficient clearance of misfolded
DOTC (18). In SIRT7 KD cells, misfolded DOTC
accumulated to a higher level (Fig. 2G). SIRT7
KDcells displayed increased apoptosis uponPFSmt

(Fig. 2H) but are not prone to general apoptosis
(9). Thus, SIRT7 alleviates PFSmt and promotes
PFSmt resistance. Consistently, mitochondrial dys-
function ismanifested in themetabolic tissues of
SIRT7-deficient mice (20).
PFSmt induced the expression of canonical

UPRmt genes in SIRT7-deficient cells (fig. S6, A
and B), indicating that induction of SIRT7 and
canonical UPRmt genes is in separate branches of
the UPRmt. Untreated SIRT7 KD cells displayed
increased expression of canonical UPRmt genes
(fig. S6, A and B), but SIRT7 did not bind to their
promoters (fig. S1A) (7), suggesting that SIRT7
deficiency results in constitutive PFSmt and com-
pensatory induction of canonical UPRmt genes.
NRF1 siRNA abrogated increased PFSmt, but not
endoplasmic reticulum stress, in SIRT7 KD cells
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(Fig. 2I and fig. S6C). Thus, the interplay between
SIRT7 and NRF1 constitutes a regulatory branch
of UPRmt, functioning as the nexus of reduced

mitochondrial translation for homeostasis rees-
tablishment and repressed energy metabolism
and proliferation (Fig. 2J).

What is the physiological relevance of the
SIRT7-mediatedUPRmt? InCaenorhabditis elegans,
the UPRmt is activated during a developmental

SCIENCE sciencemag.org 20 MARCH 2015 • VOL 347 ISSUE 6228 1375

Fig. 2. SIRT7 limits mitochondrial
activity, proliferation, and PFSmt.
(A and B) Increased expression of
GFM2 and MRPL24 in SIRT7 KD
cells is abrogated by NRF1 siRNA.
(C and D) Increased mitochondrial
mass in SIRT7 KD cells determined
by MTG staining and mitochondrial
DNA quantification. n = 3. (E)
Increased proliferation in SIRT7 KD
cells. n = 3. (F) PFSmt induces SIRT7
expression. Dox, doxycycline. EB,
ethidium bromide. (G) Increased
accumulation of misfolded DOTC in
SIRT7 KD cells is rescued by NRF1
siRNA. OTC is used as a control. (H)
Increased apoptosis in SIRT7 KD cells treated with EB. n = 3. (I) NRF1 siRNA abrogates increased PFSmt in SIRT7 KD cells. (J) A proposed model. Error
bars, mean T SE. *P < 0.05. **P < 0.01. Student’s t test.

Fig. 1. NRF1 stabilizes SIRT7 at the promoters of mitochondrial translational machinery components. (A and B) Coimmunoprecipitation of transfected
Flag-tagged or endogenous SIRT7 with endogenous NRF1 from HEK-293T cells. (C and D) ChIP followed by quantitative real-time polymerase chain reaction
(ChIP-qPCR) showing SIRT7 (C) and NRF1 (D) occupancy at gene promoters. Error bars, mean T SE. **P < 0.01; ***P < 0.001; ns, P > 0.05. Student’s t test.
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stage when a burst of mitochondrial biogenesis
takes place and is attenuated when mitochon-
drial biogenesis subsides (17). Thus, the SIRT7-
mediated UPRmt may be important for cells that
experience bursts of mitochondrial biogenesis
and convert between growth states with mark-
edly different bioenergetic demands and prolif-
erative potentials, such as stem cells. Quiescent
adult stem cells have lowmitochondrial content,
but mitochondrial biogenesis increases during
proliferation and differentiation (4).
Because SIRT7 is highly expressed in the hem-

atopoietic system, we focused on hematopoiet-

ic stem cells (HSCs) isolated from SIRT7+/+ and
SIRT7−/− mice (fig. S7). SIRT7−/− HSCs had in-
creased expression of UPRmt genes, indicative of
increased PFSmt (Fig. 3A). Mitotracker green (MTG)
staining, mitochondrial DNA quantification, and
electronmicroscopy revealed increasedmitochon-
drial numbers in SIRT7−/− HSCs (Fig. 3, B and C,
and fig. S8). In vivo bromodeoxyuridine (BrdU)
incorporation showed increased proliferation of
SIRT7−/− HSCs (Fig. 3D). SIRT7−/− HSCs also ex-
hibited an increased propensity to enter the cell
cycle upon ex vivo culture with cytokines (Fig.
3E). However, there was no difference in mito-

chondrial number or proliferation in the differ-
entiated subpopulations of these two genotypes
(Fig. 3, B, D, and E). Animals with loss of HSC
quiescence are sensitive to themyeloablative drug
5-fluorouracil (21). Upon 5-fluorouracil treatment,
mice reconstituted with SIRT7−/− bone marrow
cells (BMCs) died sooner than SIRT7+/+ controls
(Fig. 3F). Thus,HSCs require SIRT7 to limit PFSmt,
mitochondrial mass, and proliferation.
ReducedHSC quiescence causes compromised

regenerative function (21). SIRT7−/− BMCs or pu-
rifiedHSCs displayed a 40% reduction in long-term
reconstitution of the recipients’ hematopoietic
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Fig. 3. SIRT7 ensuresHSCmaintenance. (A) qPCRshowing increased PFSmt

in SIRT7−/− HSCs. n = 4. (B and C) MTG staining and mitochondrial DNA
quantification showing increasedmitochondrial mass in SIRT7−/−HSCs. n = 4.
MP, myeloid progenitor cells. Lin-, lineage-negative cells. (D) In vivo BrdU
incorporation showing increased proliferation of SIRT7−/− HSCs. n = 4. (E)
Increased propensity of SIRT7−/− HSCs to cycle upon ex vivo culture with
cytokines, indicated by BrdU pulse. n = 4. (F) Mice reconstituted with SIRT7−/−

BMCs have increased sensitivity to 5-fluorouracil. n = 12. Log-rank test. (G)
Competitive transplantation using SIRT7+/+ and SIRT7−/− BMCs as donors
showing reduced reconstitution capacity of SIRT7−/− HSCs. n = 15. Rep-
resentative of five transplants. (H) Reduced white blood cell count in SIRT7−/−

mice. (I)Myeloid-biaseddifferentiation in the peripheral blood (PB) of SIRT7−/−

mice. MNCs,mononuclear cells. n =7. Error bars, mean T SE. *P <0.05. ***P <
0.001. ns, P > 0.05. Student’s t test.

Fig. 4. HSC aging is regulated by SIRT7. (A) qPCR showing reduced SIRT7 expression in aged HSCs. n = 3. (B and C) qPCR showing that increased PFSmt in
aged HSCs is rescued by SIRT7 overexpression. n = 3. (D and E) Competitive transplantation using aged HSCs transduced with SIRT7 or control lentivirus as
donors. SIRT7 overexpression increases reconstitution capacity and reversesmyeloid-biased differentiation of agedHSCs. n=7. Error bars,mean T SE. *P <0.05.
**P < 0.01. Student’s t test.
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system comparedwith their SIRT7+/+ counterparts
(Fig. 3G and fig. S9A). SIRT7−/− mice also had
reduced numbers of white blood cells (Fig. 3H).
Although SIRT7+/+ and SIRT7−/− mice had com-
parableHSC frequency in the bonemarrowunder
steady-state conditions, there was a 50% reduc-
tion in the frequency of SIRT7−/−HSCs upon trans-
plantation (fig. S9, B and C). SIRT7−/− HSCs
showed increased apoptosis upon transplantation
(fig. S9D), which may account for compromised
HSC engraftment. HSCs differentiate into lymph-
oid and myeloid lineages. Myeloid-biased differen-
tiation was apparent in SIRT7−/−mice or in mice
reconstituted with SIRT7−/− HSCs (Fig. 3I and
fig. S9E). Thus, SIRT7 promotes HSC mainte-
nance and preventsmyeloid-biased differentiation.
Reintroduction of SIRT7 in SIRT7−/− HSCs

improved reconstitution capacity and rescued
myeloid-biased differentiation (fig. S9, F and G),
indicating that SIRT7 regulates HSCmaintenance
cell-autonomously. NRF1 inactivation in SIRT7−/−

HSCs reduced PFSmt; improved HSC quiescence,
engraftment, and reconstitution; and rescued
myeloid-biased differentiation (figs. S9C and S10).
Thus, SIRT7 represses NRF1 activity to alleviate
PFSmt and ensure HSC maintenance.
SIRT7 expression was reduced in aged HSCs

(Fig. 4A) (22). Notably, defects manifested in
SIRT7−/− HSCs (increased PFSmt and apoptosis,
loss of quiescence, decreased reconstitution capac-
ity, and myeloid-biased differentiation) resem-
ble aspects of agedHSCs (23–25) (Fig. 4B). SIRT7
overexpression orNRF1 inactivation in agedHSCs
reduced PFSmt, improved reconstitution capacity,
and rescued myeloid-biased differentiation (Fig. 4,
C to E, and fig. S11). Thus, SIRT7 down-regulation
results in increased PFSmt in aged HSCs, contrib-
uting to their functional decline.
Collectively, our results highlight PFSmt as a

trigger of a metabolic checkpoint that regulates
HSC quiescence and establish the deregulation
of UPRmt as a contributing factor for HSC aging.
Using a stress signal as a messenger to return to
quiescence may ensure the integrity of HSCs,
which persist throughout the entire life span for
tissuemaintenance. The interplay between SIRT7,

which is induced upon PFSmt, andNRF1, amaster
regulator of mitochondria, is uniquely posi-
tioned to integrate PFSmt tometabolic checkpoint
regulation.
SIRT7 represses NRF1 activity to reduce the

expression of the mitochondrial translation ma-
chinery and to alleviate PFSmt (Figs. 1 and2). In vivo
gene expression studies cannot distinguish di-
rect versus indirect effects. In this regard, chro-
matin immunoprecipitation (ChIP) sequencing
studies are informative in identifying direct SIRT7
targets (7). Although gene expression changes in
the metabolic tissues of SIRT7−/− mice are likely
reflective of severe mitochondrial and metabolic
defects (20), transiently knocking down SIRT7
in cultured cells can capture the direct effect of
SIRT7 on its targets (7, 9) (Fig. 2) and may ac-
count for different gene expression changes. In
contrast to the severe defects inmetabolic tissues
of SIRT7−/− mice, SIRT7−/− HSCs have increased
mitochondria number and proliferation under
homeostatic conditions but do not farewell upon
transplantation stress (Fig. 3). These observations
are consistent with the notion that while meta-
bolic tissues have a large number ofmitochondria,
HSCs have very fewmitochondria under homeo-
static conditions and increasemitochondrial bio-
genesis upon transplantation. The combinedpower
of biochemistry, cell culture, and mouse genetics
is necessary to tease out direct and indirect ef-
fects of SIRT7 under various physiological condi-
tions. Our proposed model (Fig. 2J) is consistent
with the functions of SIRT7 in chromatin remod-
eling and gene repression (7), stress responses
(9) (Fig. 2), and mitochondrial maintenance (20)
(Fig. 2).
Reintroduction of SIRT7 in agedHSCs reduces

PFSmt and improves their regenerative capacity.
Thus, PFSmt-induced HSC aging is reversible. It
appears that HSC aging is not due to the passive
chronic accumulation of cellular damage over the
lifetime but to the regulated repression of cellular
protective programs, giving hope for targeting
the dysregulated cellular protective programs
to reverse HSC aging and rejuvenate tissue
homeostasis.
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Ultracentrifuge 

A new ultracentrifuge combines speed 

with safety and ergonomics, allowing 

researchers to easily protect samples 

while achieving reliable and consistent 

results. The Sorvall WX+ ultracentrifuge 

features an intuitive color LCD touch-

screen to keep programming simple and 

easy to navigate. Designed to accom-

modate a multiple-user environment, 

the Sorvall WX+ ultracentrifuge monitors 

run data with optional Log Manager 

software that recalls past operating pa-

rameters with up to 5,120 cases of re-

corded histories to assist with GMP/GLP 

compliance. In addition, the Sorvall WX+ 
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performance in a small footprint to maxi-

mize space in the lab; lightweight and 
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rotors; automatic tube balancing com-

pensation, which accelerates sample 

preparation by allowing visual sample 

balancing up to 5 mm; and a self-locking 
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that the rotor is automatically and se-

curely locked. 
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UV Spectrophotometer 

Improved optical characterization sys-

tems are now available for spectral mea-

surements from the vacuum ultraviolet 

to the near infrared. The vacuum ultra-

violet universal spectrophotometer is an 

optical test system optimized for emit-

ting samples like phosphors or photo- 

and electroluminescent crystals. It can 
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working range, 120 nm to 2.2 µm. Options are available to extend 

the range even more. The user-friendly sample chamber includes 
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tive detection. It can operate purged or under vacuum and can 

interface to commercial cryogenic and heated sample mounts. 

Auxiliary ports are in the sample area for addition of HV leads for 

electrical excitation, auxiliary sample by X-ray sources or con-
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Samples index while the system is under vacuum. 
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Clean Air Protection System

The Clean Air Protection (CAP) system 
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Filtered clean air hood. The systemís 

small design and price eliminates the 

need to buy bulky and expensive lami-

nar fume hoods for their Microlab NIM-

BUS liquid handler. The system installs 

and is up and running in less than one 

hour. It uses Hamiltonís latest monitor-

ing and detecting technology, enabling 

.����/��
��/�$�%�
�����
������0�.�

�/����0�����!��&������������'�����()�

�!"#��./�0���/��������������/��	0���./�0��

the CAP system delivers clean air to the 

working environment. The monitoring 
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creating a constant positive pressure 

regardless of the door being open or 

closed. The monitoring system also 

features real-time temperature and 

humidity display with built-in customer 
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Automated Sample Thawing 

System

The ThawSTAR automated sample 

thawing system is a breakthrough 

technology that addresses the ìlast 

mileî in the cryopreservation process. 

Utilizing STAR sensing technology, 

ThawSTAR system tailors the thaw 

���"��#��#���	����������$��#�$�	#��	�

of each frozen sample. ThawSTAR 

technology integrates multiple detection 

algorithms to ensure uniform thermal 
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eliminating the subjectivity found in conventional thaw methods 

that rely on human interpretation, such as swirling frozen vials in 

water baths and rolling vials between hands. Users simply insert 

a frozen vial and retrieve it when the vial is raised at the end of 

the thaw cycle. The automatic release of the vial coupled with 

built-in audio and visual alarms allow users to quickly retrieve 

thawed vials for downstream processing. ThawSTAR thawing 

system was engineered to deliver results similar to those achieved 
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50 µL Electronic Pipettes 

The popular VIAFLO II electronic pipette 

range has been expanded to include the 
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the new models deliver optimized preci-

sion pipetting in the volume range of 

2ñ50 µL. The VIAFLO II multichannel 

electronic pipette range combines ul-

tralightweight design and unsurpassed 

operational comfort enabling users to 
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GripTip pipette tips form the perfect pi-

petting system. GripTips snap into place 

��1��������0�1���0��������	�21���2��������

a secure connection. GripTips never 
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resulting in superior accuracy and high 

precision. 

INTEGRA Biosciences

��2������������"������

www.integra-biosciences.com



Stockholm in the second week of December is a special place. The city is alive

with excitement as it welcomes and celebrates the new Nobel Laureates at the

annual Nobel Prize ceremony.

If you are a recent PhD graduate you could be here too, and receive a rather

special prize yourself.

Te journal Science & SciLifeLab have established Te Science & SciLifeLab Prize for
Young Scientists, to recognize and reward excellence in PhD research and support young
scientists at the start of their careers. It’s about bright minds, bright ideas and bright futures.

Four winners will be selected for this international award.Tey will have their essays published
in the journal Science and share a new total of 60,000 USD in prize money. Te winners
will be awarded in Stockholm, in December, and take part in a unique week of events
including meeting leading scientists in their felds.

“Te last couple of days have been exhilarating. It has been an experience of a lifetime.
Stockholm is a wonderful city and the Award winning ceremony exceeds my wildest dreams.”
–Dr. Dan Dominissini, 2014 Prize Winner

Who knows, Te Science & SciLifeLab Prize for Young Scientists could be a major step-
ping stone in your career and hopefully one day, during Nobel week, you could be visiting
Stockholm in December once again.

Te 2015 Prize is now open. Te deadline for submissions is August 1, 2015.
Enter today: www.sciencemag.org/scilifelabprize

Te 2015 Prize categories are:

• Cell and Molecular Biology

• Ecology and Environment

• Genomics and Proteomics

• Translational Medicine

For over 130 years the journal Science has
been the world’s leading journal of original
scientifc research, global news and commentary.

SciLifeLab is a collaboration among four
universities in Stockholm and Uppsala,
Sweden, and is a national center for
molecular biosciences with focus on health
and environmental research.

Tis prize is made possible with the kind
support of the Knut and Alice Wallenberg
Foundation.

Will you be in
Stockholm this
December?
(If you have a recent PhD you could be.)
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There’s only one
“《科学》职业”

已经与Cernet/

赛尔互联开展合

作。中国大陆的

高校可以直接联

系Cernet/赛尔互

联进行国际人才

招聘。

“《科学》职业”

已经与Cernet/

赛尔互联开展合

作。中国大陆的

高校可以直接联

系Cernet/赛尔互

联进行国际人才

招聘。

请访问

Sciencecareers.org/CER

点得联系信息。

Cernet

中国大陆高校以外的 招聘广告，或

者高校 的其它业务，请与国际合

作、出版副总监吴若蕾联系：

+86-186 0082 9345

rwu@aaas.org

POSITIONS OPEN

EDUCATION MANAGEMENT POSITION
Medical School

The Saint James School of Medicine, an international
medical school is seeking a qualified academic medical
professional to fill the position of Associate Clinical
Dean in its Chicago office. Qualified applicants must
be M.D or M.D.-Ph.D. with a minimum of 12 years
of medical school teaching and administrative experience.
A competitive compensation package is offered.

Interested individuals should electronically send their
curriculum vitae with cover letter to e-mail: jobs@
mail.sjsm.org.

ASSISTANT PROFESSORSHIP
Tenure Track Position
Department of Biology

California State University, Northridge invites appli-
cations for tenure-track Assistant Professor positions
in Cellular or Molecular Biology in the Department
of Biology to begin August 19, 2015. Applicants must
hold a Ph.D. and have postdoctoral experience. The
successful candidate, whose eukaryotic cell biology
research uses proteomics/systems/computational, or
molecular approaches, shall involve undergraduate and
Master_s students in their research, seek extramural
research funding, demonstrate teaching excellence,
and must demonstrate ability to effectively work with
a diverse student population.
For more information and application procedure

visit: website: http://www.csun.edu/science-
mathematics/biology/jobs
Screening application will begin on March 31,

2015.
California State University, Northridge is an Equal Oppor-

tunity Employer committed to excellence through diversity.

OPEN RANK FACULTY POSITION

As part of the Second Century Initiative (website:
http://www.gsu.edu/secondcentury/) at Georgia
State University, the Department of Mathematics and
Statistics (website: http://mathstat.gsu.edu/) invites
applications for an anticipated Open Rank, Associate,
or Full Professor level senior faculty position in math-
ematical disease modeling, beginning 2015 pending
budgetary approval.
Candidates should have a strong background in

mathematical modeling and analysis related to diseases
and big data. A Ph.D. in Mathematics, Bioinformatics,
Physics, Chemical Engineering, Biomedical Engineering,
or related area is required. Preference will be given to
those candidates who have a strong record of research
and external funding support.
Please submit curriculum vitae and a cover letter in-

dicating research interests to website: http://www.
academicjobs.org and choose Disease Modeling option.
Inquiries could be sent to e-mail: BDModeling@
gsu.edu.
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The Department of Biomedical Sciences at Virginia Tech Carilion School of Medicine (VTCSOM-
http://medicine.vtc.vt.edu/) and Research Institute (VTCRI - http://research.vtc.vt.edu/) in
Roanoke, Virginia (http://www.vtc.vt.edu/about/) is recruiting to fill several new faculty positions at
the assistant, associate or full professor levels. Faculty with teaching expertise in either medical school
biochemistry, developmental biology/embryology, epidemiology, histology/pathology, neuroscience
or systems’ physiology and with research interests in either neuroscience, cardiovascular sciences,
regenerative medicine, cancer, infectious disease or immunology are especially encouraged to apply.

The successful candidates will have a primary responsibility for teaching first and second year
medical students in a dynamic fully accredited, research intensive allopathic medical school. Some
participation in teaching graduate students in Virginia Tech’s Translational Biology, Medicine and
Health (TBMH - http://www.tbmh.vt.edu/) PhD program is also possible. Faculty will have 25%
time available for research in the VTCRI, working as part of a laboratory team with an established
investigator. Twelve month faculty salaries and fringe benefits will be fully supported through three
year renewable appointments with no obligation for salary coverage or PI status on grants. The
VTCSOM and VTCRI opened in 2010.

The medical school graduated its first class in 2014 and maintains a small class size (42) with a focus
on patient centered learning and student research/discovery throughout the curriculum that
incorporates four value domains – basic science, clinical science, research and interprofessionalism.
Teaching and research facilities are state of the art with a research grant portfolio of $45M between
23 lab PIs among which faculty may carry out research. We are especially interested in colleagues
who are passionate about teaching, value scholarship and enjoy a highly collaborative environment,
interacting with teachers and researchers from their own as well as other disciplines. The successful
candidates will have a Ph.D. (or M.D./Ph.D. or D.V.M./Ph.D.), experience in teaching medical
students and postdoctoral training. The medical school and research institute are located in the
picturesque Roanoke Valley midway between Washington DC and Charlotte, NC.

To apply, please visitwww.jobs.vt.edu, posting #TR0150019. Please send cover letter, CV, statement
of teaching philosophy/experience, statement of research interests/experience and have at least three
reference letters of support. Candidate review will begin April 15, 2015. Please indicate Biomedical
Science Positions on all correspondence.

Virginia Tech has a strong commitment to the principle of diversity, and in that spirit seeks a broad
spectrum of candidates including women, minorities, veterans, and people with disabilities.

Faculty Positions
Department of Biomedical Sciences

Department of Immunology and Molecular Microbiology
Tenure-Track Faculty Position

The Department of Immunology andMolecularMicrobiology at Texas Tech University Health Sciences
Center (http://www.ttuhsc.edu/) invites applications for a tenure track faculty position at the rank of
Assistant Professor. The Department is particularly interested in candidates with cross-disciplinary
approaches to problems related to host-microbe interactions, microbiome informatics and microbial
pathogenesis. Excellent opportunities exist for collaborations with facultymembers in basic science and
clinical departments.A 12-month, institution-supported salary as well as generous start-up funding and
laboratory space will be provided. In addition, the institution provides ongoing support with our state-
of-the-art imaging/-ow cytometry and molecular biology core facilities. Appointees will be expected to
conduct an active research program, procure andmaintain extramural funding and participate in medical
and graduate student teaching. Special consideration will be given to candidates with current extramural
funding.

TexasTechUniversityHealth SciencesCenter (TTUHSC) togetherwithTexasTechUniversity andAngelo
StateUniversity comprise the Texas TechUniversity System. TTUHSC offers programs inAlliedHealth
Sciences,Biomedical Sciences,Medicine,Nursing, Pharmacy, and PublicHealth.TheGraduate School of
Biomedical Sciences atTTUHSC offers theM.S. and Ph.D. degrees in six concentrations of study including
cell and molecular biology; biochemistry and molecular genetics; immunology and infectious diseases;
pharmaceutical sciences; pharmacology and neuroscience; and physiology.TheTTUHSC campus is located
across the street from Texas Tech University whose current enrollment exceeds 40,000 undergraduate
and graduate students. In addition to ongoing research programs at TTUHSC, the successful candidate
will also have unlimited opportunities to interactwith numerouswell-funded faculty on the TTU campus
with research programs in biology, microbiology, chemistry, biochemistry, physics and engineering.

Review of applications will begin on April 1, 2015 and continue until the position is flled. Applicants
should submit an application, cover letter explaining their interest in the Department, a curriculum
vitae that includes honors and publications, and a succinct research plan to http://jobs.brassring.com/
TGWebHost/jobdetails.aspx?partnerid=25898&siteid=5281&areq=3327BR.To expedite the review
process, applicants should invite three individuals who are familiar with their work and potential for
success to upload recommendation letters at the same web address.

The TTUHSC is an Equal Opportunity/Affrmative Action/Veterans/Disability Employer.



www.embl.org

Te European Molecular Biology Laboratory is searching for Group and Team Leaders.

EMBL ofers a highly collaborative, uniquely international culture. It fosters top quality,

interdisciplinary research by promoting a vibrant environment consisting of young,

independent researchers with access to outstanding graduate students and postdoctoral

fellows.

Group Leader / Team Leader

Cell Biology and Biophysics
at EMBL Heidelberg, Germany (2 Positions)

The Cell Biology and Biophysics Unit is an interdisciplinary department

where biologists, physicists and chemists work closely together. This highly

collaborative mix of groups employs technologies ranging from advanced

electron and light microscopy, chemical biology and biochemistry, genetics

and functional genomics to modelling and computer simulations. The

research focuses on comprehensive understanding of the molecular

mechanism of essential cellular functions, currently including transport,

signalling, migration, differentiation and division.

We are seeking to recruit outstanding group/team leaders in the general

area of cutting-edge molecular cell biology. We also welcome applications

to establish technology development oriented groups/teams, especially in

the areas of imaging technologies, image analysis methods, as well as

modelling of complex dynamic biological processes. In addition to biologists,

applicants with a strong background in optical engineering, bioinformatics,

chemistry or physics and a keen interest in cell biological applications are

especially encouraged to apply.

The successful candidate should have a strong motivation to work in the

multidisciplinary and collaborative environment of EMBL, grasping the

opportunity to interact with many other research groups. In general, EMBL

appoints group/team leaders early in their career and provides them with a

very supportive environment for their first independent position to achieve

highly ambitious and original research goals.

EMBL is an inclusive, equal opportunity employer offering attractive

conditions and benefits appropriate to an international research organisation

with a very collegial and family friendly atmosphere. The remuneration

package comprises from a competitive salary, a comprehensive pension

scheme, medical, educational and other social benefits, as well as financial

support for relocation and installation, including family, and the availability of

an excellent child care facility on campus.

Please apply online through

www.embl.org/jobs and

include a cover letter, CV and

a concise description of

research interests and future

research plans. Please also

arrange for 3 letters of

recommendation to be emailed

to references@embl.de at the

latest by 10 April 2015.

Interviews are planned for

28, 29 and 30 April 2015.

Further information about the

position can be obtained from

the Head of Unit Jan Ellenberg

(jan.ellenberg@embl.de).

An initial contract of 5 years

will be offered to the successful

candidate. This is foreseen to

be extended to a maximum of

9 years, subject to an external

review.

Further details on Group Leader

appointments can be found

under www.embl.org/gl_faq.
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Director for the
Nebraska Center for Virology

The University of Nebraska - Lincoln (UNL) is seeking an extraordinary
research scholar to serve as Director of the Nebraska Center for Virology
(NCV). NCV was founded in 2000 and has been funded continuously by an
NIH Center for Biomedical Research Excellence Grant. NCV is a Regents’
designated Center of Excellence and includes about 35 virologists from
UNL, University of Nebraska Medical Center and Creighton University
Medical Center. NCV faculty conduct research on human, animal, and plant
viral diseases.

Candidates must have: (1) a PhD,MD, DVM or equivalent in a related area
of science; (2) a nationally recognized, federally funded research program
in virology; (3) administrative experience including leadership of scientists
and research teams through the ability to envision, facilitate, develop, and
coordinate innovative, interdisciplinary and collaborative research; and (4)
a record of scholarly achievements and qualifcations for appointment as
a tenured, full professor in an appropriate department at UNL. Preferred
qualifcations include: (1) experience building new research partnerships
to capitalize on emerging research opportunities; (2) experience working
with university administrators to enhance research capacity; and (3) leading
submission of competitive applications for large, center grants to support
research or training efforts. The specifc area of research is open to all
disciplines of virology. In addition to competitive start-up support and a
state-funded salary line as NCV Director, several new junior tenure track
faculty positionswill be available for recruitment by the successful candidate.

To learn more about the University of Nebraska and the Nebraska Center for
Virology visit http://unl.edu/virologycenter.To be considered for this position
go tohttp://employment.unl.edu and search for requisition #F_150060.Click
on “Apply to this job.”AttachCV, cover letter, statement ofmanagement and
research philosophy and up to 3 reprints (other). Review of applications will
beginMay 8, 2015 and will continue until a suitable candidate is selected.

The University of Nebraska-Lincoln is committed to a pluralistic campus
community through affrmative action, equal opportunity, work-life

balance, and dual careers. UNL is the fagship land-grant University in
Nebraska with a total enrollment of more than 25,000 students.

Jobs are updated 24/7

Search thousands of jobs
on your schedule

Receive push notifications
per your job search criteria

ScienceCareers.org

Get a job on the go.

Search worldwide for thousands of

scientific jobs in academia, industry,

and government. The application

process is seamless, linking you

directly to job postings from your

customized push notifications.

Scan this code to
download app or visit
apps.sciencemag.org

for information.

Download the
Science Careers jobs app from
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AAAS is here –
helping scientists achieve
career sucess.

Everymonth, over 400,000 students and
scientists visit ScienceCareers.org in search
of the information, advice, and opportun-
ities they need to take the next step in
their careers.

A complete career resource, free to the
public, Science Careers offers hundreds
of career development articles, webinars
and downloadable booklets filledwith
practical advice, a community forum
providing answers to career questions,
and thousands of job listings in academia,
government, and industry. As a AAAS
member, your dues help AAASmake this
service available to the scientific community.
If you’re not amember, join us. Together
we canmake a difference.

To learn more, visit
aaas.org/plusyou/sciencecareers



INSPIRED BY PASTEUR

SUPPORTED BY SANOFI

The CNIC is dedicated to excellence in cardiovascular research and to
translating new knowledge into real improvements in clinical practice.

The scientifc project of the centre has been structured in three research
areas:

Vascular Pathophysiology•
Myocardial Pathophysiology•
Cell & Developmental Biology•

To be eligible, candidates must:
Hold a PhD degree that must have been awarded no more tan•
fve years ago (exceptions will be made for documented career
brakes and candidates with children)
Have, at least, one publication as frst author in an international•
peer reviewed journal
Candidates must not have resided or carried out their main activity•
in Spain for more than twelve months in the last three years

The CNIC offers TEN (10) fellowships in this call:
A 3-year contract•
An internationally competitive salary•
State of the art infrastructure and latest generation of technological•
equipment
Scientifc-technical support and complementary training•

Deadline for submission of proposals: 5 May 2015

CNIC is an inclusive, equal opportunity employer, irrespective of
nationality, ethnic origin, gender, marital or parental status, sexual
orientation, creed, disability, age or political belief. Confdentiality is
guaranteed throughout the selection process and all current regulations
relating to the protection of personal data will be strictly adhered to.

For further information and applications, please visit www.cnic.es

Opportunities for
POSTDOCTORAL RESEARCHERS
in Biomedical Research at the
Spanish National Centre for Cardiovascular
Research CNIC, Madrid - Spain

John P. Long Chair in
Pharmacology - Neuroscience

The Univesity of Iowa Department of Pharmacology seeks exceptional
applicants at the senior Associate or full Professor level to hold the John
P. Long Chair in Pharmacology (Neuroscience). Applicants should have
an outstanding record of innovative research and academic excellence and
demonstrated expertise in any area of neuroscience including systems,
molecular/cellular, behavioral, neurodegenerative disorders, and pain,
employing cutting edge methodologies. The candidate will join a strong
and growing community of neuroscientists. The Carver College of
Medicine has designated neuroscience as a strategic priority for growth and
investment. Newly remodeled research space with state-of-the-art shared
instrumentation is available. This position includes a 12-month salary
(funded partially by the endowment), benefts and a highly competitive
start-up package. All applicants must have a relevant doctoral degree and
a record of accomplishment consistent with appointment as Associate
Professor with Tenure or Professor with Tenure. The successful candidate
will maintain a vigorous, independent, extramurally funded research
program, have a desire to train students and postdoctoral fellows, and
participate in departmental teaching.

To apply for this position, visit The University of Iowa website at http://
jobs.uiowa.edu, requisition #65982.

The University of Iowa is an Equal Opportunity/Affrmative Action
Employer. All qualifed applicants are encouraged to apply and will
receive consideration for employment free from discrimination on
the basis of race, creed, color, national origin, age, sex, pregnancy,
sexual orientation, gender identity, genetic information, religion,
associational preference, status as a qualifed individual with a

disability, or status as a protected veteran.
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T H E R E ’ S A S C I E N C E T O R E A C H I N G S C I E N T I S T S .

Cancer Research
April 3, 2015

Reserve space byMarch 30*

For recruitment in science, there’s only one

SCIENCECAREERS.ORG

What makes Science the best choice?

§ Read and respected by 570,400 readers around the globe

§ 78% of readers read Sciencemore often than any other journal

§ Your ad sits on specially labeled pages to draw attention to the ad

§ Your ad dollars support AAAS and its programs, which strengthens the global
scientific community.

Why choose this cancer section for your advertisement?

§ Relevant ads lead oI the career section with special Cancer Research banner

§ Bonus distribution to:

American Association for Cancer Research

April 18–NN, N015, Philadelphia, PA

American Association for Cancer Research Career Fair

April 18, N015, Philadelphia, PA

§ Special distribution to 4N,000 scientists beyond our regular circulation.

Expand your exposure. Post your print ad online to beneft from:

§ Link on the job board homepage directly to cancer research jobs

§ Dedicated landing page for jobs in cancer research

§ Additional marketing driving relevant job seekers to the job board.

* Ads accepted until March 30 on a first-come, first-served basis.

Special Job Focus:

To book your ad: advertise@sciencecareers.org

The Americas
N0N-3N6-658N

Japan
+8L-3-3NL9-5777

Europe/RoW
+44(0)LNN3-3N6500

China/Korea/Singapore/Taiwan
+86-L86-008N-9345
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Founded in 1911, the University of Hong Kong is committed to
the highest international standards of excellence in teaching and
research, and has been at the international forefront of academic
scholarship for many years. The University has a comprehensive
range of study programmes and research disciplines spread
across 10 faculties and over 140 academic departments and
institutes/centres. There are over 27,700 undergraduate and
postgraduate students who are recruited globally, and more
than 2,000 members of academic and academic-related staff
coming from multi-cultural backgrounds, many of whom are
internationally renowned.

Post-doctoral Fellowships

Applications are invited for a number of positions as Post-doctoral
Fellow (PDF) at the University of Hong Kong. Appointments will
be made for a period of 2 to 3 years and the appointees must be
in post on or before February 29, 2016.

PDF posts are created specifically to bring new impetus and
vigour to the University’s research enterprise. Positions are
available from time to time to meet the strategic research needs
identified by the University. Positions are available in the following
Faculties/Departments/Schools/Centres/Units:

• Faculty of Dentistry

• Faculty of Education

• Civil Engineering

• Computer Science

• Electrical and Electronic
Engineering

• Mechanical Engineering

• Biochemistry

• Centre for Cancer Research

• Research Centre of Heart,
Brain, Hormone and
Healthy Aging

• Centre for Genomic
Sciences

• Research Centre of Infection
and Immunology

• Pathology

• Pharmacology and Pharmacy

• School of Public Health

• Public Health Research Centre

• Centre for Reproduction,
Development and Growth

• Stem Cell and Regenerative
Medicine Consortium

Surgery

• School of Biological Sciences

• Chemistry

• Physics

• The Swire Institute of Marine
Science

• HKJC Centre for Suicide
Research and Prevention

• The State Key Laboratory
for Liver Research

Post-doctoral Fellows

PDFs are expected to devote full-time to research. Applicants
should be doctoral degree holders having undertaken original
research that has contributed to the body of knowledge. A
highly competitive salary commensurate with qualifications and
experience will be offered. Annual leave and medical benefits
will also be available.

Procedures

Prospective applicants are invited to visit our webpage at
http://jobs.hku.hk/ to view the list of the Faculties/Departments/
Schools/Centres/Units and their research areas for which PDF
positions are currently available. Before preparing an application,
they should contact the Head of the appropriate academic unit, or
the contact person as specified, to ascertain that their research
expertise matches the research area for which a vacant PDF
post is available.

Applicants must submit a completed University application form,
which should clearly state which position they are applying for;
and in which academic discipline. They should also provide
further information such as details of their research experience,
publications, research proposals, etc.

Application forms (341/1111) can be downloaded at
http://www.hku.hk/apptunit/form-ext.doc and further particulars
can be obtained at http://jobs.hku.hk/. ClosesApril 17, 2015. The
University thanks applicants for their interest, but advises that only
shortlisted applicants will be notified of the application result.

The University is an equal opportunities employer and is committed to a No-Smoking Policy

The CAS-MPG Partner Institute for Computational Biology
(PICB) is an internationally recognized research institute based
in Shanghai, China and jointly operated by the ChineseAcademy
of Sciences (CAS) and the German Max Planck Society (MPG).
Work at this institute is driven by the accelerating importance of
statistical and computational methods in modern biology, and
we seek to do innovative research in the interdisciplinary feld of
biology, mathematics, physics and computer science.

PICB is eager to receive applications for Group Leader positions
from talented scientists working in the broad area of quantitative
biology, including but not limited to:

- Genome biology;
- Epigenomics and RNA processing;
- Computational biology;
- Biostatistics;
- Biomathematics.

PICB will offer a competitive salary package to successful
applicants, including a basic salary, position allowance, housing
allowance and other benefts.

Interested applicants should send a covering letter, a curriculum
vitae, a brief summary of past research achievements and future
plans, 3 letters of recommendation to:

Prof. Jing-Dong Jackie Han
CAS-MPG Partner Institute for Computational Biology

320 Yueyang Road, Shanghai 200031
Tel: 86-21-54920458
Fax: 86-21-54920451

E-mail: jdhan(at)picb.ac.cn

The CAS-MPG Partner Institute
for Computational Biology is
searching for "Group Leader"
in Shanghai, China

Deputy Director - Science Programs

Department of Energy’s Joint Genome Institute (JGI) is
a large-scale genome science user facility focused on
studies related to Energy and the Environment. It is seeking
a worldclass scientist and dynamic leader to inspire
and lead the Institute’s Scientific Programs. The Deputy
Director reports directly to the JGI Director and will provide
leadership and oversight for key scientific departments at
the JGI including the Plant, Fungal, Metagenome, Microbial
and DNA Synthesis science programs as well as manage the
JGI user programs. Will also be responsible for the strategic
direction and planning for new and existing programs and
will act as a liaison/ spokesperson and represent the JGI to
external agencies.The Deputy will have the opportunity and
support to lead an independent research initiative relevant
to the activities at the Institute.

The JGI is part of the Lawrence Berkeley National Laboratory,
providing high-throughput sequencing and computational
analysis capabilities.The DOE JGI serves a diverse scientific
community as a user facility, enabling the application of
large-scale genomics and analysis of plants, microbes and
communities of microbes to address the DOE mission goals
in bioenergy and environment. http://jgi.doe.gov

How to Apply:
Please go to http://50.73.55.13/counter.php?id=30815
Then follow the application instructions. Please include a
CV, summary of research interests, and references.
For informal inquiries, contact wrcannan@lbl.gov

Berkeley Lab is an affirmative
action/equal opportunity employer
committed to the development of a
diverse workforce.
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Craft good questions. Don’t just 

show up and do the work in front of 

you. Read about it, think about it, 

talk about it with other scientists, 

and plan it out. Hard questions and 

deep thinking lead to new and bet-

ter ideas. Revisit and revise your 

questions as new results come in. 

Ask for help. Ask that grizzled 

old postdoc for advice on experi-

mental design, or ask the lab tech-

nician for assistance with PCR. To 

troubleshoot my cell migration as-

says, I sought the advice of a post-

doc in a different lab. Along the 

way I learned a lot about cell cul-

ture techniques, published a paper 

in a respectable journal, and fin-

ished my Ph.D. You don’t get extra 

points for doing it on your own.

Respect and appreciate your 

lab mates. If you often work with 

undergraduates or technicians, take 

them to lunch to show your appreciation. If someone helps 

you even a little, acknowledge them generously in your 

presentations. 

Have at least two projects. If you have downtime on 

one, you can focus on another and keep your momentum. 

During my postdoc at Ohio State University, a certain pro-

tein expressed after spinal cord injury looked promising at 

first but didn’t lead anywhere. Fortunately, a second mol-

ecule turned out to be important not only in spinal cord 

injury but also in obesity and depression. By spreading en-

ergy among multiple projects, you increase the chances of 

discovering something novel and exciting. 

Sleep on it. If a lab mate or mentor irritates you, write 

down your thoughts (discreetly and securely), but don’t re-

spond right away. Sleeping on it will clear your head and 

allow you to compose a balanced, respectful response the 

next day—if you decide to reply at all.

If you need guidance from your mentor, set up a 

meeting. Unless she prefers to keep things informal, 

schedule a time to seek direction.

Learn when to be obsessive. 

Many protocols have parts that 

must be performed in a specific 

manner and other parts that are 

more flexible. If you know each 

step’s function, you know which 

steps you can do quickly and which 

will reward your obsessive atten-

tion to detail. 

Start with the task you are 

least excited about, and do it 

right away. Midway through grad-

uate school, I was arriving at work 

around 10 a.m. and then reading e-

mail, news, and PHD Comics before 

thinking about my first task. Yes, I 

was procrastinating. Sometimes a 

simple task—checking animals or 

changing cell culture media—hung 

over my head all day; I didn’t want 

to do it, so it blocked everything 

else. So finish small, short-term 

tasks first thing in the morning, be-

fore you check your e-mail. You’ll find the rest of your day 

goes better with that out of the way. For more daunting, 

longer term tasks, plan them out and take the first steps as 

soon as you can.

Balance bouts of focused work with short breaks. 

Intermittent breaks are invigorating and help you maintain 

focus for the entire day. 

Get organized. Online calendars can ensure that you 

never miss an important meeting, experiment, or work-

shop. Cloud-based aggregators (e.g., Evernote) allow you 

to access practical information such as details for order-

ing supplies, locations of samples in the lab, and ideas for 

future experiments.

Along the route to a Ph.D., rough seas can be navigated 

or avoided entirely. It takes many small successes, achieved 

day by day, to reach your long-term goals. So stay focused. ■

Andrew Gaudet is a postdoc at the University of Colorado, 

Boulder. Send your story to SciCareerEditor@aaas.org. 

For more on life and careers, visit sciencecareers.org. IL
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“Along the route to a Ph.D., 
rough seas can be navigated 

or avoided entirely.”

A grad  school survival guide

S
ince becoming a postdoc, I’ve mentored several incoming graduate students. In doing so, I’ve 

reflected on my own scientific experiences studying spinal cord injury repair. I’ve compiled a 

short tutorial aimed at making the road to a Ph.D. less bumpy, with a focus on the day-to-day 

tasks that fill a graduate student’s life, common hazards to avoid, and useful shortcuts you can 

take. These tips will help you build and maintain momentum and keep your projects moving 

forward. Think of it as a practical survival guide for graduate students.

By Andrew Gaudet

WO R K I N G  L I F E

Published by AAAS
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http://www.sciencemag.org/

